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Preface

“Intelligent systems must perform in order to be in demand.”

Intelligent systems technology is being applied steadily in solving many day-to-day
problems. Each year the list of real-world deployed applications that inconspicuously host
the results of research in the area grows considerably. These applications are having a
significant impact in industrial operations, in financial circles, in transportation, in
education, in medicine, in consumer products, in games and elsewhere. A set of selected
papers presented at the seventeenth in the series of conferences on Industrial and
Engineering Applications of Atrtificial Intelligence and Expert Systems (IEA/AIE 2004),
sponsored by the International Society of Applied Intelligence, is offered in this
manuscript. These papers highlight novel applications of the technology and show how
new research could lead to new and innovative applications. We hope that you find these
papers to be educational, useful in your own research, and stimulating.

In addition, we have introduced some special sessions to emphasize a few areas of
artificial intelligence (AI) that are either relatively new, have received considerable
attention recently or perhaps have not yet been represented well. To this end, we have
included special sessions on e-learning, bioinformatics, and human-robot interaction
(HRI) to complement the usual offerings in areas such as data mining, machine learning,
intelligent systems, neural networks, genetic algorithms, autonomous agents, natural
language processing, intelligent user interfaces, evolutionary computing, fuzzy logic,
computer vision and image processing, reasoning, heuristic search, security, Internet
applications, constraint satisfaction problems, design, and expert systems.

E-Learning

With its ability to reduce operating costs and train more people, e-learning is an attractive
option for companies that are trying to balance business and educational goals.
Information technology (IT) is rapidly changing the landscape of e-learning with the
advent of new intelligent and interactive on-line learning technologies, multimedia
electronic libraries, collaborative communities and workspaces, and improving knowledge
sharing and education practices.

In particular, with the rapid development of the Internet and the World Wide Web,
university and college programs offered in distributed e-learning environments are an
alternative form of education for those students who are best served by flexible location
and time schedules. The situation in which distance education is primarily used in
selective situations to overcome problems of scale (not enough students in a single
location) and rarity (a specialized subject not locally available) is being changed. The
major trends of e-learning are multi-mode integration, learner-centered environments, and
service-oriented institutions.

We selected for this special session a collection of outstanding papers highlighting the
work of researchers and practitioners from academia and industry.

Human-Robot Interaction

Recently, humanoid robots such as Honda's ASIMO and Sony's QRIO or pet robots such
as Sony's AIBO have become quite familiar and thus the symbiosis of robots and humans
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VI Preface

has become an exciting research area. Some of the many research topics being pursued
include: expressive interaction with face/voice/gesture; spoken dialogue processing,
dialogue modeling, user modeling, personality, and prosody; gesture recognition, face
recognition, and facial expression; sound localization and visual localization; tactile and
other sensory perception; and multi-modal integration of sensory information

At previous IEA/AIE conferences, low-level interactions were reported. However, this
special session focuses on higher-level human-robot interactions. Through interactions
with people, a humanoid robot recognizes the emotional states of a human by spoken
dialogue or recognizes relationships between people and adapts its behaviors through a
dynamic learning system. In addition, design methodology is discussed by observing
human-robot interactions. We hope this special session will lead to more human-robot
interaction research papers at IEA/AIE conferences.

Bioinformatics

Bioinformatics is an interdisciplinary research area, where computer scientists solve
interesting and important problems in molecular biology by building models and
manipulating huge amounts of data generated by biologists around the globe. The
techniques being used by computer scientists include clever design of data structures and
algorithms, machine learning, Al techniques and statistical methods. In the postgenome
era, innovative applications of such techniques have been used to solve problems in
molecular biology including protein-to-protein interaction, gene discovery and secondary
structure prediction. We feel that it is time for the Al community as a whole to embrace
bioinformatics with its challenging and interesting problems for the application of AL
Some general problem-solving methods, knowledge representation and constraint
reasoning that were originally developed to solve industrial applications are being used to
solve certain types of problems in bioinformatics and vice versa. Inclusion of bio-
informatics as a special session enriched the conference and also provided an opportunity
for other Al practitioners to learn about the ongoing research agenda of bioinformatics,
which in turn may foster future collaboration among the participants of this conference.
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A Comparison of Neural Network Input
Vector Selection Techniques

Belinda Choi', Tim Hendtlass', and Kevin Bluff®

' Department of Information Technology, La Trobe University, Bendigo
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Abstract. One of the difficulties of using Artificial Neural Networks (ANNs) to
estimate atmospheric temperature is the large number of potential input vari-
ables available. In this study, four different feature extraction methods were
used to reduce the input vector to train four networks to estimate temperature at
different atmospheric levels. The four techniques used were: genetic algorithms
(GA), coefficient of determination (CoD), mutual information (MI) and simple
neural analysis (SNA). The results demonstrate that of the four methods used
for this data set, mutual information and simple neural analysis can generate
networks that have a smaller input parameter set, while still maintaining a high
degree of accuracy.

Keywords: Artificial neural network, genetic algorithm, mutual information,
coefficient of determination.

1 Introduction

Temperature estimation is an important component of weather forecasting. Forecast-
ers at the Australian Bureau of Meteorology currently use a number of methods to as-
sist them in making such estimations. The TIROS Operational Vertical Sounder
(TOVYS) instrument is used to observe radiation from the earth and atmosphere. Con-
ventional methods used to retrieve temperature and moisture profiles from the ob-
served TOVS radiances are iterative and involve matrix algebra, making them very
computationally intensive. In general, both physical and statistical retrieval techniques
show differences of about 2 K when compared to analysis or collocated radiosonde
data in the mid-troposphere (600 — 400 hPa). These differences often increase near the
tropopause and surface of the atmosphere [1].

Artificial Neural Networks (ANNs) are good functional approximators and are po-
tentially well suited to the task of temperature estimation. One of the main features of
ANNES is their ability to generalise; that is, to successfully interpolate between exam-
ples previously seen. Moreover, once trained, ANNs can run at a much higher speed
than iterative matrix methods. A task that is critical to the success of a neural network
in weather forecasting problems is the selection of inputs. At each particular time in-
stant, values exist for a vast number of meteorological variables available including in-
frared and visible satellite readings, ground measurements, humidity, wind speed and
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direction at many different pressure levels in the atmosphere. Use of an extremely large
number of inputs to an ANN makes training the network considerably more difficult
and sharply increases the amount of training data required.

A number of different methods have been used to reduce the size of the input vec-
tor of an ANN. These include correlations between candidate input parameters and
the modelled parameter, schematic analyses and the use of expert advice. Some of
these methods are subjective and do not measure the multivariate dependencies pres-
ent in the system [2][3]. In this study, genetic algorithms (GA), coefficient of deter-
mination (CoD), mutual information (MI), simple neural analysis (SNA) and expert
knowledge (EK) are used for input vector reduction and compared.

2 Genetic Algorithms

Genetic Algorithms (GAs) [4] are search algorithms based on the theory of natural
selection. In this application, each individual (chromosome) in a population is a string
containing 0's and 1's (genes) and describes one possible selection of inputs. Succes-
sive populations are generated using a breeding process that favours fitter individuals.
The fitness of an individual is considered a measure of the success of the input vector.
Individuals with higher fitness will have a higher probability of contributing to the
offspring in the next generation (‘Survival of the Fittest’).

There are three main operators that can interact to produce the next generation. In
replication individual strings are copied directly into the next generation. The higher
the fitness value of an individual, the higher the probability that that individual will be
copied. New individuals are produced by mating existing individuals. The probability
that a string will be chosen as a parent is fitness dependent. A number of crossover
points are randomly chosen along the string. A child is produced by copying from one
parent until a crossover point is reached, copying then switching to the other parent
and repeating this process as often as required. An N bit string can have anything
from 1 to N-1 crossover points.

Strings produced by either reproduction or crossover may then be mutated. This
involves randomly flipping the state of one or more bits. Mutation is needed so new
generations are more than just a reorganisation of existing genetic material. After a
new generation is produced, each individual is evaluated and the process repeated un-
til a satisfactory solution is reached. Because of the need for large populations and a
substantial number of generations, the number of evaluations may be high.

3 Correlation Coefficient and Coefficient of Determination

Pearson’s correlation is a measure of the degree of linear relationship between these
two variables [5].

The coefficient of determination (CoD) is the square of the correlation coefficient
and can only have positive values ranging between 1 for a perfect correlation
(whether positive or negative) to O for a complete absence of correlation. The CoD
gives the percentage of the explained variation compared to the total variation of the
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model. For example, if the CoD between X & Y is 0.55 (55%), it can be said that 55%
of the variability of X is explained by the variability in Y [5].

By computing the CoD between each input / output pair and selecting only highly
correlated inputs for each output, one may hope to select a good, if not optimal, set of
inputs. However, this will only select an effective reduced input set if all the inputs
are independent and no output is in fact a complex function of two or more of the in-
put variables — an assumption that cannot always be relied upon.

4 Mutual Information between Inputs and OQutputs

Mutual information (MI) [6] is another measure of the amount of information that one
variable contains about another variable. While the coefficient of determination
measures the linear dependence between two variables, mutual information measures
the general dependence between two variables and is therefore potentially a better
predictor of dependence than the correlation function [7].

The mutual information of independent variables is zero, but is large between two
strongly dependent variables with the maximum possible value depending on the size
of the data set.

Mutual information can, in principle, be calculated exactly if the probability den-
sity function of the data is known. Exact calculations have been made for the Gaus-
sian probability density function [7]. However, in most cases the data is not distrib-
uted in a fixed pattern and the mutual information has to be estimated. In this study
the mutual information between each input and each output of the data set is esti-
mated using Fraser & Swinney’s method [8].

A subset of inputs with high mutual information to the relevant output is selected
to train the neural network. Again this assumes that all the inputs are independent and
that no output is in fact a complex function of two or more of the input variables.

5 Simple Neural Analysis

Simple neural analysis (SNA) attempts to select the most appropriate system inputs to
the final network using either single neurons or networks of neurons. In this paper
only N input, 1-output neurons were used (where N was either 1 or 2). Either 1 or 2
of the system inputs under consideration were used to train the neuron to predict a
particular system output. After training, the CoD between the actual neuron output
and the ideal system output provides a measure of the importance of these system in-
put(s) to this output. SNA is the only technique of those described in this paper that
can estimate the importance of multiple inputs in a single step. Obviously N cannot be
allowed to become large or combinational explosion occurs. A series of neurons were
also trained using one system input as input and a second system input as the output
so as to identify high related system inputs. System inputs that had a high CoD to one
or more system outputs and which were unrelated to any other system input were con-
sidered as good candidates for use as inputs to the final network.
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6 Expert Knowledge

An expert in the field (EK) selected N inputs that were believed to make a significant
contribution. It was considered difficult to rank the inputs accurately.

7 Methodology

The temperature data for Australia was taken from the TOVS instrument equipped
NOAAI12 satellite in 1995. Infrared sounding of 30km horizontal resolution was sup-
plemented with microwave soundings of 150 km horizontal resolution.

This data set was used to evaluate the techniques for selecting the input vector. A
number of single output networks were developed, each estimating the actual tem-
perature at one of 4 pressure levels (1000, 700, 300 & 150 hPa) given the radiances
measured by satellite. These are four of the standard pressure levels (levels 1, 3, 6 and
9) measured by satellite and radiosonde sounders. The input vector of TOVS readings
to be used by these networks was extracted using each of the five techniques de-
scribed above. A common input vector length of 8 was used as initial experimentation
had proved this to be a suitable value. The appropriate target output temperature was
provided by collocated radiosonde measurement.

In general each input was tested against the output for importance and a ranked list
was produced then the top 8 inputs were selected for the input vector. Experimental
details for the four methods used to rank these inputs above are:

e  Coefficient of Determination and Fraser and Swinney’s mutual information esti-
mation method involve no user selectable parameters.

e In Simple Neural Analysis, a 1-input-1-output architecture was used and training
continued for 100 passes through the data set with a learning rate of 0.1 and a
momentum of 0.8. These values were chosen based on prior experimentation.

e This general process was not applicable to the GA technique where, as indicated
in Section 2, the input vector was directly represented by a chromosome encod-
ing which was then subjected to evolutionary pressure. The fitness function used
was simply E, the percent correct (|target - actual| < 0.4). To measure the number
correct for a given chromosome 5 networks were trained using these inputs and
the best result used. The 8-12-1 network uses a learning rate of 0.1 and momen-
tum of 0.8 for 10,000 iterations.

e Parents were selected using a ranked performance order and an elitist strategy.
The GA bred 20 generations with a population size of 50 using a crossover rate
of 0.6 and a mutation rate of 0.05. It was found that there was very little increase
in performance after 20 generations. Although the inputs selected by 5 GA in-
stances (with different random seeds) were not identical, there was enough con-
sistency to confidently select the set of results that gave the lowest RMS error.
The input vector selected by the GA was evaluated in the same general manner
described above.

e  After selecting 8 best inputs using one of the above techniques, these inputs were
assessed by means of an evaluation neural network whose architecture was cho-
sen based on initial experiments. The network used 12 hidden neurons and was
trained using fixed parameters to facilitate comparison between the various tech-
niques. It was trained for 2000 passes through the data set using a learning rate of
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0.1 and a momentum of 0.8. The network was tested after each pass though the
training data with the best result being recorded. The overall performance of this
testing network was assumed to reflect the appropriateness of this particular se-
lection of inputs.

8 Results and Discussion

The results reported are the median RMS error values (degrees Kelvin) obtained from
training the ten evaluation networks at each level and should be a reasonable reflec-
tion of the inherent worth of the input selection. The results using the eight inputs
predicted by the expert (EK) and using the full input vector (all available inputs) are
included in the table for comparison. The spread of RMS errors produced by the ten
evaluation networks is also a performance indicator and is indicated in Table 1 by in-
cluding the highest and lowest errors as + and — values relative to the median.

Table 1. Median and range of RMS Error (K) using the 8 inputs derived from all 5 techniques
and using all inputs for Levels 1,36 & 9.

CoD EK GA MI SNA ALL
Level 1 3.1503 3.8%) 3.357 277, 259 | 2,97
Level3 | 3.5%] 3.6%5 3.4 3.6 30| 277
Level 6 | 257 2.6%] 2870 2.4 2408 | 2.6
Level 9 | 4.0%) 3.5%,) 3.899 347 340 | 390

Table 1 indicates that MI and SNA exhibited fairly similar performance and were
generally better than the other three-vector reduction techniques at most levels. SNA
was marginally better than MI, outperforming it in levels 1 and 3. In three of the four
levels both MI and SNA managed to improve network performance, compared with
using all inputs, as well as reduce the input vector.

Level 3 is interesting in that all five reduction techniques produced networks with
worse performance. An indication of the underlying cause of this phenomenon is that
for this level the individual importance measures of the inputs for all three quantita-
tive techniques (EK and GA provide no such individual measure) were at best 50%
lower and at worst two orders of magnitude lower than for the other levels. This
seems to indicate that the predictive capability at this level is spread more across the
inputs — there is less redundancy of information. It should be noted that at this diffi-
cult level SNA outperformed the other four techniques, doing less “harm”.

A comparison of the individual inputs selected for inclusion by the five techniques
can provide some insight into their manner of operation and the broad relative impor-
tance of the inputs. Table 2 and Figure 1 provide this comparison. As described pre-
viously only CoD, MI and SNA actually rank the inputs and thus select them in an
ordered manner with EK and GA simply specifying the complete set. In Table 2 the
latter two techniques have their inputs presented in numeric order and in Figure 1 they
have all inputs indicated as of ‘equal importance’.
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One feature of Table 2 which is of immediate interest is that although there is con-
siderable similarity between the inputs selected by MI and SNA there are substantial
differences across the techniques. Curiously, the GA selected the same input set for
all but level 1 which was considerably different, and still attained comparable per-
formance. Perhaps these differences indicate considerable underlying information re-
dundancy within the data set as various combinations of inputs can be used with some
success.

Table 2. The 8 inputs derived from the 5 vector reduction techniques for Levels 1,3 6 & 9 in
order of inclusion. (No order exists for EK and GA)

CoD EK GA MI SNA
Level 1|6 34 8.10.9,(4,5,6,7, 12,13, 1,3,7,15,17, 22,20, 14, 1,2,{22, 14,20, 4,
eve 1, 14 14, 20 18, 19, 21 4,13, 12 5,13,8,2
Level 3| 3 126, 14, 11 4,5,6,12,13, | 0,3,6,8, 14, |4,21,17,15,20, 21, 11,3, 15,
eve 4,10, 15 14,20, 21 16,17, 18 31,9 10,20, 22, 1
Level 6| 34 2:0:10.6,{ 2.3,4, 14,15, | 0,3,6,8,14, | 14,20.4,3,15, | 14,4,20,22,
eve 1,20 20,21, 22 16,17, 18 13,22, 12 5,13,8,3
Level 9| 2 34:6,10.9,{0,1,2,3, 15,20, 0,3,68, 14, |13,14.5.4,8,6,( 13,14, 12,5,
eve 7,8 21,22 16,17, 18 12,20 20, 6, 8, 4

The similarity in input sets selected by the MI and SNA techniques is highlighted in
Table 3. Given the similar performance of these techniques it is not surprising that there
is considerable overlap.

Table 3. Inputs selected by MI & SNA for various levels.

Level MI only Common SNA only
1 1,12 2,4,13, 14, 20,22 5,8
3 4,9,17 1, 3,15, 20, 21 10, 11,22
6 12,15 3,4, 13, 14, 20,22 58
9 4,5,6,8,12,13, 14,20

Only input 20 is common at all levels in Table 3 and this input is also the only one
common to all levels in the selections made by the expert (EK, Table 1) thus there
seems to be broad agreement on its importance. This also seems reinforced by its ab-
sence from the poorly performing selections made by CoD at levels 1, 3 and 9. Indeed,
the only level (6) at which CoD’s selection performs well at all has this input included.
It would seem that this highlights the inappropriateness of a model with an underlying
linear bias for this task.
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Fig. 1. Relative Importance of inputs using the 5 different techniques (the higher the peaks, the
more important the input). Level 1 top left, level 3 top right, level 6 bottom left, level 9 bottom
right.

The results obtained above imply that both MI and SNA have some considerable
potential for input vector reduction. Further experiments were conducted for these
techniques to investigate the possibility of further pruning the number of inputs. The
best 4 inputs were used instead of 8 and the process repeated using 10 evaluative net-
works at different starting positions. The results were surprisingly good, with a small
general degradation in performance as measured by median RMS error.

Multiple Input SNA. As was noted earlier, an assumption underlying the CoD, MI
and SNA techniques as they have been used so far is that the inputs are essentially
independent and that no output is in fact a complex function of two or more of the
input variables. Of the three techniques SNA is the only one that has the capacity to
directly take into account more than one input. By increasing the number of inputs to
the simple neural processing unit, simple combinations of two or more inputs can be
related to the output. The investigation here was restricted to two-input combinations
because combinatorial explosion soon dominates. All 253 two-input combinations
were trained to predict each output and ranked along with the single input results.
Selecting a fixed number of inputs from a ranked list consisting of combinations
along with single entries is somewhat problematical. When considering a ranked entry
which is a combination (in this investigation a pair) it is necessary to ascertain as far
as possible whether or not one of its components is the dominant “information car-
rier”, with the other component(s) contributing minimally, or whether it is truly the
combination which is important. If one component is truly dominant and both com-
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ponents are added, the resultant vector could be reduced in effectiveness because part
of its fixed capacity has been used on an input of only peripheral value, potentially
excluding more useful inclusions. The approach adopted in this investigation was
very simplistic: the ranked list is processed from the highest scoring entry downwards
and a decision is made with respect to each entry as follows as long as the fixed-
length input vector is not full;

1. if the entry is a single input and is not present in the vector add it,

2. if the entry is two inputs not present in the vector add both if the combination
significantly outperforms the single input entries for both components, otherwise
add the dominant (higher performing) one,

3. if the entry is two inputs with one already present in the vector add the other only
if the combination significantly outperforms that one’s single input entry.

For this study, one entry is considered to ‘significantly outperform’ another if it has
a CoD value greater by 0.1 or more.

Although the application of this simplistic attempt to explicitly take account of the
potentially important interactions between inputs did alter the input vector compo-
nents, the only significant effect on performance was to reduce the performance at
levels 1 and 3 to that attained by the initial MI technique. More investigation is re-
quired to develop an effective way to use the extra information available from input
combinations.

Redundancy in the Input Set. The previous section discussed the potential for
relationships between inputs making combinations that were more useful members of
the reduced input vector than sum of their individual components. Another
relationship which can exist is that two or more inputs can be carrying very similar
information (essentially measuring the same thing in a different way). Whilst each
input may individually have a very high ranking it can be counter-productive to add
both. Two versions of the same information would be occupying space in the fixed
length input vector with little increase in performance but potentially excluding a
lower ranked input which adds extra information and does increase performance. A
simple investigation attempted to discover if the selection process could be improved
by taking this into account.

Relationships between all single-input-single-input combinations were tested with
three techniques, SNA, CoD & MI (of course this analysis was not possible with EK
and GA) and selection of the 8 optimal inputs was adjusted to eliminate inputs which
are highly interrelated. For SNA two-input-single-input relationships were also evalu-
ated. The selection process simply added another test for inclusion in the reduced in-
put vector. If the potential addition was deemed ‘highly related’ to something already
included then it was not added. The definition of ‘highly related’ for this purpose is
somewhat problematical and values for each of the relationship measures were estab-
lished after some initial investigation.

Unfortunately this approach was probably too simplistic (or the definition values
used too conservative) as the performance exhibited by the newly chosen reduced
vectors was generally a little worse for SNA and MI. The CoD performance was mar-
ginally improved, but was starting from a worse point. Further investigation of how to
define ‘highly related’ and how to incorporate this information into the selection pro-
cess is indicated.



A Comparison of Neural Network Input Vector Selection Techniques 9

9 Conclusion

In this paper, GA. MI, CoD and SNA are used to select the best inputs to neural net-
works. In order to be able to compare the 4 methods, 8 best inputs were selected for
training of the evaluation neural network. The MI and SNA techniques gave the best
results overall. The results indicate that reducing the input vector using these tech-
niques not only makes training the neural networks more efficient but also that this
may be achieved without significant loss of performance. The exception is Level 3
(700 hPa) where using all inputs provided the best performance. A possible general
indicator of when this might occur lies with the observation that all the individual in-
put-output relationship measures for this level were considerably lower.

The facts that the performance did not dramatically deteriorate when the input
vector was further reduced to contain only four inputs, and that the ‘strange’ selec-
tions of the GA still attained some success, both seem to indicate that there is some
redundancy in the information carried by the full input set. The lack of success of the
attempts to incorporate information on multiple-input combinations and input redun-
dancy is intriguing and bears further investigation and refinement of the simple tech-
niques employed.

Details of the TOVS instrument system and the purpose of the radiance observation as
documented in [9] shows that HIRS channels 0-6, 12 — 16 and MSU channel 2 -4 are
channels that provide better sensitivity to the temperature sounding. HIRS channels 0-
6 have better sensitivity to the temperature of relatively cold regions of the atmos-
phere, HIRS 12 — 16, a better sensitivity to the temperature of relatively warm regions
of the atmosphere and also less sensitive to clouds. MSU channels 2 — 4 have the mi-
crowave channels which probe through clouds and can be used to alleviate the influ-
ence of clouds on the other channels. This information indicates that, for the levels
considered in this paper, channels 0, 1, 2, 3, 4, 5, 6, 12, 13, 14, 15, 16, 20, 21 & 22
will be expected to contribute more towards temperature estimation than the other
channels. Comparing this with the 8 best inputs selected by each technique, it is inter-
esting to note the EK, SNA & MI techniques comply very closely with this observa-
tion. The GA and CoD techniques are the least compliant with a total of at least 10
inputs selected for the 4 levels that do not fall in this range. It is also interesting to
note for further investigation that only the GA selected input 0 with both the SNA and
MI techniques giving it a very low ranking.

Although this investigation has been conducted only on one set of data, these tech-
niques show very promising results and may well be successfully applicable to other data
sets. Obviously future work in this area would include further investigations as outlined
above and extending the application of these techniques to different data sets in order to
gauge their usefulness in a more general context. The ultimate goal is a range of tech-
niques that can be applied in a disciplined and fully automated fashion to any data set to
reduce the size of the input vector a neural network will use to estimate or predict.

Acknowledgements. Thanks to the CISCP, Swinburne University of Technology for
providing the simple neural analysis (SNA) software, John LeMarshall from the Bu-
reau of Meteorology for the use of the real-time temperature data and expert knowl-
edge information; and Fraser & Swinney for the use of their code for the estimation of
mutual information.
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Abstract. In this paper, adaptive identification and control of nonlinear
dynamical systems are investigated using Two Synaptic Weight Neural
Networks (TSWNN). Firstly, a novel approach to train the TWSWNN is
introduced, which employs an Adaptive Fuzzy Generalized Learning Vector
Quantization (AFGLVQ) technique and recursive least squares algorithm with
variable forgetting factor (VRLS). The AFGLVQ adjusts the kernels of the
TSWNN while the VRLS updates the connection weights of the network. The
identification algorithm has the properties of rapid convergence and persistent
adaptability that make it suitable for real-time control. Secondly, on the basis of
the one-step ahead TSWNN predictor, the control law is optimized iteratively
through a numerical Stable Davidon’s Least Squares-based (SDLS)
minimization approach. A nonlinear example is simulated to demonstrate the
effectiveness of the identification and control algorithms.

1 Introduction

Similar to the Multilayer Feedforward Neural Networks (MFNN), Two Synaptic
Weight Neural Networks (TSWNN) [1] possesses the capacity of universally
approximating nonlinear multi-variable functions [2]. Unlike the former, the output of
the TSWNN is linear with respect to the connection two weights of the network. If the
other parameters, the TSWNN kernels, can be chosen appropriately, the linear least
squares method can therefore be employed to estimate these weights, so the rapid
convergence of the algorithm will be guaranteed. Therefore, the performance of a
TSWNN critically depends upon the chosen kernels.

Wang Shoujue [3] suggested that the kernels were randomly chosen from data
points. This method is clearly simple but raw. An n-means clustering technique was
regarded as a better method for updating the kernels by Feng Cao [4]. Wang [3]
presented Slam algorithm for pattern matching, but it is too complex to match on-line
application. For on-line and adaptive applications of neural network model, some
kinds of recursive identification algorithms are naturally required [5,6,7,8]. A simple
solution is to fix the kernels first using n-means clustering algorithm and to update
only the two sorts of weights in real-time using recursive least squares or least mean
squares algorithm. This can only work well if the variations in the underlying system
are small. It is advantageous to update TSWNN kernels and weights simultaneously.

R. Orchard et al. (Eds.): IEA/AIE 2004, LNAI 3029, pp. 11-19, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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12 M. Jalili-Kharaajoo

Therefore, Wang proposed a hybrid n-means clustering and Givens least squares
algorithm. Given least squares have superior numerical properties.

In this paper, the kernels and weights of the TSWNN are also updated
simultaneously. A novel approach, however, is presented to train the TSWNN.
Specifically, an Adaptive Fuzzy Generalized Learning Vector Quantization
(AFGLVQ) technique is adopted to update the kernels, its weights and recursive least
squares algorithm with variable forgetting factor (VRLS) is used to estimate the
weights. The FGLVQ is a fuzzy modification of the GLVQ clustering algorithm.
Compared with n-means clustering and the GLVQ, this algorithm seems more
insensitive to the disturbance of random initialization. Moreover, it more likely gives
a desirable solution than the other algorithms, and it still keeps the computational
simplicity. We enhance the adaptability of the FGLVQ by giving a new design for the
learning rate. Because the clustering algorithms are originally designed for pattern
recognition and a generic assumption is that a fixed cluster exists for finite data
points, the learning rates are designed to slowly decrease to zero such that these
algorithms can converge to a locally optimal solution. In identification and control of
dynamical systems, the kernels should persistently reflect the variations of the input
sequence. Therefore, the learning rate will be designed to vary proportionally to the
identification error.

VRLS perfectly updates the parameters to follow both slow and sudden changes in
the plant dynamics. Furthermore, the use of a variable forgetting factor with correct
choice of information bound can avoid blowing-up of the covariance matrix of the
estimates and subsequent unstable control. The computational load is relatively small.
Of course, some recursive least squares algorithm with superior numerical properties
can also be used under the consideration of moderate computational load.

Up to the present, the control schemes based on the TSWNN have not been as
many as those based on the other networks such as MFNN, CMAC and recurrent
networks. In this paper, another scheme of adaptive control law will be given. On the
basis of the one-step ahead TSWNN predictor, a numerically stable Davidon’s least
squares-based (SDLS) minimization method is proposed to optimize the control law
iteratively in each sample period. The DLS algorithm possesses relative fast learning
property but suffers numerically ill-conditioned phenomenon. The present SDLS has
overcome the drawback.

2 Two Synaptic Weight Neural Networks
for Modeling Nonlinear System

Many single-input single-output non-linear systems can be described as the following
model

y(t) = fs (y(t—l),..., y(t_ny)ﬂu(t_l)a“'au(t_nu )) (1)

where y(7) and u(t) are the system output and input respectively; n, and n, the lags of

the output and input respectively; and f,(.) some non-linear function.

The TSWNN is a two-layer processing structure. In the first layer, the neurons are
represented by TSWNN with the kernelsc;, which are interconnected by
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weights w w;»,-. Factor s, p is chosen. The second layer is essentially a linear

7>

combiner. The overall response of such a network is a mapping f, : R™ — R, that is

£, (x>=ile,-¢(x,cl-,w,-> @)

where xe€ R™, m is network input vector, c; € R M J<i<nare the kernels and
#(.): R — R. 6, is the connection weights; and » is the number of neurons.

When the TSWNN is used to approximate the dynamical system (1), define m= ny +
nu and let

x() =y =1, y(t —n ) );ut =1),...,u(t—n, )] 3)
Then, the TSWNN output

()= f, (x(1)) “)
acts as the estimator of the y(z). Let

e(t) = y(t)—y(t) (%)

Hence, the goal of training the TSWNN is to make e(?) as small as possible. In this
paper, the function is chosen as function

s

m Wj
— |wj(Xj—cj)

B(x.c;.w;) =cos >

-0 (6)
=

|17

X j is neuron j'h input; w j,C; are direct weight and kernel weigh; @ is the threshold;

m is the dimension of input.

3 Hybrid AFGLVQ and VRLS Algorithm

The adaptive identification algorithm for TSWNN model has a hybrid structure
consisting of

1. recursive AFGLVQ sub-algorithm for adjusting the TSWNN kernels;

2. recursive VRLS sub-algorithm for updating the TSWNN weights;
Now, we begin to give the details of the two sub-algorithms.

3.1 Adaptive FGLVQ

3.1.1 FGLVQ
In the GLVQ algorithm, for the winner node i(i= arg min| x(t)-c(1)|, 1< i< n), the
updating rules of the kernels and its weights are
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D? =D+|x(t)—c, (0
(t+D=c. b —c.
e+ =c;(O+ (r)[ P (x()=c;() -
w; (t+1) = w, () +77, |x() —¢; (0)](x(t) =<, (1))
For the rest nodes j (j=1,..., n, j#1i ), the rules are
NN L ~Dep0-c,0) ()¢, 0)
C: =C. x()—c:
J J D2 J (8)

w; 1) =w, O+, [0 —¢; 0l —¢; )

where D = Z"x(t)—c,- (t)||, n,.m 1 is proportion factor; b(t) is the learning rate
i=1

which is chosen satisfy the two conditions: As ¢t — o ; b(¢) > 0and b(t) — 0. b(t)
can be taken as

b(t)=b(t=1)/1+t/n ©)

Unlike the n-means clustering algorithm, where only the winning prototype is
updated, the GLVQ updates all nodes for a given input vector. The learning rules
depend on the degree of the distance match to the winner node; the lesser the degree
of match with the winner, the more is the impact on nonwinner nodes. The GLVQ is
more robust to initialize. Furthermore, the algorithm can give more reasonable
solution when D>1. But it has been found that GLVQ behaves exactly opposite to
what was desired when D</.

To overcome this problem, we can give a fuzzy modification of GLVQ. Let L_be
a loss function which measures the locally weighted mismatch (error) with respect to
the winner

L, =L()c,cl,cz,...,cn)=ilﬂj"x—cj”2 (10)
=

where 4 ; is chosen to be a fuzzy member function as

n

2\~
i—c,|

ui= (1n

2
p=lix—c
P

which has the following properties
1. The magnitude of u; is inversely proportional |x— cj| ;
2. Each jis within [0,1];
3. The sum of j are equal to /.

Assume "x —c, " >0, the gradient of L, with respectto ¢, can be calculated as
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_ 2
VCPL——Znﬂp(x—cp) (12)
Thus, the updating equation of the kernels can be rewritten as

¢ (t+1) =, () + 26ty (x(t) - ¢, (1)) (13)

3.1.2 Adaptive Modification of FGLVQ

In adaptive identification and control, since a plant is unknown and the structure of a
given TSWNN is limited, therefore the modeling error exists inevitably. In most case,
the TSWNN with fixed kernels can not universally approximate the plant in

the whole domain with the uniform error accuracy. So the kernels and the weights
should be persistently adjusted to trace the output error simultaneously. Here we give
an updating equation of b(t)

b(t) = b, |e@)] /(1 + |e®))) (14

where 0<b, <1, thus 0<b(?) <1. b(t) varies with &(¢). Of course, when &£(¢)
converges to zero, b(t) will tend to zero too.

3.2 Recursive Least Squares with Variable Forgetting Factor

Define the hidden layer output vector at the instant ¢ as

@, =[0,(). 0, (s 6, O] (15)
The connection weight vector at 7 as
©, =[6,(1).6,(....6,O] (16)

Thus, ©, can be recursively updated by the equations

0, =0,+K,@1) (I7)
K - P, (18)
£ T
1+®, PO,
F= ([_Ktq)tT)Pt /Py (19)
pr=1-(+ (K )el 13, (20)

If P, < Prin > St P; = Proin 5 2., » > 0 reflects the amplitude of the noise.



16 M. Jalili-Kharaajoo

4 Adaptive Control Law Optimization

The following gives the indirect TSWNN-based adaptive controller. On the basis of
the one-step ahead prediction TSWNN model, we use a numerically stable Davidon's
least squares-based minimization approach to optimize the control law iteratively in
each sample period. Define the predictive control error

et+) =+ D) —[ay(0) + (1= )y, (¢ +1)] 1)

where y, (¢+1)is the reference output signal; 0 <« <1 is a smoothing factor.

The goal of iteratively optimizing control law is to make e(7+1) small enough to reach
some control accuracy. Let the initial value of u(t) be

M, (1) = u(t—1) (22)
and the corresponding output of the TSWNN be

Yot+D) = f,(x,(t+1) (23)
where

X, @ +1) =[y(@)s..., y( =11y, + D5 u(®),...,u(t —n, +1)] 24)

Similarly, u, (¢) denotes the control value at the k iteration instant. The corresponding
output of the TSWNN is

P+ = £, (x (1 +1) (25
where

X+ =[Ot =11, D325 (Ot (=11, +1)] (26)
and

e, (t+1) = P+ D) —[ay@)+(1—a)y, (¢ +1)] 27

The optimization procedure is described as follows.

*  Let k., be the maximum iteration number and e,,, be the desired control
accuracy. Set the initial Hessian matrix H, =h,1,0<h, <L k=0.

* Let k=k+1. u(t) at the k iteration is calculated by

()=, ()=H Vy, e, (28)

max

H, =(AH +V' 9, +a.D (29)

where 0< A, <1,0< e, <1; Vy,_, is the gradient of y,_, (#+1) with respect to
Uy (1) -
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¥ I k=kyor e (t+])=e

max

then stop calculating; Otherwise, go to (2). In the

max

DLS algorithm, the updating equation for H is
Hy =(AHL +V5, VT 5 ) (30)

The item o,/ of the equation (29) is not included in the equation (30). It has been
found that when p,_;is small and 0<A, <10, the H, will become divergent

infinitely as k increases. This can result in numeric instability. In the equation (29),
the finite boundary of H, is guaranteed.

5 Simulation Results

Consider the first-order non-linear system described by:

y(k-10)

- +u’ (k1) (€1
1+ 2 (k=1)

y(k)=
The parameters for the proposed algorithm are chosen as
m=1,h, =0.09,b, =0.21,1, =0.001,&(t) = e >

Simulation results are shown in figures 1 and 2. In figure 1 the problem of set
point tracking of the closed-loop system is shown. Figure 2 indicates growth pattern

(number of rules). As it can be seen, the performance of the closed-loop system is
excellent.

25

Output

0.5- 1

I I I I I
0 20 40 60 80 100 120 140 160 180 200
Samples

Fig. 1. Set point tracking; Set point trajectory and output.
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Number of hedden units

0 Il Il Il Il Il Il Il Il Il
0 20 40 60 80 100 120 140 160 180 200

Samples

Fig. 2. Growth pattern (number of rules).

6 Conclusion

In this paper, firstly, we proposed a novel approach to train the TSWNN. An adaptive
fuzzy generalized learning vector quantization (AFGLVQ) technique was adopted to
adjust the kernels of the TSWNN, and recursive least squares with variable forgetting
factor (VRLS) was applied to update the connection weights of the network.
Secondly, on the basis of the one-step ahead TSWNN predictor, a numerically stable
Davidon's least squares-based minimization approach was used to optimize the
control law iteratively in each sample period. The simulations demonstrated the rapid
learning and adaptive property of the identification algorithm and the effectiveness of
control algorithm. The scheme is especially suitable for controlling the SISO
nonlinear systems.
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Knowledge Discovery Using Neural Networks
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Abstract. A novel knowledge discovery technique using neural networks is
presented. A neural network is trained to learn the correlations and relationships
that exist in a dataset. The neural network is then pruned and modified to
generalize the correlations and relationships. Finally, the neural network is
used as a tool to discover all existing hidden trends in four different types of
crimes in US cities as well as to predict trends based on existing knowledge
inherent in the network.

1 Introduction

Enormous amounts of data are being generated and recorded for almost any kind of
event or transaction. Advances in data storage and database technology have enabled
us to store the vast amount of data very efficiently. A small piece of data may be
quite insignificant. However, taken as a whole, data encompasses a vast amount of
knowledge. A vital type of knowledge that can be acquired from large datasets are
the hidden trends. These hidden trends, which can be expressed as rules or
correlations, highlight the associations that exist in the data. For example, in a
financial institution environment, where information about customer’s characteristics
and activities are maintained, the following trend may exist.

Persons who are between 25-30 years old, having at least a bachelor’s degree with
an income greater than 50K, have greater than 6 entertainment activities and greater
than 10 restaurant activities in each cycle.

Finding these trends, which are specific to the application, represent a type of
knowledge discovery. The acquired knowledge is helpful in understanding the
domain, which the data describes.

We define a machine learning process that uses artificial neural networks to
discover trends in large datasets. A neural network is trained to learn the inherent
relationships among the data. The neural network is then modified via pruning and
hidden layer activation clustering. The modified neural network is then used as a tool
to extract common trends that exist in the dataset as well as to predict trends. The
extraction phase can be regulated through several control parameters.

R. Orchard et al. (Eds.): IEA/AIE 2004, LNAI 3029, pp. 20-28, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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2 Related Research

Andrews et al. in [1] discuss the difficulty in comprehending the internal process of
how a neural network learns a hypothesis. According to their survey, rule extraction
methods have been categorized into decompositional and pedagogical techniques.
They discuss various techniques including the pros and cons of each method. The
distinguishing characteristic of the decompositional approach is that the focus is on
extracting rules at the level of individual (hidden and output) units within the trained
Artificial Neural Network. In pedagogical approach to rule extraction, the trained
neural network is treated as a black-box, in other words, the view of the underlying
trained artificial neural network is opaque. They conclude that no single rule
extraction/rule refinement technique is currently in a dominant position to the
exclusion of all others.

Gupta et al. in [2] propose an algorithm (GLARE) to extract classification rules
from feedforward and fully connected neural networks trained by backpropagation.
The major characteristics of the GLARE algorithm are (a) its analytic approach for
rule extraction, (b) its applicability to standard network structure and training method,
and (c) its rule extraction mechanism as direct mapping between input and output
neurons. This method is designed for a neural network with only one hidden layer.
This approach uses the significance of connection strengths based on their absolute
magnitude and uses only a few important connections (highest absolute values) to
analyze the rules.

Our knowledge discovery process is both decompositional and pedagogical. It is
decompositional in nature, since we examine the weights for pruning and clustering
the hidden unit activation values. It is pedagogical, since we use the neural network
as a black-box for knowledge discovery. Our approach is neither limited by the
complexity of the hidden layer, nor by the number of hidden layers. Therefore our
approach can be extended to networks with several hidden layers.

3 Our Approach

We have developed a novel process for discovering knowledge in datasets, with m
dimensional input space and n dimensional output space, utilizing neural networks.
Our process is independent of the application. The significance of our approach lies
in using neural networks for discovering knowledge, with control parameters. The
control parameters influence the discovery process in terms of importance and
significance of the acquired knowledge. There are four phases in our approach: 1)
neural network training, 2) pruning and re-training, 3) clustering the hidden neuron
activation values, and 4) rule discovery and extraction.

In phase one, the neural network is trained using a supervised learning method.
The neural network learns the associations inherent in the dataset. In phase two, the
neural network is pruned by removing all unnecessary connections and neurons. In
phase three, the activation values of the hidden layer neurons are clustered using an
adaptable clustering technique. In phase four, the modified neural network is used as
a tool to extract and discover hidden trends. These four phases are described in more
detail in the next four sections.
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3.1 Neural Network Training

Neural networks are able to solve highly complex problems due to the non-linear
processing capabilities of their neurons. In addition, the inherent modularity of the
neural network’s structure makes them adaptable to a wide range of applications [3].
The neural network adjusts its parameters to accurately model the distribution of the
provided dataset. Therefore, exploring the use of neural networks for discovering
correlations and trends in data is prudent.

The input and output patterns may be real-valued or binary-valued. If the patterns
are real-valued, each value is discretized and represented as a sequence of binary
values, where each binary value represents a range of real values. For example, in a
credit card transaction application, an attribute may represent the person’s age (a
value greater than 21). This value can be discretized into 4 different intervals: (21-
30],(30-451,(45-65], and (65+]. Therefore [0 1 O O] would represent a customer
between the ages of 31 and 45. The number of neurons in the input and output layers
are determined by the application, while the number of neurons in the hidden layer are
dependent on the number of neurons in the input and output layers.

We use an augmented gradient descent approach to train and update the connection
strengths of the neural network. The gradient descent approach is an intelligent search
for the global minima of the energy function. We use an energy function, which is a
combination of an error function and a penalty function [4]. The error function
computes the error of each neuron in the output layer, and the penalty function drives
the connection strengths of unnecessary connections to very small values while
strengthening the rest of the connections. The penalty function is defined as:

P(W,V): pdecay (PI(W,V)"‘PZ(W,V)) (1)
n 2
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;lzll-l_ﬁw/j ; 11+18v1k

h m h n
_ 2 2
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The network is trained till it reaches a recall accuracy of 99% or higher.

3.2 Pruning and Re-training

The neural network is trained with an energy function, which includes a penalty
function. The penalty function drives the strengths of unnecessary connections to
approach zero very quickly. Therefore, the connections having very small values,
values less than 1, can safely be removed without significant impact on the
performance of the network. After removing all weak connections, any input layer
neuron having no emanating connections can be removed. In addition, any hidden
layer neuron having no abutting or emanating connections can safely be removed.
Finally, any output layer neuron having no abutting connections can be removed.
Removal of input layer neurons correspond to having irrelevant inputs in the data
model; removal of hidden layer neurons reduces the complexity of the network and
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the clustering phase; and removal of the output layer neurons corresponds to having
irrelevant outputs in the data model. Pruning the neural network results in a less
complex network while improving its generalization.

Once the pruning step is complete, the network is trained with the same dataset in
phase one to ensure that the recall accuracy of the network has not diminished
significantly. If the recall accuracy of the network drops by more than 2%, the pruned
connections and neurons are restored and a stepwise approach is pursued. In the
stepwise pruning approach, the weak incoming and outgoing connections of the
hidden layer neurons are pruned, one neuron at a time, and the network is re-trained
and tested for recall accuracy.

3.3 Clustering the Hidden Layer Neuron Activation Values

The activation values of each hidden layer neuron are dynamically clustered and re-
clustered with a cluster radius and confidence radius, respectively. The clustering
algorithm is adaptable, that is, the clusters are created dynamically as activation
values are added into the clusterspace. Therefore, the number of clusters and the
number of activation values in each cluster are not known a priori. The centroid of
each cluster represents the mean of the activation values in the cluster and can be used
as the representative value of the cluster, while the frequency of each cluster
represents the number of activation values in that cluster. By using the centroids of
the clusters, each hidden layer neuron has a minimal set of activations. This helps
with getting generalized outputs at the output layer. The centroid of a cluster C is

denoted by G . - The centroid is adjusted dynamically as new elements ei are added

to the cluster.
Gnew —_ (G:ld ’ freqc ) + ei’ (2)
‘ freq, +1

Since dynamic clustering is order sensitive, once the clusters are dynamically
created with a cluster radius that is less than a predetermined upper bound, all
elements will be re-clustered with a confidence radius of one-half the cluster radius.
The upper bound for cluster radius defines a range for which the hidden layer neuron
activation values can fluctuate without compromising the network performance.

The benefits of re-clustering are twofold: 1) Due to order sensitivity of dynamic
clustering, some of the activation values may be misclassified. Re-clustering
alleviates this deficiency by classifying the activation values in appropriate clusters.
2) Re-clustering with a different radius (confidence radius) eliminates any possible
overlaps among clusters. In addition during re-clustering, the frequency of each
confidence cluster is calculated, which will be utilized in the extraction phase.

3.4 Knowledge Discovery
In the final phase of the process, the knowledge acquired by the trained and modified

neural network is extracted in the form of rules [5], [6]. This is done by utilizing the
generalization of the hidden layer neuron activation values as well as control
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parameters. The novelty of the extraction process is the use of the hidden layer as a
filter by performing vigilant tests on the clusters. Clusters identify common regions
of activations along with the frequency of such activities. In addition, clusters provide
representative values (the mean of the clusters) that can be used to retrieve
generalized outputs.

The control parameters for the extraction process include: a) cluster radius, b)
confidence frequency, and c) hidden layer activation level. = The cluster radius
determines the coarseness of the clusters. The confidence radius is usually set to one-
half of the cluster radius to remove any possible overlaps among clusters. The
confidence frequency defines the minimum acceptable rate of commonality among
patterns. The hidden layer activation level defines the maximum level of tolerance for
inactive hidden layer neurons.

Knowledge extraction is performed in two steps. First, the existing trends are
discovered by presenting the input patterns in the dataset to the trained and modified
neural network and by providing the desired control parameters. The input patterns
that satisfy the rigorous extraction phase requirements and produce an output pattern
represent generalization and correlations that exist in the dataset. The level of
generalization and correlation acceptance is regulated by the control parameters. This
ensures that inconsistent patterns, which fall outside confidence regions of hidden
layer activations, or fall within regions with low levels of activity, are not considered.
There may be many duplicates in these accepted input-output pairs. In addition,
several input-output pairs may have the same input pattern or the same output pattern.
Those pairs having the same input patterns will be combined, and, those pairs having
the same output patterns will be combined. This post-processing is necessary to
determine the minimal set of trends. Any input or output attribute not included in the
discovered trend corresponds to irrelevant attributes in the dataset. Second, the
predicated trends are extracted by providing all possible permutations of input
patterns, as well as the desired control parameters. Any additional trends discovered
in this step constitute the predicated knowledge based on existing knowledge. This
step is a direct byproduct of the generalizability of neural networks.

4 Discovering Trends in Crimes in US Cities

We compiled a dataset consisting of the latest annual demographic and crime
statistics for 6100 US cities. The data is derived from three different sources: 1) US
Census; 2) Uniform Crime Reports (UCR) published annually by the Federal Bureau
of Investigation (FBI); 3) Unemployment Information from the Bureau of Labor
Statistics.

We used the dataset to discover trends in crimes with respect to the demographic
characteristics of the cities. We divided the dataset into three groups in terms of the
population of cities: a) cities with populations of less than 20k (4706 cities), b) cities
with populations of greater than 20k and less than 100k (1193 cities), and c) cities
with populations of greater than 100k (201 cities). We then trained a neural network
for each group and each of four types of crimes (murder, rape, robbery, and auto
theft), a total of 12 networks. We divided the dataset into three groups in terms of
city population, since otherwise, small cities (cities less that 20k) would dominate the
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process due to their high overall percentage. Table 1 includes the demographic
characteristics and crime types we used for the knowledge discovery process.

Table 1. The Categories for the Process

: City Population

: Percentage of Single-Parent Households

: Percentage of Minority

: Percentage of Young People(between the ages of 15 and 24)
: Percentage of Home Owners

. Percentage of People living in the Same House since 1985
: Percentage of Unemployment

: Number of Murders

: Number of Rapes

: Number of Robberies

: Number of Auto Thefts

o~

s

™

QOO0

M

Table 2. Discrete Intervals

Intervals

z

Categories

I, (small)
I, (medium)
I, (large)

[0-4k],(4k-8K],(8k, 12k],(12k-16k],(16k-20]
(20k-40k],(40k-60k],(60k-80k],(80k-90k],(90k-100Kk]
(100k-130Kk],(130k-160k],(160k-200k],(200k-500k],500k+
[0-51,(5-71,(7-91,(9-111,(11-14],(14-201,(20-100]
[0-51,(5-101,(10-20],(20-40],(40-701,(70-100]
[0-12],(12-13],(13-14],(14-15],(15-17],(17-251,(25-100]
[0-401,(40-501,(50-601,(60-701,(70-801,(80-901,(90-100]
[0-451,(45-501,(50-551,(55-601,(60-651,(65-100]
[0-4],(4-6],(6-8],(8-12],(12-20],(20-100]

NQNMN&NLNNNN
=2l SR e N U TN

N

0, (1-5],(5-10],10+

0, (1-5],(5-101,(10-70],70+

0, (1-5],(5-10],(10-100],100+
[0-10],(10-1001,(100-500],(500-1000],1000+

SESRSES

N

(S IS R

Each category is discretized into several intervals to define the binary input/output
patterns. For each crime type, three different neural networks are trained for the three
groups of cities (small, medium, and large) to an accuracy of 99% or higher. Each
network consists of 44 input layer neurons, 60 hidden layer neurons, and 4 to 5 output
layer neurons. After the training phase, the networks are pruned and clustered.
Although, for each network, about 30% of connections as well as about 5% of hidden
layer neurons were pruned, none of the input neurons were pruned. This reflects the
importance of all demographic categories we used for discovering trends in crimes.
After phase two and three, all networks maintain an accuracy rate of 99% or higher.
The networks were then used as tools to discover the existing, as well as predicted
trends. Table 2 represents the discrete intervals for each category.
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4.1 Trends in Small Cities

The following are the existing trends discovered for small cities.

b

2)

3)

4)

0<1, <4 A0< I, IJA0< L, <A A(T<I, <YA(50< T, <5JA(14< T, <1YA

70<1; sgd:q =0
Ok <1, <8k) A(0<I, <5)A(0< T, <4)A[0<1, <5)v(7<1, <9)|A(0< I, <50 A
0<1, <13A(60<I, <70 =1<0, <5

8k<1, <1@€) (0<I,<5)Al(0< 1, <4)v(8< 1, <12|A(7<I, <9)A
55<1, <60)A(13<1, <14A(60< 1, <70)=0, =0

The following are the predicted trends discovered for small cities.

1Y)

2)

3)

4)

[(0<1, <dk)v(12<1, <160)|A(0< 1, <5)A(0< 1, <6)A(0<1, <5)A
(0<1, <53 A(13<1, <14 A(70< 1, <80)=0, =0

I/\

k) A(20< I, <40)A(4<I, <6)A(9<L, 1) A(0< I, <45 A
13<1, <14) A (50< I, <60)=0, =0

(0<

(13<

(4k<1, <8k) (5< I, <10)A(4<I, <6)A(S<I,<T)A(60< I, <65)A
(15<1,<17) A (40< I;<50)=1<0, <5
(
(

12k <1, <16k) A(S<L, <10)A(4< I, <6)A(S< L, <T)A(0< I <45) A
17<1,<25 A(80<1,<90)=1<0, <5

4.2 Trends in Medium Cities

The following are the existing trends discovered for medium cities.

1Y)

2)

3)

4)

(20k <1, <40k)A(0< I, <5)A(0< T, <6)A[(5< 1, <7)v(9< 1, <11)|A
(45<1, <55 A(12<1, <13)A(60< 1, <90)=0, =0

(20k <1, <40k)A(10< 1, <20)A(0< 1, <4)A(S< I, <T)A
(0<1,<45A(12<1, <13)A(60<1,<70)=1<0, <5
(20k < I, <40k)A(S< I, <10)A(4< I, <6)A(11< 1, <14)A
(45<1,<50)A(14<1, <15)A(40< 1, <50)=1<0, <10
(20k < I, <40k)A(0< I, <5)A(4<1,<6)A(0< 1, <5)A
(65<1,<80)A(12<1, <13)A(80<1,<90)=10<0, <100
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5) (20k <1, <40k)A(0< I, <5)A(d<I,<6)A(9< 1, <11)A
(0<1,<45)A(14<1, <15)A(50 < I, £60)= 100 < O, <500

The following are the predicted trends discovered for medium cities.

1) 20< 1, <406) A(40< I, <100 A[(0< I, <4)v(6< I, <8)|A(5< L, <9)A

(20
(40<1, <59 A[(13<1, <14)v(17< 1, <29)|A(40< [, <60)=1< 0, <10
2) 60k <1, <80k)A(10< 1, <20)A(4<1,<6)A(7T<I,<9)A

50< 1, <55)A(15<1,<17)A(80<1,<90)= 0O, =0

(
(

3) (20k <1, <40k)A (70 <1, <100)A(6 <1, <8)A(S5<1,<T)A
(0<1,<45)A(0<1, <12)A(80< 7, <90)=10< 0O, <100

4.3 Trends in Large Cities
The following are the existing trends discovered for large cities.

1) 200k < I, <500k)A(20< I, <40)A(8< 1, <12)A(11< 1, <14)A

50<1, <55)A(15<1, <17)A(50< I, <60)=5<0, <10

(
(
2) (200k < I, <500k) A (40< I, TO)A(8< I, <12)A(14< 1, <20)A
(50<1, <55)A(15<1, <17)A(50< I, <£60)=10< 0, <70
3) (160k < I, <200k)A(20< I, <40)A(6 <, <8)A(l1< 1, <14)A
(45<1,<50)A(14< 1, <17)A(50< I, £60)= O, >100
4) (100k < I, <130k)A(10< I, <20)A(0< I, <4)A(5< 1, <T)A
(

0<1,<45)A(0< 1, <12)A(70 < I, £80)= 500 < O, <1000

The following are the predicted trends discovered for large cities.

1) 200k < I, <500k) A(70< I, <100)A (6 < I, <8)A(11< [, <14) A

(
[(0<1,<45)v(50< 1, <55)|A[(13< 1, <14)v(17< I, <25)]|= 0, >70
(

2) 100k < I, <130k)A(70< I, <100)A(6< 1, <8)A(l1< 1, <14)A
[(45<1, <50)v(60<1, <65)]|A(17<1, <25)A(50< I, <60)=> 0, >10(

3) (200K <1, £500k)A(70< I, <100)A(8< I, <12)A(11< 1, <14)A
(60<1, <65)A(0<1, <12)A(60< 1, <70)=0, >1000

4 (100k <1, <130k)A(S< I, <10)A(12< 1, <20)A(9< 1, <11)A
(45<1, <50)A(13<1, <14)A(0< 15 <40)=100< O, <1000
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5 Conclusions

For each group of cities (small, medium, large), we are able to discover the existing
trends for each type of crime (murder, rape, robbery, auto theft). These trends
represent the hidden knowledge and are based on the high level of commonalty
inherent in the dataset. The desired level of commonalty can be regulated through the
control parameters. In addition, by using the generalizability feature of neural
networks, we are able to discover predicted trends. These trends describe the
demographic characteristics of cities that contribute to each type of crime. Once
again, the control parameters provide the ability to regulate the desired level of
commonality. According to the experts in criminal fields, the discovered trends
accurately reflect the reality that exists in US cities. They were particularly impressed
with the predicted trends, since they can use this knowledge for restructuring their
resources.The knowledge discovery technique can be applied to any application
domain that deals with vast amounts of data such as medical, military, business, and
security. In medical fields, the data gathered from cancer patients can be used to
discover the dominating factors and trends for the development of cancer. In military
fields, the data gathered from the enemy can be used to predicate their future
movements. In business environments, the data gathered from customers can be used
to model the transaction activities of the customers. In security applications, the data
gathered can be used to predicate and prevent potential intrusions.
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Abstract. For the purpose of gene identification, we propose an approach to
gene expression data mining that uses a combination of unsupervised and
supervised learning techniques to search for useful patterns in the data. The
approach involves validation and elimination of irrelevant data, extensive data
pre-processing, data visualization, exploratory clustering, pattern recognition and
model summarization. We have evaluated our method using data from
microarray experiments in a Hepatitis C Virus transgenic mouse model. We
demonstrate that from a total of 15311 genes (attributes) we can generate simple
models and identify a small number of genes that can be used for future
classifications. The approach has potential for future disease classification,
diagnostic and virology applications.

1 Introduction

The field of bioinformatics involves a close link with a number of diverse research
areas, from genomics and proteomics to computer science, mathematics and in
particular data mining. This collaboration of disciplines has evolved because of: (i)
the advances in data production and acquisition facilities, such as mircroarrays and
high throughput genomics, (ii) the enormous amounts of data that cannot be analyzed
using ordinary tools, and (iii) the strong interest from many groups (research
institutes, hospitals, pharmaceuticals, etc.) who want to benefit from this wealth of
data. Advancements in microarray technology, for example, have overwhelmed
scientists with expression profiles of tens of thousands of genes from a variety of
organisms. Researchers have undertaken many efforts to deal with these issues [5, 6,
8, 13, 15 and 16], and have noticed the lack of powerful and efficient knowledge
discovery tools, along with well defined knowledge discovery strategies.

Knowledge discovery is the process of developing strategies to discover ideally all
previously unknown knowledge from historical or real time data. Microarray related
applications expect that the knowledge discovery process will help, such that one can
(i) identify anomalies of certain genes or experiments, (ii) define relationships
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between genes and their functions based on expression profiles, and (iii) build
diagnosis models for clinical classes, e.g. normal and diseased organs.

With expression profiles from thousands of genes, the specific objectives of this
study were (i) to develop a data mining strategy that can deal with a relatively large
amount of microarray data, (ii) to efficiently search for patterns and meaningful
relations and (iii) to identify genes that can differentiate between mice expressing
Hepatitis C Virus proteins (transgenic) and non-expressing age matched controls
(non-transgenic). We first explain the research problem in section 2. In section 3, we
describe the data collection process and briefly introduce BioMiner software. In
section 4 we give an overview of the data preprocessing. Section 5 describes our
knowledge discovery process and section 6 presents the results. We conclude the
paper in section 7.

2 The Research Problem

Hepatitis C virus (HCV) constitutes a major cause of chronic liver disease around the
world. Approximately 200 million people worldwide are infected with HCV [4, 10,
and 15]. The development of a suitable vaccine against HCV is a complicated and
difficult task due to the broad genetic variability of the virus genome allowing it to
escape control by the host immune response. There have been genomic studies on
HCV using various models [1, 10, 11, 12, 13 and 15]. The lack of good in vitro
models as well as small animal models of infection have hampered medical
researchers’ abilities to characterize the mechanism by which the virus causes liver
damage and to identify correlates of protection.

In this study, transgenic mice expressing HCV core (E1 and E2) proteins were
produced to exhibit liver abnormalities similar to those of natural HCV infections.
Researchers are interested to compare gene expression in the livers of HCV-
transgenic mice to that of non-transgenic mice and correlate this with the pathology.
We obtained gene expression data from HCV-transgenic experiments. We then
applied our data processing and analysis tools and related data mining technology to
examine the data, look into possible anomalies, build explicit models, and identify
important genes. The overall data processing and knowledge discovery process is
illustrated in Fig. 1 and explained in detail in the next sections.

Microarray Validation, and Preprocessing

experiments and [—| elimination of —p»| - Normalisation

data collection extraneous data - Characteristics
- Statistics

- Validation - Elimination

- New experiments

Results Analysis Patt - Clustering
- Model comparison « Ra erm i «“« Clusters selection
- Gene identification ccogmition - Data reduction

Fig. 1. Knowledge discovery process in microarray data analysis
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3 Microarray Experiments, Data Collection, and Bioinformatics Tools

Microarray experiments were performed at the Division of Virology, Children’s
Hospital of Eastern Ontario. RNA was extracted from the livers of 7 transgenic and 7
non-transgenic mice and analyzed on Mouse cDNA microarrays. Total RNA was
isolated using a Qiagen isolation kit (Mississauga, ON, Canada) and used as a
template to generate cDNA labeled with Cyanine dye-conjugated (Cy3-green or Cy5-
red) dUTP (Amersham Pharmacia). Array images were collected for both Cy3 and
CyS5 using a ScanArray XL 4000 fluorescent scanner (Packard Bio-chip, CA) with 10-
pum resolution to detect Cy3 and Cy5 fluorescence and image intensity data were
extracted and analyzed using QuantArray 3.0 (Packard Bio-chip, CA) software.

The data consisted of seven microarray experiments (biological repeats). Every
data set (array) consisted of 30622 rows of readings of mouse genes, and 578 rows of
controls. There was one pair (Row 1 and 2, 3 and 4, ... 31199 and 31200) of duplicate
readings for each gene (clone) or control. Columns specify readings from a non-
transgenic mouse (Cy3, Channel 1) and a transgenic (Cy5, Channel 2), respectively.
These readings include background, intensity and many other experiment related
technical parameters for each channel. Cui and Churchill [3] suggest that for a given
number of arrays, more mice per treatment with fewer arrays per mouse is more
powerful than fewer mice per treatment with more arrays per mouse. Overall, the
amount of data was sufficient to understand the variance across the experiments.

A specialized microarray data pre-processing tool, “Normaliser”, was used to
perform background subtraction, normalisation and filtering of the raw data from
QuantArray. This software is based on the general principles in microarray
informatics and is built as an add-in package for Microsoft Excel 2000. We used
BioMiner data mining software for the rest of data pre-processing and knowledge
discovery experiments reported in this paper. BioMiner has been designed and built in
house to provide support for biologists and bioinformaticians performing data mining
research in functional genomics. One of the key advantages of the software is that all
available forms of data pre-processing and analysis functionalities are integrated into
one environment. The data pre-processing and data analysis modules consist of a
collection of algorithms and tools to support data mining research activities in an
interactive and iterative manner [6 and 16].

4 Data Preprocessing

We started with the raw data from QuantArray that contained experimental results
from Channel (Chl) and Channel 2 (Ch2). For our knowledge discovery studies, only
background and intensity columns for each channel of each gene were used.
Following a preliminary investigation, Normaliser was used to transform the raw data.
The data before and after normalisation were then compared for validation.
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4.1 Preliminary Investigation and Validation

This process involved dividing the raw data for each array into Odd and Even subsets
representing the duplicates. Using BioMiner, all seven arrays (biological repeats)
were examined for their characteristics, e.g. mean and standard deviation. We
compared characteristics among the arrays to study the variations and distributions.

Two statistics need to be described, Skewness and Kurtosis. Skewness is a measure
of symmetry, or lack of symmetry. A distribution or data set, is symmetric if it looks
the same to the left and to the right of the center point (mean). Kurfosis shows
whether the data is peaked or flat relative to a normal distribution. If the Kurtosis is
not 0, then the distribution is either flatter (< 0) or more peaked (> 0) than normal.

The examinations of various statistics helped us to understand the characteristics of
our data, to identify possible anomalies, and if required to repeat the entire knowledge
discovery process after eliminating certain array experiments. In particular, the
Skewness and Kurtosis of one array (ID number: 12230633) were much higher than
those of other repeats whose values were close to each other. The particular
abnormality of this array will be discussed in detail, in later sections.

4.2 Pre-processing: Background Subtraction, Normalisation, and Filtering

Normalisation, in the context of 2-channel microarray experiments is a transformation
to compensate for systematic biases that exist between the two channels of intensity
data. The normalisation procedures performed are consistent with the microarray
normalisation recommended in [18]. This resulted in 3 new data columns; background
subtracted, normalised, Chl and Ch2 intensity columns, and a flag column that was
used for filtering the data. Filtering removed data points identified as anomalous. All
seven microarray experiments were processed by Normaliser using the same settings
to generate data sets of background subtracted, log-transformed, normalised and
filtered intensity values and corresponding relative gene expression values (Log,
ratios) for all 31,200 rows (genes and controls). Following are the steps:

1. Background subtraction using the values computed by the quantitation software

(QuantArray).

2. Flagging the data for:

i Spots with intensity in the 5" percentile or lower in either channel.

ii Spots with intensity in the 98" percentile or higher in either channel.

iii Spots with intensity/background less than 2.5.

iv Spots flagged manually during image quantitation.
Conversion of intensities to log,.
Pre-filtering the flagged spots for computing the normalisation correction factors.
Normalisation correction of Channel-2 intensities using a linear regression of
Ch2 vs. Chl log, intensities by sub-array, such that the slope is 1 and the
intercept is 0.
6. Computing the relative gene expression values (Ch2 log, intensity — Chl log,

intensity).
7. Filtering of flagged data, if required in (Step 9 below).
Averaging (mean) of spot duplicates, if required in (Step 9 below).
9. Assembly of intensity and relative gene expression (log, ratio) data sets of all 7
experiments as follows:

vk W

*®
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i Unfiltered, not averaged
ii  Unfiltered, averaged
iii Filtered, averaged

4.3 Additional Processing and Validation

The objective of this step was to analyze the characteristics of the data sets after
transformation. The new data sets (Sect. 4.2) were processed accordingly before
applying BioMiner software for validation (Fig. 2). Special attention was paid to the
filtering (Step 7, Sect. 4.2) since this step influences the research through eliminating
some data. Therefore, filtered and unfiltered data sets were separate routes or
directions through the knowledge discovery process. The unfiltered data set was split
into two directions (or sub-routes). In the first sub-route, the paired spot duplicates
(adjacent Odd and Even rows) were averaged as performed on the filtered data. In the
second, the spot replicates were split into two separate data sets (Odd and Even). As
to this second group (or sub-route), comparative examinations were carried out
between the Odd and Even data sets.

J Filtered Average of duplicates > Data validation
Raw Data
\ Average of duplicates > Data validation
Data Pre-processing | splitting / Odd rows |'> Data validation
Unfiltered splitting
Even rows Data validation
repeats repeats * repeats+ repeats *
Fig. 2. Data generation strategies after the preprocessing

Using BioMiner software we observed that pre-processing had substantial effects
on the data distributions. The histograms of Ch1l and Ch2 showed bell-shaped normal
distributions and the scatter plots presented a linear relationship between Chl and
Ch2. These were consistent with the objectives of pre-processing. The standard
deviation of the ratio distribution of one array (ID: 12230633) was two-fold greater
than almost all other arrays. This is the same array that showed considerably higher
Skewness and Kurtosis than other repeats (Sect. 4.1). This “abnormal” array was
flagged to assess its influence on the knowledge discovery process.

We now had three groups of data (Fig. 2) for knowledge discovery experiments:

i Background subtracted, normalised, filtered data sets of seven arrays with
transgenic (Ch2) and non-transgenic (Chl) readings, and their ratios. For this
group, the value for each gene (row) is the average of odd and even rows.

ii As (i) but unfiltered.

iii As (ii) but split into 2 data sets containing odd and even rows, respectively. The
contents in this group were similar to the other two groups with two channels.
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5 The Knowledge Discovery Process

The knowledge discovery process involved choosing data mining algorithms,
selecting suitable options and understanding what to do before taking the next step.

5.1 Unsupervised Learning — Clustering

Based on the objectives of the study listed in section 1, the first strategy was to apply
an unsupervised learning method (i.e. using the Clustering module of BioMiner) to
identify genes that have certain common properties. This was done on all the data
from the 7 arrays. We used this method to (i) group genes based on a similarity or
distance measure, (ii) identify and select the most important groups (i.e. up- or down-
regulated), and (iii) reduce data dimensionality in order to narrow the search for
patterns (“Data Reduction” in Fig. 1). We used K-Means clustering, where K is the
number of clusters for each run. Two major routes for clustering are described:

(i) Clustering genes of each array on values of the two channels: Filtered, averaged
data sets were selected for this analysis. Here, “difference-in-shape” was used as the
distance measure (Eq. 1). Each cluster is represented as a line connecting Chl and
Ch2 centroids (average expression value of genes in the cluster). The slope of each
line reflects the ratio of Ch2 over Chl of that cluster. The significance of regulation
was jugged visually based on this slope. For each array, we selected two clusters that
contained the most significantly differentially expressed genes (up- or down-
regulated: Ch2 vs. Chl). Then, up- or down-regulated groups of all seven arrays were
compared to select the most common genes among them. By experimenting with
different values of K (number of clusters) a specific K was chosen such that the final
output through this route yielded 41 to 159 most significantly modulated genes.

|

[z (x 1= x, /] )J ’ /o2 (Equation 2: difference-in-size)

Jje A

2 (Equation 1: difference-in-shape)
[Z (X,L1- ka)zj— [Z (X,L1- ka)j le|/e=1

jed jed

® 4={j|je {l.n} A attribute value x,[j] is not missing }

 where both X ; [j] and X, [/] are not missing value, ‘c’ is the number of variables for which

neither X ; [ j] nor X, [] is missing and ‘n’ is the total number of variables for certain attribute.

(ii) Clustering genes on the ratios of all seven arrays together: Filtered, averaged
(sub-route a) and unfiltered, averaged (sub-route b) data sets were studied separately.
This time, “difference-in-size” was used as the distance measure (Eq. 2). Since ratios
from seven arrays were used directly for clustering, the significance of differential
expression was also based on the ratios of Ch2 over Chl. We selected one cluster
with the most positive centroid (up-regulated) and the other with the most negative
centroid (down-regulated), for two sub-routes (a and b), respectively. The k-value was
set in the same manner as in route (i).
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5.2 Supervised Learning — Pattern Recognition

To build explicit models from these clusters of genes, classification techniques were
used to identify the most informative genes that can discriminate between transgenic
and non-transgenic mice. The Pattern Recognition module of BioMiner provides
supervised learning techniques including discrimination and prediction algorithms
mainly from the WEKA [17] machine learning toolkit. From this collection, the J4.8
Decision Tree induction algorithm [14] was selected to generate tree structures for
class assignments. Decision trees are easier to understand and interpret by domain
experts, such as biologists, than regression trees (e.g. CART and MART [2, 7 and 9]).
Rules can be derived from decision trees. In addition, decision trees are easier to
combine with domain knowledge and incorporate into knowledge based systems.

Fig. 3 shows the overall process of searching for patterns. Before applying the
decision tree algorithm, three data sets were generated corresponding to the results of
clustering described in the previous section (referred to as “Data Reduction” in Fig.
3). In these data sets, rows (14 or 28 cases) were channels (Ch1 and Ch2) of all arrays
and columns were genes (between 41 to 159 features). An extra column, containing
the label information corresponding to Chl or Ch2 (the two classes to be classified),
was the last attribute vector in the data. From amongst all attribute vectors (genes),
the decision tree algorithm selected genes with the highest information value, which
distinguish between the transgenic and non-transgenic mice. The result was a
classification model, which included a threshold for classification along with a
measure of strength.

5.3 Clustering and Pattern Recognition with Exclusion of One Array

During data processing and validation, one mouse array (biological repeat) was
significantly different from the other six (Sect. 4.1 and 4.3). This “abnormality” was
also identified in the results of clustering performed using ratios (Sect. 6). Clustering
and Pattern Recognition were repeated without this array to see if different genes and
models would be generated.

There were no procedural changes for the clustering in Route (i) and Route (ii)
(Sect. 5.1), since only the “abnormal” array was excluded. The reduced gene lists (i.e.
the most differentially expressed genes, Sect 5.1) identified through clustering may be
different, as well as genes (columns) in the corresponding data for pattern recognition
(Fig. 3). Also for pattern recognition, the cases of transgenic and non-transgenic mice
excluded those from the “abnormal” array in this round. Therefore, there were 12, 12
and 24 rows for Route i, iia and iib respectively (Fig. 3).
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Transposition (normalised data)

1
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Fig. 3. The data preparation and Pattern Recognition process

6 Results

Using K-Means clustering with a pre-selected number (K) of clusters, we identified
the most significant up- and down-regulated genes common to all or most arrays.
Table 1 shows the number of identified genes in each of the 6 clustering runs. Runs 1
to 3 include data from all 7 replicate arrays, and runs 4 to 6 exclude data from the
“abnormal” array. All clustering runs resulted in a data reduction of between 97.4%
and 99.4% and simplified the search for the most informative genes.

Table 1. Results of clustering (* clustering runs that exclude data from one array)

Run# | No. of Original genes | Genes identified Source of data
clusters (K) through clustering

1 5 12601 (avg.) 71 Filtered channel intensities
2 11 5756 149 Filtered ratios

3 15 15268 159 Unfiltered ratios

4 (% 5 12601 (avg.) 41 Filtered channel intensities
5(%) 11 5756 110 Filtered ratios

6 (% 21 15268 131 Unfiltered ratios

Fig. 4 is an example of clustering performed on ratios of seven arrays (route ii).
Each curve is a connection of centroids (Y-axis) of one array across the eleven
clusters (X-axis). This shows the “abnormality” of one array (#12230633) that has
been emphasized and investigated during processing and validation (Sect. 4). The
numbers of genes identified through six runs of clustering, with or without this
“abnormal” array were different (Table 1). This demonstrates the influences of
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including or excluding “abnormal” data on the knowledge discovery process. We
have higher confidence in the genes identified when the ‘“abnormal” array was
excluded.

‘*12230630 —=—12230632 12230634 12230635 12230927 ——12230633 —— 12230928

2

1.5 /\ «
- # Abnormal”
°
g A
]
< os A A
¢ A M
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©
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Fig. 4. Clustering patterns and centroids of seven array experiments (route ii)

Following identification of significantly up- or down-regulated genes, we built
models that use one or more of these genes to discriminate the two classes (transgenic
vs. non-transgenic). The decision tree algorithm generated six fairly simple models
from the six sets of significantly regulated genes identified through clustering. All
these models achieved 100% classification accuracy and contained between 1-3 genes
(Table 2). Fig. 5 shows one of the six models, with two genes. In this model, when
gene S57 =< 9.111757, then it is Ch2 (transgenic), otherwise, when S57 > 9.111757
and S101 <= 11.925628 then it is Chl (non-transgenic), else, when S57 > 9.111757
and S101 > 11.925628, then it is Ch2.

S57 <=9.111757: Ch2 (5.0) Correctly Classified Instances 14 100%
S57>9.111757 Incorrectly Classified Instances 0 0%
| S101 <=11.925628: Chl1 (7.0) Total Number of Instances 14

| S101>11.925628: Ch2 (2.0)

Fig. 5. An example of classification model

In the last column of Table 2, a total of 8 genes, from amongst all the genes
identified through clustering, are used for classification. The first three models (Runs
1 to 3) are quite different based on genes included in their decision trees. With the
deletion of the suspected “abnormal” array, the decision trees generated accordingly
(Runs 4 to 6) all agree on S2 as one of the most informative genes. Models 5 and 6
are simpler in that they only involve one gene. The consistency (identification of S2
gene) and simplicity of models appear to validate the deletion of the “abnormal”
microarray experiment. This gene was also highlighted by some preliminary statistical
analyses on these data sets, e.g. t-test with p-value of 0.01.

The Pattern Recognition module may identify additional informative genes via
“discover-and-mask” approach [6 and 16]. Genes discovered in the decision tree are
removed (masked). The remainder of the data is reloaded into BioMiner to generate a
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second decision tree that reports the next informative genes as nodes. This process
may be repeated until (i) a drop in the discriminating accuracy of the decision tree, or
(if) until none of the remaining genes are able to distinguish the classes.

Table 2. Genes identified in models

Run # Data Sources — Channels (cases) Attributes (genes **) | Genes identified
1 Unfiltered odd and even (28) intensities | 71 (Run 1) S43, S17 and S66
2 Filtered average (14) ratios 149 (Run 2) S57 and S101

3 Unfiltered average (14) ratios 159 (Run 3) S95 and S66

4 (%) Unfiltered odd and even (24) intensities | 41 (Run 4) S2 and S63

5 Filtered average (12) ratios 110 (Run 5) S2

6 (%) Unfiltered average (12) ratios 131 (Run 6) S2

Note: * cases exclude data from one array; ** genes listed in Tablel

7 Conclusions

This paper describes an approach for analyzing large amounts of gene expression
data. The objective was to search for meaningful patterns related to discrimination
between HCV transgenic and non-transgenic mice. The knowledge discovery
experiments performed lead to classification models and the most informative genes.
Looking at the classifiers generated, we can see the genes involved, the particular
thresholds related to each gene in the model, the relationships (greater than or less
than the thresholds), and the strength of these models.

We have tested our method on microarray data of HCV mice experiments. The
approach resulted in identification of a small number of the most informative genes,
from a total of 15311. From the knowledge discovery point of view, a measure of
success is the extent to which the algorithms establish the best models to discriminate
different groups. However, from the medical point of view, success is ultimately
measured in terms of a prediction and diagnosis of the HCV, especially at the clinical
level. The approach proposed in this research has potential for future disease
classification, diagnostic and virology applications.

Also emphasized in our approach are the preprocessing, examination, and
validation of microarray data before in-depth computation and analysis. These
investigations provided us with a clear understanding of the data and resulted in the
discovery of an “abnormal” array experiment. Comparison between the results from
computations with or without the abnormality further highlighted this discovery. We
emphasize that attention should be paid to the results of data quality evaluations, both
before and after normalisation. In many studies on microarray data, validation of data
quality has not been performed prior to gene discovery analyses.

Acknowledgements. The authors would like to acknowledge the contributions of all
members of the BioMine project: Alan Barton, Ziying Liu, Julio Valdes, Youlian Pan
and Lynn Wei from IIT, Roy Walker, and Qing Yan Liu from the IBS at NRC and a
number of former students who worked in this project. We would also like to
recognize the contribution of Dr. Antonio Giulivi and the financial support from
Health Canada for this work. Thanks to Bob Orchard for reviewing an earlier version
of this paper.



Knowledge Discovery in Hepatitis C Virus Transgenic Mice 39

References

10.

11.

12.

13.

14.
15.

16.

17.

18.

Bigger, C.B., Brasky, K.M., Lanford, R.E.: DNA microarray analysis of chimpanzee liver
during acute resolving hepatitis C virus infection. J. Virology 75 (2001) 7059-7066
Breiman, L., Friedman, J.H., Olshen, R.A., and Stone, C.J., Classification and Regression
Trees. Chapman & Hall, New York, (1984)

Cui, X., Churchill, G.: How many mice and how many arrays? Replication in mouse cDNA
microarray experiments. (In press) Proceedings of CAMDA-02 (2002)

Drazan, K.E.: Molecular biology of hepatitis C infection. Liver Transplantation 6 (2000)
396-406

Dudoit, S., Fridlyand, J., Speed, T.: Comparison of discrimination methods for the
classification of tumors using gene expression data. J. Am. Stat. Assoc. 97 (2002) 77-87
Famili, F., Ouyang, J.: Data mining: understanding data and disease modeling. Applied
Informatics (2003) 32-37

Friedman, J.: Getting started with MART, Tutorial, Stanford University, (2002)

Golub, T.R., Slonim, D.K., Tamayo, P., Huard, C., Gaasenbeek, M., Mesirov, J.P., Coller,
H., Loh, M.L., Downing, J.R., Caligiuri, M.A., Bloomfield, C.D., Lander, E.S.: Molecular
classification of cancer: class discovery and class prediction by gene expression
monitoring. Science 286 (1999) 531-537

Hastie, T., Tibshirani, R., Friedman, J.: The Elements of Statistical Learning. Springer-
Verlag, New York, (2001)

Lanford, R.E., Bigger, C., Bassett, S., Klimpel, G.: The chimpanzee model of hepatitis C
virus infections. ILAR Journal 42 (2001) 117-126

Lanford, R.E., Bigger, C.: Advances in model systems for hepatitis C virus research.
Virology 293 (2002) 1-9

Li, K., Prow, T., Lemon, S.M., Beard, M.R.: Cellular responses to conditional expression of
hepatitis C virus core protein in Huh7 cultured human hepatoma cells. Hepatology 35
(2002) 1237-1246

Okabe, H., Satoh, S., Kato, T., Kitahara, O., Yanagawa, R., Yamaoka, Y., Tsunoda, T.,
Furukawa, Y., Nakamura, Y.: Genome-wide analysis of gene expression in human
hepatocellular carcinomas using cDNA microarray: Identification of genes involved in viral
carcinogenesis and tumor progression. Cancer Research 61 (2001) 2129-2137

Quinlan, J.R.: C4.5: programs for machine learning. Morgan Kaufmann, San Mateo (1993)
Su, A.L, Pezacki, J.P., Wodicka, L., Brideau, A.D., Supekova, L., Thimme, R., Wieland, S.,
Bukh, J., Purcell, R.H., Schultz, P.G., Chisari, F.V.: Genomic analysis of the host response
to hepatitis C virus infection. Proc. Natl. Acad. Sci. USA 99 (2002) 15669-15674

Walker, P.R., Smith, B., Liu, Q.Y., Famili, F., Valdes, J.J., Liu, Z.: Data mining of gene
expression changes in Alzheimer brain. Data mining in Genomics and Proteomics, a special
issue of Al in Medicine, (2004)

Witten, L., Eibe, F.: Data Mining: Practical Machine Learning Tools and Techniques with
Java Implementations. Morgan Kaufmann, San Mateo (1999)

Yang, Y.H, Dudoit S., Luu, P., Speed, T.: Normalization for cDNA Microarray Data, SPIE
BiOS, San Jose, California, (2001)



Digital Signal Processing in Predicting Secondary
Structures of Proteins

Debasis Mitra and Michael Smith

Department of Computer Sciences
Florida Institute of Technology
Melbourne, Florida, USA
{dmitra, msmith}@cs.fit.edu

Abstract. Traditionally protein secondary structure prediction methods work
with aggregate knowledge gleaned over a training set of proteins, or with some
knowledge acquired from the experts about how to assign secondary structural
elements to each amino acid. We are proposing here a methodology that is
primarily targeted for any given query protein rather being trained over a pre-
determined training set. For some query proteins our prediction accuracies are
predictably higher than most other methods, while for other proteins they may
not be so, but we would at least know that even before running the algorithms.
Our method is based on homology-modeling. When a significantly homologous
protein (to the query) with known structure is available in the database our
prediction accuracy could be even 90% or above. Our objective is to improve
the accuracy of the predictions for the so called “easy” proteins (where
sufficiently similar homologues with known structures are available), rather
than improving the bottom-line of the structure prediction problem, or the
average prediction accuracy over many query proteins. We use digital signal
processing (DSP) technique that is of global nature in assigning structural
elements to the respective residues. This is the key to our success. We have
tried some variation of the proposed core methodology and the experimental
results are presented in this article.

1 Introduction

Since the pioneering works of Anfinsen [1973], it is known that the higher-level
structures of proteins are primarily determined by their amino acid sequences.
Commonly referred to as the Protein Folding Problem, the ability to predict higher-
level structures from the sequence remains one of the greatest challenges in
bioinformatics [Bourne and Weissig, 2003]. Protein secondary structure describes the
topology of the chain whereas the tertiary structure describes the three-dimensional
arrangement of the amino acid residues in the chain. Secondary structures aid in the
identification of membrane proteins, location of binding sites and identification of
homologous proteins, to list a few of the benefits, and thus highlighting the
importance of knowing this level of structure [Rost, 2001]. Experimental methods for
structure determination-procedures can be expensive, very time consuming, labor
intensive and may not be applicable to all proteins [Brandon and Tooze, 1999] [Rost,
1998]. Spurred by the importance of determining protein structure and the short-
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comings of the laboratory approaches, significant research has been and continues to
be devoted to the prediction of the higher-level structures, including the secondary
structures, via computational methods.

1.1 Related Works

A simple goal in the secondary structure prediction (termed as Q3) is to determine
whether an amino acid residue of a protein is in a helix, strand/sheet or in neither of
the two, in which case the latter is said to be in a coil (or loop). Published literature
for secondary structure prediction spans over a period of four decades. The first
generation of secondary structure prediction techniques emerged in the 1960’s and
were based on single amino acid propensities where, for each amino acid, the
probability of its belonging to each of the secondary structural elements is being
calculated. The second generation of prediction methods extended this concept by
taking into account the local environment, of an amino acid, into consideration.
Typically, in predicting the secondary structure for a particular amino acid,
information gleaned from segments typically comprising of 3 to 51 adjacent residues
were used in the prediction process. Lim’s [1974], and Chou & Fasman’s [1978]
works fall into this category. Prediction accuracies with the second generation
methods seemed to saturate at around 60% on an average, seemingly because these
methods were local in that only information in a small window of adjacent residues
were used in predicting the secondary structure of an amino acid [Bourne and
Weissig, 2003]. Local information accounts for only around 65% of the secondary
structure information [Rost, 1998]. Since the early 1990’s, the third generation
prediction methods achieved prediction accuracies around 70%. These methods
incorporate machine learning techniques, evolutionary knowledge about proteins and
use relatively more complex algorithms [Pollastri et al., 2002] [Bourne and Weissig,
2003]. The PHD program [Rost and Sander, 1993] [Rost and Sander, 1994], which
uses a system of neural networks, was the first prediction technique to surpass the
70% threshold. Similar performance was later achieved by other systems, which
include JPred2 that combines results from various prediction methods. SAM-T99
[Karplus et al., 1998] utilizes Hidden Markov Models and a simple neural network
with two hidden layers. SSPro uses bidirectional recurrent neural networks [Bourne
and Weissig, 2003] [Baldi and Brunak, 2001].

Most of the above methods target improving the “bottom line” of prediction
accuracy, i.e., they target the average accuracy in predicting as many proteins as
possible. A great challenge is to improve the accuracy for a query protein for which
no significant homologue is available with known structure. However, a user is often
interested in reliably high prediction accuracy for his or her particular query protein in
hand [see discussions in Rost, 2001] rather than in a prediction server that produces
higher prediction accuracies on an average over many proteins. Even when a
significant homologue is available these servers tend to produce an average quality
result because they are trained on a set of proteins including the ones that are not so-
identical to the query. We target this gap in improving the accuracy of prediction for
the so called “easy” cases, with available homologues with known structures. With
more and more structures available in the PDB the homology-modeling based
methods (as ours) are becoming stronger candidates for practical purposes.
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1.2. Basic Concepts on DSP-Operators Used

Digital Signal Processing (DSP) is an area of science and engineering undergoing
rapid development, largely due to the advances in computing and integrated circuits.
In general terms, DSP is the mathematics, algorithms, techniques and methodologies
employed in analyzing, manipulating and transforming digital signals or time-series
[Openheim and Schafer, 1975]. We map a protein into a digital signal by assigning
numeric values to each amino acid.

Our method employs two fundamental DSP operators for predicting secondary
structure, namely, the convolution and the deconvolution. Convolution is a method of
combining two signals (typically an input signal and a filter) to produce a third signal
(output). Deconvolution is the inverse operation of convolution. Given the output
signal and the filter, the input signal may be calculated by deconvolution, or
conversely given the input and the output signals, the filter can be calculated.

Mathematically, convolution, between signals x and h, is represented by the
following formula, often referred to as the convolution sum,

)= D x(k)h(n—k)

fk=—oco

Given input signal x and output signal y, the filtfer h can be calculated via
deconvolution,

H(z =&

X(2)
where H(z), X(z) and Y(z) are polynomial representations of the impulse response (or
the filter), the input signal and the output signal respectively.

We have developed a procedure and conducted a series of experiments to test the
viability of the convolution and deconvolution operators in predicting protein
secondary structure. The primary and secondary structures of a protein are modeled as
input and output signals respectively. The “impulse response” (of the ‘“system”
transforming primary structure into secondary structure) or the filter is determined by
deconvolution. The convolution of the filter and the primary structure of a protein ¢
yields the secondary structure of ¢. The filter in essence encodes a black-box type
“reasoning” behind how the secondary structure is formed out of a primary structure,
as does an artificial neural network (ANN) trained for the same purpose. As in the
case of ANN-based systems, we do not intend to further study the filters in order to
understand the protein folding problem, rather we just seek for an appropriate filter
for the purpose of prediction.

The convolution and deconvolution algorithms are widely available in many DSP
toolkits, e.g., MATLAB™, and are routinely used in the signal processing
applications. In this sense we are not presenting any new algorithm, rather our work
should be considered as a novel procedure for prediction (to be presented later in this
article) and its implementation.

1.2.1 DSP-Based Approaches to Other Problems in Bio-informatics
Use of DSP-based methodology is not new in bio-informatics. Its usage is rather
gaining some momentum in the field. Elegant representation, efficient algorithms and
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implementations (even on hardware or firmware) make DSP methods attractive for
processing large sequence data

Way back in 1984 Veljkovi et al [1985] conjectured that the biological functions
could be guessed by identifying the peak frequencies of some numerical
representations of bio-sequences. Although often employed in the analysis of bio-
sequences, our literature review indicates an absence of DSP-based approaches for
any prediction of structures that we have attempted in our work.

An important question in any DSP-based methods is how to map the biological
sequences (e.g., the primary or the secondary structures of proteins for the prediction
problem we are addressing) to numerical time-series. In order to transform an amino-
acid sequence into a discrete time signal, the numeric hydrophobicity value of each
amino acid (an amino acid residue's attraction to water molecules) proposed by Kyte
and Doolittle [1982], is typically substituted for the corresponding residue in the
protein. The justification for using hydrophobicity value is that it is known to be the
single most important parameter in affecting the structure of a protein.

We also have an inverse transformation issue that the previously attacked problems
using DSP did not have to encounter. The inverse transformation involves mapping
the numerical sequences to the corresponding letter-sequences (for secondary
structural elements). Our proposed solution is described later.

2 Proposed Formalism

2.1 The Procedure

Our proposed method is a variation of homology-based method of structure
prediction. By modeling proteins as discrete-time signals and utilizing the convolution
and deconvolution operators, we adopt a rather global view in the secondary structure
prediction, i.e., the whole (or at least a long range) of the amino-acid sequence is
involved in “deciding” the secondary structural element at any position. The
following procedure describes our proposed method.

Suppose the query protein chain is T, whose secondary structure T, is to be
predicted.

Step 1: Perform a PSI-BLAST search, using the primary amino acid sequence T, of
the query protein T. The objective is being to locate a set of proteins, P = {P, P,...}
of similar sequences.

Step 2: Select from P the primary structure S, of a source protein, with a significant
match to the query protein. A PSI-BLAST search produces a measure of similarity
between each protein in P and the query protein T, and S can be chosen automatically
as the protein with the highest such value.

Step 3: Obtain the source protein’s secondary structure, S, from the PDB.

Step 4: Align T and S, to T, and S  respectively. Adjust S_ to S_ accordingly.

Step 5: Using S, create an input signal S, (corresponding to the source protein) by
replacing each amino acid in the primary structure with its hydrophobicity value. The
corresponding output signal S is created by appropriately replacing the secondary
structural elements (SSE’s) in S_ with some numbers.

Step 6: Identify the corresponding filter F, that transforms S, to S, by performing
deconvolution between the two (F, = decon(S,, S))).
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Step 7: Transform the amino acid sequence of the query T, into a discrete time
signal T,

Step 8: Using the motivation behind the homology modeling techniques that the
similar amino acid sequences have similar structures, convolve T,, with the filter F_for
the source protein, thereby producing the predicted secondary structure (T, =
convolve(T, F)) of the query protein.

Step 9: The result of this operation T, is a vector of numerical values. Apply
appropriate inverse translation (as described in the next subsection) in order to
produce the predicted sequence T, of the corresponding SSE’s of the query protein T.

Step 10: Readjust T to T, to be of appropriate length, by reversing the effects of
alignment originally performed in the Step 4.

2.2 Transformation between Signals and Sequences

As mentioned before the input signal corresponds to an amino acid sequence that
replaces each element of the latter by its hydrophobicity value provided by [Kyte and
Doolittle 1982]. This scheme seems to be the most reasonable one for the structure
prediction purpose.

However, the signal generation corresponding to the sequence of secondary
structural elements are not that straight forward. Initially we have experimented with
some arbitrary numbers for the three secondary structural elements helix, sheet and
coil/other (results are not presented here). Subsequently we have divided the above
procedure into two separate ones for predicting helices and sheets independently. The
transformations for secondary structural elements (helices or sheets) are Boolean in
nature (O or 1). For example, in the procedure for predicting helices we replace each
position (residue) with a helix as 1 and any other type as 0, while converting from the
secondary structure to an output signal (e.g., from Ss to So above), and vice versa for
reverse transformation (from To to Ts). In an independent run of the experiment for
the same query protein, we predict sheets in a similar fashion, and each position in a
sheet becomes 1 and the rest are 0’s. Subsequently we merge the two predicted
sequences (for helices and sheets), replacing any remaining positions as coils in the
final predicted structure.

Overlap in the two independently predicted sequences of helices and strands could
pose a problem that we did not encounter in the experiments reported here. Heuristics
may be deployed in resolving such conflicts. For example, preference would be given
to the adjacent elements. Thus, a predicted result of cchhhhhcc from the first
procedure, and cccssccce from the second one could result in ignoring the second
prediction process in favor of the first one, because the smaller length of the latter.
However, since sheets and helices are rarely adjacent to each other the chance of such
erroneous overlapping output from the DSP operators is minimal, as is evidenced in
our experiments.
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3 Experiments

3.1 Experimental Setup

The filter extracted using the deconvolution (over the source protein) is global in its
nature over the respective sequence. The power of using long range influence of the
sequence in predicting for a particular location is well known in the literature and are
being corroborated with a bidirectional recurrent neural network-based system [Baldi
et al, 2001] that drives one of the most accurate secondary structure predicting
servers, the SSpro. However, since we apply the filter developed for the source
protein, without any modification, to the query protein, the similarity between the two
proteins becomes quite important. The major problem here, as with any homology
modeling, is to find a suitable source protein in the PDB with a sufficient degree of
similarity to the query protein.

For this reason we have also developed a modified procedure by somewhat
compromising the global nature of our prediction mechanism. Even when finding a
sufficiently similar source protein to the whole query protein is difficult, a much
better alignment may be available in the PDB for some segments of the query
sequence. In this modified methodology the query protein is segmented into non-
overlapping partitions and the above procedure is run independently on each chunk.
The resulting predictions for all those chunks are then concatenated. The partitioning
is guided from the results of running PSI-BLAST for the whole query sequence.
Actually we have experimented with both the non-partitioning methodology (we call
that set of experiments as the class N) and the partitioning methodology (class P) for
26 arbitrarily chosen proteins from different families.

3.2 Gap Handling in Alignments

It is known that during evolution mutations may change the individual amino acids in
a protein, while the basic structure may remain intact, or at least change at a much
slower rate. In order to incorporate this information into the prediction process,
instead of inserting and leaving gaps in the aligned sequences, the occurrence of a gap
in the query sequence is replaced with the corresponding amino acid in the source
sequence. Similarly, gaps in the source sequence are replaced by the corresponding
gaps in the query sequence.

For example, say, Tp and Sp are the target and base protein sequence prior to
alignment:

Tp : WCSTCLDLACGASRECYDPCFKAFGRAHGKCMNNKCRCYT

Sp : XFTDVKCTGSKQCWPVCKQMFGKPNGKCMNGKCRCYS

The corresponding amino acids in the query sequence, were substituted in the
source sequence, as follows:

Tp : WCSTCLDLACGASRECYDPCFKAFGRAHGKCMNNKCRCYT

Bp : XFSTCLDVKCTGSKQCWPVCKQMFGKPNGKCMNGKCRCYS
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4 Results and Discussion

The following Table 1 shows the result over 26 query proteins. The proteins are
chosen primarily without any bias. However, we were somewhat careful that they
belong to different classes. The secondary structures of the query proteins are actually
available, and we measure the accuracy as the ratio (in percentage) of the correctly
predicted secondary structural elements to the total number of residues in the chain.
The source protein for the query, and the corresponding similarity measure between
the two, are being shown in the second and third columns. They are for the non-
partitioning (N) methods. For the lack of space we will not show the details of the
partitioning schemes, and the corresponding source sequences here. Our results are
compared with the prediction accuracies of three of the best/popular servers. The best
accuracy from our methods as well as the overall best value for each query is
highlighted in each row. The n/a entries indicate we could not perform any
experiment.

It is not difficult to analyze why our method outperforms other competing methods
for most of the proteins (24 out of 26). Our procedure depends on the best source
proteins only, while other methods are typically averaged over a predetermined set of
source ones (for the purpose of training or otherwise). Those methods are targeted to
provide high average performance over many query proteins, while we concentrate on
the proteins that we know we could predict well (where we have suitable source
protein available in the PDB, say, with >=50% similarity). As the PDB grows fast the
chance of finding a good homolg for a query chain increases with time. The primary
power of our scheme comes from its global nature (or the long range-nature in the
partitioning method).

As expected, a better prediction is made using the global non-partitioning (N)
method over the other one, namely, the partitioning method (P). For low similarity-
sources the partitioning method is sometimes better, but not by a large degree.

The average prediction accuracy from Classes N and P were 79% and 80%
respectively, with standard deviations of 17% and 10%. The prediction accuracies for
SS Pro, PHD and SAM-T99 are 78%, 75% and 77%, with standard deviations of 8%,
8% and 7% respectively. As evidenced by the standard deviations, these methods tend
to produce prediction accuracies that are less dispersed or do not exhibit the degree of
variability compared to the DSP technique. If we eliminate 5 query proteins for which
PDB does not have source proteins with 35% or more similarity, then the average
accuracy for classes N and P are 83% and 82%, with the standard deviations 12% and
9% respectively. The same values for the other three methods come to 75%, 76% and
77% average values respectively, with standard deviation values 8% for all those
methods. The average and standard deviation values in our two methods are
somewhat misrepresentative because only a few query proteins with significantly
homologous available source proteins (e.g., query proteins 1PFC and STGL over the
class N) produced very low scores. Out of 26 query proteins, the class N of the DSP
scheme predicted 5 proteins with above 90% accuracy, while none of our competitors
crossed that mark for any protein. If we consider only 15 queries with available
homologue of 45% and above similarity, then our method’s (N) average accuracy is
84% (with the standard deviation 15%), the other three produces respectively,
74%(9%), 76%(9%), and 76%(9%). The same four figures for the six queries with
60% or higher similarity are 93%(3%) for DSP, and 76%(8%), 79%(6%), and
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79%(6%) for the other methods. While other methods’ accuracy values do not
increase much with available better homologues, ours does quite significantly.

Table 1. Prediction accuracy for 26 proteins from PDB

Query Source |Similarity| Expt Class | Expt Class | PHD | SSPro Acc. [SAM-T99 Acc.
Protein | Protein (N) (N) N Accuracy | P Accuracy | Acc.
1A1S 1FVO0 46% 92% 80% 87% 86% 87%
1CNE 117P 48% 77 % 76% 76% 78% 75%
1G7D 1IFLM 20% 19% n/a 82% 84% 76%
1TH5 ILDF 29% 69% 71% 67% 71% 75%
11X 1y 45% 94% n/a 79% 79% 79%
11IL9 1ABR 40% 87% 84% 79% 82% 79%
1LE6 1C1J 35% 82% 83% 80% 87% 81%
IMKU 1HN4 77% 93% 92% 76% 80% 82%
IMVX IML9 36% 79% n/a 75% 79% 75%
1PFC 1CQK 47% 63% 70% 66% 68% 69%
1PP2 1VAP 71% 92% 89% 66% 77% 77%
1QL8 ITRN 75% 96 % 92% 82% 83% 87%
1VZV 1AT3 48% 86% 75% 73% 74% 75%
1XAT 1KK6 38% 82% 65% 72% 77% 76%
1KXC 1VCP 64% 89% 73% 65% 70% 69%
1J5T ILBF 35% 83% 87% 81% 86% 84%
1TIS 2TSC 45% 76% 73% 68% 68% 68%
1B6U 1G0X 33% 74% 82% 79% 81% 77%
1GGO 1FXQ 45% 80% 75% 80% 86% 85%
5TGL ILGY 57% 41% 100% 51% 51% 50%
1E91 1IPDZ 51% 87% 90% 77% 80% 80%
1VDR ITDR 34% 80% 71% 80% 80% 80%
1AI9 1LY3 37% 78% 80% 72% 75% 78%
1174 1K20 80% 97% 90% 83% 86% 78%
SRNT IRDS 64% 93% 90% 75% 78% 80%
1179 1GSM 25% 72% 61% 73% 76% n/a
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5 Conclusion and Future Works

The current philosophy within the automated structure prediction activities is to
“achieve as high accuracy for as many queries as possible.” This is somewhat elusive
because in real life one predicts for one protein at a time [Rost, 2001]. The best
average-accuracy producing method may not work well for a particular query at
hand. In order to address this issue the community is moving toward trying to guess
which method will work best for the query at hand and then apply that method. Thus,
the structure prediction-servers are sometimes a combination of multiple methods or
multiple systems. Our present work is a contribution toward this direction by adding a
new method. We have proposed a highly accurate prediction technique for a query
where a significantly homologous source protein is available for deriving the
predictive filter. We have also proved the worth of utilizing digital signal processing
tools in the structure prediction purpose. The bio-informatics community is cautiously
exploring the DSP methodologies but have never before used the latter technique for
the structure-prediction purpose. In this respect our proposal is a novel one and our
results are quite promising.

An obvious direction in our work is to explore why some query proteins with high
enough similarity (with the best available source in the PDB) produces low accuracy
and vice versa. The primary conjecture here would be a convergent (or divergent, as
the case may be) evolutionary distance between the query and the source proteins.
This observation may lead us away from using the PSI-BLAST in finding the source
protein, and use different similarity metric that are being proposed recently.

Another aspect that we need to study is measuring any difference between the
prediction of helices and that of the sheets. We should be doing even better here
compared to the other competing techniques in predicting sheets because of the global
nature of our scheme. We also need to study how accurate we are in predicting the
boundary between the regular structures (helix/sheet) and the non-regular ones (coils).
Our technique could be further fine tuned for improved accuracy from this angle of
prediction. This is because a signal for only the boundaries (between different
structural elements) represents the first derivative of an output signal (corresponding
to a secondary structure), which has a higher frequency content than the original one
that should be easier to handle by DSP. Instead of predicting three units of structural
elements (helix, sheet and coil) we would also like to move to nine units-structure of
the DSSP scheme (termed as “output expansion” in [Rost 2001]). Our methodology is
also quite suitable for other 1D structure prediction purpose, e.g., the solvent
accessibility.

Finally we will enhance the size of our experiments by increasing the number of
proteins we have worked with, in order to make our predictive power more reliable.
The representative proteins listed in the PDB-list database (http://homepages.th-
giessen.de/~hg12640/pdbselect/) are obvious candidate sets. Trying out different
numbering schemes for signal generation from the primary structure (residue to
number mapping) is also in our future agenda in this research.

Acknowledgement. This work is partly supported by the National Science
Foundation (IIS-0296042).
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Abstract. The interactions between proteins are fundamental to a broad area of
biological functions. In this paper, we try to predict protein-protein interactions
directly from its amino acid sequence and only one associated physicochemical
feature using a Support Vector Machine (SVM). We train a SVM learning sys-
tem to recognize and predict interactions using a database of known protein
interactions. Each amino acid has diverse features such as hydrophobicity, po-
larity, charge, surface tension, etc. We select only one among these features and
combine it to amino acid sequence of interacting proteins. According to the ex-
periments, we get approximately 94% accuracy, 99% precision, and 90% recall
in average when using hydrophobicity feature, which is better than the result of
previous work using several features simultaneously. Therefore, we can reduce
a data size and processing time to 1/n and get a better result than the previous
work using n features. When using other features except hydrophobicity, ex-
periment results show approximately 50% accuracy, which is not so good to
predict interactions.

1 Introduction

The goal of proteomics is to elucidate the structure, interactions and functions of all
proteins within cells and organisms. The expectation is that this gives full under-
standing of cellular processes and networks at the protein level, ultimately leading to
a better understanding of disease mechanisms.

The interaction between proteins is fundamental to the biological functions such as
regulation of metabolic pathways, DNA replication, protein synthesis, etc [1]. In
biology, it is virtually axiomatic that ‘sequence specifies conformation’ [5] and it

* This work was supported by grant NO. R01-2003-000-10860-0 from the Basic Research
Program of the Korea Science & Engineering Foundation.
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suggests the following intriguing postulate: knowledge of the amino acid sequence
alone might be sufficient to estimate the propensity for two proteins to interact and
effect useful biological function. Based on this postulate, Bock and Gough [2] pro-
posed a method to recognize and to predict protein interactions from primary struc-
ture and associated physicochemical features using SVM. But Bock and Gough make
learning data by concatenating very large amino acid sequence of proteins several
times for using several features simultaneously. Therefore, their data size for SVM
learning is enormous and the execution time for SVM is very large.

In this paper, we try to predict protein-protein interactions from their amino acid
sequences and only one associated physicochemical feature. Each amino acid has
diverse features such as hydrophobicity, polarity, charge, surface tension, etc. We
select only one among these features and combine it to amino acid sequence of inter-
acting proteins. According to the experiments, we get approximately 94% accuracy,
99% precision, and 90% recall in average when using hydrophobicity feature, which
is better than the result of Bock and Gough [2] using several features simultaneously.
Therefore, we can reduce a data size and processing time to 1/n and get a better accu-
racy than the result of Bock and Gough. When using other feature except hydropho-
bicity, experiment results show approximately 50% accuracy, which is not so good to
predict interactions.

2 Methods and Experiments
Our method is as follows.

2.1 Database of Interacting Proteins

Protein interaction data can be obtained from the Database of Interacting Proteins
(DIP; http://www.dip.doe-mbi.ucla.edu/). At the time of our experiments, the data-
base comprises 15117 entries representing pairs of proteins known to mutually bind,
giving rise to a specific biological function. Here, interacting mean that two amino
acid chains were experimentally identified to bind to each other. Each interaction pair
contains fields linking to other public protein databases, protein name identification
and references to experimental literature underlying the interactions. Fig 1 shows a
part of DIP, where each row represents a pair of interacting proteins (the first and the
fourth columns represent proteins).

Fig. 1. A part of DIP database
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2.2 SVM Learning

SVM learning is one of statistical learning theory, it is used many recent bioinfor-
matic research, and it has the following advantages to process biological data. [2]: (1)
SVM is computationally efficient [6] and it is characterized by fast training which is
essential for high-throughput screening of large protein datasets. (2) SVM is readily
adaptable to new data, allowing for continuous model updates in parallel with the
continuing growth of biological databases. (3) SVM generates a representation of the
non-linear mapping from residue sequence to protein fold space [7] using relatively
few adjustable model parameters. (4) SVM provides a principled means to estimate
generalization performance via an analytic upper bound on the generalization error.
This means that a confidence level may be assigned to the prediction, and alleviates
problems with overfitting inherent in neural network function approximation [8].

In this paper, we train an SVM to recognize pairs of interacting proteins culled
from the DIP database. The decision rules developed by the system are used to gener-
ate a discrete, binary decision (1 = interaction, -1 = no interaction) based on amino
acid sequence of the putative protein interaction pair where each value of the se-
quence is replaced by one of several features of the corresponding amino acid.

Fig. 2. An example of the format of training data in TinySVM

In this paper, we use TinySVM (http://cl.aist-nara.ac.jp/~taku-ku/software/TinySVM)
and an example of its training data format is in Fig 2. We represent an interaction pair
by concatenating two amino acid sequences of interacting proteins and by replacing
each value of the sequence with a feature value of corresponding amino acid. For
example, in the first row of Example(SVM) in Fig 2, 1st,3rd,4th,6th,8th ... amino
acids of concatenated amino acid sequence of an interacting protein pair have hydro-
phobicities.

The performance of each SVM was evaluated using accuracy, precision, and recall
on the unseen test examples as the performance metrics. The accuracy is defined as




Predicting Protein-Protein Interactions from One Feature Using SVM 53

the percentage of correct protein interaction predictions on the test set. Each test set
consists of nearly equal numbers of positive and negative interaction examples. The
precision is defined as the percentage of true positive predictions in all the positive
predictions. The recall is defined as the percentage of true positive predictions in all
the positive interactions.

2.3 Data Partitioning

For experiments, we divide 12000 entries of protein interactions of yeast in DIP into
12 files as in Table 1. For each experiment, we use 2 files as a training set (one for a
positive and the other for a negative interaction sets) and 2 files as a test set (one for a
positive and the other for a negative interaction sets). Thus, we use 4000 interactions
of yeast in DIP for each experiment.

Table 1. Data partitioning of DIP database for experiments

Lines File name

1 ~ 1000 ly
1001 ~ 2000 2y
2001 ~ 3000 3y
3001 ~ 4000 4y
4001 ~ 5000 1x
5001 ~ 6000 2X
6001 ~ 7000 3x
7001 ~ 8000 4x
8001 ~ 9000 1w
9001 ~ 10000 2w
10001 ~ 11000 3w
11001 ~ 12000 4w

Testing sets are not exposed to the system during SVM learning. The database is
robust in the sense that it represents protein interaction data collected from diverse
experiments. There is a negligible probability that the learning system will learn its
own input on a narrow, highly self-similar set of data examples [9]. This enhances
the generalization potential of the trained SVM.

2.4 Implementation and Experiments

We develop software methods with C++ for parsing the DIP databases, control of
randomization and sampling of records and sequences, and replacing amino acid
sequences of interacting proteins with its corresponding feature.

To make a positive interaction set, we represent an interaction pair by concatenat-
ing two amino acid sequences of interacting proteins and by replacing each value of
the sequence with a feature value of corresponding amino acid as in subsection 2.2.
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To make a negative interaction set, we replace each value of concatenated amino acid
sequence with a random feature value.

We use several features of amino acid such as hydrophobicity, size and polarity.
Hydrohobicity feature is motivated by the previous demonstration of sequential hy-
drophobicity profiles as sensitive descriptors of local interaction sites [10].

Table 2. Experimental results using hydrophobicity.

Model file Test data set Accuracy (%) | Precision (%) Recall (%)
1w3y.svm 97.40 95.40 99.60
Iw4y.svm 97.05 94.76 99.60
modelly3x
2x3w.svm 99.10 99.59 98.60
2y4x.svm 99.30 99.20 99.40
ly3w.svm 98.65 100.00 97.30
Iw4y.svm 98.70 100.00 97.40
modellx4y
2w3x.svim 98.95 99.89 98.00
2y4w.svm 99.05 99.49 98.60
Iw3x.svm 81.80 100.00 63.60
ly4x.svm 78.91 99.82 57.94
model2w3y
2x3w.svm 82.75 100.00 65.53
2y4w.svm 84.00 99.56 68.33
ly3x.svm 99.60 99.79 99.40
1x4y.svm 98.35 98.88 97.80
model2x4w
2y3w.svim 98.40 100.00 96.80
2w4x.svm 99.10 98.61 99.60
Average 94.44 99.06 89.84

Table 2 shows the experimental results using hydrophobicity. In Table 2, model
file ‘modelly3x’ means that 1y file in Table 1 is used as a positive training set and 3x
file is used as a negative training set. Test data set ‘1w3y.svm’ means that 1w file is
used as a positive test set and 3y file is used as a negative test set. In this experiment,
we get approximately 94% accuracy, 99% precision, and 90% recall in average using
hydrophobicity feature, which is better than the result of Bock and Gough’s using
several features simultaneously.

When using polarity feature, experiment results show approximately 50% accu-
racy, 39 % precision, and 4 % recall in average. When using size feature, experiment
results show approximately 55% accuracy, 29 % precision, and 12 % recall in aver-
age. Therefore, polarity and size features are not so good to predict interactions.
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3 Conclusions

The prediction methodology reported in this paper generates a binary decision about
potential protein-protein interactions based on amino acid sequences of interacting
proteins and only one associated phycochemical features.

The most difficult thing of our research is to find negative examples of interacting
proteins, i.e., to find non-interacting protein pairs. For negative examples of SVM
training and testing, we use a randomizing method. But we believe this method makes
experimental results worse. Thus finding proper non-interacting protein pairs is im-
portant to our future research.

Discovering interacting protein patterns using primary structures of known protein
interaction pairs may be subsequently enhanced by using other features such as sec-
ondary and tertiary structure in the learning machine.

With experimental validation, further development may produce robust computa-
tional screening techniques that narrow the range of putative candidate proteins to
those exceeding a prescribed threshold probability of interaction.

Moreover, in the near future, we will parallelize our method on 17-node PC-cluster
and get results more fast, which is very important to deal with enormous biological
data processing.
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Abstract. In this paper, we propose a novel multiagent learning approach for
cooperative learning systems. Our approach incorporates fuzziness and online
analytical processing (OLAP) based data mining to effectively process the
information reported by the agents. Action of the other agent, even not in the
visual environment of the agent under consideration, can simply be estimated
by extracting online association rules from the constructed data cube. Then, we
present a new action selection model which is also based on association rules
mining. Finally, we generalize states which are not experienced sufficiently by
mining multiple-levels association rules from the proposed fuzzy data cube.
Results obtained for a well-known pursuit domain show the robustness and
effectiveness of the proposed fuzzy OLAP mining based learning approach.

1 Motivation and Contributions

Multiagent learning may be modeled by augmenting the state of each agent with the
information about other existing agents [8][10]. When the state space of the task is
small and discrete, the Q-values are usually stored in a lookup table. But, this method
is either impractical in case of large state-action spaces, or impossible with continuous
state spaces. One solution is to generalize visited states to unvisited ones as in
supervised learning. Functional approximation and generalization methods seem to be
more feasible solutions. Unfortunately, optimal convergence of functional
approximation for reinforcement learning algorithms has not been proven yet [1][2].
Also, there are several studies cited in the literature where the internal model of
each other learning agent is explicitly considered. For instance, Littmann [8§]
presented 2-player zero-sum stochastic games for multiagent reinforcement learning.
In zero-sum games, one agent’s gain is always the other agent’s loss. Hu and
Wellman [5] introduced a different multiagent reinforcement learning method for 2-
player general-sum games. However, according to both methods, while estimating the
other agent’s Q-function, the agent under consideration should observe the other
agent’s actions and the actual rewards received from the environment. The former
agent must know the parameters used in Q-learning of the latter agent. Finally,
Nagayuki et al [9] proposed another approach to handle this problem. In their Q-
learning method one agent estimates the other agent’s policy instead of Q-function.

R. Orchard et al. (Eds.): IEA/AIE 2004, LNAT 3029, pp. 56-65, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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Thus, there is no need to observe the other agent’s actual rewards received from
the environment, and to know the parameters that the other agent uses for Q-learning.

Q-learning has some drawbacks, including modeling other learning agents and
experiencing some states more than needed during the learning phase. Although some
states are not experienced sufficiently, it is expected that an agent has to select an
appropriate action in each state. Also, before the learning process is completed, an
agent does not exhibit a certain behavior in some states which may have been
experienced sufficiently; hence the learning time is increased. To handle these
problems and the like, we propose a novel learning approach that integrates fuzzy
OLAP based association rules mining into the learning process. OLAP mining
integrates online analytical processing with data mining to substantially enhance its
power and flexibility and makes mining an interesting exploratory process.

OLAP is a technology that uses a multidimensional view of aggregated data to
provide fast access to strategic information for further analysis. It facilities querying
large amounts of data much faster than traditional database techniques, e.g., [3]. Data
mining is concerned with the nontrivial extraction of implicit, previously unknown
and potentially useful information from data. Discovering association rules is one of
the several data mining techniques described in the literature.

Association rules constitute an important class of regularities that exist in
databases. A rule X—Y is generally rated according to several criteria, none of which
should fall below a certain (user-defined) threshold. In common use are the following
measures where Dy={Te D | XcT} denotes transactions present in database D and
contain items in X, and |Dy] is its cardinality. First, a measure of support defines the
absolute number or the proportion of transactions present in D and contain XUY , i.e.,

sup(X »Y)= Dy, | or sup(XﬁY):%. Second, the confidence is the proportion of

oy . _ Dy |
correct applications of the rule, i.e., < (X = ¥)= [;VUY .
[ Dy |

Fuzzy sets provide a smooth transition between members and non-members of a
set. Fuzzy association rules are also easily understandable by humans because of the
associated linguistic terms. To find out some interesting and potentially useful fuzzy
association rules with enough support and high confidence, consider a database of
transactions 7= {t,, t,, ..., t,}, its set of attributes 7, and the fuzzy sets associated with
quantitative attributes in /. Each transaction ¢; contains values of some attributes from
I and each quantitative attribute in / has at least two corresponding fuzzy sets. We use
the following form for fuzzy association rules [7]:

If X={x;, x5 ..., xp} iSA={f}, fo, ..., Jp} then Y={y;, o, ..., v} is B={gs, g2 ..., &},
where 4 and B contain the fuzzy sets associated with corresponding attributes in X
and Y, respectively. Finally, for a rule to be interesting, it should have enough support
and high confidence.

The main contributions of the work described in this paper can be summarized as
follows: 1) constructing a fuzzy data cube in order to effectively store and process all
environment related information reported by agents; 2) estimating the action of the
other agent by using internal model association rules mined from the fuzzy data cube;
3) predicting the action of the other agent unseen in the visual environment; 4)
selecting the appropriate action of the agent under consideration by using association
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rules mined from the fuzzy data cube; and 5) generalizing certain states by mining
multiple-level association rules from the fuzzy data cube.

The rest of the paper is organized as follows. Section 2 describes a variant of the
pursuit problem, to be used as a platform for experiments thought this study. Section
3 includes a brief overview of OLAP technology and introduces the fuzzy data cube
architecture. Section 4 presents our learning approach which is based on mining
association rules from the constructed data cube. In Section 5, we describe the
conducted experiments and discuss the results achieved for the considered
environment. Section 6 is the conclusions.

[] [

CRERRCER

(2) (b)

Fig. 1. a) A sample initial position in 15x15 pursuit domain b) A sample goal state

2 Pursuit Domain

Samples of the multiagent environment considered in this paper are shown in Fig. 1.
It is a variant of the well-known pursuit domain and has the following characteristics.
First, it is fully dynamic, partially observable, non-deterministic and has a
homogeneous structure. Second, three agents, two hunters and a prey exist in a 15x15
grid world. The initial position of each agent is determined randomly. Third, at each
time step, agents synchronously execute one out of five actions: staying at the current
position or moving from the current position north, south, west, or east. More than
one hunter can share the same cell. However, a hunter cannot share a cell with the
prey. Also, an agent is not allowed to move off the environment. The latter two moves
are considered illegal and any agent that tries an illegal move is not allowed to make
the move and must stay in its current position. Further, hunters are learning agents
and the prey selects its own action randomly or based on a particular strategy such as
the Manhattan-distance measure. Finally, the prey is captured when the two hunters
are positioned at two sides of the prey. Then, the prey and the two hunters are
relocated at new random positions in the grid world and the next trial starts.

3 OLAP Technology and Fuzzy Data Cube Construction

A fuzzy data cube is defined based on the fuzzy sets that correspond to quantitative
attributes. To understand the whole process, consider a quantitative attribute, say x, it
is possible to define at least two corresponding fuzzy sets with a membership function
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per fuzzy set such that each value of attribute x qualifies to be in one or more of the
fuzzy sets specified for attribute x.
Definition 1 (Degree of Membership): Given an attribute x and let F_={f! 72 . £}

be a set of / fuzzy sets associated with x. Membership function of the j-th fuzzy set in
F,, denoted #,; is a mapping from the domain of x into the interval [0,1]. Formally,
U, =D, = [01],

For every value v of x, if #,,(v) =1 then v totally belongs to the fuzzy set /7. On

the other hand, #,,()=0 means that v is not a member of the fuzzy set /. All other

values between 0 and 1, exclusive, specify a partial membership degree of vin /. [J

The concept described in Definition 1 is used in building a fuzzy data cube as follows.
Definition 2 (Fuzzy Data Cube): Given an association rules mining task involved
with n dimensions, say d;, d,, ..., d, of a given data set. The task-relevant data can be
pre-computed and materialized into an n-dimensional fuzzy data cube, such that each

dimension of the cube contains ;Hl values, where k is the number of attributes in

dimension X and /, is the number of membership functions (one per fuzzy set)
associated with attribute x; in dimension X. The last term of the above formula, i.e.,
“+1” represents a special “Total” value in which each cell stores the aggregation value
of the previous rows. These aggregation values show one of the essential features of
the fuzzy data cube structure. [

Based on this, we propose a fuzzy data cube to hold the fuzzy information that
agents obtain from the environment in real time. Using this cube, we can view the
state space of agents from different perspectives. Also, we can perform multiagent
fuzzy-OLAP mining on this cube in order to handle the states that have not been
experienced sufficiently.

We employed uniform membership functions in representing the state space of
agents by fuzzy sets. The definitive intervals of each axis are bounded by [-3, 3],
because agent’s visual depth is assumed to be 3 in this paper, unless otherwise
specified. Here, the location of the prey or the other hunter may be considered in more
than one state. For instance, if the hunter observes only the prey at the relative
location (-1, -1), then it obtains four different states with equal weight of 0.25. These
are [(left, down), not available], [(left, middle), not available], [(middle, down), not
available] and [(middle, middle), not available].

The state of a hunter is determined with respect to the x and y directions of the prey
and/or the other hunter. For instance, having the prey perceived in the interval [-3, 0]
according to the x-direction means that the prey is at the left-hand side of the hunter.
Similarly, if the prey is perceived in the interval [0, 3] according to the y-direction,
then the prey is above the hunter.

Shown in Fig. 2 is a fuzzy cube with three dimensions, representing the internal
model of a hunter; two dimensions of this cube deal with the states of the hunter and
the prey in the visual environment, and the third dimension represents the action
space of the other hunter. In the fuzzy data cube shown in Fig. 2, the dimensions
concerning the state space are values of coordinates x and y, such as [left, down] and
[left, middle], where left shows the x-ordinate, whereas down and middle represent the
y-ordinate. Finally, each cell in the cube shown in Fig. 2 holds what is called sharing
rate, which is computed based on the observed action of the other agent and states.
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Fig. 2. The proposed fuzzy data cube for the Fig. 3. The cube generated by rolling up some
mining process dimensions

Proposition 1 (Sharing Rate Computation): Given a fuzzy data cube with 3
dimensions, if the location of the other hunter has membership degrees . (other hunter)
and #,(other hunter) along the x and y axes, respectively, the location of the prey has
corresponding membership degrees «.(rre) and #,(rrey), respectively, and the estimated
action of the other agent has membership degree . (other hunter), then the sharing rate
of all the fuzzy sets to the corresponding cell is computed as:
e (Other hunten) .t ,,,.(prey) Ly on(0ther hunter) ,where M. (other hunter) = 1 (other hunter).u, (other hunter)
and Ao (prey) = p (prey).u, (prey) | []

For instance, in case the prey and the other hunter are observed in locations [-2, -2]
and [-2, -1], respectively, and the estimated action of the other agent is s then the

values of the cells 4 and B in Fig. 2 are both computed as 1x0.5x1=0.5 .

4 Employing Association Rules for Multiagent Learning

As mentioned earlier, most of the work already done on multiagent learning assumes
a stationary environment, i.e., the behavior of the other agent is not considered in the
environment. Whereas it is more natural to consider a dynamic environment in the
sense that an agent always learns and each other agent may change its behavior with
time too. In such a case, the standard Q-learning approach is not appropriate.

In the work described in this paper, as a given agent executes an action, the other
agent’s action is also considered. For this purpose, it is necessary to have an internal
model database to hold actions of the other hunter. This database, as presented in the
previous section, is constructed by employing fuzziness and transformed into a fuzzy
internal model data cube structure. This leads to the data cube shown in Fig. 2. In this
cube, as long as a hunter observes new states, i.e., as the learning process continues,
the observed action of the other agent in the corresponding state(s) is updated. So, as
mentioned earlier, each cell of the cube contains the sharing rate calculated with
respect to the given state and the observed action. Finally, in order to explicitly
express the dependency of the other agent’s action, the hunter’s Q-function is adjusted
as described next in Definition 3.
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Definition 3 (Hunter’s Q-Function): Given a hunter /;, which tries to estimate the
action of an agent /4,. The corresponding Q-function is represented as O(s.a,;. .., ).
where s is the state that 4; can observe; a.,€ 4.)and a,,,E 4,,,) are actions of 4; and
h,, respectively. Here, 4., and 4,,, represent sets of all possible actions for 4; and 4,
respectively. [

According to Definition 3, deciding on whether the action of a given agent is good
or not depends on the action of the other agent. In other words, 4, is a hidden and
major factor in selecting the action a, . In this study, the action a,,, of the other

agent is estimated based on the association rules extracted from the constructed data
cube. If one hunter observes the other hunter in its visual environment, then the
association rule s—a,,, can be easily mined from observations of the other hunter’s
past actions. On the other hand, if one hunter could not perceive the other hunter, a
prediction is done based on the following proposition in order to estimate the
direction of the action of the unseen other hunter.
Proposition 2 (predicting the action of the unseen hunter): Given two hunters /; and
h,, and a prey P, if 4, cannot visualize /,, while P is at a certain location in the visual
environment of /;, then the action of 4, is predicted based on the general trend of the
actions taken by 7, in the visual environment of /#; when P was at the same location. []

For instance, assume that the prey is at location [3, 3] and the other hunter is out of
the visual environment. In this case, a cell of row C of the data cube shown in Fig. 2
is updated with respect to row D, which shows the number of times the prey visited
the location [3, 3], regardless of the position of the other hunter.

To satisfy data mining requirements, the user specifies at the beginning of the
learning process a minimum support value for action count, indicated as count3 in
Fig. 2. It is assumed that a state has been experienced sufficiently if its count value

reaches this minimum support value. Here, the hunter under consideration, say %,
estimates the action of the other hunter based on the highest confidence value.

Otherwise, if a state has not been experienced sufficiently, then %«s estimates the
action of the other hunter based on the user specified confidence value, say m. If the
number of occurrences of a state-action pair is less than m, then this action is not
selected in the corresponding state. If there are more actions exceeding the minimum

confidence value in a state, then the possibility of selecting an action a; is computed
conf(s — a;) .
conf(s >a,) Where conf(s —a;) is the confidence value of the rule

- pa;|s)=
as: D

ia ;€ A(MinConf)
s—a;, and A(MinConf) is the possible set of actions that exceed the minimum
confidence value of the corresponding agent.

Next we present our approach of utilizing the constructed fuzzy data cube in
mining OLAP association rules that show the state-action relationship. The
dimensions of this data cube contain the state information and the actions of both
hunters. The mining process utilized for this purpose is described in Algorithm 2.
Algorithm 1: (Mining Based Multiagent Learning)

The proposed mining based multiagent learning process involves the following steps:

1. The hunter under consideration observes the current state s and estimates the other
hunter’s action a... based on the association rules extracted from the fuzzy data
cube. If the occurrence number of s, € § is greater than the specified minimum
support value, then the action 4,4, having the highest confidence value, is selected.
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If the occurrence number of s, is less than the minimum support value, then the
action 4. is selected from the actions exceeding the minimum confidence value in
state s, , based on the value of p(a;|s;).

2.The action 4. is selected according to the estimated value %u.-. In a way similar to
the previous association rules mining process, if the count value of a state- ., pair
is greater than or equal to the minimum support value determined before, then it is
assumed that the relevant state and ... were experienced sufficiently. In this case,
the hunter under consideration selects the action with the highest confidence value.

3.1f the state-4.... pair is not experienced sufficiently, the hunter selects its action with
respect to p(a|s,); and step 2 is repeated for each component s, of the observed
state S. After the action of each component is selected, the action of state § is
determined as: arg max OCS15 e s Aogper )

4.The hunter under consideration executes the action 4., selected in Step 2 or 3.
5. Simultaneously, the other hunter executes the action a,,,,.
6. The environment changes to a new state s’
7.The hunter under consideration receives a reward » from the environment and
updates the data cube as follows:
All F(s;,a.,) cells are updated in the fuzzy internal model data cube.
All gGs, ,a ) cells are updated using:

O(s, w ,a;,w)  [l—a.u(prey).u(other hunter)|.Q(s, ,a,,, ,a;,w) +a.u(prey).u(other hunter)[r+7y.
max O(s,.aly )] Where o =818 max  F(s',ay,) , My (prey) = u (prey).u, (prey)

A € Asey other € A

.
self > Lother

and e (other hunter) = u (other hunter).u , (other hunter)
8.If the new state s’ satisfies a terminal condition, then terminate the current trial;

otherwise, let s’ — s and go back to step 1. [

Experiments showed that after the learning process and based on the escaping
policy followed by the prey, some state-action pairs are experienced sufficiently,
while others are never visited. The agent selects its own action based on the
information obtained from the environment. In some states, this information is not
sufficient to mine association rules. In such a case, the information or the data is
generalized from low levels to higher levels. To illustrate this, the new data cube
shown in Fig. 3 is obtained by rolling up the fuzzy data cube shown in Fig. 2 along
the dimensions: Prey and Hunter. Different strategies for setting minimum support
threshold at different levels of abstraction can be used, depending on whether a
threshold is to be changed at different levels [4]. We found it more reasonable to use
reduced minimum support at lower levels. In fact, most of the work done on OLAP
mining considered reduced minimum support across levels, where lower levels of
abstraction use smaller minimum support values.

5 Experimental Results

We conducted some experiments to evaluate our approach, i.e., to test the
effectiveness of learning by extracting association rules that correlate states and
actions. In our experiments, we concentrated on testing changes in the main factors
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that affect the proposed learning process, namely minimum support, minimum
confidence and the multilevel case. Also, to show the superiority of our approach, we
compare it with fuzzy Q-learning, denoted FQL in the figures.

All the experiments have been conducted on a Pentium III 1.4GHz CPU with 512
MB of memory and running Windows 2000. Further, in all the experiments, the
learning process consists of a series of trials and each reported result is the average
value over 10 distinct runs. Each trial begins with a single prey and two hunters
placed at random positions inside the domain and ends when either the prey is
captured (surrounded by hunters) or at 2000 time steps. Upon capturing the prey,
individual hunters immediately receive a reward of 100.

We used the following parameters in the Q-learning process of the proposed
approach: learning rate 0=0.8, discount factor y=0.9, the initial value of the Q-
function is 0.1, the number of fuzzy sets required to model the states is set to 3, and
the visual depth of the agents is set to 3. As FQL is concerned, the following
parameters have been used: =0.8—02, y=0.9, the initial value of the Q-function is
0.1; the initial value of the internal model function is 0.2, and the Boltzman
distribution has been used for hunters to explore a distinct state.

We performed four different experiments. In the first experiment, the escaping
policy of the prey is random, and the minimum confidence value was set at 0% (the
best value achieved in Fig. 5) until the number of occurrences of each state reached
the minimum support value. Fig. 4 shows the learning curves of the steps required to
capture the prey for different values of minimum support. As can be easily seen from
Fig. 4, the learning curve for the case when minimum support value was set to 4K
(denoted MinSup4K in Fig. 4) converges to the near optimal solution faster than both
MinSup6K and FQL.

Here, it is worth mentioning that the three values plotted in Fig. 4 have been
selected based on extensive analysis of different minimum support values. From the
analysis, we realized that as we increased the minimum support value beyond 4K, the
curves started to follow a trend similar to the curve obtained when the minimum
support value was 4K. This is obvious from comparing the two curves MinSup4K and
MinSup6K. Finally, similar analysis was conducted in selecting the other values
plotted in the rest of the figures presented in this section.

2000 r — — — = Conf(0%

? 2000 MinSup2K §>_)‘- 1 Conf(2oﬂj

2 1750 MinSup4K s 17509 | onfiz0%)

% MinSup6K < 1500 ] \ — C 01 f(3 0 %)

g 1500 FQL £ \

% 1250 & 1250 4 \

£ 1000 2 1000{ |

E ER

% 750 4 g

:ﬁ. 500 4 §_ 500

g 250 g P

T : : | T ; ;
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Fig. 4. Learning curves of hunters when the Fig. 5. Learning curves of the hunters with
prey escapes randomly; with minimum minimum support fixed at 4K

confidence fixed at 0%
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In the second experiment, we fixed the minimum support and checked the learning
process for different values of minimum confidence. Plotted in Fig. 5 are the learning
curves for different values of minimum confidence with the minimum support fixed at
4K. Discovering the environment is important up to a particular level of confidence
value, i.e., the agent should be given the opportunity to discover its environment.
Further, the solution when the confidence value is set to 0% (labeled Conf(0%) in Fig.
5) not only converges faster, but also captures the prey in less number of steps.

g 2000 MinSup4K 2000 Ty~
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Fig. 6. Learning curves of the hunters when the Fig. 7. Learning curves of the hunter with
prey escapes using Manhattan-distance generalized states

In the third experiment, the prey escapes based on the Manhattan-distance to the
located hunter. Comparing the results of this experiment as shown in Fig. 6 with the
results of the previous two experiments, it can be easily observed that each state has
to be experienced more for more complex multiagent environments. Further, it is
enough to select the minimum support value as 6K because the hunter cannot learn
for lower minimum support values, and it is unnecessary to increase the minimum
support value beyond 6K, which also outperforms FQL.

The last experiment is dedicated to the multiple levels case with the prey escaping
using Manhattan-distance. Our goal is to generalize a state that has not been
experienced enough compared to other states. In such a case, the hunter observes the
environment from a higher level and decides on the best action. Here, if the total
count reaches the pre-determined threshold value and the minimum support value of
the current state is below the threshold, then the hunter goes up to a higher level in
order to get more detailed information from the environment. The results of this
experiment for three different total count values are plotted in Fig. 7.

6 Conclusions

In this paper, we proposed a novel multiagent reinforcement learning approach based
on fuzzy OLAP association rules mining. For this purpose, we start by embedding the
fuzzy set concept into the state space in order to decrease the number of states that an
agent could encounter. Then, we defined a fuzzy data cube architecture for holding all
environment related information obtained by agents. Using this cube effectively, we
extracted fuzzy association rules from the past actions of agents. Based on these rules,
we handled two important problems that are frequently faced in multiagent learning.
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First, we estimated the action of the other agent, even when it is not in the visual
environment of the agent under consideration. Second, we presented a new action
selection method in order for the agents to take the most appropriate action. For this
purpose, we generalized the states that were not experienced sufficiently. In fact,
multiagent learning is a very difficult problem in general, and the results obtained
may depend on specific attributes of the problem. However, experimental results
obtained on a well-known pursuit domain showed that the proposed fuzzy OLAP
mining based learning approach is promising for emerging adaptive behaviors of
multiagent systems. Currently, we are investigating the possibility of applying our
method to more complex problems that require continuous state space and to develop
and improve different corresponding algorithms.
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Abstract. Facilitated by the achievements of various data mining techniques,
both academic research and industrial applications are using data mining tools
to explore knowledge from various databases. However, building a mining
system is a nontrivial task, especially for a data mining novice. In this paper,
we present an online interactive data mining toolbox — OIDM, which provides
three categories (classification, association analysis, and clustering) of data
mining tools, and interacts with the user to facilitate his/her mining process.
The interactive mining is accomplished through interviewing the user about
his/her data mining task. OIDM can help the user find the appropriate mining
algorithm, refine the mining process, and finally get the best mining results. To
evaluate the system, the website of OIDM (2003) has been released. The feed-
back is positive. Both students and senior researchers found that OIDM would
be useful in conducting data mining research.

1 Introduction

Advances in database technologies and data collection techniques including barcode
reading, remote sensing, and satellite telemetry, have incurred the collection of huge
amounts of data. Generally, the information in a database can be divided into two
categories: explicit information and implicit information. Explicit information is the
information represented by the data while implicit information is the information
contained (or hidden) in the data. For example, in a relational database, a tuple in a
“student” table represents explicitly the basic information about a student. Other in-
formation items, such as the relationships between tables and the dependencies be-
tween attributes are also documented in the database. All of them are considered as
explicit information. Traditional database retrieval techniques are used to get this
information. There is also implicit information. For example, the associations be-
tween the birth months of the students and their exam scores are information items
that are implicit but useful. Those information items can be discovered (or mined) but
cannot be retrieved. Data mining techniques are developed for this purpose. Such an
operation is referred to as data mining or knowledge discovery in databases (KDD)
(Agrawal and Srikant, 1994; Cendrowska, 1987; Fisher, 1987; Holte, 1993; Quinlan,
1993; Wu, 1995). Data mining can be defined as the discovery of interesting, implicit,

*This research is supported by a NASA EPSCoR grant.

R. Orchard et al. (Eds.): IEA/AIE 2004, LNAI 3029, pp. 6676, 2004.
© Springer-Verlag Berlin Heidelberg 2004


Verwendete Distiller 5.0.x Joboptions
Dieser Report wurde automatisch mit Hilfe der Adobe Acrobat Distiller Erweiterung "Distiller Secrets v1.0.5" der IMPRESSED GmbH erstellt.
Sie koennen diese Startup-Datei für die Distiller Versionen 4.0.5 und 5.0.x kostenlos unter http://www.impressed.de herunterladen.

ALLGEMEIN ----------------------------------------
Dateioptionen:
     Kompatibilität: PDF 1.3
     Für schnelle Web-Anzeige optimieren: Nein
     Piktogramme einbetten: Nein
     Seiten automatisch drehen: Nein
     Seiten von: 1
     Seiten bis: Alle Seiten
     Bund: Links
     Auflösung: [ 2400 2400 ] dpi
     Papierformat: [ 595 842 ] Punkt

KOMPRIMIERUNG ----------------------------------------
Farbbilder:
     Downsampling: Ja
     Berechnungsmethode: Bikubische Neuberechnung
     Downsample-Auflösung: 300 dpi
     Downsampling für Bilder über: 450 dpi
     Komprimieren: Ja
     Automatische Bestimmung der Komprimierungsart: Ja
     JPEG-Qualität: Maximal
     Bitanzahl pro Pixel: Wie Original Bit
Graustufenbilder:
     Downsampling: Ja
     Berechnungsmethode: Bikubische Neuberechnung
     Downsample-Auflösung: 300 dpi
     Downsampling für Bilder über: 450 dpi
     Komprimieren: Ja
     Automatische Bestimmung der Komprimierungsart: Ja
     JPEG-Qualität: Maximal
     Bitanzahl pro Pixel: Wie Original Bit
Schwarzweiß-Bilder:
     Downsampling: Ja
     Berechnungsmethode: Bikubische Neuberechnung
     Downsample-Auflösung: 2400 dpi
     Downsampling für Bilder über: 3600 dpi
     Komprimieren: Ja
     Komprimierungsart: CCITT
     CCITT-Gruppe: 4
     Graustufen glätten: Nein

     Text und Vektorgrafiken komprimieren: Ja

SCHRIFTEN ----------------------------------------
     Alle Schriften einbetten: Ja
     Untergruppen aller eingebetteten Schriften: Nein
     Wenn Einbetten fehlschlägt: Warnen und weiter
Einbetten:
     Immer einbetten: [ /Courier-BoldOblique /Helvetica-BoldOblique /Courier /Helvetica-Bold /Times-Bold /Courier-Bold /Helvetica /Times-BoldItalic /Times-Roman /ZapfDingbats /SMinionPlus-Regular /Times-Italic /Helvetica-Oblique /Courier-Oblique /Symbol ]
     Nie einbetten: [ ]

FARBE(N) ----------------------------------------
Farbmanagement:
     Farbumrechnungsmethode: Farbe nicht ändern
     Methode: Standard
Geräteabhängige Daten:
     Einstellungen für Überdrucken beibehalten: Ja
     Unterfarbreduktion und Schwarzaufbau beibehalten: Ja
     Transferfunktionen: Anwenden
     Rastereinstellungen beibehalten: Ja

ERWEITERT ----------------------------------------
Optionen:
     Prolog/Epilog verwenden: Nein
     PostScript-Datei darf Einstellungen überschreiben: Ja
     Level 2 copypage-Semantik beibehalten: Ja
     Portable Job Ticket in PDF-Datei speichern: Nein
     Illustrator-Überdruckmodus: Ja
     Farbverläufe zu weichen Nuancen konvertieren: Ja
     ASCII-Format: Nein
Document Structuring Conventions (DSC):
     DSC-Kommentare verarbeiten: Ja
     DSC-Warnungen protokollieren: Nein
     Für EPS-Dateien Seitengröße ändern und Grafiken zentrieren: Ja
     EPS-Info von DSC beibehalten: Ja
     OPI-Kommentare beibehalten: Nein
     Dokumentinfo von DSC beibehalten: Ja

ANDERE ----------------------------------------
     Distiller-Kern Version: 5000
     ZIP-Komprimierung verwenden: Ja
     Optimierungen deaktivieren: Nein
     Bildspeicher: 524288 Byte
     Farbbilder glätten: Nein
     Graustufenbilder glätten: Nein
     Bilder (< 257 Farben) in indizierten Farbraum konvertieren: Ja
     sRGB ICC-Profil: sRGB IEC61966-2.1

ENDE DES REPORTS ----------------------------------------

IMPRESSED GmbH
Bahrenfelder Chaussee 49
22761 Hamburg, Germany
Tel. +49 40 897189-0
Fax +49 40 897189-71
Email: info@impressed.de
Web: www.impressed.de

Adobe Acrobat Distiller 5.0.x Joboption Datei
<<
     /ColorSettingsFile ()
     /AntiAliasMonoImages false
     /CannotEmbedFontPolicy /Warning
     /ParseDSCComments true
     /DoThumbnails false
     /CompressPages true
     /CalRGBProfile (sRGB IEC61966-2.1)
     /MaxSubsetPct 100
     /EncodeColorImages true
     /GrayImageFilter /DCTEncode
     /Optimize false
     /ParseDSCCommentsForDocInfo true
     /EmitDSCWarnings false
     /CalGrayProfile ()
     /NeverEmbed [ ]
     /GrayImageDownsampleThreshold 1.5
     /UsePrologue false
     /GrayImageDict << /QFactor 0.9 /Blend 1 /HSamples [ 2 1 1 2 ] /VSamples [ 2 1 1 2 ] >>
     /AutoFilterColorImages true
     /sRGBProfile (sRGB IEC61966-2.1)
     /ColorImageDepth -1
     /PreserveOverprintSettings true
     /AutoRotatePages /None
     /UCRandBGInfo /Preserve
     /EmbedAllFonts true
     /CompatibilityLevel 1.3
     /StartPage 1
     /AntiAliasColorImages false
     /CreateJobTicket false
     /ConvertImagesToIndexed true
     /ColorImageDownsampleType /Bicubic
     /ColorImageDownsampleThreshold 1.5
     /MonoImageDownsampleType /Bicubic
     /DetectBlends true
     /GrayImageDownsampleType /Bicubic
     /PreserveEPSInfo true
     /GrayACSImageDict << /VSamples [ 1 1 1 1 ] /QFactor 0.15 /Blend 1 /HSamples [ 1 1 1 1 ] /ColorTransform 1 >>
     /ColorACSImageDict << /VSamples [ 1 1 1 1 ] /QFactor 0.15 /Blend 1 /HSamples [ 1 1 1 1 ] /ColorTransform 1 >>
     /PreserveCopyPage true
     /EncodeMonoImages true
     /ColorConversionStrategy /LeaveColorUnchanged
     /PreserveOPIComments false
     /AntiAliasGrayImages false
     /GrayImageDepth -1
     /ColorImageResolution 300
     /EndPage -1
     /AutoPositionEPSFiles true
     /MonoImageDepth -1
     /TransferFunctionInfo /Apply
     /EncodeGrayImages true
     /DownsampleGrayImages true
     /DownsampleMonoImages true
     /DownsampleColorImages true
     /MonoImageDownsampleThreshold 1.5
     /MonoImageDict << /K -1 >>
     /Binding /Left
     /CalCMYKProfile (U.S. Web Coated (SWOP) v2)
     /MonoImageResolution 2400
     /AutoFilterGrayImages true
     /AlwaysEmbed [ /Courier-BoldOblique /Helvetica-BoldOblique /Courier /Helvetica-Bold /Times-Bold /Courier-Bold /Helvetica /Times-BoldItalic /Times-Roman /ZapfDingbats /SMinionPlus-Regular /Times-Italic /Helvetica-Oblique /Courier-Oblique /Symbol ]
     /ImageMemory 524288
     /SubsetFonts false
     /DefaultRenderingIntent /Default
     /OPM 1
     /MonoImageFilter /CCITTFaxEncode
     /GrayImageResolution 300
     /ColorImageFilter /DCTEncode
     /PreserveHalftoneInfo true
     /ColorImageDict << /QFactor 0.9 /Blend 1 /HSamples [ 2 1 1 2 ] /VSamples [ 2 1 1 2 ] >>
     /ASCII85EncodePages false
     /LockDistillerParams false
>> setdistillerparams
<<
     /PageSize [ 595.276 841.890 ]
     /HWResolution [ 2400 2400 ]
>> setpagedevice


OIDM: Online Interactive Data Mining 67

and previously unknown knowledge from large databases (Fayyad et al., 1996). It
involves techniques from machine learning, database systems, data visualization,
statistics, and information theory.

Two questions need to be answered in order to perform a data mining task effec-
tively and efficiently. 1) For a specific data set, what is the most suitable data mining
algorithm? Nowadays, various algorithms have been developed to deal with different
problems (such as classification, clustering, and association mining). Even classifica-
tion could imply very many different algorithms, such as C4.5 (Quinlan, 1994), CN2
(Clark P., and Niblett, 1989), and HCV (Wu, 1995). This question becomes even
more difficult for a data mining novice. 2) How could the user be actively and inter-
actively involved in the mining process? Since the background knowledge from the
user is crucial to the usefulness of the final mining results. Unfortunately, even
though research in data mining has made substantial progresses, rare efforts have
been made to solve these critical issues.

In this paper, we design an online data mining toolbox — OIDM, which provides
three categories (classification, association analysis, and clustering) of data mining
tools and interacts with the user while performing data mining tasks. OIDM combines
normal functions of an expert system: asking questions, integrating evidence, algo-
rithm recommendation, and summarizing the results. The interactive property is ac-
complished through interviewing the user and integrating the feedback from the user.
OIDM can iteratively and progressively help the user find the best mining results for
his/her data mining tasks. Initially the user may have no knowledge about either data
mining or what can be discovered from his/her data. By interacting with the user and
analyzing his/her answers to a set of well-designed questions, OIDM can gradually
refine the user requirements and fulfill the task. OIDM is particularly useful for data
mining beginners and can also facilitate data mining experts in their data mining
research.

Instead of developing a new mining algorithm, OIDM is constructed on existing
data mining algorithms, as our goal is to free the user from programming and to in-
volve the user into an active mining process. OIDM has the following features:

e It’s a programming-free toolbox. No programming work is required from the
user.

e The interactive mechanism involves the user into a deeper level of the sys-
tem during the mining process.

e  Multi-layer result summarization presents the mining results in a progressive
way, which helps the user in interpreting the mining results.

2 Related Work

Interactive data mining is not a new concept, especially when data mining is per-
ceived from the statistical point of view (Hand, 1994). To select an optimal learning
algorithm for a certain task, two popular mechanisms exist: 1) One approach is to
learn a decision tree for the applicability of the available algorithms based on the data
characteristics (Brazdil et al., 1994), and 2) Another approach is a user-centered
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mechanism used in the Consultant part of the MLT-project (Craw, 1992). The survey
(Verdenius 1997), which dealt with the question of how companies can apply induc-
tive learning techniques, concluded that the process of machine learning should pri-
marily be user-driven, instead of data- or technology driven. Such a conclusion can
also be found among many other papers (Brodley and Smyth 1995).

In the early 1990s, several researchers at the University of Aberdeen conducted a
research project - CONSULTANT (Craw, 1992; Graner et al., 1992; Kodratoff et al.,
1992). CONSULTANT is employed to help the user find the best classification tool
for a specific dataset. CONSULTANT questions the user about the task to be solved,
gathers data and background knowledge, and recommends one or more learning
tools. However, with an interactive mechanism, CONSULTANT can only deal with
the classification problems.

To facilitate knowledge acquisition, a model needs to be predefined in the toolbox.
This is generally acknowledged in the knowledge elicitation community: “The main
theories of knowledge acquisition are model-based to a certain extent. The model-
based approach covers the idea that abstract models of the tasks that expert systems
have to perform can highly facilitate knowledge acquisition” (Heijst et al, 1992). To
enhance the flexibility of a CONSULTANT-like mechanism in model construction,
White and Sleeman (1998) introduced MUSKRAT (Multistrategy Knowledge Re-
finement and Acquisition Toolbox), which includes an advisory system coupled with
several knowledge acquisition tools and problem solvers. MUSKRAT compares the
requirements of the selected problem solver with the available sources of information
(knowledge, data, and human experts). As a result, it may recommend either reusing
the existing knowledge base, or applying one or more knowledge acquisition tools,
based on their knowledge-level descriptions.

Although helpful in involving the user into the mining process, the above tech-
niques only address data mining problems through machine learning techniques. To
broaden the meaning of interactive mining, other research efforts have been made, in
which interactive mining can be facilitated by visualization techniques (Ware, 2001),
active data mining (Motoda, 2002), or decomposing a problem into subtasks where
different mining mechanisms could be involved (Robert, et al., 1997).

Ware (2001) proposed a graphical interactive approach to machine learning that
makes the learning process explicit by visualizing the data and letting the user “draw”
decision boundaries in a simple but flexible manner. A similar research effort can be
found in Hellerstein (1999). However, even though these visualization techniques
could make data mining more intuitive, it may decrease the mining efficiency in han-
dling realistic problems where data mining could be very complicated and involve
different mining mechanisms. To address this problem, Robert et al. (1997) proposed
an approach which involves systematically decomposing a data mining process into
subtasks and selecting appropriate problem-solving methods and algorithms. A simi-
lar problem in statistics has been conducted by Hand (1994).

In the OIDM project, we adopt a CONSULTANT-like mechanism to facilitate in-
teractive data mining, and an interaction model is defined in advance. The reasons for
using a predefined model are as follows:
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1. It’s simple for system management. Adding a new data mining algorithm
can be accomplished by minor modifications in the system model.

2. It can help generate a compact solution for interactive mining. Though inter-
active, an efficient system should not require the user to answer dozens of
questions before he/she can get the results. Being cooperative is the users’
willingness but not his/her responsibility. To be practical, the interactive
process should be as compact as possible, which means it can guide the user
to achieve what they want in a few steps.

Although OIDM is similar to CONSULTANT, there are two differences between
them. First, OIDM provides a broader range of data mining tools, which cover classi-
fication, clustering and association analysis. Second, the goal of OIDM is to help the
user find the best learning result not just the best learning tool.

3 System Design

To design an interactive data mining toolbox, which is practical and efficient in han-
dling realistic problems, three goals need to be achieved
e Interactive. Interaction between the user and the system is the channel
through which the system can collect information from the user. Further-
more, it is a good way to let the user know more about the mining task and
the underlying data mining algorithms.

e Complete. To be a complete solution, the system must be able to collect all
the necessary information from the user before the algorithm selection. The
user should be provided with as many choices as possible for each question.

e Compact. To be a compact solution, the system should only post the indis-
pensable questions to the user. A compact design should make the data
mining process as intuitive as possible.

3.1 System Workflow

The system framework of OIDM is shown in Figure 1. It runs by following a prede-
fined model. First, OIDM recommends to the user one specific mining algorithm
through the Algorithm Selection Module (Section 3.2). Once the algorithm is se-
lected, OIDM asks the user to provide input data. The user can choose to upload data
files or paste the data in the given text areas on OIDM. Based on the input data,
OIDM constructs the input files, which conform to the selected algorithm through the
Data Processing Module (Section 3.3). After the data processing stage, OIDM runs
the mining algorithm on the input data and provides the user with the results through
a Multi-level Summarization Mechanism (Section 3.4). The user may find the results
not satisfactory. To refine the results, the user can choose to tune the parameters
through the Parameter Tuning Module (Section 3.5) or select a different algorithm.
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By doing this, OIDM can not only guide the user to select the right mining tool, but
also provide experimental comparisons between different mining mechanisms or
different parameter settings of the same algorithm. OIDM will follow this iterative
workflow until useful mining results are found.

A

Start

Algorithm
Selection Module

Data Uploading

A

Input Conforms to Format
Requirements?

Data Processing
Module

Run Algorithm and Generate
Results

Satisfied with the
Results ?

Choose a
Different
Method

Tune Parameters or
Choose a Different
Method?

Tune Parameters

Parameter Tuning
Module

Fig. 1. System workflow of OIDM

3.2 Algorithm Selection Module

OIDM consists of the following seven typical mining algorithms, which cover three
popular categories of data mining problems: Classification, Clustering and Associa-
tion Analysis. In this section, we introduce the interaction model that is used to guide
the user in selecting a mining algorithm. The functionalities of the system can be
easily extended through adding more mining algorithms.
e (4.5 (Quinlan, 1993): A decision tree construction program.
e (C4.5Rules (Quinlan, 1993): A program that generates production rules from
unpruned decision trees.
e  HCV (Wu, 1995): An extension matrix based rule induction algorithm.
e OneR (Holte, 1993): A program that constructs one-level rules that test one
particular attribute only.
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e  Prism (Cendrowska, 1987): An algorithm for inducing modular rules.

e CobWeb (Fisher, 1987): An incremental clustering algorithm, based on
probabilistic categorization trees.

e Apriori (Agrawal and Srikant, 1994): An algorithm for mining frequent
itemsets for boolean association rules.

These seven algorithms are organized into a hierarchy, as shown in Figure 2, to
help the user clarify their mining task. Algorithm selection follows this hierarchy. If
the user has no knowledge about data mining or is not sure about which algorithm is
the most suitable, the system can help him/her choose one through providing some
typical mining tasks and asking the user to choose a similar one.

| Data Mining Tools |

Classification Tools | |Association Analysis T0018| | Clustering Tools |

Tree Rule

Construction Generating Apriori
Tools Tools p CobWeb

C4.5 C4.5Rules, OneR,
Prism, HCV

Fig. 2. Algorithm selection model

3.3 Data Processing Module

All data mining software packages require the input data follow a specific data format
(such as csv — a comma delimited format) before the algorithm can actually run on
the given datasets. Furthermore, most algorithms require the user to provide some
domain knowledge for the raw data such as what are the possible values for a par-
ticular nominal attribute. OIDM provides the Data Processing Model (DPM) to help
the user. DPM can extract domain knowledge automatically from the input data and
ask the user to refine the domain knowledge if necessary. Through asking the user a
serial of common questions (such as which attribute will be treated as the class label,
and whether a specific attribute is nominal or continuous), DPM can convert the
original data file (if the field delimiter is other than the comma) and construct input
files that meet a specific algorithm’s input format automatically. The only input from
the user would be the data files and answers for some specific questions. Two com-
mon input files can be generated through DPM: arff (for the WEKA package) and
names&data (for C4.5 and HCV).
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3.4 Multi-level Summarization Module

Summarizing the mining results can be very useful, because some mining mecha-
nisms generate complicated results. For example, it’s quite common to generate more
than 100 classification rules in a typical classification problem. Consuming the whole
results at one time is unnecessary sometimes. Consequently, instead of showing the
whole details of the mining results, we use a Multi-level Summarization Model,
which provides the user with two levels of results. At the first level, general informa-
tion of the mining results is provided, such as the classification accuracy, the cover-
age of the results, and the statistical information. From this information the user can
easily get the performance information of the selected algorithm. If the user is par-
ticularly interested in a specific result, he/she can drill into the second-level results
which include the details of the mining results, such as the classification rules, clus-
ters, and the coverage and accuracy of the association rules. By using the multi-level
summarization module, the system can be more informative and practical.

3.5 Parameter Tuning Module

To improve the mining results, OIDM provides two types of interactions: 1) selecting
different types of mining algorithms, and 2) setting different parameters for a specific
algorithm (Figure 1). Experienced users usually know which mining algorithm to use
before launching OIDM. Therefore, parameter tuning is more useful to them. OIDM
provides a unique set of common parameters for each mining algorithm. Conse-
quently, different parameter tuning options are presented based on the selected algo-
rithm. Brief explanations for the parameters are also provided. The default parameter
values are provided initially. For detailed explanations of the parameters, the user
may refer to the online algorithm manuals, which are also linked on OIDM.

4 An Example Run of OIDM

In this section, we present a demonstration where OIDM is used to solve a classifica-
tion problem.

1. Start Trip:

2. Q: Which data mining tool would you like to use?
(a) Clustering; (b) Classification; (c) Association Analysis; (d) Not Sure
A: Not Sure

3. Q: Which of the following categories of problems is your problem similar to?
(a) Segment a customer database based on similar buying patterns.
(b) Find out common symptoms of a disease.
(c) Find out whether customers buying beer will always buy diapers.
(d) None of the above.
A: (b) Find out common symptoms of a disease.
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4. Q: Would you prefer the output in the form of:

(a) A Decision Tree;  (b) A Set of IF-THEN Rules
A: (a) A Decision Tree

5. Q: Which classification tool would you like to use?
(a) C4.5
A:C45

6. Data Uploading Page (Figure 3)

Fig. 3. Data uploading page Fig. 4. Data processing page

Fig. 5. Multi-level result page Fig. 6. Parameter tuning page

7. Data Processing Page (Figure 4)
8. Result Page (Figure 5)

9. Q: Are you satisfied with the results?
(a) Yes; (b) No
A: (b) No

10. Q: Choose a different method?

(a) Choose a different method; (b) Tune Parameters
A: (b) Tune Parameters

73
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11. Parameter Tuning Page (Figure 6)

12. Result Page (Figure 5)
Q: Are you satisfied with the results?
(a) Yes; (b) No
A: (a) Yes

13. Start Page

S System Evaluation

To evaluate the system, we have released the website of OIDM online and collected
the feedback from the users. Basically, all suggestions conclude that OIDM is a useful
toolbox. It is expected that two types of people would be particularly interested in
OIDM: 1) Students who have taken a data mining or artificial intelligence course and
are interested in conducting research in data mining. Their feedback indicates that
OIDM is helpful in understanding the basic concepts of data mining and the different
algorithms. 2) Senior researchers whose feedback suggests that OIDM is helpful in
generating preliminary experimental results and conducting data mining research.

In summary, the above feedback suggests that OIDM is a promising toolbox,
which could benefit both junior and senior researchers from different perspectives.

6 Conclusion

Recent development in computer network and storage techniques has raised the
problem of mining knowledge from large databases generated from both academic
research and industrial applications. However, although the extracted knowledge
could be very valuable, the efforts in mining are nontrivial, especially for novices in
data mining.

In this paper, we have designed a toolbox — OIDM, which supports online interac-
tive data mining, through which the user can get optimal mining results without any
programming work. OIDM can interact with the user and help him/her fulfill the
learning task. Interactive, complete, and compact are the three goals that guide the
system design of OIDM. At the beginning, the user may be ignorant about either the
data mining process or the knowledge in the data, and OIDM can take specific steps
according to the information gathered from the user and perform the learning task
automatically until satisfactory results are found. Compared with other similar tool-
boxes, OIDM possesses the following unique and useful features. (1) OIDM is a
toolbox which can deal with three types of data mining problems (classification,
clustering and association mining), whereas most other toolboxes only address one
type of data mining problems, and they recommend the best algorithm. (2) The inter-
action model of OIDM is compact. In other words, it can guide the user to find the
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right algorithm in only a few steps. (3) OIDM uses a Multi-level Summarization
mechanism to present the mining results, which is useful in helping the user under-
stand the results. The evaluation results suggest that, although data mining is a com-
plex task, OIDM can make it simple and flexible through actively involving the user
in the mining process.

References

1. Agrawal, R. and Srikant, R. (1994), Fast algorithms for mining association rules, Pro-
ceedings of the 20th VLDB conference, Santiago, Chile, 1994.

2. Brazdil P., Gama J., and Henery B., (1994), Characterizing the Applicability of Classifi-
cation Algorithms Using Meta-level learning, Proc. of ECML 1994.

3. Brodley C., and Smyth P., (1995), Applying Classification Algorithm in Practice, Pro-
ceedings of the workshop on Applying Machine Learning in Practice at the ICML-95.

4. Cendrowska, J.. (1987), Prism: An algorithm for inducing modular rules. International
Journal of Man-Machines Studies, 27: 349-370

5. Clark P., and Niblett T. (1989), The CN2 induction algorithm. Machine Learning, 3,
1989.

6. Craw, Susan (1992), CONSULTANT: Providing Advice for the Machine Learning Tool-
box, Proceedings of the BCS Expert Systems ‘92 Conference.

7. Engels R., Lindner G., and Studer R. (1997), A Guided Tour through the Data Mining
Jungle, Proceedings of the 3rd International Conf. on Knowledge Discovery in Database
(1997).

8. Engels, R., Lindner, G., Studer, R. (1998), Providing User Support for Developing
Knowledge Discovery Applications; In: S. Wrobel (Ed.) Themenheft der Kstliche Intelli-
genz.

9. U.M. Fayyad, G. Piatetsky-Shapiro, P. Smyth, and R. Uthurusamy (Eds), Advances in
Knowledge Discovery and Data Mining, pp. 1-34.

10. Fisher, D.H. (1987), Knowledge acquisition via incremental conceptual clustering, Ma-
chine Learning 2, pp. 139-172.

11. Graner N., Sharma S., Sleeman D., Rissakis M., Moore C., and Craw S.,(1992), The
Machine Learning Toolbox Consultant, TR AUCS/TR9207, University of Aberdeen, 1992.

12. Hand D., (1994), Decomposing Statistical Question, J. of the Royal Statistical Society.

13. Hellerstein J., Avnur R., Chou A., Hidber C., Olston C., Raman V., Roth T., Haas P.,
(1999). Interactive Data Analysis: The Control Project, IEEE Computer, 32(8), p.51-59,
1999.

14. Heijst V., Terpstra G., Wielinga P., and Shadbolt N., (1992), Using generalised directive
models in knowledge acquisition, Proceedings of EKAW-92, Springer Verlag.

15. Holte R.C., (1993), Very simple classification rules perform well on most commonly used
datasets, Machine Learning, 11.

16. Kodratoff Y., Sleeman D., Uszynski M., Causse K., Craw S., (1992), Building a Machine
Learning Toolbox, in Enhancing the Knowledge Engineering Process, Steels, L., Lepape,
B., (Eds.), North-Holland, Elsevier Science Publishers, pp. 81-108.

17. Morales E., (1990), The Machine Learning Toolbox Database, Deliverable 5.8, Machine
Learning Toolbox ESPRIT Project P2154, 1990.

18. Morik K., Causse K., and Boswell R., (1991), A Common Knowledge Representation

Integrating Learning Tools. Proc. of Workshop on Multi-Strategy Learning, pp.81-96.



76

19.

20.

21.

22.
23.

24.

25.

26.

Q. Chen, X. Wu, and X. Zhu

Motoda H. (2002), Active Mining, A Spiral Model of Knowledge Discovery, Invited talk
of the 2002 IEEE International Conference on Data Mining, Dec. 9 - 12, Maebashi City,
Japan.

OIDM (2003), OIDM: A Toolbox to Support Online Interactive Data Mining,
http://www.cs.uvm.edu:9180/DMT/index.html

Parthasarathy S., and Dwarkadas S. (2002), Shared State for Distributed interactive Data
Mining Applications, International Journal on Distributed and Parallel Databases.
Quinlan, J. R. (1993) C4.5: Programs for Machine Learning, CA: Morgan Kaufmann.
Verdenius F., (1997), Applications of Inductive Learning Techniques: A Survey in the
Netherlands, AI Communications, 10(1).

Ware, Malcolm, Frank, Eibe, Holmes, Geoffrey, Hall, Mark, Witten, Ian H. (2001) Inter-
active machine learning: letting users build classifiers. J. of Human Computer Studies
55(3):

White S. and Sleeman D., (1998), Providing Advice on the Acquisition and Reuse of
Knowledge Bases in Problem Solving, Knowledge Acquisition Workshop, 1998.

Wu X., (1995), Knowledge Acquisition from Databases, Ablex Publishing Corp., 1995.



A Novel Manufacturing Defect Detection Method
Using Data Mining Approach

Wei-Chou Chen, Shian-Shyong Tseng, and Ching-Yao Wang

Department of Computer and Information Science
National Chiao Tung University
Hsinchu 300, Taiwan, R. O. C.
{sirius, sstseng, cywangl}@cis.nctu.edu.tw

Abstract. In recent years, the procedure of manufacturing has become more
and more complex. In order to meet high expectation on quality target, quick
identification of root cause that makes defects is an essential issue. In this
paper, we will refer to a typical algorithm of mining association rules and
propose a novel interestingness measurement to provide an effective and
accurate solution. First, the manufacturing defect detection problem of
analyzing the correlation between combinations of machines and the result of
defect is defined. Then, we propose an integrated processing procedure RMI
(Root cause Machine Identifier) to discover the root cause in this problem.
Finally, the results of experiments show the accuracy and efficiency of RMI are
both well with real manufacturing cases.

1 Introduction

In recent years, the procedure of manufacturing is becoming more and more complex.
In order to meet high expectation on yield target, quick identification of root cause
that makes defects occur is an essential issue. Therefore, the technologies of process
control, statistical analysis and design of experiments are used to establish a solid
base for well tuned manufacturing process. However, identification of root cause is
still very hard due to the existence of multi-factor and nonlinear interactions in this
intermittent problem. Traditionally, the process of identifying root cause for defects is
costly. Let’s take the semiconductor manufacture industry as an example. With huge
amount of semiconductor engineering data stored in database and versatile analytical
charting and reporting in production and development, the CIM/MES/EDA systems in
the most semiconductor manufacturing companies help users to analyze the collected
data in order to achieve the goal of yield enhancement. However, the procedures of
semiconductor manufacturing are sophisticated and the collected data among these
procedures are thus becoming high-dimensional and huge. In order to deal with the
large amount and high-dimensional data, the data mining technologies are thus used
to solve such problems. In this paper, we will refer to a typical algorithm of mining
association rules and propose a novel interestingness measurement used to evaluate
the significance of correlation between combinations of machines and defect to
provide an effective and accurate solution. First, the manufacturing defect detection
problem, which comprises candidate generation problem and interestingness
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measurement problem, of analyzing the correlation between combinations of
machines and the result of defect is defined. Then, we propose an integrated
processing procedure RMI (Root cause Machine Identifier) to discover the root cause
in this problem. The RMI procedure consists of three sub-procedures, data
preprocessing procedure, candidate generation procedure and interestingness ranking
procedure. The purpose of data preprocessing procedure is mainly used to transform
raw data into the records to be considered. After that, the candidate generation
problem can be efficiently coped with by the candidate generation procedure. Finally,
for the interestingness measurement problem, the interestingness of each candidate
machineset generated from candidate generation procedure is calculated by our
proposed interestingness measurement, and the one with highest value is treated as the
root cause, by the interestingness ranking procedure.

2 Related Work

Data mining, which is also referred to as knowledge discovery in database, means a
process of the nontrivial extraction of implicit, previously unknown and potentially
useful information from databases [7][13]. According to the classes of knowledge
derived, the mining approaches may be classified as finding association rules [1-
4]1[8][18-20][28], classification rules [6][22][23][27], clustering rules [9][15][17][29],
etc [10][13]. Among them, finding association rules in transaction databases is most
commonly seen in data mining.

Conceptually, an association rule indicates that the occurrence of a set of items (or
itemset) in a transaction would imply the occurrence of other items in the same
transaction [1]. The processing procedure of mining association rules can be typically
decomposed into two tasks [2]: (a) discover the itemsets satisfying the user-specified
minimum support from a given dataset, i.e. finding frequent itemsets, and (b) generate
strong rules satisfying the user-specified minimum confidence from the frequent
itemsets, i.e. generating association rules. The task (a) is used to obtain the
statistically significant itemsets, and the task (b) is used to obtain the interesting rules.

The major challenge is how to reduce the search space and decrease the
computation time in task (a). Apriori algorithm, introduced in [2], utilizes a level-wise
candidate generation approach to dramatically prune the itemsets without satisfying
the user-specified minimum support, and then derives the association rules which
satisfy the user-specified minimum confidence from the remaining ones (i.e. from
frequent itemsets). Although significant itemsets can be efficiently discovered by
Apriori algorithm, only few of them may be interesting for users. Therefore, to design
a useful interestingness measurement is becoming an important research issue
[31[71[13][26]. Confidence, the most typical interestingness measurement for
association rule mining, measures the conditional probability of events associated
with a particular rule. There are many efforts thus attempt to propose other effective
interestingness measurements [3][11][14][21][25][26]. In [21], Piatetsky-Shaprio
proposed a domain-independent interestingness measurement Formula (1) to evaluate
the interestingness of discovered rules:
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A& BN
JA4|B[1-|4/ N)1-|B|/N)

ey

Under a form of rule A—B, let N be the total number of tuples in the database, |A|
be the number of tuples that include the antecedent A, |B| be the number of tuples that
include the consequent B, and |A&B| be the number of tuples include A and B. The
range of this interestingness measurement is between —0.25 and 0.25.

3 Problem Formulation

In a general manufacturing process, the manufacture of a product may require a multi-
stage procedure. In each stage, it may have more than one machine doing the same
task. Products may therefore be passed through different machines in the same stage.
We can thus define our problem as follows. Suppose a shipment consists of k identical
products {p,, p,, ..., p,} and each product should pass through [ stages <s,, s,, ..., s>
sequentially. A stage may contain one or more identical machines which do the same
task. Therefore, let M = {mlj |1<i<1<j< o;} be a set of machines in the
manufacturing procedure with / stages, where m, denotes the jth machine in ith stage
and o; is the number of identical machines in the ith stage. A manufacturing process
relation r = {t, t,..., t,} based on a schema (PID, S,, S,, ..., S, D) can be used to
record the sequentially processing procedure for each product, including the machine
in each stage and its finally testing result, where PID is an identification attribute used
to uniquely label the products, S, = <m, t> 1<i< 1, is a context attribute used to
record the pair of the processing machine in ith stage and the timestamp after this
stage, and D is a class attribute used to represent whether the product p is a defect or
not. For Example, Table 1 shows a manufacturing process relation used to record a
three-stage procedure for a shipment consisting of five products. The tuple with PID
= 1 shows that the Product 1 passes through stage 1 by <m,,, 1>, stage 2 by <m,,, 3>,
and then stage 3 by <m,,, 10>, and its testing result is defective. The other tuples have
similar meaning.

Table 1. An example of a three-stage procedure for five products

PID S, S, S, D
1 m,, 1 m,, 3 m,, 10 1
2 my,, S m,, 8 My, 12 0
3 m,, 2 m,, 7 m,, 13 1
4 m,, 4 m,,, 6 m,,, 14 1
5 my,, 7 m,, 11 m,, 15 0

3.1 Decomposition of Manufacturing Defect Detection Problem

The goal of manufacturing defect detection problem is used to discover the root cause
machineset from the given data. The key idea of this problem is to find out the
machineset which is rather relative to defect. The first challenge is how to design an



80 W.-C. Chen, S.-S. Tseng, and C.-Y. Wang

effective interestingness measurement to evaluate the correlation between
machinesets and defect. Moreover, the computation costs of enumerating all
combinations of the machines and then evaluating these machinesets are relatively
enormous. The second challenge is how to develop a pruning strategy to remove the
machinesets which have not enough evidence to be a root cause to reduce the search
space and decrease the computation time. As the results, this problem can be
decomposed into two sub-problems, candidate generation problem and
interestingness measurement problem. The candidate generation problem focuses on
how to generate the candidate machineset, and the interestingness measurement
problem focuses on how to identify the root cause machineset.

In the candidate generation problem, we refer to typical algorithms in mining
association rules to generate possible machinesets for root cause. Just like frequent
itemsets generation in association rules mining, a level-wise processing procedure is
required to generate the combinations of machines above a certain threshold, which
are called candidate machineset. Instead of counting fractional transaction support of
itemsets in association rules mining, counting defect coverage of machinesets is
introduced in this procedure. The defect coverage of a machineset denotes a
percentage of the number of defects that the target machineset involves in the
products.

Example 2: For each machine in Table 1, the defect coverage is shown in Table 2.
The first tuple shows that three products, p,, p, and p,, pass through m,, and all of
them are defective. The defect coverage of m,, is thus 60%.

Table 2. The defect coverage for each machine in Table 1

Machine Involved Products Defect Coverage
m, D Pu D,y 60%
ml’) p’)’ p 0
n,, Pis P P 20%
n,, P Dy 40%
m,, PuDuD 40%
m., P s 20%

Therefore, given a user-specific minimum defect coverage, in the first pass the
candidate generation procedure will calculate the defect coverage of individual
machines and retain ones of them that are more than user-specific minimum defect
coverage as candidate 1-machinesets (a machineset consists of one machine). In the
second pass, we generate the machineset consisting of 2 machines by joining the
candidate 1-machinesets and then retain the 2-machinesets that satisfy the minimum
defect coverage constraint. In subsequent passes, the candidate machinesets found in
the previous pass are treated as a seed set for this pass. This process continues until no
new candidate machinesets are generated.

Example 3, continuing Example 2, suppose the user-specific minimum defect
coverage is 40%, and m,,, m,, and m,, are then removed since their defect coverages
are all less than 40%. All candidate 1-machinesets are thus shown in Table 3. The first
tuple shows that the defect coverage of m,, is 60%, and the corresponding defective
products are p,, p, and p,
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Table 3. The defect coverage and the information of defective products for each candidate

1-machineset

Machine Defect Coverage Defective Products
m,, 60% Dis P Ps
m, 40% Puls
m,, 40% pLP

Next, 2-machinesets, {m,,, m,,}, {m,,, m, } and {m,, m,,}, are generated by joining
the candidate 1-machinesets in Table 3 to next level. The defect coverages of these
three 2-machinesets and their related information of defective products can be
calculated by utilizing the information of defective products in Table 3. For example,
the defect coverage and the information of defective products for {m,, m,} are 40%
and {p,, p,}. The results are shown in Table 4.

Table 4. The defect coverage and the information of defective products for 2-machinesets
{mi1, my}, {myy, ma} and {my, my}

Machine Defect Coverage Defective Products
my, m,, 40% P Dy
m,,, my 40% PLD
m,,, m.,, 20% D.

{m,,, m,} is removed since its defect coverage is less than the user-specific minimum

defect coverage. The candidate 2-machinesets are thus shown in Table 5.

Table 5. The defect coverage and the information of defective products for each candidate

2-machineset

Machine Defect Coverage Defective Products
m,, m, 40% P Py
mll?mﬂ 40% pl’ p7.

In the third level, the only one 3-machineset {m,,, m,,, m,,} is generated by joining
the candidate 2-machinesets in Table 5. However, since {m,,, m,} is not included in
the set of candidate 2-machinesets, it is removed according to above-mentioned
Apriori property. Consequently, all candidate machinesets are generated as shown in
Table 6.

Table 6. The defect coverage and the information of defective products for all candidate

machinesets

Machine Defect Coverage Defective Products
m,, 60% Pus P D,
m,, 40% DDy
m,, 40% pPLp
my, m,, 40% P Dy
m,, m, 40% Do, Ps

Although that a candidate machineset has high defect coverage is statistically
significant, it may not have high possibility to be root cause. In [21], Piatetsky-
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Shaprio proposed a domain-independent interestingness measurement as shown in
Formula (1) to evaluate the discovered rules. Such equation indicates the degree of
“when antecedent A appears, consequent B appears, too”. Therefore, if we regard A as
a certain machineset and B as the defect, then by the equation the degree of
correlation between a machineset and the defect can be calculated. However, it does
not consider characteristics of manufacturing process; we thus introduce an additional
measure function called continuity for enhancement.

The continuity is a measure used to evaluate the degree of continuity of defects in
the products in which a target machineset is involved. The higher value of continuity
means that the frequency of defect occurrence in the involved products is higher and
the corresponding machineset have higher possibility to be the root cause. This
enhancement is due to the observation that the defects in the involved products for
root cause machineset often occur continuously in the real world. It can be calculated
by the reciprocal of the average distance of each pair of neighboring defects in the
involved product sequence as Formula (2)

Continutiy =0 if‘X‘ <1

1

if1x|>1 @
d(a(x,.)sa(xm ))ﬂX‘ -1

Continuity = Pr

i=!
k)

where X = (x,, x,, ...) denotes a sequence consisting of the defective products in the
involved product sequence P = (p,, p,, ...) for a machineset (i.e., X is a subsequence of
P), |X| denotes the number of defective products, ofx,) denotes the defective product x,
is the k-th product in the involved product sequence if a(x,) =k, and d(o(x,),x,,))) is
the distance of o(x,) and o(x,,,) and it can be easily calculated by a(x,,,)—o(x,).
Example 4: Table 7 shows the involved product sequences, defective product
sequences and calculated continuities for two machines m, and m,, respectively. The
first tuple shows that the involved product sequence is (p,, p,, p,, Ps» P,) and the
defective product sequence is (p,, p., p;), and therefore the continuity of m, can be
1 1

calculated by = =0.67. The
(d(a(py),(py)) +d(ep,),a(ps))/B-1)  (1+2)/2
continuity of m, is 0 since the number of the defects is 0.
Table 7. The calculated continuities for two machines m1 and m2
Machine Involved Product Defective Product Continuity
Sequence Sequence
m, (Pis P Pus Pss Do) (P> P ) 0.67
n, (P2 s> D) 0

We can easily extend the interestingness measurement ¢ by multiplying continuity
and ¢ together as Formula (3):
|4 & B|—|4|B|/N

v= JAIBa=T4/NYi-]B/N)

* Continuity 3)
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Consequently, the extended interestingness measurement ¢’ is used to each of
candidate machinesets discovered in the candidate generation procedure, and then
sorting these candidate machinesets by the calculated values. The machineset with
highest interestingness value is treated as the root cause machineset.

Example 5: Continuing Example 4, the corresponding ¢’ for each candidate
machinesets can be calculated by multiplying continuity and ¢ together. The results
are shown in Table 8. Since the candidate machineset m,, has highest interestingness
value, it will be treated as the root cause machineset.

Table 8. The calculated ¢’ for the candidate machinesets in Table 6

Machine /) Continuity Interestingness ¢’
m, 1 1 1
m, 0.67 1 0.67
m, 0.167 1 0.167

m,, m, 0.67 1 0.67
m, m,, 0.67 1 0.67

3.2 An Integrated Processing Procedure: Root cause Machine Identifier (RMI)

After the manufacturing defect detection problem is generated according to the above
method, an integrated processing procedure called Root cause Machine Identifier
(RMI) is proposed to solve this problem. At first, The RMI procedure will get “pure”
data from the raw data in the operational database by a data preprocessing procedure.
After that, by the candidate generation procedure, all candidate machinesets (i.e. the
machinesets satisfying user-specified minimum defect coverage) can be generated
from the preprocessed records. Finally, by the interestingness ranking procedure, the
interestingness of each candidate machineset is calculated by the proposed
interestingness measurement ¢’, and the one with highest value is treated as the root
cause machineset.

4 Experimental Results

In our experiment environment, we implement RMI procedure in Java language on a
Pentium-IV 2.4G processor desktop with 512MB RAM, and nine real datasets
provided by Taiwan Semiconductor Manufacturing Company (TSMC) are used to
evaluate the accuracy. Since root cause machinesets of these nine real datasets have
been identified, this information can be used to evaluate the accuracy of RMI.

Table 9 shows the related information for the nine real datasets after the data
preprocessing procedure. For example, the first tuple shows that the first dataset
called Case 1 has 152 products and each one passes through 1318 stages to be
finished, and there are 2726 machines in that.
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Table 9. Related information for the nine real datasets

Case name Data size (Products*Stages) Number of machines
Case 1 152*1318 2726
Case 2 277*1704 4370
Case 3 239*1436 2004
Case 4 126*1736 4437
Case 5 139*1676 4410
Case 6 114*1250 3485
Case 7 53*1176 2414
Case 8 484*1420 3381
Case 9 106*1266 2618

In the accuracy evaluation, we set the minimum defect coverage ranging from 0.4
to 0.6. The results are shown in Table 10. It shows the rank of the root cause
machineset among all candidate machinesets generated by RMI. Note that “X” means

can’t discover the root cause machineset.

Table 10. Accuracy result of RMI for the nine datasets

Case Rank Rank Rank
Name (min_def cov=0.4) (min_def cov=0.5) (min_def cov=0.6)
Case 1 10 5 2
Case 2 1 X X
Case 3 16 7 3
Case 4 1 1 1
Case 5 1 1 X
Case 6 4 4 4
Case 7 167 101 62
Case 8 1 1 X
Case 9 2 2 X

By RMLI, the root cause machineset in most of datasets can be ranked in the top five with
suitable minimum defect coverage, except the Case 7. This major reason is that only 53
products are given in Case 7, and therefore the root cause machineset is not significant
comparing with others.

5 Conclusion

Identification of root cause for defects in manufacturing can not only reduce the
manufacturing cost, but also improve the performance of a manufactory. However,
traditional methodologies of identifying the root cause are restricted or depend on
experiences and expertise. In this paper, we refer to typical association rule mining
algorithms to propose an integrated processing procedure called RMI to provide an
effective and accurate solution. By the level-wise candidate generation procedure, the
RMI can efficiently generate the candidate machinesets for root cause, the
interestingness of each generated candidate machineset is then calculated by our
proposed interestingness measurement, and the one with highest value is consequently
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treated as the root cause by the interestingness ranking procedure. From the
experiment results in the real datasets, the accuracy of our proposed interestingness
measurement always outperforms other ones.
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Abstract. Alternative ways of energy producing are essential in a reality where
natural resources have been scarce and solar collectors are one of these ways.
However the mathematical modeling of solar collectors involves parameters
that may lead to nonlinear equations. Due to their facility of solving nonlinear
problems, ANN (i.e. Artificial Neural Networks) are presented here, as an
alternative to represent these solar collectors with several advantages on other
techniques of modeling, like linear regression. Techniques for selecting
representative training sets are also discussed and presented in this paper.

1 Introduction

Due to the hydrographic basins situation around the world associated with a constant
population increasing, a new reality can be noticed, where alternative ways of energy
producing have essential importance. Solar energy systems are one of these ways.

Solar energy systems, specifically water heaters, have considerable importance as
substitutes of traditional electrical systems. In Figure 1, an example of water heater,
called thermosiphon system, is schematically represented. The solar collector
(collector plate) is the most important component in a thermosiphon system.

The performance of thermosiphon systems has been investigated, both analytically
and experimentally, by numerous researches [1-3]. The formula used to calculate the
solar collector efficiency is the following:

me , (T
GA

-7,) M

out

77 =
extern
In the formula above, # is the thermal efficiency, #1, the flow rate, ¢p, the heat

capacity of water, 7,,, the output temperature of water, T}, the input temperature of
water, G, the solar irradiance and 4., the area of the collector.
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Cool water tank

Fig. 1. Schematic diagram of a thermosiphon system

Mathematical models [1-5] have already been presented as a way of calculating the
efficiency of solar collectors; however the non-linearity nature of those models makes
their application discouraging. Linear regression [3] has been proposed as a way of
modeling solar collectors, instead of those complex mathematical models. But linear
regression may introduce significant errors when used with that purpose, due to its
limitation of working better only with linear correlated values.

In the last years, ANN (i.e. Artificial Neural Networks) have been proposed as a
powerful computational tool. Some researches [5] and [10] have already discussed
their use in the representation of thermosiphon systems. ANN have several
advantages on other techniques, including their performance when dealing with
nonlinear problems, their capacity of learning and generalizing, the low time of
processing that can be reached when trained nets are in operation etc.

This paper is organized in four sections. In the second one, solar collectors are
physically described. In the third section, the use of ANN in the representation of
solar collectors and statistical techniques of training sets selection are discussed. And
in the fourth section, conclusions are presented.

2 Physical Description of the Solar Collector

The working principles of thermosiphon systems are based on thermodynamic laws
[6]. In those systems, water circulates through the solar collector due to the natural
density difference between cooler water in the storage tank and warmer water in the
collector. Although they demand larger cares in their installation, thermosiphon
systems are of extreme reliability and lower maintenance. Their application is
restricted to residential, small commercial and industrial installations.

Solar irradiance reaches the collectors, which heat up water inside them, decreasing
the density of heated up water. Thus cooler and denser water forces warm water to the
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storage tank. The constant water flow that happens between the storage tank and the
collector results in a natural circulation, called [thermosiphon effect(]

In a very similar way that it happens during the day, thermosiphon tends to realize
the opposite process during the night, cooling water. In order to avoid this opposite
effect, a minimum height between the collector and the storage tank is expected to be
established. This height is typically 30cm.

3 Neural Representation of the Solar Collector

Multi-layer ANN have been used in this work. The values of entries are presented to
the hidden layer and satisfactory answers are expected to be obtained from the output
layer. The most suitable number of neurons in the hidden layer is still a non-solved
problem, although researches discuss some approaches. In [7], the suggested number
of hidden neurons is 2n+1, where n is the number of entries. In the other hand, the
number of output neurons equals the number of expected answers from the net.

Input water temperature (7;,), solar irradiance (G) and ambient temperature (7,,;)
are variables used as entries to the ANN. The output water temperature (7,,,) is the
wanted output from the net. In this work, ANN represent the thermosiphon system
according to the following formula

f(Zn ’7111mb’ G)%Eut : (2)

The structure of the ANN in this work is schematically represented as shown in the
Figure 2. The net contains seven hidden neurons (i.e. 2n+/) and one neuron in the
output layer, from which the output water temperature is obtained.

Tums —_—Pp

Tw ——» ANN ——» T

Fig. 2. Schematic diagram of the net used in this work

Supervised learning has been adopted to train the net, specifically, the widely used
algorithm known as backpropagation. Nonlinear sigmoid function has been chosen, in
this work, as the axon transfer function:

1

. S Jp 3)

Backpropagation algorithm uses a training set, from where inputs and wanted outputs
may be extracted. For each parameter of the chosen training set, the weights of the net
are adjusted in order to minimize errors obtained in the outputs values.
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3.1 Collecting Data from the Solar Collector

Data have been collected by means of experiments under specific standards [9],
during three days in different ambient situations, and refer to a typical solar collector.
Figure 3 shows the relation between the output water temperature (7,,,) and the hours
of collecting (hours). It can be observed that collected data cover several situations.

In order to verify the non-linearity of the data, Figures 4, 5 and 6 have been built.
However those graphics demonstrate that there is linearity in the collected data.
Although linear regression gives a valid approach, this work tries to demonstrate that
ANN are capable of estimating output temperatures with more precision.

The total number of collected data equals 633 (a sample of those data is shown in
Table 1.1, in the appendix). A subset containing 30 data has been removed from the
initial set, with the purpose of been used in the validation process of the net, as shown
in the next sections. 603 data still remain in the training set.

T T T T T T 275 T T T T
: : 'H;' : : 7
B s e e S S
L) : Vot : : g8
@ 1 ' + ! ' ' ‘é’
EI1] R - A eeeen o] 6
B A B
E ' A L w 355
T ' P g Lo I
—d0p------ [ ——— gt [ [Appp———
] L D g
AN A
1] S W beeees #IH#IHII-HIH- '
ot 2
0 : : : : : sas - - -
g 10 1 12 13 14 15 25 a0 35 40 45 50
hiours Dutput temperature (°C)
Fig. 3. Collected water output temperatures Fig. 4. Tamb x Tout
# T T ; T 1100
: : : : 1050
e RRRCEE boonees booo oo oo
—~ : : I T 1000
e : : ! f'd. £
[T R S I L g ——ae-——---1 E gad
g A 2
z ' ' . : aon
g ' ' * | : ]
L) IR RO SRR R g o
g : ol : : gL
P R S SR ] & S0
: : : : o
ja-l" H . H ¥ s
20 ' ' : ' .
a5 30 jeia] 40 45 a0 25 20 a5 40 45 50
Output temperature (20 [utputt temperature ()

Fig. 5. Tin x Tout Fig. 1. Solar irradiance X Tout



Neural Representation of a Solar Collector with Statistical Optimization 91

3.2 Preparing Data for Training

Pre-processing input data is a process of considerable importance for the performance
of ANN. In this work, the following procedure has been applied to collected data,
before the use of them in the net structure:

1. Data values have been normalized in order to be within the interval [0.2, 0.8].

2. The following formulas have been used in the normalization process:

f“(Lo)=Ln=(Lo-Lmid)/(Lmax-Lmin) (4)

f"(Ln) =Lo=Ln*Lmax+ (1-Ln)* Lmi (5)

The formulas above must be applied to each variable of the training set (e.g. T,
T;,, G), normalizing all their values.
3. Lmin and Lmax have been computed as follows

Lmin = Lsup - (Ns /(]Vt - Nv )) * (Linf - Lsup) (6)

Lmax = ((Linf - Lsup ) /(Nl - Nv )) + Lmin (7)
where Ly, is the maximum value of that variable, L;,,is its minimum value, ~; and
N; are the limits for the normalization (in this case, N; = 0.2 and N, = 0.8).

3.3 Selecting Data for Training

The actual training set contains 603 data, but a reduction in its size may be beneficial,
decreasing the time spent in the training process and also maintaining the capacity of
generalization of the trained net. The literature [8] suggests some techniques to build
small better-defined training sets. Even if smaller, trainings sets must cover all the
possible situations that may happen in the problem or, at least, a major part of them.

The following formula has been borrowed from statistics area and has been used in
this work to calculate suitable sizes of training sets

nz(ij *(f*(1=f)) ®)

e
where 7 is the size of the set, z is the reliance level, e is the error around the average
and f'is the population proportion.
Fixing z in 90%(z = 1.645), f'in 0.5 and varying e from 0.04[C to 0.1[C, several

sizes of training sets have been calculated (Table 1). It is extremely important to
emphasize that errors values considered here are not the maximum errors of the net.

Table 1. Calculated set sizes

Value e 0.04 0.05 0.06 0.07 0.08 0.09 0.1
Set size 423 271 188 139 106 84 68
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The following procedure has been adopted to build trainings sets with each one of
the calculated sizes, selecting the necessary quantities of data among the 603 data:
1. For each variable of the net, the maximum and the minimum values found in the
set have been selected.
2. The operation point of the problem (i.e. the most representative parameter in the
set) has been chosen and added to the new training set.
3. The remaining elements have been randomly selected, with the purpose of reaching
the calculated size for each training set.
Eight training sets of different sizes (seven presented in Table 1 and the original
one of 603 data) have been built. The most representative of them must be chosen.

3.4 Training Process

Several nets have been trained with each one of the different training sets. The net has
been configured with 7 neurons in the hidden layer, learning rate equivalent to 0.08,
maximum error of 0.05 and all the initial weights on zero. The necessary number of
iterations to train each of the nets is presented in Figure 7.

140000
120000

100000 +

80000 -
60000

Iterations Number

40000 -
20000 -

0 4
68 84 106 139 188 271 423 603
Set Size

Fig. 7. Number of iterations in the training of each net

Table 2 presents the average errors obtained in the validation process of each
trained net. For the validation process, the 30 previously separated data has been used.

Table 2. Average error of the validation process of each trained net

Size set 68 84 106 139 188 271 423 603
Error 0.8544 0.6005 0.7367 0.5616 0.7328 0.5831 0.6674 0.6213

The training set composed by 84 data has been chosen, because the net trained with
it maintains a satisfactory capacity of generalization (better than the one trained with
603 data), despite of the fact of spending a larger number of iterations.

In order to verify the performance of the chosen net, another net has been trained
with the training set of size 84 and the same initial configuration. However, the
maximum tolerable error has been changed and now it is equivalent to 1[C (0.016 in
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normalized values), and the weights have been initialized with random values instead
of a constant zero value. Figure 8 shows the results of that new training.
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3.5 Validation Process

Table 1.3 (in the appendix) shows the data set used to validate the trained net and also
shows the output of the net trained with 84 data and its errors. A comparison between
validation processes involving nets trained with 84 and 603 data is shown in Table 3.
In Figure 9, the results of the validation process are graphically shown.
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Fig. 9. Results of the validation process of the net trained with 84 data
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Table 3. Comparison of errors obtained in the process of validation for different nets

Error ((C) with 84 sets | Error (LC) with 603 sets
Minimum 0.043265 0.02185
Maximum 1.475292 0.70706
Average 0.625579 0.27365

Error values obtained in the validation process of the net trained with 84 data are
greater than the ones of the net trained with 603 data; however, its average error is
lower than 1[C, as recommended by INMETRO (National Institute of Metrology and
Industrial Quality - Brazil). Above all, the number of iterations in the training with 84
and 603 data, with the last configuration, are, respectively, 412800 and 7.7 million.

3.6 Verification of Results

For the analysis by means of linear regression, Equation (9) has been used:

(T;'n _ T:zmb)

G (€))

7]=Fk(’l'0()g -FU,
Fr(ra), equals 66.662 and FrU;, 809.89. F corresponds to collector heat removal
factor, (za)., to transmittance absorptance product and Uj, to collector overall loss
coefficient. T;, is the input water temperature, 7,,,, the ambient temperature and G,
the solar irradiance. Equation (9) calculates efficiency when linear regression is used.

The solar collector efficiency can be calculated by means of ANN since the output
water temperature is obtained. Once trained, a net can estimate values of output water
temperature for parameters not present in the training process and, consequently, the
efficiency can be calculated. Table 1.2 (appendix) shows a sample of real efficiency
values and their respective estimated values.

For the 84 data (containing 7;,, T, G, Ty,) used by the net in its training, the real
efficiency values have been calculated using Equation (1). Linear regression and the
net (trained with those 84 data) have been used to calculate efficiency too, with their
already mentioned respective manners of doing that. With real and estimated values
of efficiency, errors of each one of the both techniques can be calculated. Table 4
shows a comparison between those error values of ANN and linear regression.

Table 4. Error values in the calculation of solar collector efficiency

Efficiency calculation | Errors of ANN (%) | Errors of LR (%)
Minimum 0.0003 0.0671
Maximum 8.9414 10.5667

Average 2.2710 2.1041
Standard deviation 2.0374 2.0823

Even though the average error obtained in the linear regression technique is lower
than the one obtained in ANN technique, the standard deviation value indicates that
the error values of ANN are less dispersed than the error values of linear regression.
It can be also noticed that a smaller better-defined training set has not prejudiced the
generalization capacity of the net, once its errors are satisfactory.
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4 Conclusions

A possible use of Artificial Neural Networks has been proposed in this work for the
representation of a solar collector, alternatively to other techniques already used with
the same purpose. Figure 8 graphically represents the performance of the trained net
in the training process, and Table 3 shows its errors in the validation process, with 30
parameters not seen during the training. Efficiency values, calculated using outputs of
the trained net, are shown in Table 4.

Analyzing Tables 3 and 4, it can be noticed that the size reduction of the training
set, by means of statistical techniques, has maintained the generalization capacity and
low error values of the net, besides its contribution in decreasing the time spent in the
training. Table 4 also shows a comparison between ANN and linear regression in the
calculation of solar collector efficiency. Linear regression errors are more dispersed
than ANN ones, indicating that ANN are an advantageous alternative. Thus, ANN
have been considered a satisfactory alternative in the proposed problem.

Since the size reduction of the training set has been profitable and the use of ANN
instead linear regression presents advantages, future works in the same area are being
planned. One of them includes the use of other techniques in the selection of data for
the training set. In other future works, ANN will be used in the modeling of many
kinds of solar collectors, each one with its own geometrical parameters.
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Appendix

Table 1.2. Comparison of efficiency

Table I.1. Sample of the trainig set values
Tamb Tin G Tout Efficiency ANN I‘e]é;filsesali)n
27.02 . 1003. 45.04
70 38.09 003.38 >0 0.649205 0.658952 0.660887
24.99 23.72 767.35 29.95
0.577049 0.565908 0.589940
24.07 23.06 921.81 30.35
0.571363 0.597309 0.581160
26.76 37.92 1012.9 45
0.585377 0.595684 0.581360
25.08 27.14 909.19 33.96
0.619978 0.600094 0.649054
24.88 24.79 942.41 31.74
0.613144 0.657389 0.653534
23.55 30.25 922.83 36.91
0.603335 0.578951 0.607819
23.41 22.68 969.89 30.25
0.578527 0.595848 0.581105
24.51 22.86 939.96 29.92
33.09 3285 927.03 3919 0.657918 0.655221 0.656952
- - - - 0.476594 0.561617 0.467298
Table 1.3. Validation data set
Tamb Tin Irradiance Tout ANN Ty ANN error ANN error (%)
23.75 20.35 743.61 26.89 27.68 0.51 1.87
23.86 | 20.78 781.23 27.36 28.29 0.55 1.99
24.43 20.96 811.62 27.65 28.85 0.78 2.78
24.7 | 21.24 850.34 28.04 29.70 0.43 1.47
24.45 22.62 871.81 29.41 30.75 0.20 0.65
24.73 25.66 881.77 32.07 33.01 0.16 0.47
24.76 | 26.02 908.71 33.01 37.85 0.33 0.87
25.37 28.53 883.55 35.54 38.92 0.34 0.88
25.66 | 31.61 968.54 38.69 41.39 0.61 1.50
25.6 34.74 1007.28 41.38 41.48 0.62 1.52
25.92 34.98 1065.36 42.17 42.32 0.72 1.74
26.76 | 37.92 1012.9 45 42.73 0.85 2.04
26.95 38.1 1044.55 45.11 45.89 1.26 2.82
25.95 | 38.19 789.12 43.35 46.03 0.91 2.02
23.41 22.68 969.89 30.25 46.31 1.04 2.29
23.71 22.85 949.8 30.41 44.22 0.92 2.12
23.76 | 22.93 941.18 30.44 45.76 1.11 2438
24.1 23.01 931.59 30.39 30.51 0.19 0.61
2431 | 23.16 903.18 30.31 30.52 0.24 0.81
22.95 24.47 878.18 31.12 30.63 0.21 0.69
23.29 | 30.17 916.35 36.79 30.43 0.50 1.68
23.11 | 3297 933.2 394 47.45 1.40 3.03
23.46 | 43.48 967.66 49.45 47.57 1.48 3.20
23.89 | 53.33 977.22 58.63 58.02 0.58 0.99
23.81 57.86 953.49 62.13 34.08 0.13 0.37
24.51 | 22.85 943.37 29.86 34.05 0.10 0.31
24.62 22.95 934.9 30.11 44.92 1.07 2.44
25.1 27.13 911.55 33.95 52.56 1.25 2.44
24.92 | 29.38 891.62 35.88 30.16 0.04 0.14
24.43 35.41 855.87 41.03 30.07 0.24 0.79
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Abstract. Modular neural networks have the possibility of overcoming com-
mon scalability and interference problems experienced by fully connected neu-
ral networks when applied to large databases. In this paper we trial an approach
to constructing modular ANN's for a very large problem from CEDAR for the
classification of handwritten characters. In our approach, we apply progressive
task decomposition methods based upon clustering and regression techniques to
find modules. We then test methods for combining the modules into ensembles
and compare their structural characteristics and classification performance with
that of an ANN having a fully connected topology. The results reveal improve-
ments to classification rates as well as network topologies for this problem.

Keywords: Neural networks, modular neural networks, stepwise regression,
clustering, task decomposition.

1 Introduction

Feed forward neural networks that have fully connected topologies have in the past
had successful application in the problem areas of classification and regression. How-
ever their success in part favors databases where the data predominantly describes its
classification as a clear function of its features. In addition it has been established in
the studies of Quinlan and Collier [12], [4] that neural networks also require condi-
tions of high feature independence to learn optimally. The use of these networks is
therefore dependant upon certain conditions that the data may present itself. Adverse
conditions that may degrade a neural networks performance may be resolved by ap-
propriate structuring of the network topology.

In recent times, the structured topologies of modular artificial neural networks have
attracted growing interest for overcoming the problems encountered by fully con-
nected networks. This interest especially follows from the spiralling accumulation of
complex and high dimensional data and the potential for the extraction of useful
knowledge from it [5], [6], [10]. The development of modular artificial neural net-
works in recent reported studies suggest their appropriateness for their application in
these circumstances. Modular artificial neural networks can reduce the complexity in
problems arising from data having a multiple function quality that cause the condition
of learning interference that occurs within fully connected topologies. The difficulty
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to date has been to find a means to suitably modularize network topology for large
and difficult problems.

This work experiments with an approach based upon task decomposition. This is
where a large task for solving a large problem is represented in terms of a number of
sub tasks. Each sub task becomes a module that specialises in some part of the prob-
lem. There are two questions that arise with any approach being:

e how to decompose a problem where little or no knowledge exists?
e how many subtasks are sufficient for adequate solving of the problem?
We contribute towards answering these questions in our approach.

In this work, task decomposition is considered as the decomposition of a complex
function into a number of simpler functions. Each of these smaller functions becomes
the modules for our ensembles. The task decomposing process we will follow will use
commonly used data processing conventions of clustering and regression and include
the following operations:

e data selection
e feature selection
e feature refinement

We experiment with different methods for defining modules formed through this
process and assess how they contribute overall to the performance of an ensemble of
modules for several sub tasks. Where there are several modules trained for the same
subtask, we trial three methods for their combination and compare the result for gen-
eralizing over test data. We then ensemble modules trained for different subtasks us-
ing a small neural network to combine their outputs and compare their characteristics
with that of a fully connected neural network. The purpose of this work is to find a
basis for a modularising process for large and complex tasks and an indication for the
extent of task decomposition to achieve optimal classification rates. For our experi-
ments we have chosen the problem of handwritten character classification for its suit-
able size and complexity.

2 Background

The early work of Rueckl and Cave [13] demonstrated the increased learning effi-
ciency a neural network has with a modularized topology compared with one that was
fully connected when learning the “what and where task'. This problem concerned it-
self with the recognition of a character that may present itself in one of many orienta-
tions that were represented within a grid of pixels. It was discovered that by separat-
ing the problem into two sub problems of recognition and location and by organizing
the network's topology into two modules having separate hidden layers, the network
benefited from improved learning and was able to classify more effectively. Follow-
ing this work, there have been many investigations over the past decade into how to
structure a network's topology in terms of modules to suit a variety of problems.
Schmidt [14] observes that networks of modules are either one of two types. Net-
works can be composed of multiple networks called modules where each has learned
a separate part of the problem. These networks are commonly referred to as a mixture
of experts. The outputs of each expert network are combined in a decision process
that determines the contribution of each to the overall problem. The decision process
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may base itself upon a statistical approach such as the majority voting principle or a
neural network that learns each expert's contribution such as the gating network de-
scribed by Jacobs [9]. The other type of modular network described by Schmidt are
those that are generally considered as not fully connected. Modules within these net-
works are defined as regions of the network that appear more densely connected and
which are loosely connected to one another. Such networks are typical of those net-
works whose architectures are found though an evolutionary process. Examples of
these networks appear in the work of Boers and Kuipers [2], [3], and Pal and Mitra
[11]. In these networks the distribution of connections is the result of an applied ge-
netic algorithm searching for optimal connectivity between neurons or sub network
structures.

Although modular neural networks can be generally described as having a refined
topology this may not necessarily mean that these networks are simplifications of the
fully connected network, sometimes referred to as a monolithic neural network. Hap-
pel [8] demonstrates that for some problems, an increase in connections between neu-
rons is needed to achieve effective learning, which results in highly complex archi-
tectures. On the other hand Boers [2] has found that modularization may not provide
the most optimum topology. Amongst the population of network structures evolved
for Rueckl's [13] “what' and “where' problem, a simple 2 layered artmap had produced
a result similar to Rueckl's original modular solution.

In this work we organize modules into ensembles where their outputs are input to a
single combining module in a similar style to the mixture of experts model. This work
concentrates on the problem of modularizing the task of alphabetic character classifi-
cation.

A single definition for modularity within a modular artificial neural network has
not as yet been found. Modularity has mostly resulted from a task decomposition pro-
cess where an overall task is divided into subtasks. A module that is implemented by
a small MLP represents each subtask. An overview of the most common approaches
to task decomposition and designs for modular neural networks is given by Auda and
Kamel [1].

What has been consistently emerging from this area of research is their suitability
for application to very large databases. Schmidt [14] has demonstrated that even by
choosing the modules within a network random selection and optimization, the ten-
dency to achieve a more efficient network grows with the size of the dataset. Ac-
cording to Boers [2], these networks generally have better learning efficiency with re-
spect to training times and training stability. In general, the modular neural network
achieves higher classification rates but this is dependant not only upon satisfactorily
defining the modules but also according to Auda and Camel [1], on how they are to be
trained and connected. Depending on one's approach on how to modularize, the result
should be in terms of a highly structured topology.

Modular neural network technology may also benefit another area of research
where an efficient and effective means is sought to extract an explanation from an ar-
tificial neural network trained in a particular task. A trained neural network can be re-
garded as a black box. How it makes a decision based on its inputs is unclear. Its
knowledge is incomprehensibly represented by weight values and transfer functions.
This field of research attempts to translate this sub symbolic state into interpretable
rules. One of the problems here to be overcome however is also that of scalability.
Large problems incur the extraction of numerous rules and the search for relevant
rules becomes increasingly difficult computationally. In short, Craven [5] and Golea
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[7], explain that current rule extraction techniques struggle with large fully connected
networks to find compact sets of understandable rules. Pal [11] asserts that the ex-
traction of rules can be greatly assisted by a more structured network and demon-
strates the effectiveness of his modularizing technique based upon a soft computing
framework of hybridized technologies.

3 Methodology

Our approach to decomposing the task of character recognition is to create modules or

small neural networks that are dedicated to recognizing a particular character and that

its function can distinguish this character from others. We estimate that by correctly
defining the modules to preform their task then an ensemble of modules coupled with

a decision network should classify characters with a greater accuracy than a fully

connected neural network would. We examine the results of our experiments at two

levels:

e The first level compares four cases of modularisation. The cases are sequenced to
allow a series of operations to be added. These operations involve applications of
clustering and regression techniques to condition data and find the inputs for mod-
ules.

e The second level begins with training a benchmark fully connected neural network
trained to classify characters but primarily concerns itself with creating and train-
ing ensembles of character modules found for each case. The results for these en-
sembles are then compared with that obtained for the benchmark.

We analyse the results at both levels to relate the progression of module development

to gains in ensemble classification accuracy. We also observe the details of topology

both for character modules and for the ensembles such as the number of inputs, hid
den neurons and connections they have to perform their task to assess the limits for
our modularizing process.

For our experiments, we initially chose to scale the classification task of 26 alpha-
betic characters to 8 characters and we report the results relative to them. This subset
of characters has been decided upon to contain those characters that are most repre-
sented by number of examples. Altogether there were 2462 examples to represent the
8 characters that were divided into 1462 examples for the training set and 1000 exam-
ples for the test set. The results for the experiments were averaged over 10 trials
where training and test sets were drawn from randomized examples.

Module training details — Modules are implemented as three layered, feed forward
and fully connected neural networks that use a sigmoid transfer function. Matlab 6.5
was used to train networks of modules in a PC environment using resilient back-
propagation. The hidden layer for each neural network was grown using a succession
of training cycles to add additional neurons. The number of hidden neurons was fixed
when no further improvement in classification accuracy was observed.
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Fig. 1. Progressive module development at each case

Level 1 - Details of Module Definition Experiments

Casel - Modularization at the character level. Modules are created for each char-
acter using all of the 100 available features of the feature vector for inputs. Each char-
acter module is trained with the training set where the examples for this character are
distinguished from the others.

Case 2 - Modularization at the character level with feature reduction. In this case
modules are created for each character with a reduced number of inputs. This follows
with the application of a stepwise regression algorithm to find the most relevant sub-
set of features that are associated with the examples for a particular character. The al-
gorithm proceeds in steps in entry mode that adds features one at a time if the signifi-
cance of the subset is improved by 0.05 or more and rejects the inclusion of a feature
if the significance alters in excess of 0.1.

Case 3 - Modularization within character level with feature reduction. This case
explores modularization within the examples for a character. Fig. 1 illustrates the pro-
cess for defining case 3 modules. The examples are clustered with a self organizing
map SOM into 4 groups. The value of 4 has been chosen to reflect a moderate number
of clusters and is also influenced by the estimated number of handwriting styles that a
character may be formed with. It is only desired to observe the usefulness of cluster-
ing at this point in developing our approach and the determination of an optimal num-
ber will be left for future consideration. The inputs for each cluster are found through
stepwise regression similarly to the modules of case 2. For the purposes of regression,
the examples for this cluster are distinguished from the remainder of the training and
test sets, which also includes the examples from the other 3 clusters. Modules so de-
fined become the submodules of the decision module. Each submodule undergoes the
training process until complete. At this stage the training set is propagated through the
submodules where the decision module trains to associate their outputs with the char-
acter class.

Case 4 - Modularization within character level with feature reduction and cor-
relation reduction. Case 4 modules have been defined similarly as for case 3 mod-
ules with the addition of further reduction of the input feature set by removing those
features that are highly correlated to another. Referring to fig. 1 for case 4 module
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definition an additional process followed feature reduction by stepwise regression.
This consideration investigates the conditions with which correlated features can be
removed. This process involves searching a correlation matrix produced for the fea-
ture subset found in the previous step for highly correlated feature pairs. Three ex-
perimental rules were constructed for deciding which feature should be removed from
the subset.

Let A, B be feature pairs having a correlation in excess of 0.7.

e If A is correlated to any other feature above lower limit=0.5 then remove A from
feature subset.

e If B is correlated to any other feature above lower limit=0.5 then remove B from
feature subset.

e A or B is not correlated to any other feature above lower limit then remove A from
feature set if P value greater than B otherwise remove B.

The upper and lower correlation limits have been set by trial and error in prior ex-

perimental determination.

Comparison study. Modules for a particular character developed in each of the four
cases are compared for their classification accuracy and structural details. That is the
number of hidden neurons and network connections there are for the module to per-
form its subtask.

Where there are several modules existing for the same subtask such as the sub-
modules of case 3 and case 4. A means is sought to combine their outputs into one so
that a comparison can be made with case 1 and case 2 modules. We trial three differ-
ent methods and select the highest classifying one for use as a decision module in our
comparison tests. The three methods are outlined in fig. 2.

e Combining method 1: is based upon the majority vote principle. On the basis of
two or more submodule outputs that strongly indicate the classification of a par-
ticular character, the higher value is output from the combining process otherwise
the lowest value is output.

e Combining method 2: the outputs are multiplied by a weighted value. This value
results from the number of training set examples there are from the clustering
process that defines this submodule divided by the total number of examples for
the four submodules.

e Combining method 3: a small neural network inputs the submodule outputs and
trains to associate the inputs with an output character classification.

Level 2 - Module Ensemble Experiments

Level 2 looked at propagating the accuracy obtained for modules at the character level
to the ensemble level. Experiments were conducted to train ensembles of all eight
character modules found for each case and compare the training and test set accuracy
for each case. To combine the modules for each case, a neural network module inputs
their outputs and trains to learn to associate their output status with one of eight char-
acter classifications. For comparison purposes a fully connected neural network was
trained with the same dataset and serves as a benchmark.
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4 Results and Discussion

The tasks at level 1 to evaluate modules resulting from methods described for case 1
to case 4 modularisation with reference to fig. 2, reveal overall a tendency for im-
proved test set accuracy for each of the cases with the exception of case 4 having a
slight decrease. The immediate reduction of average connection numbers referring to
fig. 3 in case 2 to that of case 1 is expected as the result of feature selection due to re-
gression. This trend is not carried through to case 3 and case 4 where both cases show
large increases in connections relative to case 1 modules.
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This trend is accompanied by a sharp increase in the number of hidden neurons for
both cases as indicated in fig. 4. However it was noted that the numbers of hidden
neurons in a submodule of case 3 or case 4 be comparable to the number in a case 2
module. When considering case 3 submodules together, the total number of hidden
neurons should therefore be optimally less than or equal to four times the number in a
case 2 module. The average number of hidden neurons observed is greater than six
times the number, which may suggest the presence of a false cluster. This circum-
stance may well improve by decreasing the number of clusters.
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When assessing the possible gain in terms of test accuracy improvement to feature re-
duction for modules relative to case 1 in fig. 6, case 4 modules appeared to follow the
trend of case 3 modules for six of the eight characters with a slightly lower ratio. Con-
sidering this and the improved feature reduction of these modules over case 3 mod-
ules and being closer to that of case 2 modules that is indicated in fig. 7, case 4 mod-
ules may perform better given an optimal number for the submodule clustering. This
would verify that further reduction of features from the input space on the basis of
their correlation with other features is plausible but requires further investigation. The
test classification to feature reduction ratio plotted for the four cases of character
module in fig.5 indicates overall in favour of case 3 module development.
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Combining the sub modules of case 3 and case 4 immediately shows a marked loss of
test set accuracy for both the summing of weighted inputs method and the majority
voting process. See fig. 8. Although the voting process improves the result over the
weighting method, it does not preserve the learning at the sub module level. Linear
recombination of sub module outputs does not appear to be supported for this dataset.
The use of a neural network to combine the submodule outputs outperformed the
other two methods and was the choice to use for the comparison tests between cases.
In level 2 experiments for module ensembles, the test set results in fig. 8 indicate im-
proving accuracy from case 1 through to case 3. This trend also improves upon the
benchmark result.
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5 Conclusion

In this study we have applied our approach to successfully decompose the problem of
handwritten alphabetic character classification. We have decomposed the transitional
representation of this dataset into components we refer to as modules. The ensembles
of modules found for each defining case, show a comparative increase in test set clas-
sification accuracy favouring modules found using both clustering and step wise re-
gression to those found using only regression. Further, the ensembles improve upon
the benchmark fully connected neural network when comparing test set accuracy and
topology. The case three ensemble having an average test set accuracy of 90.43% and
the benchmark having 87.3%. The case four ensembles show the likely possibility for
improved structure with a comparative reduction of inputs with a reasonable preser-
vation of test accuracy. At present you task decomposition approach is limiting at
case 3 modularisation.

The result of the trial that compared methods for combining submodules developed
for the same task showed in favour of using a small neural network to combine the
submodule inputs. Case three modules produced an indicative comparative result with
an average test score of 99.42% compared with 89.39% for the majority vote and
85.24% for weighted contribution.

In summing our approach we follow a two fold process of module creation and
module refinement. The approach separates the examples associated with each char-
acter into subsets. Submodules are formed initially by clustering each subset and then
a step-wise regression procedure is applied to refine the module inputs. Suitably sized
neural networks are then found to represent the submodules and to combine their out-
puts, for both submodules having a common subtask and for ensembles of modules
having different subtasks

The success of our approach has been observed for the reduced dataset of hand-
written characters and the implication for the construction of a complete artificial
modular neural network classifier for 26 characters is supported by the results of our
experiment.. It is expected that an improvement to both network topology and gener-
alization will result over the use of one large fully connected neural network.

Further work needs to be undertaken to confirm our method to assess its suitability
for broader application. Tests will need to be carried out with different representations
of data for other problems of varying dimensionality. Our approach is expected to im-
prove from further experimentation to find an optimal number of clusters for each
subtask.
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Abstract. Since 1990s, many literatures have shown that connectionist models,
such as back propagation, recurrent network, and RBF (Radial Basis Function)
outperform the traditional models, MA (Moving Average), AR (Auto Regres-
sive), and ARIMA (Auto Regressive Integrated Moving Average) in time series
prediction. Neural based approaches to time series prediction require the
enough length of historical measurements to generate the enough number of
training patterns. The more training patterns, the better the generalization of
MLP is. The researches about the schemes of generating artificial training pat-
terns and adding to the original ones have been progressed and gave me the
motivation of developing VTG schemes in 1996. Virtual term is an estimated
measurement, X(t+0.5) between X(t) and X(t+1), while the given measure-
ments in the series are called actual terms. VTG (Virtual Term Generation) is
the process of estimating of X(t+0.5), and VTG schemes are the techniques for
the estimation of virtual terms. In this paper, the alternative VTG schemes to
the VTG schemes proposed in 1996 will be proposed and applied to multivari-
ate time series prediction. The VTG schemes proposed in 1996 are called de-
terministic VTG schemes, while the alternative ones are called stochastic VTG
schemes in this paper.

1 Introduction

Time series prediction is the process of forecasting a future measurement by analyz-
ing the pattern, the trends, and the relation of past measurements and the current
measurement [1]. Time series prediction is studied in the several fields: data mining
in computer science, industrial engineering, business management & administration
and other fields. The domains of time series prediction are various from financial area
to natural scientific area: stock price, stock price index, interest rate, exchanging rate
of foreign currencies, the amount of precipitation, and so on. The traditional ap-
proaches to time series prediction are statistical models: AR (Auto Regressive) , MA
(Moving Average), ARMA (Auto Regressive Moving Average), and Box-Jekins

R. Orchard et al. (Eds.): IEA/AIE 2004, LNAI 3029, pp. 107-117, 2004.
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Model [1]. These models are mainly linear models and the trends of time series
should be analyzed before applying them to time series prediction.

Literatures have shown that neural-based approaches, such as back propagation,
RBF (Redial Basis Function), and recurrent network, outperform the traditional ap-
proaches (statistical models) in the performance of predicting future measurements.
In the neural based approaches, back propagation is used most commonly; it has the
ability of universal approximation [2]. In 1991, A.S. Weigend and D.E. Rumelhart
proposed the first neural based approach, back propagation, to time series prediction
[3]. N. Kohzadi presented that back propagation outperforms one of statistical mod-
els, ARIMA, in the performance of forecasting the price of cow and wheat flour, in
1996 [4]. D. Brownstone presented that back propagation is more excellent than multi
linear regression in forecasting stock market movement [5]. M. Milliaris also pre-
sented that back propagation is over one of traditional models, Black-Scholes model,
in the performance of forecasting of S&P 100 implied volatility [6]. Note that Black-
Scholes model is most commonly applied to predict S&P 100 implied volatility in the
statistical models [6]. A.U Levin proposed back propagation in the selection of the
beneficial stocks [7]. In 1997, J. Ghosn and Y. Bengio predicted the profits of the
stock using neural network [8]. So, These literatures show that neural-based ap-
proaches should replace the statistical ones to time series prediction.

The neural-based approaches require the enough length of historical data. Essen-
tially, neural networks require many training patterns enough for the robust generali-
zation [2]. Training patterns for the neural network, what is called time delay vectors,
are generated from the time series in the training period by sliding window. The
longer the historical length of time series in training period, the more the training
patterns generated. The number of training patterns influences the generalization
performance.

Actually, training patterns are not always given enough for the robust generaliza-
tion. It is necessary to maintain the robust generalization performance, although
training patterns are not enough. It is proposed that the generalization performance is
improved by generating derived training patterns from the original ones and adding
the derived training patterns to the original ones. Here, let’s assume that the training
patterns given originally are called natural training patterns, while the training pat-
terns generated from them are called artificial training patterns. The use of both natu-
ral training patterns and artificial training patterns for training the neural network
improves its generalization performance. In 1993, Abu-Mustafa proposed the use of
hints, the artificial training patterns generated by the prior knowledge about the rela-
tions between input vector and output vector of the natural training patterns [9]. In
1995, Abu-Mustafa presented that hints contributed to reduce the prediction error in
forecasting the exchange rate between USD (US Dollar) and DM (Deuch Mark) [10].
In 1994, D.A. Cohn, Z. Ghahramami, and M. J. Jordan proposed active learning, in
which the neural network is trained by generating several artificial training patterns
from each natural training pattern, simultaneously [11]. In 1995, A. Krogh and J.
Vedelsby applied active learning to multiple neural networks [12]. In 1996, G. An
proposed the scheme of generating artificial training patterns by adding noise to each
natural training pattern and training the neural network with both artificial ones and
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natural ones [13]. And he validated that his scheme contributed to reduce the gener-
alization error through the sine function approximation and digit recognition [13]. In
1997, S. Cho, M. Jang, and S. Chang proposed the scheme of training neural network
with the natural training patterns and the artificial ones. The artificial training patterns
are called virtual samples, in which input pattern is randomized and the output pattern
is determined with the committee of neural networks [14]. D. Saad and S.A. Solla
applied the combination of An’s scheme and weight elimination in the process of
training the neural network [15]. Y. Grandvalet, S. Canu, and S. Boucheron proved
that G. An’s scheme improve the generalization performance theoretically [16].

As mentioned above, Abu-Mustafa’s scheme needs the prior knowledge about the
natural training patterns; this scheme can not work without the prior knowledge. Ac-
tually, the prior knowledge to generate hints is not always given. In the D.A. Cohn’s
scheme and Cho’s scheme, the generation of artificial training patterns is rule of sum
and very heuristic. The effect of both schemes depends on the process of generating
the artificial training patterns. Except Abu-Mustafa’s scheme, almost mentioned
schemes are validated through toy experiments: the function approximation [13][14]
and robot arm kinematics [14].

In 1996, T.C. Jo proposed VTG (Virtual Term Generation) schemes of improving
the precision of time series prediction by estimating the midterm X(t+0.5) between
X(t) and X(t+1) [17]. Virtual term is the estimated value of X(t+0.5), between X(t)
and X(t+1), while actual term is the given term in the time series [17]. VTG (Virtual
Term Generation) means the process of estimating virtual terms, and VTG schemes
are the techniques of estimating virtual terms. In 1997, T.C. Jo proposed the several
schemes of estimating midterms and applied them to forecasting the annual number
of sunspots [18]. All of the proposed VTG schemes contributed to reduce the pre-
dicted error [18]. In 1998, T.C. Jo applied the VTG schemes to multi-variable time
series prediction: the prediction of monthly precipitation in west, middle, and east
area of the State, Tennese of USA [19]. In 1999, T.C. Jo applied the VTG schemes to
forecasting S&P 500 stock price index in financial area [20].

The VTG schemes in [17] and [18] are called deterministic VTG schemes in this
paper. Deterministic VTG schemes means the method of estimating virtual terms with
a particular equation. The deterministic VTG schemes proposed in [17] and [18] are
mean method, 2nd LaGrange method, and 1st Taylor method. Mean method is the
scheme of estimating the virtual term X(t+0.5) by averaging the adjacent actual terms,
X(t) and X(t+1). Second LaGrange method is the scheme of estimating virtual terms
with the equation derived from 2nd Lagrange interpolation. All of deterministic VTG
schemes reduced the prediction error compared with the case of naive neural-based
approach: the neural-based approach to time series without VTG.

In this paper, alternative VTG schemes will be proposed and compared with the
deterministic ones. These VTG schemes are stochastic ones: uniform VTG scheme,
normal VTG scheme, and triangle VTG scheme. Stochastic VTG schemes are the
methods of estimating virtual terms with random value, while deterministic VTG
schemes do not use random values to estimate virtual terms. The estimated values are
variable to each trial of VTG with same scheme in stochastic VTG schemes, while the
estimated values are constant to each trial of VTG with same scheme in deterministic
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VTG schemes. The advantage of stochastic VTG schemes over the deterministic VTG
schemes is the diversity of virtual terms with same scheme. This advantage means
that the stochastic VTG schemes have the potential possibility of optimizing the esti-
mated values of virtual terms with several trials or evolutionary computation. Another
advantage over the deterministic VTG schemes is simplicity in its application to
VTG, except mean method. Both second LaGrange method and first order Taylor
method are more complicated than mean method or the stochastic VTG schemes. The
estimated value of each virtual term is between two adjacent actual terms; the value is
almost mean of them. In this paper, the basis of the stochastic VTG schemes is mean
method in deterministic VTG schemes; the estimated value of each virtual term is
determined by adding the mean of the adjacent actual terms and random value. The
stochastic VTG schemes proposed in this paper are uniform method, normal method,
and triangle method, based on the distribution for generating random values.

The model of neural network applied to time series prediction in this paper is
backpropagation. The model, backpropagation, is used most commonly in the models
of neural network. Although there are many models of neural networks in the world,
backpropagation is applied to majority of fields in supervised learning. The reason of
using backpropagation commonly is that the model is implemented most easily in the
models of neural network in the world. The learning algorithm of backpropagation
will be included in [2], and skipped in this paper.

In the organization of this paper, both kinds of VTG schemes will be described in
the next section. In third section, two application methods of backpropagation to
multivariate time series prediction, separated method and combined method, will be
described [21]. In fourth section, conditions, procedure, and results of experiment to
compare couple kinds of VTG schemes will be presented. The data used in the ex-
periment is the artificial time series generated from a dynamic system, Mackay Glass
equation. In the fifth section, the meaning and discussion of this studies and remain-
ing tasks to improve the proposed scheme will be mentioned as the conclusion of this

paper.

2 VTG Scheme

In this section, the schemes of estimating virtual terms will be described. There are
two kinds of VTG schemes; one kind is deterministic VTG schemes proposed in [17]
and [18], the other kind is stochastic VTG schemes proposed in this paper. Determi-
nistic schemes are the schemes of estimating each virtual term with a particular equa-
tion, while stochastic schemes are the schemes of estimating each virtual term with an
equation and a random value. Deterministic VTG schemes consist of mean method,
second order LaGrange method, and first order Taylor method. And stochastic VTG
schemes consist of uniform method, normal method, and triangle method.
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2.1 Deterministic VTG Scheme

This section will describe the VTG schemes proposed in 1996 and 1997: mean
method, 2nd Lagrange method, and 1st Taylor method [17] [18]. In mean method, a
virtual term, is estimated by averaging the two values, X(t) and X(t+0.5) like the

Eq.(1).
)2(:+0.5)=;—(X(t)+ X(t+1) (1)
In 2nd LaGrange method, two 2nd polynomials, P,;(x) and P,(x) are constructed
based on Lagrange interpolation like the following this, in the assumption that the
given points are (0, X)), (I, X(t+1)), 2, X(t+2))and (0, Xt-1)), (I, X)), 2, X(t+1)).
1
Py (x) =5[(X—X(f+1))(x—X(t +2))
—2(x-X({@)(x—-X(+2))
+(x—-X(@)(x—-X(+1)]
1
P, (x) =5[(X—X(t))(X—X(f+1))
—2(x=X(t=1)(x—X(t+1)
(=X -D)x-X )]
The virtual term, X (z+0.5) is estimated by averaging values of P,(0.5) and Py,(1.5),
like Eq. (2).
X(+0.5)= P1(0.5) = Pr(1.5) (2)

X(@+0.5) =%(P21(0-5)+P22(1»5))***(2)

Butifis 0 or 7—-1, X(¢#+0.5) is estimated with either P,;(0.5) or Py (1.5).
X((t+0.5)= Py (0.5) if =0

X((t+0.5) =Py (1.5) if t=T-1

The nodes in the output layer generated the probability of the category given the set
of words as the input pattern. Therefore, output pattern is a numerical vector consist-
ing of normalized vales from 0 to 1, like the backpropagation. The process of com-
puting a vector consisting of probability of each category from the set of words se-
lected from a particular document is called generalization, and will be discussed in the
subsection 3.

2.2 Stochastic VTG Schemes

The base equation of stochastic VTG schemes is eq.(3).

)2(t+0.5)=%(X(t)+X(t+1))+£ 3)
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In the above equation, the estimated value of X(t+0.5) is the summation of a random
value, €, and the average of two adjacent actual terms. The consideration of the sto-
chastic VTG schemes is the method of generating a random value, £ .

Uniform method of stochastic VTG schemes is the scheme of estimating each vir-
tual term with the summation of the average of adjacent actual terms and a random
value generated from the uniform distribution in figure 1.

A

[A(X@+D)-X@1)

>
X () -X(@+1) (X(t+1)—-X (1)
2 2

Fig. 1. This figure is the uniform distribution for a stochastic VTG (Virtual Term Generation)
scheme

In figure 1, the estimated value of each virtual term from X(t) to X(t+1) with con-
stant probability. The x-axis means the random value, €, while y-axis means the
probability of generating each random value &£ . The probability is constant to all
random values within the given range.

The second stochastic method, normal method, is the method of estimating virtual
term with the summation of their average and the random value, £, is generated
based on normal distribution. In its parameters, mean is 0 and the standard deviation
is |l/2(X(t+1) - X (1)) -

The third stochastic method, triangle method, is the scheme of estimating each
virtual term with the summation of their average and the random value based on the
distribution in the figure 2. Unlike the uniform distribution, this scheme has the most
probability that the estimated value of a virtual term, X(t+0.5) is the average of two
adjacent actual terms, X(t) and X(t+1).

RAX(E+1) =X ()

| >
_‘(X(t)—X(t+1)) (X(+1)—X(2)
2 2

Fig. 2. This figure is the triangle distribution for a stochastic VTG (Virtual Term Generation)
scheme
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3 The Application of MLP

This phase is to predict the value of future by composing training sample from a time
series including virtual terms. For first, the neural approach to time series prediction
is mentioned.
Without virtual terms, the time series is like the following this.

X1(1), X1(2), ... ,X1(T)

X2(1), X2(2), .... ,X2(T)

Xn(1), Xn(2), .... ,Xn(T)
The training pattern from the above time series is like the following this in separate
model, with the shift of 1 step[10]. These patterns are composed like that from uni-
variate time series in [1][3]. In this case, the variables belonging to the given time
series are independent among them.

input: [Xk(t-d), Xk(t-d+1), .... , Xk(t-1)]
output: Xk(t)

But in combined model, the training pattern from above time series is like the fol-
lowing this and the variables included in the time series are influenced among them.

input:[ X1(t-d), X1(t-d+1), .... ,X1(t-1), ..... , Xn(t-d), Xn(t-d+1), .... ,.Xn(t-1)]
output: Xk(t)

With virtual terms, the time series is like the following this.

X1(1), X1(1.5), .... . X1(T)

X2(1), X2(1.5), .... ,X2(T)

Xn(1), Xn(1.5), .... ,.Xn(T)
The training pattern from the above time series including virtual terms is made like the
following this in separate model. This case is same to that in univariate time series
presented in [2], [12], [13], and, [19].

input: [Xk(t-d), Xk(t-d+0.5), .... , Xk(t-1)]
output: Xk(t)

In combined model, the training pattern from the time series including virtual terms is
like the following this.

input: [ X1(t-d), X1(t-d+0.5), .... , X1(t-1), ..... , Xn(t-d), Xn(t-d+0.5), .... , Xn(t-1)]
output: Xk(t)

4 Experiment and Results

In order to validate the insertion of this paper, conditions, procedures, and results of
this experiment will be described in this section. Both kinds of VTG schemes are
applied to multivariate time series prediction, and both separated model and com-
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bined model mentioned in the precious section are applied to neural-based approaches
to multivariate time series prediction. The data of time series used in this experiment
is artificial time series generated from the Lorenz equation, a dynamic system. The
model of neural network used in this paper is back propagation, which is used most
commonly in the models of neural network. In this experiment, both VTG schemes
are compared with naive neural based approach and An’s scheme of generating artifi-
cial training patterns proposed in [13].

The time series data is generated from the following equation called Lorenz equa-
tion.

Ax, (1) = 0(x, (1) = x, (1))
Ax, (1) = p - x,(2) = x, (1) = x, (1) x5 (?)
Axy (1) = x, (1)x, (t) — bx; (1)

Three variables are determined and 1000 terms in the time series are generated
from the above equation. Training period is from 1 to 700 and test period is from 701
to 1000. In the above equations, o, p, and bare given parameters. In this
experiment, three groups of time series data are used by modifying these parameters

The neural model of this experiment is back propagation. The architecture of this
model is presented like the table 1.

Table 1. This table summarizes the architecture of back propagation in this ex-
periment

Table 1. The architecture of back propagation in this experiment

Input Hidden | Output
Nodes | Nodes | Nodes
Separated | Naive Approach 10 10 1
An’s Scheme
Both VTG Schemes| 19 10 1
Combined | Naive Approach 30 10 1
An’s Scheme
Both VTG Schemes| 57 10 1

In the case of time series including virtual terms, d-1 virtual terms are included in
the sliding window, if the size of sliding window is d. The total number of terms
within the sliding window becomes 2d-1. The learning rate of this mode is set 0.1 and
the initial weight is given at random. The training epochs is fixed to 5000 in any case.
The measurement of the time series prediction is prediction error, MSE (Mean Square
Error)

The results of the first group of time series data are presented like the table 2. The
parameters of this data is given as 0 =0.99, p =2.25,and b =1.775.
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Table 2. This table presents the result of the first group with parameters
0=0.99, p=2.25and b =1.775, and each entry in this table is MSE *10™*

1" Variable 2" Variable 3" Variable
oo 0o 0o 0o [ 0o
No VTG 4.967 1.418 4713 1.778 2.125 1.521

An (0,0.05) | 3.332 1.416 3.380 1.456 | 2.912 1.213
An (0,0.1) 3.313 1.319 3.295 1.434 | 2918 1.092

Mean 1.085 0.9360 1.263 0.7791 | 1.082 0.6758
2" Lag 1.049 0.6681 0.9181 ] 0.9123 | 1.049 0.6543
1" Tayor 0.2727 0.08016 | 0.3318 | 0.4968 | 0.6092 | 0.4525
Uniform 0.9594 0.07418 | 1.114 0.1325 | 0.9645 | 0.8247
Gaussian 1.252 0.2341 1.198 2919 1.055 0.9826
Triangle 0.9813 0.2312 1.462 1.578 | 0.9252 | 0.7420

The results of the second group are presented in the table 3. Its parameter of the
above equation is given as ¢ =0.94, p =2.20,and b =1.650

Table 3. This table presents the result of the first group with parameters
0=0.94, p =2.20,and b =1.650, and each entry in this table is MSE *10™

1" Variable 2" Variable 3" Variable
Separated | Combined | Sepa- | Com- | Sepa- Combined
rated bined | rated

No VTG 1.842 0.9126 1.890 | 0.9794 | 1.387 2.603
An (0,0.05) 1.470 0.8828 1.459 | 0.9426 | 1.023 1.425
An (0,0.1) 1.458 0.8509 1.464 |0.9321 | 1.012 1.490
Mean 1.074 0.6785 1.058 | 0.7426 | 0.5327 0.4990
2" Lag 0.6791 0.4998 0.6320 | 0.6252 | 0.4644 0.4472
1" Tayor 0.7668 0.2371 0.4816 | 0.2746 | 0.4709 0.2504
Uniform 0.9206 0.5911 1.354 | 0.6226 | 0.4757 0.4980
Gaussian 0.8193 0.6206 1.383 | 0.6644 | 0.6562 0.5992
Triangle 0.9417 0.6570 0.7412 | 0.6804 | 0.6035 0.5842

The results of the third group are presented in the table 4. Its parameter of Lorenz
equation is given as o =0.90, p =2.30, and b =1.0
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Table 4. This table presents the result of the first group with parameters
0 =0.90, p =2.30,andb =1.0, and each entry in this table is MSE *10™*

1" Variable 2" Variable 3" Variable

oo oo oo oo 0o 0o
No VTG 5.164 1.796 5.245 3.574 2961 | 1.711
An (0,0.05) 3.739 1.796 3.845 2.834 2.028 | 1.469
An (0,0.1) 3.722 1.697 3.853 2.771 2.128 | 1.524
Mean 1.514 1.267 1.659 1.687 1.406 | 1.043
2 Lag 1.436 0.8027 | 1.269 1.754 1.394 | 0.8479
1" Tayor 0.2587 | 0.1273 | 0.2016 | 0.2133 | 1.072 | 0.6377
Uniform 1.340 0.8361 | 1.348 1.579 1.434 | 0.9399
Gaussian 1.660 1.288 2.353 1.924 1.578 | 1.222
Triangle 1.883 1.294 2.089 1.821 1.550 | 1.066

From table2 to table 4, An’s scheme improved the performance of time series pre-
diction about 10-20% compared with naive approach. Deterministic VTG schemes
improved its performance even more than 50%; the prediction error is reduced less
than half of the naive approach and An’s scheme. Stochastic VTG schemes improved
its scheme compared with naive neural-based approach and An’s scheme outstand-
ingly but are little inferior to the deterministic schemes except mean method.

5 Conclusion

This paper proposed the alternative VTG schemes and showed that these schemes
reduced prediction error compared with naive neural based approach and An’s
scheme and they are comparable with deterministic VTG schemes proposed [17] and
[18]. The proposed VTG schemes have advantages over deterministic VTG schemes;
stochastic VTG schemes have the diversity in the estimation of virtual terms. This
provides the potentiality of the application of evolutionary computation to optimize
virtual terms. The optimization of virtual terms means the maximization of prediction
performance. Although the stochastic VTG schemes are little inferior to the determi-
nistic VTG schemes in general, the optimization of virtual terms with evolutionary
computation will improve the prediction performance compared with the determinis-
tic VTG schemes.
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Abstract. An approach using clustering in combination with Rough Sets and
neural networks was investigated for the purpose of gene discovery using
leukemia data. A small number of genes with high discrimination power were
found, some of which were not previously reported. It was found that subtle
differences between very similar genes belonging to the same cluster, as well as
the number of clusters constructed, affect the discovery of relevant genes. Good
results were obtained with no preprocessing applied to the data.

Keywords: computational intelligence, rough sets, clustering, virtual reality,
feed-forward and probabilistic neural networks, data mining, leukemia

1 Introduction

This paper addresses the problem described in [7]: “How could an initial collection of
samples from patients known to have certain types of leukemia be used to classify
new, unknown samples?”. Related works include [6], [5]. This paper investigates one,
of the possibly many, computational intelligence approaches. Partition clustering is
combined with rough sets, virtual reality data representation, generation of non-linear
features and two kinds of neural networks. The goals are: to investigate the behavior
of the combination of these techniques into a knowledge discovery process and to
perform preliminary comparisons of the experimental results from the point of view
of the discovered relevant genes.

2 Data Mining and Soft-Computing Techniques

2.1 Clustering Methods

Clustering with classical partition methods constructs crisp subpopulations (non
overlapping) of objects or attributes. Two such algorithms were used in this study: the
Leader algorithm [9], and the convergent k-means [1]. The leader algorithm operates
with a dissimilarity or similarity measure and a preset threshold. A single pass is
made through the data objects, assigning each object to the first cluster whose leader
(i.e. representative) is close enough to the current object w.r.t. the specified measure
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and threshold. If no such matching leader is found, then the algorithm will set the
current object to be a new leader; forming a new cluster. This technique is fast,
however, it has several negative properties. For example, i) the first data object
always defines a cluster and therefore, appears as a leader, ii) the partition formed is
not invariant under a permutation of the data objects, and iii) the algorithm is biased,
as the first clusters tend to be larger than the later ones since they get first chance at
“absorbing” each object as it is allocated.

The k-means algorithm is actually a family of techniques, where a dissimilarity
measure is supplied, together with an initial partition of the data (e.g. initial partition
strategies include: random, the first k objects, k-seed elements, etc). The goal is to
alter cluster membership so as to obtain a better partition w.r.t. the measure. Different
variants very often give different partition results. However, in papers dealing with
gene expression analysis, very seldom are the specificities of the k-means algorithm
described. For the purposes of this study, the convergent k-means variant was used,
which has the advantages of i) within groups sum of squares always decreases, and ii)
convergence of the method if Euclidean distance is used.

2.2 Rough Sets

The Rough Set Theory [11] bears on the assumption that in order to define a set, some
knowledge about the elements of the data set is needed. This is in contrast to the
classical approach where a set is uniquely defined by its elements. In the Rough Set
Theory, some elements may be indiscernible from the point of view of the available
information and it turns out that vagueness and uncertainty are strongly related to
indiscernibility. Within this theory, knowledge is understood to be the ability of
characterizing all classes of the classification.

More specifically, an information system is a pair 4 = (U, A) where U is a non-

empty finite set called the universe and A is a non-empty finite set of attributes such
that ¢:U — yfor every ae A. The set p, is called the value set of 4. For example,
a decision table is any information system of the form A= (U,4u{d}), where

d € Ais the decision attribute and the elements of 4 are the condition attributes. For
any B c A an equivalence relation /ND(B) defined as
IND(B) = {(x,x")e U*| Vae B,a(x) = a(x')} , is associated.

In the Rough Set Theory a pair of precise concepts (called lower and upper
approximations) replaces each vague concept; the lower approximation of a concept
consists of all objects, which surely belong to the concept, whereas the upper
approximation of the concept consists of all objects, which possibly belong to the
concept. A reduct is a minimal set of attributes B < 4 such that JND(B) = IND(A)
(i.e. a minimal attribute subset that preserves the partitioning of the universe). The set
of all reducts of an information system A4 is denoted RED(A). Reduction of
knowledge consists of removing superfluous partitions such that the set of elementary
categories in the information system is preserved, in particular, w.r.t. those categories
induced by the decision attribute.
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2.3 Virtual Reality Representation of Relational Structures

A virtual reality, visual, data mining technique extending the concept of 3D
modelling to relational structures was introduced in http://www.hybridstrategies.com
and [15]. It is oriented to the understanding of large heterogeneous, incomplete and
imprecise data, as well as symbolic knowledge. The notion of data is not restricted to
databases, but includes logical relations and other forms of both structured and non-
structured knowledge. In this approach, the data objects are considered as tuples from
a heterogeneous space [16], given by a Cartesian product of different source sets like:
nominal, ordinal, real-valued, fuzzy-valued, image-valued, time-series-valued, graph-
valued, etc. A set of relations of different arities may be defined over these objects.
The construction of a VR-space requires the specification of several sets and a
collection of extra mappings, which may be defined in infinitely many ways. A
desideratum for the VR-space is to keep as many properties from the original space as
possible, in particular, the similarity structure of the data [4]. In this sense, the role of
/ is to maximize some metric/non-metric structure preservation criteria [3], or
minimizing some measure of information loss.

2.4 Neural Networks

Two kinds of neural networks were used in this study: a hybrid stochastic-
deterministic feed forward network (SD-FFNN), and a probabilistic neural network.
The SD-FFNN is a hybrid model based on a combination of simulated annealing with
conjugate gradient [10], which improves the likelihood of finding good extrema while
containing enough determinism. The Probabilistic Neural Network (PNN) [14] is a
model based on bayesian classification using a generalization of Parzen’s method for
estimating joint probability density functions (pdf) from training samples. This
network is composed of an input layer, a pattern layer, a summation layer, and an
output layer.

3 Experimental Setup

The dataset used is that of [7], and consists of 7129 genes where patients are
separated into i) a training set containing 38 bone marrow samples: 27 acute
lymphoblastic leukemia (ALL) and 11 acute myeloid leukemia (AML), obtained from
patients at the time of diagnosis, and ii) a testing set containing 34 samples (24 bone
marrow and 10 peripheral blood samples), where 20 are ALL and 14 AML. Note that,
the test set contains a much broader range of biological samples, including those from
peripheral blood rather than bone marrow, from childhood AML patients, and from
different reference laboratories that used different sample preparation protocols.
Further, the dataset is known to have two types of ALL, namely B-cell and T-cell. For
the purposes of investigation, only the AML and ALL distinction was made. The
dataset distributed by [7] contains preprocessed intensity values, which were obtained
by re-scaling such that overall intensities for each chip are equivalent (A linear
regression model using all genes was fit to the data).
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In this paper no explicit preprocessing of the data was performed, in order to not
introduce bias and to be able to expose the behavior of the data processing strategy,
the methods used, and their robustness. That is, no background subtraction, deletions,
filtering, or averaging of samples/genes were applied.

A series of staged experiments were performed, using the training (D,) and test
(D,.) data and are explained in the following subsections. Each stage feeds its results
to the next stage of experiments, yielding a data analysis, processing stream. For each
clustering solution, training and test subsets of the original raw data were constructed
using cluster-derived leaders. The training set was discretized with a boolean
reasoning algorithm, and then reducts and decision rules were computed. The test set
was discretized according to the training cuts, and classified using the training
decision rules (Fig-1).

Gene Clustering Discrefization
(Z-scores) +
Rough Sets

L d l-leaders ’
cader E— Analysis
<: {Reducts,
K-means |——» Rules)
k-leaders
' E

@—b Discretization ——» | Classification

Fig. 1. Data processing strategy combining clustering with Rough Sets analysis.

Stage 1 — Selection of Representative Genes

Experimental Suite (1): [I-leaders]

D,, was transposed and z-score normalized to D’ . Then the leader algorithm was
applied on D’ , for the purpose of clustering the genes (using Euclidean distance and
the closest leader criterion). A series of distance thresholds were used for cluster
formation {0, 0.2, 0.280, 0.2805, 0.2807, 0.3, 0.4, 0.58}. Each of them induce a
partition on D’ . After that, the set of leaders were used for constructing subsets of
the training data D, referred as D, ... The same was done with the test set, D,..
Experimental Suite (2): [k-leaders]

For this approach D’ was used as input to a convergent k-means algorithm with
Euclidean distance, and centroid upgrading after each relocation, up to a maximum of
20 iterations (only). In order to make the results comparable with those given by the
aforementioned I-leaders, the number of clusters formed (k) was chosen to be the
same as those obtained for the respective 1-leader. Then k-leaders are created from the
clustering result, by selecting the closest member of the cluster w.r.t. its
corresponding cluster centroid. Subsets of the training data D, were formed, now
using the k-leaders. They will be refered to as D. and the same k-leaders were
used for constructing a subset of the test set (D.

Trk-leaders

Te,k-leaders” *
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Stage 2 — Creation of Predictors from Training Data

Experimental Suite (1): Rough Sets methods [1-leaders]

D, ey Was discretized using a boolean reasoning algorithm with a global method
[13], [2] to create cut points (C,,....) and a discretized form of the actual training
data D", ... It is known that discretization exerts a large influence on the results of

machine learning procedures, but for all experiments conducted here, the
discretization method was kept constant. Rough Sets was then applied to D°,,, ... in
order to calculate the reducts; and their associated rules (R, ,.....) were computed via
an exhaustive algorithm seeking full discernibility [2]. Then, the test data D,
described in terms of the same I-leaders was discretized using the cuts found for the
training set (C,,,,.....) giving a discretized test set D° ... Finally, the rules (R ....)
found with the training data (D°,) were applied to (D) in order to perform the
classification of the new cases (computation of a confusion matrix). Global
accuracies, as well the accuracies related to the individual classes are reported.

Experimental Suite (2): Rough Sets methods [k-leaders]
The same process described in Experimental Suite (1), was performed but with the
k-leaders in order to obtain C D’ and the resultant R

Tr,k-leaders® Tr.k-leaders® Tr,k-leaders*

Stage 3 — Virtual Reality Representation of Data Sets

Two experiments were made:

Experiment (1): A VR-space with the union of the training (D,,) and the test (D,,) sets
was computed. The class membership information (ALL/AML) as well as the kind of
sample (training/test) was included in the visualization. This representation is a 3-
dimensional version of the original 7129-dimensional space of the raw unprocessed
data. The dissimilarity measure on the original space was ((1/g)-1), where g is defined
in [8], with a representation error defined in [12].

Experiment (2): A VR-space with the union of the sets D ... D was
computed (i.e. a subset of the original gene expressions that were measured on the
patient samples for both training and test). In this case, the visualization includes
ALL/AML class membership, training/test data distinction information and convex
hulls wrapping the AML and ALL classes allowing a better appreciation of the
discrimination power of the selected genes w.r.t. the classes. The information system
in the VR-space formed from the 3D-coordinates (the non-linear attributes derived
from those of the original space), and the decision attribute, was used for the next
processing stage.

Te,l-leaders

Stage 4 — Building and Applying a Classifier to the Leukemia Data

Experiment (1): A hybrid SD-FFNN with 2 hidden nodes with hyperbolic tangent
activation function, and 2 output nodes with a linear activation function was trained
using mean squared error on the VR-space information system. The network was then
applied to the test data set.
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Experiment (2): A probabilistic neural network with 3 inputs and 2 outputs (the
hidden layer comprised by each of the examples from the training set), and gaussian
kernel with various variances was trained. The network was then applied to the test
data set.

4 Results

The situation of the raw data (training and test sets together) as given by all of the
7129 genes is shown in Fig-2.

Fig. 2. Snapshot of the Virtual Reality representation of the original data (training set with 38
samples + test set with 34, both with 7129 genes). Dark objects= ALL class, Light
objects=AML class. Spheres = training and Cubes = test. Representation error = 0.143,
Relative error = 3.56e-6.

Despite the low representation error associated with the VR-space (which indicates
that the VR representation effectively captures the overall data structure), there is no
visual differentiation between the ALL and AML classes. Clearly, there are too many
noisy and unrelated genes, masking and distorting the potentially relevant ones.

The results of Experimental Suite (1) (according to the tandem, Stage 1- Stage 2)
are presented in Table-1. Several distance thresholds were used for partition
clustering with the leader algorithm, which induced clusters of different sizes (0
distance implies using all of the original genes). It is interesting to see that despite the
known limitations of the leader clustering, high accuracies are obtained with only four
genes. Moreover, some of the genes are able to resolve one of the classes (ALL)
perfectly, but care should be taken when interpreting these results, as criticisms
questioned the correctness of the class labels of the data.
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Table 1. Leader clustering results on the test set.

Distance Nbr. of Reducts Accuracy
Threshold | Clusters General ALL AML
0 7129 { X95735_at} 0.912 0.9 0.929
0.2 1126 { X95735_at} 0.912 0.9 0.929
0.280 778 { X95735_at } 0.912 0.9 0.929
0.2805 776 { X95735_at } 0.912 0.9 0.929
0.2807 775 { D26308_at, M27891 _at } 0.912 1 0.786
0.3 725 { D21063_at, M27891 _at } 0.853 0.95 0.714
0.4 549 { D26308_at, M27891 _at } 0.912 1 0.786
0.58 403 { D26308_at, M27891_at } 0.912 1 0.786

When only four genes are used for describing the original data, as determined by the
reducts in Table-1, the VR-space situation w.r.t. class differentiation changes
completely (Fig-3). That is, a complete visual separation of the ALL and AML classes
is obtained, as shown by the convex hulls wrapping the classes. Upon closer
inspection, it is found that the boundary objects in the proximity zone between the
two classes are test samples. Therefore indicating that resampling and cross validation
could be used to improve classification errors. This is confirmed by the results of the
SD-FFNN and the PNN neural network models applied to the VR-space data. Both of
them had a general accuracy of 0.882 with individual accuracies of 0.9 for ALL and
0.875 for the AML classes, respectively.

The VR-space shows that the training set is more compact than the test set,
confirming the biological diversity of the latter, which was previously mentioned. As
described in Section 3, in this case, the attributes are the non-linear transformation of
the four selected genes composed by the union of all reducts found, which minimize
the similarity structure difference.

On another note, the results of Table-1 expose the dangers involved in non-careful
use of clustering. That is, it is not necessarily true that similar genes imply similar
relevance w.r.t. class differentiation; or in other words, just because genes are
similarly expressed it does not mean that they may be equally useful in distinguishing
between ALL and AML (maybe due to subtle differences between genes). Therefore,
clustering can sometimes be misleading (see the differences between a 775 and 776
clustering solution). This effect is even more acute considering the fact that the
biological literature tends to report using much smaller numbers of clusters when
processing gene expression experiments.

The results of Experimental Suite (2) are presented in Table-2. The overall
accuracies are higher than those obtained with the leader algorithm. Genes
{X95735_at and M27891_at are found again, but two new genes emerged
(X55715_at and U89922_s_at). The pair {U89922_s_at, M27891_at} was the best,
from the point of view of both the general and the class-wise accuracies. The gene
U14603_at is also an important complement to M27891_at, making a second best.

The situation produced by the best gene pair is depicted in Fig-2, showing that a
complete class separation is potentially possible using only these two genes.

From the discovered relevant genes, {M27891_s_at} is shared with [5] and [7],
{X95735_at} is shared with [7] and [6].



Gene Discovery in Leukemia Revisited: A Computational Intelligence Perspective 125

Fig. 3. Snapshot of the Virtual Reality representation of the original data (with selected
genes {X95735_at, D26308_at, D21063_at, M27891_at}). Dark objects= ALL class,
Light objects=AML class. Spheres = training and Cubes = test. Representation error =
0.103, Relative error = 4.63e-10.

Table 2. k-means Clustering Results on the test set

Nbr. of Reducts Accuracy

Clusters General ALL AML
7129 { X95735_at} 0.912 0.9 0.929
1126 { X95735_at} 0.912 0.9 0.929
778 { X95735_at} 0.912 0.9 0.929
776 { X95735_at} 0.912 0.9 0.929
775 { X95735_at} 0.912 0.9 0.929
725 { X55715_at, M27891_at } 0.882 0.95 0.786
549 { U89922_s_at, M27891_at } 0.971 1 0.929
403 { U14603_at, M27891_at } 0.941 0.95 0.929
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Fig. 4. Gene U89922_s_at vs. gene M27891_at for all patients in both the training and test sets.
A complete separation of the ALL and AML classes is obtained.

5 Conclusions

Good results were obtained despite no preprocessing being applied to the data. Subtle
differences between very similar genes belonging to the same cluster, as well as the
number of clusters constructed, affect the discovery of relevant genes. Representative
extraction using 1 or k-leaders both proved to be effective when used in tandem with
Rough Sets methods; as demonstrated by the small number of genes with high
discrimination power that were discovered. More thorough studies are required to
correctly evaluate the impact of both the number of clusters and their generation
process on the subsequent data mining steps. Also important, is the determination of
appropriate ways for using these techniques in order to maximize their combined
effectivity.

Visual exploration of the results (when focusing on selected genes) was very
instructive for understanding the properties of the classes (size, compactness, etc.),
and the relationships between the discovered genes and the classes. The visualization
also helped explain the behavior of the neural network models, and suggests the
potential for existence of better solutions.

Further experiments with this approach are necessary.
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Cell Modeling Using Agent-Based Formalisms
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Abstract. The systems biology community is building increasingly complex
models and simulations of cells and other biological entities. In doing so the
community is beginning to look at alternatives to traditional representations
such as those provided by ordinary differential equations (ODE). Making use of
the object-oriented (OO) paradigm, the Unified Modeling Language (UML) and
Real-time Object-Oriented Modeling (ROOM) visual formalisms, we describe a
simple model that includes membranes with lipid bilayers, multiple
compartments including a variable number of mitochondria, substrate
molecules, enzymes with reaction rules, and metabolic pathways. We
demonstrate the validation of the model by comparison with Gepasi and
comment on the reusability of model components.

Keywords: bioinformatics, agent-based modeling

1 Introduction

Researchers in bioinformatics and systems biology are increasingly using computer
models and simulation to understand complex inter- and intra-cellular processes. The
principles of object-oriented (OO) analysis, design, and implementation, as
standardized in the Unified Modeling Language (UML), can be directly applied to
top-down modeling and simulation of cells and other biological entities. This paper
describes how an abstracted cell, consisting of membrane-bounded compartments
with chemical reactions and internal organelles, can be modeled using tools such as
Rational Rose RealTime (RRT), a UML-based software development tool. The
resulting approach, embodied in CellAK (for Cell Assembly Kit), produces models
that are similar in structure and functionality to several research tools and
technologies but with greater expressive power. These include the Systems Biology
Markup Language (SBML) [1], CelIML [2], E-CELL [3], Gepasi [4], Jarnac [5],
StochSim [6], and Virtual Cell [7]. We claim that this approach offers greater
potential modeling flexibility and power because of its use of OO, UML, ROOM, and
RRT. The OO paradigm, UML methodology, and RRT tool, together represent an
accumulation of best practices of the software development community, a community
constantly expected to build more and more complex systems, a level of complexity
that is starting to approach that of systems found in biology.

All of above approaches make a fundamental distinction between structure and
behavior. This paper deals mainly with the top-down structure of membranes,
compartments, small molecules, and the relationships between them, but also shows
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how bottom-up behavior of active objects such as enzymes, transport proteins, and
lipid bilayers, is incorporated into this structure to produce an executable program.

We do not use differential equations to determine the time evolution of cellular
behavior, as is the case with most cell modeling systems. Differential equations find it
difficult to model directed or local diffusion processes and subcellular
compartmentalization [8]. Differential equation-based models are also difficult to
reuse when new aspects of cell structure need to be integrated.

CellAK more closely resembles Cellulat [9] in which a collection of autonomous
agents (our active objects — enzymes, transport proteins, lipid bilayers) act in parallel
on elements of a set of shared data structures called blackboards (our compartments
with small molecule data structures). Finally, we note that agent-based modeling of
cells is becoming an area of increasing research interest and importance [8, 9].

This paper consists of 4 further sections. The next section introduces the Real-Time
Object- Oriented Methodology (ROOM). A CellAK model is then described that uses
the concepts of inheritance, containment, ports and connectors. Having introduced the
model, a validation section is provided. The paper concludes with a review of key
messages and references to future work.

2 The ROOM Formalism

David Harel, originator of the hierarchical state diagram formalism used in the
Unified Modeling Language (UML) [10], and an early proponent of visual formalisms
in software analysis and design [11], has argued that biological cells and multi-
cellular organisms can be modeled as reactive systems using real-time software
development tools [12,13].

Complexity in reactive systems arises from complicated time-varying interactions
over time. The structure of a reactive system consists of many interacting
components, in which control of the behavior of the system is distributed amongst the
components and the locality of these interactions is of considerable importance. Very
often the structure itself is dynamic, with components being created and destroyed
during the system’s life span, see [13 p.5].

The Rational Rose RealTime (RRT) tool is a software instantiation of Real-time
Object-Oriented Modeling (ROOM) [14] methodology. Software developers design
software with RRT using UML class diagrams by decomposing the system into an
inheritance hierarchy of classes and a containment hierarchy of objects. Each
architectural object, or capsule as they are called in RRT, contains a UML state
diagram that is visually designed and programmed to react to externally generated
incoming messages (generated within other capsules or sent from external systems),
and to internally-generated timeouts. Messages are exchanged through ports defined
for each capsule. Ports are instances of protocols, which are interfaces that define sets
of related messages. All code in the system is executed within objects’ state diagrams,
along transitions from one state to another. An executing RRT system is therefore an
organized collection of communicating finite state machines. The RRT run-time
scheduler guarantees correct concurrent behavior by making sure that each transition
runs all of its code to completion before any other message is processed.

The RRT design tool is visual. During design, to create the containment structure,
capsules are dragged from a list of available classes into other classes. For example,
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the designer may drag an instance of Nucleus onto the visual representation of
EukaryoticCell, thus establishing a containment relationship. Compatible ports on
different capsules are graphically connected to allow the sending of messages. UML
state diagrams are drawn to represent the behavior of each capsule. Other useful UML
graphical tools include use case diagrams, and sequence diagrams. External C++, C,
or Java classes can be readily integrated into the system.

The developer generates the executing system using visual programming, dragging
and dropping objects onto a graphical editor canvas. RRT generates all required code
from the diagrams, and produces an executable program. The executable can then be
run and observed using the design diagrams to dynamically monitor the run-time
structure and behavior of the system.

The powerful combination of the OO paradigm as embodied in the UML and
ROOM visual formalisms with the added flexibility of several embedded
programming languages, bundled together in a development tool such as RRT,
provide much that is appropriate for biological modeling.

To summarize, benefits of the CellAK that are of use in cell and other biological
modeling that have been identified so far in this paper include: support for
concurrency and interaction between entities, scalability to large systems, use of
inheritance and containment to structure a system, ability to implement any type of
behavior that can be implemented in C, C++ or Java, object instantiation from a class,
ease of using multiple instances of the same class, and subclassing to capture what
entities have in common and how they differ.

3 The Model

3.1 Classes, Capsules, and Containment

The purpose of the small example system described here is to model and simulate
metabolic pathways, especially the glycolytic pathway that takes place within the
cytoplasm, and the TCA cycle that takes place within the mitochondrial matrix. It also
includes a nucleus to allow for the modeling of genetic pathways in which changes in
the extra cellular environment can effect changes in enzyme and other protein levels.
The model is easily extensible, to allow for specialized types of cells.

Figure 1 shows a set of candidate entities organized into an inheritance hierarchy,
drawn as a UML class diagram. Erythrocyte and NeuronCellBody are particular
specializations of the more generic EukaryoticCell type. CellBilayer,
MitochondriallnnerBilayer, and MitochondrialOuterBilayer are three of potentially
many different subclasses of LipidBilayer. These three share certain characteristics
but typically differ in the specific lipids that constitute them. The figure also shows
that there are four specific Solution entities, each of which contains a mix of small
molecules dissolved in the Solvent water. All entity classes are subclasses of
BioEntity.
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Figure 2 shows a different hierarchy, that of containment. This UML class diagram
shows that at the highest level, a EukaryoticCell is contained within an
ExtraCellularSolution. The EukaryoticCell in turn contains a CellMembrane,
Cytoplasm, and a Nucleus. This reductionist decomposition continues for several
more levels. It includes the dual membrane structure of a Mitochondrion along with
its inter-membrane space and solution and its internal matrix space and solution. Part
of the inheritance hierarchy is also shown in these figures. Each Membrane contains a
LipidBilayer, but the specific type of bilayer (CellBilayer, MitochondriallnnerBilayer,
MitochondrialOuterBilayer) depends on which type of membrane (CellMembrane,
MitochondriallnnerMembrane, MitochondrialOuterMembrane) it is contained within.

BioE ntity

TranzportPratein
[ <]
= <]
SR s 7
PyruvateT ransporter
Hucleus

T

| CellularS olution | | GazeousSolution
MeuronCelBady CellMembrane e
CellBilayer Mitochondriallnnertd embrane | ExtraCellulars olution ‘ | I atrizzol |

itochondriall nnerBilayer MitochondrialOuterkdembrane

| Mitochondrial ntermembranesol |

itochondrialOuterBilayer

| MitochnndriaIDuaIMamblana| ‘ MitachondniallntermembraneSpace ‘

Fig. 1. UML Diagram for BioEntities

3.2 Specifying Adjacency

A model is constructed of capsules, which are instances of classes shown in Figure 1.
Capsules are arranged in a containment hierarchy as shown in Figure 2. Connectivity
between capsules determines adjacency; i.e. how changes in the state of one capsule
affect another. Changes occur through the exchange of messages.

In a EukaryoticCell, CellMembrane is adjacent to and interacts with Cytoplasm,
but is not adjacent to and therefore cannot interact directly with Nucleus. Interactions
between CellMembrane and Nucleus must occur through Cytoplasm. It is important to
have a structural architecture that will place those things adjacent to each other that
need to be adjacent, so they can be allowed to interact.
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Fig. 2. Containment Hierarchy

Adjacency is represented using protocols. A protocol is a specific set of messages
that can be exchanged between capsules to allow interaction. The Configuration
protocol has two signals - ConfigSig and MRnaSig. When the simulation starts, the
Chromosome within the Nucleus sends a ConfigSig message to the Cytoplasm, which
will recursively pass this message to all of its contained capsules. When an active
object such as an Enzyme receives the ConfigSig message, it determines its type and
takes on the characteristics defined in the genome for that type. When a Solution such
as Cytosol receives the ConfigSig message, it extracts the quantity of the various
molecules that it contains, for example how many glucose and how many pyruvate
molecules. In addition to being passed as messages through ports, configuration
information may be also be passed in to a capsule as a parameter when it is created.
This is how the entire Mitochondrion containment hierarchy is configured. In this
approach, Nucleus is used for a purpose in the simulation that is similar to its actual
role in a biological cell. The MRnaSig (messenger RNA signal) message can be used
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to reconfigure the system by creating new Enzyme types and instances as the
simulation evolves in time.

The Adjacency protocol allows configured capsules to exchange messages that will
establish an adjacency relationship. Capsules representing active objects (Enzymes,
PyruvateTransporter and other types of TransportProtein, LipidBilayer) that engage in
chemical reactions by acting on small substrate molecules, will send SubstrateRequest
messages. Capsules that contain small molecules (types of Solution such as Cytosol,
ExtraCellularSolution, Mitochondriallntermembranesol, Matrixsol) will respond with
SubstrateLevel messages. Figure 3 is a capsule structure diagram that shows
EukaryoticCell and its three contained capsules with named ports and connector lines
between these ports. The color of the port (black or white) indicates the relative
direction (in or out) of message movement.

+1adl FykaryoticCell

contained
capsules

-connector

+F config
+/ config~

Fig. 3. Eukaryotic Cell Capsule Structure

Figure 3 represents a significantly simplified model; the final model includes all of
the capsules shown in Figure 2. The full model was omitted here owing to space
considerations.

Defining the desired behavior of the system is achieved by specifying patterns of
message exchange between capsules.

In the sample model, the glycolytic pathway is implemented through the multiple
enzymes within Cytoplasm, all acting concurrently on the same set of small molecules
within Cytosol. The TCA metabolic pathway is similarly implemented by the concurrent
actions of the multiple enzymes within Matrix acting on the small molecules of the
Matrixsol. Movement of small molecules across membranes is implemented by the
various lipid bilayers. For example, lipidBilayer within MitochondrialOuterMembrane
transports pyruvate from the Cytosol to the Mitochondriallntermembranesol, and
pyruvateTransporter within MitochondriallnnerMembrane transports pyruvate across this
second membrane into the Matrixsol.
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3.3 Enzyme Behaviour

Figure 4 shows the UML state diagram representing the behavior of an Enzyme active
object. When first created, it makes the initialize transition. As part of this transition it
executes a line of code that sends a message out its adj port. When it subsequently
receives a SubstrateLevel response message through the same adj port, it stores the
SmallMolecule reference that is part of that message, creates a timer so that it can be
invoked at a regular interval, and makes the transition to the Active state.

The state diagrams for lipid bilayers and transport proteins are similar, but include
additional states because they need to connect to two small molecule containers, one
inside and the other outside.

3.4 Kinetics and Enzyme Reactions

Enzyme reactions can take various forms. In this paper, we consider the simplest case,
in which an enzyme irreversibly converts a single substrate molecule into a different
product molecule. More complex reactions include combining two substrates into one
resulting product, splitting a single substrate into two products, and making use of
activators, inhibitors, and coenzymes.

In the C++ code that implements irreversible Michaelis-Menten kinetics [15
p-148+], [4] below, sm-> is a reference to the SmallMolecule data structure that is
located in Cytosol, while gene-> refers to a specific gene in the Chromosome. All
processing by active objects makes use of these two types of data, data that they know
about because of the two types of message exchange that occur during initial
configuration.

. Irreversible, 1 Substrate, 1 Product, O Activator, 0 Inhibitor, 0 Coenzyme
.case Irr_Sb1l_Prl_Ac0_In0_Co0:

s = sm->molecule[gene->substrateld[0]].get();

. nTimes = enzymeLevel * ((gene->substrateV * s) / (gene->substrateK + s));
. sm->molecule[gene->substrateld[0]].dec( nTimes );

. sm->molecule[gene->productld[0]].inc( nTimes );

break;

NN AW~

{ N

Initialize

substrateLevel

timeCourse

\. J

Fig. 4. Enzyme state machine
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The gene in CellAK is encoded as a set of features that includes protein kinetic
constants. For example, in the code above, gene->substrateV refers to V the
upper limit of the rate of reaction, and gene->substrateK is the Michaelis
constant K that gives the concentration of the substrate molecule s at which the
reaction will proceed at one-half of its maximum velocity.

3.5 Validation

While the main focus in CellAK has been on a qualitative model, its accuracy is
comparable to Gepasi, a tool that does claim to produce accurate quantitative results.
In addition to the practical value of having CellAK generate accurate results, these
also help to validate its design and implementation.

A simplified Glycolytic Pathway model was run in parallel using CellAK and
Gepasi. The model includes the ten standard enzymes of glycolysis, and the eleven
standard substrate and product metabolites [137 p.308]. All enzymes are implemented
as irreversible, and there are no activators, inhibitors or coenzymes. Nine of the
enzyme reactions convert one substrate into one product. The sole exception is the
fourth enzyme reaction (Aldolase) that converts one substrate (Fructose-1,6-
biphosphate) into two products (DihydroxyacetonePhosphate and Glyceraldehyde-3-
phosphate). The results of this experiment are shown in Figure 5, where three of the
metabolites are named and the other eight are clustered together at the bottom of the
figure.

The greatest percentage difference is 4.06% for DihydroxyacetonePhosphate, the
absolute quantity of which decreases to a much lower value than for any of the other
metabolites. When the maximum difference is recorded at 460 seconds its value is
around 2500 (2658 Gepasi, 2550 CellAK) in contrast with values between 30,000 and
230,000 for all other metabolites at that time. This relatively high difference for may
be due to round-off and other errors associated with relatively small values, or it may
be because of differences in the updating algorithm used at each timestep. It has been
shown that there can be significant differences depending on whether synchronous or
asynchronous updating is significant differences depending on whether synchronous
or asynchronous updating is used [16].

There is exponentially more Glucose in the CellAK model with the passage of time
than in the Gepasi version. In CellAK the cell bilayer constantly replenishes the
amount of Glucose in the cytosol by transporting it at a low rate from the extra
cellular solution. This low rate, as currently implemented, is not sufficient to keep the
Glucose quantity constant in the cytosol. In both the Gepasi and CellAK results, the
Glucose level reaches a value of around 4800 (4690 Gepasi, 4902 CellAK) after 1000
seconds.

The other metabolite with an reasonable difference is 3-PhosphoGlycerate. In both
the Gepasi and CellAK results, it decreases from 100,000 to around 12,000 (12179
Gepasi, 11909 CellAK) after 1000 seconds.
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Fig. 5. CellAK vs Gepasi Results

4 Conclusions

This paper has described a modeling approach and tool, CellAK, developed using
principles from agent-based modeling that is suitable for application to sophisticated
cell modeling. We have demonstrated the validation of the model against Gepasi. The
visual nature of the tool is considerably simpler to understand when compared to
conventional differential equation based models and, being container based, can more
effectively support system level models proposed by Tomita. We believe that this
paper clearly confirms the value of agent-based modeling reported in [137]. Further,
we have reused several of the classes and protocols in models of neurons with
considerable success.

Clearly other modeling work is possible. Other active objects in CellAK
(polymers) are also composed of repeating units of monomers. Becker [137 p.30]
states that there are three major types of polymers in a cell. This suggests a general
principle. Active objects have an influence on other active objects in CellAK by
having an effect on their constituent monomers. This enhancement should now be
implemented for enzymes, transport proteins, and other proteins in CellAK. However,
proteins are considerably more complex than lipid bilayers. The amino acids that
constitute a protein are coded for in the DNA, the order of amino acids is of critical
importance, and the string of amino acids folds into a three-dimensional shape. The
behavior of a protein is therefore an extremely complex function of its fine-grained
structure. A more tractable problem is found in the interactions of proteins with each
other, such as when one protein regulates (activates or inactivates) another protein
through the process of phosphorylation [137 p.158], which involves a relatively
simple reversible structural modification (a change in the fine-grained structure of
another protein). The approach described in this paper could be applied relatively
easily to the modeling of networks of such interacting proteins.
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Abstract. Many small RNAs have known 2-D structural elements. The aim of
the project is to search and identify new potential small RNAs and regulatory
elements in genomic databases using known 2-D conformations. The first
experimental implementation was to attempt to identify the yeast mitochondrial
5S rRNA in the yeast, Saccharomyces cerevisae, nuclear genome. A descriptor
was designed to identify sequences that maintain most of the conserved
elements in all known 5S rRNAs. This search identified only one compatible
sequence in the yeast genome. This sequence fell within a non-coding region of
chromosome V. Experimental verification of this RNA is being carried out. A
second experiment is to identify RNase MRP/P homologs. A descriptor was
designed to search for the highly conserved cage structure. Extensive use of
distributed processors was made to perform this search, dividing the sequence
database into smaller chunks of individual chromosomes.

1 Introduction

RNA molecules have characteristic secondary and tertiary structures, which accounts
for their diverse functional activities [1]. These structures can be grouped together as
a part of collection of RNA structural motifs. The known 2-D conformations of these
small RNA molecules include base-paired helices, single stranded loops, internal and
external bulges and pseudoknots. RNA molecule consists of base sequence and highly
complex and characterized structural elements. The non-coding RNAs such as
ribosomal RNAs (rRNAs) and transfer (tRNAs) and other functional RNAs such as
ribonuclease (RNase) P have constrained structural motifs. The motifs may have
short or long-range base pair interactions responsible for varied functional activities
of these different molecules. A complete RNA molecule may be comprised of a
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combination of one or more of base paired helices with unpaired single stranded
nucleotide regions present in between them. Highly specific structural motifs include
base pairing interactions in between helices with other structures such as E-loops,
tetraloop and pseudoknots.

The aim of this study was to search and identify new potential small RNAs of
interest in genomic databases using conserved 2-D conformations. The approach was
to encode secondary structural patterns of RNA to describe the complexities present
in an efficient way and identify sequences that have the capability of adopting the
given secondary structure pattern. For this purpose, a software program known as
“RNAMotif” was implemented to search the desired RNA [1-2] structures in genomic
databases. RNAMotif was developed by Thomas C. Macke and David A. Case at
Department of Molecular Biology, The Scripps Research Institute, La Jolla, CA [2].
The selection of RNAMotif was done over other similar softwares such as RNAMOT
and RNABOB. This is because RNAMotif is a further extension of both these
softwares and gives more flexiblity to postscreen the initial results due to
incorporation of scoring section which is absent is other softwares.

RNAMotif makes use of special coding language known as a “descriptor”. The
descriptor provides a blueprint for the 2-D conformations that the RNAMotif software
identifies. Thus input to RNAMotif is a description of structural patterns and
sequence contained in that structure which forms the part of the descriptor.
Description file consist of four sections called parameters, descriptor, sites and score.
The default or global variables that are used in the whole descriptor module are
defined in the parameters section. The sites section allows users to specify relations
among the elements of the descriptor while the score section ranks matches to the
constraint based upon criteria defined by the user.

2 Experimental Design and Result

As a positive control and for testing purposes, a descriptor for tRNA was encoded
and RNAMotif was operated over whole yeast genome. Search specifications
implemented for this test run were based upon the structural motifs and conserved
positions present in tRNA structure. The results obtained by test runs showed that
descriptor designed for tRNA was able to identify almost all known tRNAs in the
yeast genome database [3]. Further investigation was made to determine the reason
we failed to identify the few remaining known tRNAs. All of these tRNAs were
determined to contain an intron. This resulted in overall increase in the length of the
tRNA sequence and hence a failure to fit into the maximum length given in the search
criteria.
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2.1 Screening for Potential Mitochondrial 5S rRNA Encoding Sequences

The 5S rRNA is a highly conserved and ubiquitous component in bacteria,
chloroplasts, and eukaryotic cytoplasmic ribosomes. However, a 5S rRNA in
mitochondrial (mt) ribosomes has only been identified in a handful of organisms [4].
So far a mt 5S has been identified only in plants, certain algae and some protist. A 5S
species has not been detected in either fungal or animal mitochondria. In order to
identify potential mt 5S rRNAs in fungi we designed a descriptor for 5S rRNA taking
into consideration all structural specifications and conserved positions present,
including those found in the mitochondrial variants. A general 5S rRNA structure is
comprised of 5 base paired helices and 9 single stranded loops. Each helix of 5S
rRNA was given a reference name, hl, h2, h3, h4 and hS5, and single stranded loops
were named as A, B, C, D, E, F, G, H and I. The search conditions were enforced to
identify only those sequences matching exactly with known motif specifications of 5S
rRNA. For this, each helical and single loop element was constrained by approximate
maximum and minimum length and conserved positions wherever known [5]. The
conditions applied in descriptor part of RNAMotif for 5S rRNA in textual form are
described in Table 1.

In addition, out of the sequences which matched the search criteria, only those
sequences were selected which have a “'CG" at fourth and fifth position from the last
position of the C loop. The above conditions formed the descriptor and score section
of RNAMotif software algorithm. Please refer to
http://web.syr.edu/~gvnarale/appendix.html to view the exact RNAMotif code
implemented for this search.

Table 1. Constraints used to search for mt 5S rRNA.

Feature Minimum Length Maximum Length
Helix h1l 9 13
Loop A 3 4
Helix h2 4 6
Loop B 2 4
Helix h3 4 6
Loop C 13 20
Loop D 3 4
Loop E 1 1
Helix h4 5 10
Loop F 1 4
Helix h5 5 10
Loop G 3 8
LoopJ 0 4
Loop I 0 4

The search for potential 5S rRNA using RNAMotif produced only one hit in whole
yeast genome database. The sequence fell in the non-coding region of chromosome
V. The candidate was especially promising in this context when RNAMotif identified
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only one sequence out of entire yeast genome database and the identified sequence
matched all the criteria imposed in the search. In addition, the candidate RNA
contained many conserved features found in other mitochondrial 5S rRNAs that were
not in the search criteria. These included a loop C of exactly 13 nucleotides that is
conserved in all mt 5S rRNAs (see Fig. 1). In addition there were many specific
nucleotides in this loop and the adjoining helix III that are conserved throughout the
mt 5Ss. We are currently in the process of verifiying expression of the candidate
RNA in yeast and examining whether it localizes to the mitochondrial compartment.
In addition, we are deleting the coding region in the yeast chromose and will examine
the phenotype of the mutant strain. Identification of a nuclear encoded mt 5S rRNA
in yeast would be exceptionally exciting. This would necessitate import of the RNA
into the mitochondria for it to function with the ribosome.

2.2 Identification of RNase MRP/P Homologs

Attempts are also being made to identify more complex structures such as the RNA
components of RNase MRP/P and their homologs. RNase P is universal enzyme for
generating mature 5° end of tRNAs. RNase MRP has a role in processing precursor
rRNA cleaving in the internal transcribed spacer 1 between 18S and 5.8S rRNA
moieties [6] and in mitochondrial DNA replication [7]. The RNase MRP/P structure
is complicated by the presence of a pseudoknot. This conserved “cage” structure has
been extensively analyzed, and is conserved in all known P and MRP RNAs [8-10].
Similar approach was applied to search for MRP/P homologs as was applied to 5s
rRNA. The algorithm was designed in a way to identify a number of helices and
single strands present in known MRP structure. The bases at specific positions, which
are conserved across MRP/P homologs of different species, were also enforced in the
Score section of program. The use of parallel processing is being used for this search.
The yeast database was divided into smaller chunks of individual chromosomes and
RNAMotif was operated with different database chunk using an LSF batch system.
The results from this analysis will be discussed.

3 Future Studies

After identifying a potential 5S rRNA using RNAMotif, the further step is to
experimentally verify the identified sequence to be the mt 5S rRNA. This will include
examination of expression levels, subcellular localization, deletion of the
chromosomal coding region and examination of mitochondrial ribosomal association.
Successful confirmation will warrant a similar analysis of other fungi and metazoans.
The presence of other RNase MRP and P homologs has long been speculated but
never demonstrated [11]. In addition, standard search paramaters for these RNAs
would assist their identification in newly sequenced genomes. Because of their low
degree of sequence identity and high degree of structural conservation, they are ideal
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candidates for this analysis. Further refinement of our search parameter should allow
more efficient scans without the need for parallel processing.
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Fig. 1. Predicted structure of the potential S. cerevisiae mt 5S rRNA. Helixes are numbered I-
V, and loops are lettered A-H. The universally conserved CG is outlined in black. Nucleotides
in the conserved helix 3 and loop C that match the 5S mitochondrial consensus are in outline
(Bullerwell et al., 2003).
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Abstract. Multimedia content is becoming increasingly important in many
areas not only for pure entertainment but also for commercial or educational
purposes like, e.g., distance learning or online training. In parallel, the rapid
evolution in the hardware sector brought up various new (mobile) end user
devices like pocket PCs or mobile phones that are capable of displaying such
content. Due to the different capabilities and usage environments of these
devices, the basic multimedia content has to be adapted in order to fit the
specific devices' capabilities and requirements, whereby such transformations
typically include changes in the display size or quality adaptation. Based on the
capabilities of the target device that can be expressed using recent multimedia
standards like MPEG-21, these adaptation steps are typically carried out by the
video server or a proxy node before the data is transferred to the client. In this
paper, we present a software framework and implementation of such a
multimedia server add-on that advances state-of-the-art technology in two
ways. First, the framework supports the integration of various (already existing)
multimedia transformation tools based on declarative interface and semantic
capability descriptions in a way comparable to Semantic Web Services
approaches. Second, by using the components' capability descriptions and the
usage environment of the end user device, we employ a knowledge-based
planning approach for dynamically constructing and executing the needed
transformation program for a specific multi-media content request.

1 Introduction

The importance of multimedia content provision over the Internet has been steadily
increasing over the last years whereby the most prominent application domains can
for instance be found in the entertainment sector and in the areas of distance
education and online training. Quite naturally, the field will continuously evolve as
bandwidth limitations will be decreasing and new (mobile) end user devices will open
new opportunities for multimedia-based applications. In a traditional multimedia
content provision architecture, the content, e.g., a video, is stored on one or more
servers or network nodes and streamed to the client in a certain data format and
encoding. However, the variety of the new end user devices, user preferences, and
other application-specific requirements like mobility show that future multimedia
environments must be more flexible and adapt the content to the client's needs when
transferring it over the network 3.

R. Orchard et al. (Eds.): IEA/AIE 2004, LNAI 3029, pp. 144-153, 2004.
© Springer-Verlag Berlin Heidelberg 2004


Verwendete Distiller 5.0.x Joboptions
Dieser Report wurde automatisch mit Hilfe der Adobe Acrobat Distiller Erweiterung "Distiller Secrets v1.0.5" der IMPRESSED GmbH erstellt.
Sie koennen diese Startup-Datei für die Distiller Versionen 4.0.5 und 5.0.x kostenlos unter http://www.impressed.de herunterladen.

ALLGEMEIN ----------------------------------------
Dateioptionen:
     Kompatibilität: PDF 1.3
     Für schnelle Web-Anzeige optimieren: Nein
     Piktogramme einbetten: Nein
     Seiten automatisch drehen: Nein
     Seiten von: 1
     Seiten bis: Alle Seiten
     Bund: Links
     Auflösung: [ 2400 2400 ] dpi
     Papierformat: [ 595 842 ] Punkt

KOMPRIMIERUNG ----------------------------------------
Farbbilder:
     Downsampling: Ja
     Berechnungsmethode: Bikubische Neuberechnung
     Downsample-Auflösung: 300 dpi
     Downsampling für Bilder über: 450 dpi
     Komprimieren: Ja
     Automatische Bestimmung der Komprimierungsart: Ja
     JPEG-Qualität: Maximal
     Bitanzahl pro Pixel: Wie Original Bit
Graustufenbilder:
     Downsampling: Ja
     Berechnungsmethode: Bikubische Neuberechnung
     Downsample-Auflösung: 300 dpi
     Downsampling für Bilder über: 450 dpi
     Komprimieren: Ja
     Automatische Bestimmung der Komprimierungsart: Ja
     JPEG-Qualität: Maximal
     Bitanzahl pro Pixel: Wie Original Bit
Schwarzweiß-Bilder:
     Downsampling: Ja
     Berechnungsmethode: Bikubische Neuberechnung
     Downsample-Auflösung: 2400 dpi
     Downsampling für Bilder über: 3600 dpi
     Komprimieren: Ja
     Komprimierungsart: CCITT
     CCITT-Gruppe: 4
     Graustufen glätten: Nein

     Text und Vektorgrafiken komprimieren: Ja

SCHRIFTEN ----------------------------------------
     Alle Schriften einbetten: Ja
     Untergruppen aller eingebetteten Schriften: Nein
     Wenn Einbetten fehlschlägt: Warnen und weiter
Einbetten:
     Immer einbetten: [ /Courier-BoldOblique /Helvetica-BoldOblique /Courier /Helvetica-Bold /Times-Bold /Courier-Bold /Helvetica /Times-BoldItalic /Times-Roman /ZapfDingbats /SMinionPlus-Regular /Times-Italic /Helvetica-Oblique /Courier-Oblique /Symbol ]
     Nie einbetten: [ ]

FARBE(N) ----------------------------------------
Farbmanagement:
     Farbumrechnungsmethode: Farbe nicht ändern
     Methode: Standard
Geräteabhängige Daten:
     Einstellungen für Überdrucken beibehalten: Ja
     Unterfarbreduktion und Schwarzaufbau beibehalten: Ja
     Transferfunktionen: Anwenden
     Rastereinstellungen beibehalten: Ja

ERWEITERT ----------------------------------------
Optionen:
     Prolog/Epilog verwenden: Nein
     PostScript-Datei darf Einstellungen überschreiben: Ja
     Level 2 copypage-Semantik beibehalten: Ja
     Portable Job Ticket in PDF-Datei speichern: Nein
     Illustrator-Überdruckmodus: Ja
     Farbverläufe zu weichen Nuancen konvertieren: Ja
     ASCII-Format: Nein
Document Structuring Conventions (DSC):
     DSC-Kommentare verarbeiten: Ja
     DSC-Warnungen protokollieren: Nein
     Für EPS-Dateien Seitengröße ändern und Grafiken zentrieren: Ja
     EPS-Info von DSC beibehalten: Ja
     OPI-Kommentare beibehalten: Nein
     Dokumentinfo von DSC beibehalten: Ja

ANDERE ----------------------------------------
     Distiller-Kern Version: 5000
     ZIP-Komprimierung verwenden: Ja
     Optimierungen deaktivieren: Nein
     Bildspeicher: 524288 Byte
     Farbbilder glätten: Nein
     Graustufenbilder glätten: Nein
     Bilder (< 257 Farben) in indizierten Farbraum konvertieren: Ja
     sRGB ICC-Profil: sRGB IEC61966-2.1

ENDE DES REPORTS ----------------------------------------

IMPRESSED GmbH
Bahrenfelder Chaussee 49
22761 Hamburg, Germany
Tel. +49 40 897189-0
Fax +49 40 897189-71
Email: info@impressed.de
Web: www.impressed.de

Adobe Acrobat Distiller 5.0.x Joboption Datei
<<
     /ColorSettingsFile ()
     /AntiAliasMonoImages false
     /CannotEmbedFontPolicy /Warning
     /ParseDSCComments true
     /DoThumbnails false
     /CompressPages true
     /CalRGBProfile (sRGB IEC61966-2.1)
     /MaxSubsetPct 100
     /EncodeColorImages true
     /GrayImageFilter /DCTEncode
     /Optimize false
     /ParseDSCCommentsForDocInfo true
     /EmitDSCWarnings false
     /CalGrayProfile ()
     /NeverEmbed [ ]
     /GrayImageDownsampleThreshold 1.5
     /UsePrologue false
     /GrayImageDict << /QFactor 0.9 /Blend 1 /HSamples [ 2 1 1 2 ] /VSamples [ 2 1 1 2 ] >>
     /AutoFilterColorImages true
     /sRGBProfile (sRGB IEC61966-2.1)
     /ColorImageDepth -1
     /PreserveOverprintSettings true
     /AutoRotatePages /None
     /UCRandBGInfo /Preserve
     /EmbedAllFonts true
     /CompatibilityLevel 1.3
     /StartPage 1
     /AntiAliasColorImages false
     /CreateJobTicket false
     /ConvertImagesToIndexed true
     /ColorImageDownsampleType /Bicubic
     /ColorImageDownsampleThreshold 1.5
     /MonoImageDownsampleType /Bicubic
     /DetectBlends true
     /GrayImageDownsampleType /Bicubic
     /PreserveEPSInfo true
     /GrayACSImageDict << /VSamples [ 1 1 1 1 ] /QFactor 0.15 /Blend 1 /HSamples [ 1 1 1 1 ] /ColorTransform 1 >>
     /ColorACSImageDict << /VSamples [ 1 1 1 1 ] /QFactor 0.15 /Blend 1 /HSamples [ 1 1 1 1 ] /ColorTransform 1 >>
     /PreserveCopyPage true
     /EncodeMonoImages true
     /ColorConversionStrategy /LeaveColorUnchanged
     /PreserveOPIComments false
     /AntiAliasGrayImages false
     /GrayImageDepth -1
     /ColorImageResolution 300
     /EndPage -1
     /AutoPositionEPSFiles true
     /MonoImageDepth -1
     /TransferFunctionInfo /Apply
     /EncodeGrayImages true
     /DownsampleGrayImages true
     /DownsampleMonoImages true
     /DownsampleColorImages true
     /MonoImageDownsampleThreshold 1.5
     /MonoImageDict << /K -1 >>
     /Binding /Left
     /CalCMYKProfile (U.S. Web Coated (SWOP) v2)
     /MonoImageResolution 2400
     /AutoFilterGrayImages true
     /AlwaysEmbed [ /Courier-BoldOblique /Helvetica-BoldOblique /Courier /Helvetica-Bold /Times-Bold /Courier-Bold /Helvetica /Times-BoldItalic /Times-Roman /ZapfDingbats /SMinionPlus-Regular /Times-Italic /Helvetica-Oblique /Courier-Oblique /Symbol ]
     /ImageMemory 524288
     /SubsetFonts false
     /DefaultRenderingIntent /Default
     /OPM 1
     /MonoImageFilter /CCITTFaxEncode
     /GrayImageResolution 300
     /ColorImageFilter /DCTEncode
     /PreserveHalftoneInfo true
     /ColorImageDict << /QFactor 0.9 /Blend 1 /HSamples [ 2 1 1 2 ] /VSamples [ 2 1 1 2 ] >>
     /ASCII85EncodePages false
     /LockDistillerParams false
>> setdistillerparams
<<
     /PageSize [ 595.276 841.890 ]
     /HWResolution [ 2400 2400 ]
>> setpagedevice


An Extensible Framework for Knowledge-Based Multimedia Adaptation 145

In a simple scenario, a high quality video stream is stored at the server in a given
format and a request for this video is received. Assume that the request comes from a
mobile client that uses a PDA (Personal Digital Assistant) and a low-bandwidth
connection. Then, it is not reasonable to transfer the whole video in high quality or
resolution, respectively, and leave the adaptation to the client. Transferring the large
video file or "fat" stream would cause higher network traffic and, on the other hand,
client-side transformation would consume a large portion of the limited processing
power of the handheld device. Thus, an intelligent network node like, e.g., a video
server or proxy will transform the video into an appropriate format before sending it
to the client. The transformation steps invoked include, e.g., spatial adaptation of the
display size, quality reduction, or greyscaling.

Current and emerging multimedia standards like MPEG-4 9 and MPEG-21 2
address the adaptation problem by providing tools to perform adaptation on
multimedia streams, e.g., layered encoding, fine granular scalability, or bitstream
syntax description. In this paper we describe the architecture and implementation of
an intelligent multimedia server add-on that is capable of dynamically adapting a
given media file to the current client's needs and capabilities. Based on declarative
descriptions of the usage environment of the current session and the description of an
extensible set of already existing media transformation tools, our module dynamically
generates and executes "transformation plans" on the multimedia content. Due to the
nature of the used algorithms and the extensibility of the description formats, the
system is capable of transforming content in arbitrary ways and, on the other hand, is
open for the incorporation of new tools that support, e.g., emerging multimedia
standards.

The paper is organized as follows. In the next section, we give an overview of the
usage scenario and describe our approach by means of an example. Next, we present
implementation and algorithmic details and finally discuss how the described
approach for knowledge-based program construction based on predefined modules
and functions is related to the field of Semantic Web Services and Software re-use.

2 Example Problem

Figure 1 shows the general architecture of multimedia content provision over the
Internet, where different clients can access content that is stored on dedicated servers
in the network where also the adaptation modules are located. In the following, we
will describe a simple but realistic example in order to demonstrate the functionality
of our generic adaptation module. For presentation purposes, we will utilize a pseudo
notation instead of the technical internal representations (in XML). First, there is a
description of the content file, in our case a video, expressed by MPEG-7 media
description meta data 10. The description contains information about, e.g., encoding,
color, or resolution of the video. On the other hand, together with the client request,
there is a description of the client's preferences on these parameters, which is
contained in the Usage Environment Description which is also part of the
forthcoming MPEG-21 Digital Item Adaptation standard (see Table 1).
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Fig. 1. Multimedia provision over the Internet

Table 1. Example for content- and usage environment descriptions

Content description: Usage environment description:
type . video stream codec : mpeg-1

codec : mpeg-4 Visual ES color : false

color : true resolution : 320 x 240

resolution : 640 x 480

In order to transform the given video to the target state described in the usage
environment, a set of manipulating operations have to be performed, e.g., decode the
video, remove the color, change the resolution, and encode it in the required format.
In fact, there are a lot of commercial and open source tools and libraries available that
can perform these individual steps for different multimedia files, but in general, none
of them can do all of the required transformations on different multimedia formats in
one step. The main goals of our framework are to provide a mechanism to easily
incorporate the functionality of different tools and to come up with a design that is
general enough to cope with situations where, for instance, new description attributes
or transformations are required. Therefore, we base our approach on declarative
capability descriptions of the available transformation functions that are contained in
libraries (plug-ins), whereby these descriptions contain the function name with the
parameter descriptions as well as the preconditions and effects of the execution of the
function on the content file!. The following example shows parts of the description of
a spatial scaler and a greyscaler module.

Given all descriptions, the goal is to come up with a sequence of adaptation steps
that transform the original video into the target state. In our framework we adopt a
knowledge-based approach that employs a standard state-space planner (see, e.g. 4)
for the computation of the plan. Once a plan is constructed, the meta-information in

! These descriptions of pre-conditions and effects are similar to action descriptions in classical
state-space planning.
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the capability descriptions is used to actually invoke the correct functions with the
correct parameters from the corresponding software libraries.

module : Scaler.so module : Colorutils.so
function : spatialscale function : greyscale
Inparameters: Inparameters:

b, width, height, /b

newwidth, newheight Outparameters:
Outparameters: newfb

newfb Preconditions:
Preconditions: isFrameBuffer(fb),

isFrameBuffer(fb), color(fb,true)

codec(fb,mpeg4ves), Effects:

resolution(fb,width,height) isFrameBuffer(newfb),
Effects: color(fb,false)

isFrameBuffer(newfb),

resolution(newfb,newwidth,newheight)

A possible plan for the example problem can be described as follows, whereby the
adaptation is executed on framebuffer fb/ and the adapted framebuffer is fb5: In order
to fit the client's usage environments, the frame buffer is first decoded, then the size is
reduced to 320x240 and color is removed, and finally the framebuffer is encoded
again.

Transformation sequence:

1: decode(fbl,mpeg4ves,fb2)

2: spatialscale(fb2,640,480,320,240,/b3)
3: greyscale(fb3,fb4)

4: encode(fb4,rgb,fb5)
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Fig. 2. Adaptation overview

Note, that besides the meta-data for generating the adaptation plan, the capability
descriptions also contain a mapping from the symbolic names to concrete function
implementations in the dynamically linked libraries (*.so or *.dll) and their respective
parameter lists. Given this information, we are able to load the libraries and then
dynamically invoke these transformation functions on the original multimedia stream.
Figure 2 shows an overview of the architecture and the individual components of our
framework.
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3 The Planner Component

One of the major design goals for the described multimedia adaptation framework is
to be as generic as possible and open for future extensions both with respect to new
content adaptation tools as well as with respect to the terminology used in the
capability and content descriptions. As an example, in the emerging MPEG standards,
a set of terms is defined? that can be used to describe the client's usage environment
like preferred movie genre of the user or the device's capabilities. Due to the fact that
this vocabulary is subject to changes and extensions, we adopt a knowledge-based
approach that is capable of operating on arbitrary sets of such symbols.

The main idea of this approach is to view the multimedia transformation task as a
classical "state space planning problem" (see e.g., 4). Such a planning problem
typically consists of a set of facts (ground symbols) that describe the given situation,
i.e., the start state and the target situation (the goal state), as well as a set of possible
actions that change the current situation. Each of the actions is described in terms of
its preconditions that must be met such that the action can be applied, and a
description of the effects of the execution of the action. A plan consists of an ordered
sequence of parameterized actions that transfer a system from the start state to the
goal state. The mapping of the standard planning problem to our multimedia
transformation problem is quite straightforward. The start state corresponds to the
description of the existing multimedia file or stream, the target state is given by the
usage environment description of the current client. The actions correspond to the
available multimedia transformation steps whereby the preconditions and effects are
included in the tool's capability description (see examples above).

3.1 Implementation

In a first proof-of-concept implementation, we used a light-weight Prolog realization
of a means-ends planner with goal regression 43. Over the last years, significant
advances in the field of Al-based planning were made 1 which made the state space
planning approach suitable for large real-world problems. In addition, a common
language for describing planning problems (PDDL - Planning Domain Description
Language 7) was established in the community and is nowadays standard for most
planning tools, e.g., the Blackbox 8 system. Currently, we are working on the
integration of such a high-performance planner that also supports the PDDL format.
An important integration aspect for multimedia transformation planning lies in the
fact that the different inputs for the planning process stem from different sources and
come in different (non-PDDL) formats: Both the media description information and
the usage environments are defined in an ISO-standardized XML format, i.e., they use
predefined sets of tags that can be quite easily translated automatically into the
required PDDL representation. At the moment, we are using a proprietary XML-
based representation for the capability descriptions that is translated into the internal
planner presentation. However, note that the integration of a new media

2 The syntax is defined using XML-Schema descriptions.
3 AMZI! Logic Server is used as the Prolog inference engine, see http://www.amzi.com.
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transformation tool into our framework requires that a capability description file is
made available. These descriptions have to be constructed by hand and it is the
responsibility of the engineer that the preconditions and effects of the program
execution are defined in a valid and complete manner. Valid means that only function
symbols are used that are allowed in the MPEG standards, which can be checked
using standard XML-validation; complete means that all of the required preconditions
and effects are listed, whereby no automatic check is possible in general. Note
however, that in the error case where the action description uses undefined symbols,
the planner will produce no plans that include such an action but try to use other
transformation plug-ins to reach the goal state. In fact, the planning mechanism works
with arbitrary symbols such that any extensions of the allowed terms (e.g., a new
codec) or plug-ins do not affect the implementation of the domain-independent
planning algorithm and framework.

4 Evaluation and Optimizations

The complexity of such planning problems depends heavily on the length of the
computed plans and on the number of available actions. Our experiments show that
the length of the required transformation sequences is rather short, i.e., it typically
does not exceed five or six steps. In our test scenario with around twenty different
transformation actions, plans of such a length can be computed in a few milliseconds
for all cases where a plan exists. On the other hand, the un-optimized planner
implementation needs less than one second to determine that no such plan exists. Note
that in general there are no hard real-time restrictions for plan generation in our
application scenario because once a transformation plan is computed it is valid for a
long time during video streaming. A new plan might be computed if, e.g., the client’s
bandwidth changes. Nonetheless, besides the integration of a high-performance
solver, other improvements in the planning component are possible. First, there are
several possible plans to reach the same goal state and the quality, i.e., effectiveness
of the plan can depend on the order of the plan steps. As an example, for performance
reasons it might be reasonable to reduce the video’s size before the color is reduced,
although the inverse order would also result in the same desired video format. At the
moment, this knowledge is encoded as heuristics in the knowledge base but future
versions will possibly require a more elaborated approach. The second research
challenge concerns situations where no plan can be found that exactly produces the
desired format. In these cases we need mechanisms to define how an acceptable
solution for the client looks like. Other performance improvements can be reached
more simply with the means of, e.g., a plan cache: Once a plan is computed, we can
store this plan together with the client's preferences and the media content description
and access the plan immediately once a similar request is received.
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5 Plan Execution Module

After successful computation of the plan, the corresponding audio, video, and image
processing tools have to be invoked by the plan execution module (see Figure 2) on
the original media files in correct order using the correct parameter sets. The main
aspects for developing the plan execution module are:

e  We have to incorporate and utilize already existing multimedia manipulation
libraries like the FFMPEG-toolkit*.

e We need an approach where we can easily plug in new tools without
changing the core that, for instance, implements new standards or faster
algorithms.

e For performance and interoperability reasons, the plan execution modules
have to interface to C and C++ software components.

Typically, extensibility of a framework is reached by defining a software interface
that describes the function signatures that a plug-in has to implement. At run time, the
registered plug-ins are loaded and only methods defined in the interface are used. The
plug-in module then performs its tasks whereby the invoking software component
does not have to be aware of any internals of the newly added component. Given that
there are already existing libraries to be incorporated and there are lots of vendors and
software providers we cannot assume that a shared interface (using C++, in our case)
is available. Consequently, we would have to implement wrapper components for
each of the used modules manually that map the function calls from the interface to
the concrete implementations in the libraries. In order to overcome these limitations,
in our framework we specify the required details like function name and parameter
lists for invoking the concrete software modules in the tool's capability descriptions as
described above. The major challenge in this setting lies in the fact that the plan
execution module must cope with the addition of new modules and capability
descriptions and the information on the low-level function invocation is only available
in textual form. When using C or C++ as programming language, however, there is no
built-in means for dynamic class loading as in programming languages like Java.
Consequently, a wrapper component for each new tool has to be written, compiled,
and linked to the plan execution module. In our framework, however, we adopt an
approach that bypasses this problem by using a combination of dynamic library
loading and generic argument lists construction for C functions based on a public
available C library’ where parameter lists and return value types are externally
supplied in text files, i.e., in the capability descriptions of the transformation tools.
The main function invocation routine for this process is sketched in Listing 1 below.

When executing the individual steps of the plan, it is important to note that the
input for one function can correspond to the output of a previously called function.
Typically, the already partially adapted multimedia file or stream is handed from one
plan step to another. For the implementation of argument passing, we use lookup
tables that contain all the symbols that are used in the generated plan that store the
actual variable values after each transformation step.

4 see http://www.ffmpeg.org
3 See www.gnu.org,"ffcall" library
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Listing 1 Dynamic function invocation

(1) libname = getLibraryNameForTool(...)

(2) funcname = getFunctionNameForTool(...)
(3) handle = loadLibrary(libname)

(4) f= getAddressForSymbol(handle,funcname)
(5) for each parameter specified

(6) determine type and value of parameter

(7) add param to generic param-list

(8) callFunction(f,param-list)

6 Relation to Semantic Service Mark-Up with DAML/S

The idea of describing the capabilities of a software component, i.e., its specification,
in a formal manner is not new. Besides the standard use of formal specifications in the
requirements engineering phase, such specifications can for instance be used to
(partially) automate the software reuse process (13). In these approaches, the
functionality and behavior of the components of an existing software library are
explicitly described using a formal language like Z 6 or in terms of, e.g., input-output
pairs. Quite independently, in the last years another field emerged where formal
descriptions of component or function behavior play an important role: Semantic Web
Services. The goal of these efforts is to extend the Web which was once more or less a
large repository of text and images — with information-providing and world-altering
services accessible over the Internet. As these services are to be located and executed
by computer programs or agents, they must be made available in a computer-
interpretable way 12. While the technical basis for inter-operation with standard Web
Services is already laid with the definition of XML-based exchange formats and
protocols like SOAP and WSDLYS, a really intelligent service-providing Web requires
that the properties, capabilities, and effects of execution of the available services are
explicitly defined. The standard example scenario for the approach 12 is from the
domain of vacation planning: the agent's goal is to compose a complete travel
arrangement where the individual steps include, e.g., hotel reservations or flight
booking and there are several alternative providers for hotel rooms or other required
resources. Ontologies 5 — simply speaking, a common understanding of the terms and
their interrelationships — are the basis for any communication in distributed and
heterogeneous environments. DAML-S7 is such an ontology having its roots in the
Artificial Intelligence field and is evolving as a de facto standard for semantic service
markup that facilitates automatic discovery, invocation, composition as well as
monitoring of Semantic Web Services 13. DAML-S can be used to describe what a
service does (Profile), how the service works (Process) and how it is actually
executed (Grounding), whereby this information is contained in several XML
resources.

Quite obviously, there is a strong relationship with our work on dynamic
multimedia adaptation, particularly in the way the behavior of the services is specified

6 Simple Object Access Protocol and Web Service Description Language (www.w3c.org)
7 www.daml.org
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(input, output, preconditions, and effects). Nonetheless, there are some important
facets of the two approaches to be discussed in more detail.

Service Discovery. In our approach, the complete adaptation of the multimedia
content takes place on one dedicated multimedia server. Although it would in
principle be possible to design simple "transformation services" as modular,
distributed Web Services, we feel that such a scenario is not realistic or desirable for
our application domain.

Domain ontologies. In current research efforts on Semantic Web Services the
problem of establishing a common "domain ontology" is not adequately addressed. If
we consider the travel arrangement planning service, it is assumed that all providers
of some Web Service in the domain not only use the same vocabulary (for instance,
the word/concept reservation) but also associate the same meaning to these terms. In
the domain of video adaptation, however, we have the advantage that the terminology
as well as the semantics of the involved concepts (like resolution) is already clearly
defined in the evolving and existing MPEG multimedia standards.

Grounding. In the grounding part of a Semantic Web Service description, each
process of the Web Service is related to one or more WSDL operations whereby the
needed WSDL definitions for the low-level message exchange can be constructed
from the DAML-based service descriptions. In our framework, grounding
corresponds to the mapping of each plan step to a function call to the transformation
libraries in the C/C++ libraries and the generation of adequate wrappers for module
invocation.

As a result, we argue that the basic approach used for describing Semantic Web
Services can be generalized and adopted in other areas of software development like
software re-use based on behavior specifications or automated program construction.
The main advantages of such an approach lie in the fact that with DAML and OIL
(Ontology Inference Layer) an underlying mechanism and corresponding tool support
for the definition and integration of domain ontologies are already available. While in
our domain the application of DAML-S as core representation mechanism for
describing component capabilities is quite straightforward and part of our current
engineering work, our current research focuses on the generalization of the Semantic
Web-Services techniques for software re-use and automated, knowledge-based
program construction. We therefore see our work as a step towards this direction and
the domain of multimedia adaptation as a promising field for evaluation of such an
approach.

7 Conclusions

In this paper we have presented a framework that supports dynamic composition and
execution of multimedia transformations using existing software libraries. Based on
declarative descriptions of the available libraries and the requirements of the clients, a
knowledge-based planner computes a sequence of required transformation steps.
These transformations are then executed on the given multimedia source and the
transformed content is then shipped to the client in the required format. The described
approach was validated in a proof-of-concept implementation using standard
multimedia manipulation libraries and a state-space planning engine.
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Abstract. A representation choice problem is based on the selection of an ob-
ject (or objects) called a representative (or representatives), which should at
best represent a given set of objects. For solving this problem in the most of
cases one defines a distance function between objects and representation choice
functions (choice criteria). However, it often happens that the number of repre-
sentatives is too large, what in many practical situations is not convenient for
decision making processes and information management. In this paper the
authors propose 3 methods for solving the problem of representatives number
reduction. Some examples illustrating these methods are also included.

1 Introduction

The representation choice problem is one of the well known problems of consensus
theory [1],[2]. A set Y can be called a representation of a set of objects (alternatives)
X, if it consists of one or more objects (alternatives) not necessarily from X and, ac-
cording to a particular set of previously accepted requirements, all objects from Y can
be interpreted as the best representatives of objects from X. Thus an element of Y is
called a representative of X.

Representation choice tasks are solved in many practical situations. To make the
choice very often one can only use his (her) knowledge and intuition. For example, in
the mayor election a voter votes for a candidate who is, in the opinion of the voter, a
good organizer and has many experiences in managing; during a vacation stay in
some place we choose those postcards which in our opinion, best describe the place
for sending to our friends. However, very often without using complex methods and
algorithms realization of representation choice tasks is not possible. Below we give an
example.

Consider a distributed information system. In each site of this system there is an in-
formation agent, the task of which is based on selection of WWW pages and making
their access for users. For realizing the choice the agent often uses the criterion of
maximal relevance, which is a complex one. More concretely, for an user the agent
must choose those WWW pages which in its opinion, the user will regard as relevant.
Thus a chosen page is a representative of the set of all pages in the agent’s database. If
the sites of this system have users with identical profiles, then it is reasonable to con-
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sider retrieval results of all agents. If in opinion of an agent the pages chosen by other
agents may be relevant for some its user, then the agent should supply to the user all
the pages found by its colleagues in the form of the representation of these pages. If
the representation contains very large number of pages, then it is not accepted by the
user because he usually expects concise information. More reservations of the user
may have place when the representation elements (i.e. representatives) are not consis-
tent thematically, because such situation means that relevant pages are dropped among
non-relevant pages. This non-satisfying representation may be improved by changing
choice criterion or making an additional choice by other criterion. The aim of this
process is to reduce the number of representatives. One of proposed criterion may rely
on such requirement that the representatives must fulfil the criterion of consistency of
relevance of all agents. However, it is not good idea because experienced users know
that the join of results generated by different search engines in WWW often is empty.

Other solution of this problem may be based on selection of the representation on the

basis of relevance confirmed by users referring to the pages supplied to them by

agents. In this case it is more probably that users of other sites are satisfied with the
information they obtain. Here we will not develop the subject of information search in

Internet. This example is only an illustration of problems related to adjusting repre-

sentatives number to realization of the aim which we want to achieve using represen-

tation choice methods. Adjusting in this sense means the reduction of representatives
number.

The methods for representation reduction will be presented in Section 4. The above
example also shows that representation choice methods may be useful in solving com-
plex problems related to information retrieval in web-based systems [4]. Representa-
tion choice methods have also many other applications in practice. Here we mention
some of them:

e In analysis of experts’ information, where several independent experts are asked
to solve the same problem. If they produce different solutions, then it is needed to
determine the representation of these solutions, and next to accept one of its ele-
ments as the final solution of this problem [7];

e In weather forecasting, where weather predictions for particular regions can be
constructed from sets of parameters sent by different sites of a geographical
monitoring system. If some of the values of involved parameters are independ-
ently collected by different sites of this system, it can be necessary at the practical
level to construct representations for existing value collections. For example, this
happens when periods of rainfall for a particular geographical region are deter-
mined on the base of data coming from different sites of a water monitoring sys-
tem [16],[20];

e In reconciling states of autonomous agents’ knowledge of their external world.
For instance, in such a system each member can be provided with a different
model of current states of particular parts of the external environment. In conse-
quence, some of these agents can believe that particular objects possess particular
features, and at the same this fact can be denied by the remaining parties of this
multiagent system. Therefore, in order to reach a common goal all agents can be
forced to negotiate the common state of their knowledge. This means that a cer-
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tain policy for determining a unified representation of a set of independent mod-
els may be needed in practical settings [6], [9].

This paper presents a brief outline of representation choice methods (Section 2).
The main part is included in Sections 3 and 4, where the authors describe the repre-
sentation reduction problem and present 3 methods for reduction. Some conclusions
are given in Section 5.

2 Outline of Representation Choice Problem

Formally, let U denote a finite universe of objects (alternatives), and let [T(U) denote

the collection of all non-empty subsets of U. By f[k (U) we denote the set of k-
element subsets (with repetitions) of the set U for ke N, and let fI (U)= U fI + (O).
k>0

Each element of set f[ (U) is called a profile which in fact is a set with repetitions. We
present here some elements of the algebra of this kind of sets. An expression
A=(xx,y,y,y,z) is called a set with repetitions with cardinality equal to 6. In this set
element x appears 2 times, y 3 times and z - 1 time. Set 4 can also be written as
A=(2+#x,3%y,1*z). The sum of sets with repetitions is denoted by symbol U and is
defined in the following way: if element x appears in set 4 n times and in B n' times,
then in their sum 4 U B the same element should appear n+n' times. For example, if
A=(2+%x,3%y,1*z) and B=(4+x,2%y), then 4 U B=(6*x,5%y,1*z). A set 4 with repetitions
is a subset of a set B with repetitions (AcCB) if each element from A does not have a
greater number of occurrences than it has got in set B. For example (2:#x,3*y,1%z) C
(2#x,4%y,1%z).

In this paper we assume that the structure of the universe U is known as a distance
function &: UxU—R", which satisfies the following conditions:

a) Nonnegative: (Vx,ye U)[8(x,y)=0]
b) Reflexive: (Vx,ye U)[8(x,p)=0 iff x=y]
¢) Symmetrical:  (Vx,ye U)[8(x,y)=0(y,x)].
Let us notice that the above conditions are only a part of metric conditions. Metrics
is a good measure of distance, but its conditions are too strong [8]. A space (U,0)

defined in this way does not need to be a metric space. Therefore we call it a distance
space. For the use in next sections we define the following parameters:

Let X, X;, Xoe I1(U), xe U, and
B(XrX): ZyEXS(xﬂy):
&"(x,X) = Z)c x [0(x,1)]" for ne N,

= 1
O8(x, X) = o(x,y)————9d
(500 = 2 B0 ) = s

Let us now present an axiomatic approach to representation choice problem. In or-
der to achieve it, let us define several classes of choice functions and show the rela-

(x, X)]*.
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tionships between these classes. By a representation choice function in a distance
space (U,8) we mean a function: ¢: [T (U) — 2Y.

For Xe f[ (U), the set c(X) is called a representation of the profile X, where an
element of ¢(X) is called a representative (or consensus) of the profile X. Let C denote
the set of all representation choice functions in space (U,9).

Definition 2. 4 representation choice function ce C satisfies the postulate of:
1. Reliability (Re) iff
c(X)=D
2. Consistency (Co) iff
(xec(X)) = (xec(XU (1%x)))
3. Quasi-unanimous (Qu) iff
(2 c(X)) = ((Ane N)(xe c(XU (n*x))
4. Proportion (Pr) iff
XXy A xec(X) Ayec(Xa)) = (B(x,X)<8(y,X2))
5. 1-Optimality (Oy) iff
(xec(X)) = (8(x,X)= ;I;IE (v, X))

6. n-Optimality (O,) iff
(xec(X)) = @"(x,X)= mig 8", X)) for n=2.
ye

Remark: The above postulates are accepted conditions for representation choice func-
tions. Although they are rather intuitive, an additional clarification can be helpful. The
postulate Reliability assumes that a representative for each (nonempty) profile should
always exist. However, the question of whether the representative is a good one or not
for a given profile, requires further conditions. Reliability is a known condition for
consensus choice function. The postulate Consistency states that if some element x is
in a representation of a profile X, then once this element is again added to X, the rep-
resentation should still contain x. Consistency is a very important requirement for
consensus functions, because it enables users to understand a consensus rule's behav-
ior, if the results of separate choices are combined. In the literature some authors have
used the consistency defined by Condorcet [1] "... if two disjoint subsets of voters V
and V' would choose the same alternative using (social choice function) f, then their
union should also choose this alternative using f". Consistency has appeared in every
work related to consensus problems. In a broad set-theoretic model for consensus
methods has been presented, in which the fundamental role of consistency could be
appreciated. For representation choice problems we propose a different definition of
consistency, which seems to be more suitable than Condorcet consistency [3],[11] but
in this section we will show the relationships between these notions. According to the
postulate Quasi-unanimity, if an element x is not any representative of a profile X,
then it should be a representative of a set X' containing X and » elements x for some 7.
In other words, each element from U should be chosen as the representative of a pro-
file X if it occurs in X enough times. The postulate Proportion is a natural condition
because the bigger the profile, the greater is the difference between its representative
and its elements. Particular attention should be paid to the two final postulates. The
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postulate 1-Optimality [5],[12],[15] requires the representative to be as near as possi-
ble to elements of the profile. The postulate n-Optimality for n=2, on the other hand,
states that the sum of the squared distances between a representative and the profile's

elements should be minimal. Notice that the number & defined above is a measure of
the uniformity of distances between some element x to the elements of profile X. It is
an intuitive condition that the representative should not only be nearest to the versions,
but should also generate the most uniform distances to them. As it will be stated be-
low, the postulate 2-Optimality specifies a representation choice functions which, to a
certain degree, satisfy this condition. Notice also that there are other well-known pos-
tulates defined in the literature such as faithful, unanimity [3] or Condorcet' consis-
tency [11], but as it will be shown later, they are some interesting consequences of
postulates proposed here. The postulates P1-P4 have been shown to be very important
properties of the following representation choice functions [15]:

(X)) = {xe U: &"(x,X) = milr} 5"(y,X)}, and
ye
E(X) = (xeU: 3(x,X) = min 3(», X))} for Xe 1 (U), neN.
ye

These functions and the postulates are analysed in detail in work [15].

In works [4], [10], [14]-[20] a methodology for consensus choice and its applica-
tions in solving conflicts in distributed systems is presented. This methodology could
be partitioned into 2 parts. In the first part general consensus methods which may
effectively serve to solving multi-value conflicts are worked out. For this aim a con-
sensus system, which enables describing multi-value and multi-attribute conflicts is
defined and analyzed (it is assumed that the attributes of this system are multi-value).
Next the structures of tuples representing the contents of conflicts are defined as dis-
tance functions between these tuples. Finally the consensus and the postulates for its
choice are defined and analyzed. For defined structures algorithms for consensus
determination are worked out. Besides the problems connected with the susceptibility
to consensus and the possibility of consensus modification, are also investigated. The
second part concerns varied applications of consensus methods in solving of different
kinds of conflicts which often occur in distributed systems. The following conflict
solutions are presented: reconciling inconsistent temporal data; solving conflicts of the
states of agents’ knowledge about the same real world; determining the representation
of expert information; creating an uniform version of a faulty situation in a distributed
system; resolving the consistency of replicated data and determining optimal interface
for user interaction in universal access systems. An additional element of this work is
the description of multiagent systems AGWI aiding information retrieval and recon-
ciling in the Web, for which implementation the platform IBM Aglets is used.

3 Representation Reduction Problem

In many practical applications one is interested in achieving a small number of repre-
sentatives (that is small number of elements of the representation). The reason is sim-
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ple, representatives enable to make decisions, the smaller the number of them is, the
more unambiguous is the final decision.

For reduction needs we generalize the definition of representation choice functions
¢, and ¢ given in Section 2 by adding an additional argument. That is by a represen-
tation choice function we understand the following function:

R: TI(U)xTI(U) — 2Y
such that R(X,Y) c Y for all Xe f[ (U) and YeTIlI(U). Set X is called a profile and set ¥
is called a choice domain. Thus we have ¢,(X) = R,(X,U) and ¢(X)=R(X,U).

Let R={ R, R, for n=12,...} be the set of all defined representation choice func-
tions.

The subject of our interests is relied on modification of the profile X and domain ¥
so that the cardinality of representation R(X,Y) is small. For this aim we accept the
following assumption: For each profile X all elements of universe U are distinguish-
able, that is for each pair y,ze U (y#z) there exists an element xeX such that
8(y,x)=d(z,x). Owing to this assumption each element of U should generate a different
set of distances to the elements of the profile.

Following we give an example which should illustrate this problem.

Example 1. From a set of candidates (denoted by symbols 4, B, C...) 4 voters have to
choose a committee (as a 1 or 2-element subset of the candidates’ set). In this aim
each of voter votes on such committee which in his opinion is the best one. Assume
that the votes are the following: {4,B}, {4,C}, {B,C} and {A4}. Let the distance be-
tween 2 sets of candidates is equal to the cardinality of their symmetrical difference.
In this case the universe U is equal to the collection of all 1 or 2-element subsets of
candidates’ set. Using function R, (the most practically applied function) to determine
the representation of profile X={{4,B}, {4,C}, {B,C}, {4}} from domain Y being the
collection of all 1 or 2-element subsets of {4,B,C}, we obtain the following represen-
tatives: {4,B}, {4,C} and {4}. One can notice that the number of the representatives
is equal 3 and thus the choice result is not unambiguous. It is then needed to reduce
the representatives number in some way.

Below we present the reduction methods and some their properties.

4 Methods for Reduction

In this section we present some methods for reducing the number of representatives in
the representation of a set.

4.1 Method 1: Choice by Additional Criterion

This method is based on using an additional criterion (choice function) to the previous
for achieving smaller representation. For example, after making choice for profile X
and domain Y on the basis of function R; one can use function R, for which the do-
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main is not X but R;(X,Y). Thus the result of choice should be R,(X,R\(X,Y)). Of
course we have: Ry (X,R(X,Y)) < Ri(X.,Y). In the most of cases there should be
Ry(X,R(X,Y)) € Ri(X.Y).
By D(X,y) we denote the set of all distances from and element y of domain Y to
elements of profile X, that is
D(Xy) = {8(x,y): xe X}
The following property is true:

Theorem 1. For each profile Xe f[ (U) and domain YeIl(U) the following equalities
are true:
&) R(XR(X.)) = R (X,R(X,Y))
b R(XR(XY) = R (XR(X,D)
¢) There exists such a natural number n that representation R,(X,R(X,Y))
has exactly 1 element if and only if for all y,y’e R\(X,Y), y#y’ we have
D(Xyy) # D(X,y").

The above theorem shows essential properties of choice made by additional crite-
ria. Namely, if in the first step one choose representation by function R; and next by
function R, then the result is the same as in the case when firstly the choice is made by
function R and next by function R,. The similar result is in the case when firstly the
choice is made by function R, and next by function R,. Finally, if all representatives
chosen by function R, are distinguishable, then there exist such »n that using function
R, as the second criterion gives exactly one representative. This is also true for all
other functions used as the first choice criterion.

Example 2: For the profile in Example 1 if in the second step we use function R, then
the result will contain not 3 but 2 representatives, which are {4,8} and {4,C}. Besides
notice that D(X,{4,B}) = D(X,{4,C}), that is representatives {4,B} and {4,C} are not
distinguishable. In this case it is not possible to determine such » that representation
R,(X,Ri(X,Y)) has exactly 1 element.

4.2 Method 2: Additional Choice by Adding Representatives to Profiles

In this method we propose the choice in 2 steps: In the first the representation is cho-
sen on the basis of some criterion If the number of representatives is large, then we
create a new profile by adding all the representatives to the previous profile, and next
to use the same or other criterion to make the second choice. This method is very
effective because in the second choice the number of representatives is always equal
1. We have the following:

Theorem 2. For each profile Xe f[ (U), domain YeIl(U) and function Re R the num-
ber of elements of set R(X U R(X,Y)),Y) is equal 1.

The following example illustrates the method:

Example 3: From the Example 1 it follows that R (X,Y) = {{4,B}, {4,C}, {4}}. After
adding these representatives to the profile we have new profile
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X ={{4,B}, {4,B}, {4,C}, {4,C}, {B,C}, {4,D}, {4}},
for which R (X",Y) = {4}, that is R|(X’,Y) contains exactly 1 representative.

4.3 Method 3: Additional Choice by Reducing Profiles

In this method we propose to reduce the representatives number by moving from the
profile those elements which “spoils” its consistency. The problem of measuring con-
sistency of profiles has been analyzed in works [6],[13] in which the authors propose
some consistency functions. One of these functions is the following:

ki22x7ye)( S(X, J’)

C =1-
o) max o(x, )
x,yeU
where k=card(X).
Let E@X) = £ x 80 ).

One can notice that
1 e x E0X)

max O(x, y)

x,yeU

Thus the element x of profile X for which E(x,X) = max{E(y,X): ye X} should most
“spoil” its consistency. That is if we remove this element from X then the consistency
of new profile should increase.

The reduction method we propose in this subsection is based on several steps of
representation choice. At the first step, we make the choice on the basis of function R;.
If the number of representatives is large in the second step we remove from the profile
the element which most “spoils” the consistency of X and make the second choice for
this profile using still function R;. And so on, the process should be stopped when the
number of representatives is equal to 1. The following example should illustrate this
method.

Co(X)=1-

Example 4: With the same assumptions from Example 1, let us consider the profile
X={{4,B}, {C}, {B,C}, {4,C}, {4}, {D}}. We can notice that the representation
choice using function R; gives 3 representatives: {4 }, {4,C} and {C}. For reducing
this number we notice that the last vote, that is {D}, most spoils the profile consis-
tency because the value E({D},X) is maximal. After removing this element, we have
the following profile X* = {{4,B}, {C}, {B,C}, {4,C}, {4}}, for which the represen-
tation choice on the basis of function R; give only one representative {4,C}.

5 Conclusions

In this paper 3 methods for solving the problem of representation reduction are pre-
sented. It contains also some results of the analysis of these methods. These results
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enable to choose a proper method dependently from real situations. The contents of
the algorithms for realizing this task are rather simple but their computation complex-
ity is in large degree dependent from the complexity of algorithms for choice using
particular functions. The future works should concern the analysis of the consequences
of applications of these methods. This analysis should show the relationships between
a representative after reduction and a representative before performing this process.
The results of this work should be useful in designing and implementing intelligent
user interfaces [19].
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Abstract. In this paper, we propose a method to incrementally maintain all-
nearest neighbors on road network. The nearest neighbor on road network is
computed based on the path length between a pair of objects. To achieve an ef-
ficient maintenance process of all-nearest neighbors on road network, the cost
of path search should be decreased. A method is proposed for efficient path
search by minimizing the search region based on the previous results and heu-
ristics.

1 Introduction

There are many researches to compute all-nearest neighbors (ANN) for spatial data-
bases [1]. This work can be regarded as a kind of spatial join. The spatial join opera-
tion is similar to the join operation in relational databases. It is defined on two sets of
objects, and computes a subset of the Cartesian product of two sets, determined by a
spatial predicate, which prescribes a certain spatial relationship between objects in the
result.

For example, there are a source dataset S and a target dataset P. To compute the
all-nearest neighbors for S means that to do distance semi-join with S and P, results in
finding the nearest neighbors (NN) in P for all objects in S. The distance semi-join
can be implemented using a NN algorithm: for each object in S, NN computation is
performed in P, and the resulting array of distances is sorted once all neighbors have
been computed. However, how to maintain the result when there is a change of the
two sets was seldom discussed: e.g., there is a new object added to P. This mainte-
nance work is needed especially when the semi-join has been done on an underlying
spatial or geographical distance.

In this paper, we center on the maintenance method of ANN result set based on an
underlying geographical distance: the path length between objects on the road net
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work. On road network, the nearest neighbor based on the path length between ob-
jects may be different from that based on the straight-line distance. We give an exam-
ple of road network in Fig.1: s/ and s2 are objects in the source dataset S, and p/ and
p2 are objects in the target dataset P. It can be directly observed that the target object
pl is nearer to s/ than p2 on the straight-line distance: however, by comparing the
path lengths among them, the nearest neighbor for s/ is p2, and that for s2 is also p2.
Therefore, ANN is a set {(s/, p2, P, ), (s2, p2, P , )}, where P means the path
length between si and pj.
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Fig. 1. All-nearest neighbors of sets S and P are different when there is an underlying geo-
graphic distance. (1) ANN on 2D space; (2) ANN on road network.

The computation of ANN on road network is a special spatial join which relates to
not only the spatial attributes of objects in the two datasets, but also relates to the
situations of road networks which these objects are located on. Because any spatial
structure is implemented based on the spatial attributes of objects, the path length
based on a network between spatial objects is regarded as an inside property of ob-
jects which is independent of the spatial attributes in spatial structures. Therefore, to
take advantages of spatial structure, how to bridge the inside property of object with
the spatial attributes is the main point of this paper.

2 Propositions for Bridging NN Search on 2D Space and Road
Network

There are many spatial data structures: typical one is R-tree [2], proposed for efficient
accessing to spatial dataset. And also many R-tree-based methods for solving NN
queries have been proposed [3, 4]. However, because R-tree is created based on the
coordinates of spatial objects, in 2D space, NN search based on R-tree uses straight-
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line distances among objects as a standard, actually. While NN search on road net-
work should use path length as a standard, which is not only decided by spatial rela-
tions but also the connection relations among objects [5]. Considering the high effi-
ciency of R-tree for spatial queries, we give two propositions for bridging the
straight-line distance and the path length on road network, which lead to an efficient
NN search on road network.

[Proposition 1.] For a source point S and a target object p, when the path length
from S to p is r, if any target object is nearer to S than r, it can only be found inside a
circle region, denoted as r-region, whose center is S and where radius is r (the cir-
cular area in Fig. 2(1)).

We leave the proof out in this paper, as it comes from the fact that any road seg-
ment outside r-region can only lead to a path longer than r from S.

‘\/VZ— 2
2 i
Jo1 N p-region.
; N 3l a2 2
S S o) p .
\{tregion
4 «j,\}{_d L —
2
M ®)

Fig.2. Search regions generated based on straight-line distance of objects on 2D space and path
length between objects on road network. (1) r-region for NN search on road network; (2) p-
region for path search on road network.

[Proposition 2.] For two points S and p on the road network with straight-line
distance d, to test whether there is a path shorter than r from S to p can be based on a
path search region, denoted as p-region. Inside p-region, the sum of both the
straight-line distance between any nodes and S and that between this node and p is
not longer than r (the elliptic area in Fig. 2(2)).

In Fig.2 (2), for an easy description we define the coordination for them. The ori-
gin O is on the center of line sp, the x-axis passes along line sp, and the y-axis is
perpendicular to the x-axis on the origin O. p-region is defined as:

p—region(d,r)={(x,9)|\J(x+d /2)> +y> +/(x=d /2)* +y* <r}. (1)

This means that when the straight-line distance between s and p is d, if there is any
path shorter than » from s to p, all the road segments on this path could only be found
inside p-region (d, r). This proposition comes from the fact that any road segments
outside p-region can only result in a path longer than r from s to p.
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3 Maintenance of All-Nearest Neighbors on Road Network

To achieve an efficient maintenance of all nearest neighbors on road network, we first
observe ANN set on 2D space and that on road network.

ANN set on 2D space can be regarded as a set of circle regions, which are gener-
ated for every object in S (see Fig. 3 (1)). Here, we call these circles as NN-regions
for S. Assuming that all the objects in S and P are indexed by R-tree, respectively,
when a new target object p, is inserted into P, whether the insertion of p, leads to a
modification to ANN will be tested:

1) Find out all NN-regions which p, is located in. We call these regions as influ-

ence regions;

2) Compute the straight-line distance between p, and all the center objects of in-

fluence regions;

3) Modify the radii of these influence regions with the new distance, and set p, as

new NN. The modified ANN is depicted in Fig.3 (2), where NN-region for s1,
(s,» p,» d)), is an influence region by inserting p,: p,is new NN for s, and NN-
region of s, is changed to (s,, p,, d,.). There is only one influence region of p,,
so the maintenance of ANN is completed.

@)

Fig. 3. NN-regions for ANN set on 2D space. (1) ANN for S and P; (2) new ANN generated
after p, has inserted into P.

ANN on road network also generates a region for every object in S: however, the
region is r-region defined in the previous section, because the path length between
objects decides NN. Therefore, when p, is inserted into P, the modification to ANN
should also be based on the path length.

In Fig. 4, we depict the situation of ANN on road network. Being different from
the situation of 2D space, when p, is inserted into P, not all the r-regions which p, is
located in are modified with new NN. Though the modification can be started from
searching the r-regions which p, is located in, the following test steps should be based
on the road network—to compute the path length between p, and those centers of
influence r-regions. If new path is shorter than the old (radius of r-region: r), p, is the
new NN, and r-region is modified, otherwise, no modification should be done to
ANN. Here, the centers of influence r-regions are S, and S,, therefore, the paths from
S,to p,and S, to p, are computed. However, only the r-region of S, is modified with
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the new radius. Some algorithms, such as Dijkstra’s algorithm [6], can realize the
path search. However, the cost of path search is related to the scale of road network.
When the scale is large, in other words when there are a great number of road seg-
ments in the road network, the path search would be a cost process.

S, [R5
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Fig. 4. NN-regions for ANN set on road network: modification of ANN results in NN-region
modification when a new p is inserted into P.
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Fig. 5. p-region for testing new NN on road network.

To solve this problem, we adopt p-region (defined in Section 2) for an efficient
path search. Here, we generated p-region (d, r) for an influence r-region, where d is
the straight-line distance between p, and the center of influence r-region, and r is the
radius of the influence r-region.

In Fig.5, we give an example of p-region. Because p, can be set as the new NN for
S, only when there is a path shorter than r,, the path search from S, to p, only needs to
be done inside p-region. p-region is an ellipse decided by r, and the two nodes S, and
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p,. Here, the area of p-region (d, r,) can be approximated as formula (2) and the rela-
tion between areas of p-region and r-region can be computed as formula (3).

Area(p —region) o< r, x\lr,> =d,* . @

Area(p — region) VIX\/rlz—d”z <\/r12—dn2 <l 3)
Area(r — region) )’ T om T

As the path search can be limited to a smaller subset of road segments inside p-
region, the cost is quite decreased. The maintenance of ANN on road network can
also be realized efficiently.

4 Conclusion

In this paper, we defined search regions in ANN maintenance process. R-region is
used to filter the candidate for inside attribute test—shortest path search, and p-region
is used to test the inside attribute of spatial objects. The maintenance of ANN based
on road network can be realized efficiently. Moreover, our method can be used to
other kinds of ANN maintenances, which are based on some underlying distances
different from the straight-line distance but with some relations to it.
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Abstract. This paper discusses the use of knowledge for the interpretation of
signal data in a laboratory prototype system known as ELEXSA (ELINT
Exploitation for Situation Awareness). ELEXSA uses knowledge intensive
techniques to yield information products that aim to assist a military
commander to comprehend the significance of detected entities, their
relationships with own force platforms, and the effects of those relationships
relative to the commander’s goals. The core interpretation components of
ELEXSA are structured in the manner of the AJDL information fusion model.
These components make intensive use of corporate knowledge bases detailing
the capabilities of military systems, models of operational concepts and of the
physics of propagation of radar signals. An illustration is provided which shows
how an ELEXSA information product is constructed. Technical issues are
identified and future directions of this work are also presented.

1 Introduction

The detection and analysis by passive sensing systems of radar signals emitted by
military platforms (vessels, aircraft and land-based systems) provides an important
source of surveillance data that is known as ELINT (Electronic Intelligence [1]). The
output of such sensors typically includes the parameters of detected emissions and the
location of the radar emitter. Interpretation of this data is usually required for it to be
used by a military commander.

For example, in a military conflict, adversary radars that are associated with
weapon systems can pose a lethal threat to own force platforms. Planning a safe
passage through a radar protected region or planning a mission to disable a threat
radar site requires understanding of the capabilities of threat systems and their
relationship to the characteristics and capabilities of own force platforms. Obtaining
this understanding generally requires expertise in signal interpretation as well as
knowledge of military systems. While military commanders are expert in tactics and
military systems, they may only have limited skills for interpreting signal data. This
paper discusses a laboratory prototype system known as ELEXSA (ELINT
Exploitation for Situation Awareness) which is being developed by Australia’s
Defence Science and Technology Organisation (DSTO).

R. Orchard et al. (Eds.): IEA/AIE 2004, LNAI 3029, pp. 170-175, 2004.
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ELEXSA'’s inputs are parametric descriptors of radar signals intercepted by passive
sensors. ELEXSA uses knowledge intensive techniques to yield information products
that aim to assist a military commander to comprehend the significance of detected
entities, their relationships with own force platforms, and the effects of those
relationships relative to the commander’s goals.

Section 2 presents the information architecture supporting ELEXSA. Section 3
describes the ELEXSA components for signal interpretation and Section 4 outlines
technical issues and areas for further research.

2 ELEXSA and EXC3ITE

The Experimental Command, Control, Communications and Intelligence Technology
Environment (EXC3ITE) is a DSTO demonstrator aiming to develop and leverage the
use of middleware in distributed information systems. The benefits of middleware
architectures include evolvability, reuse, scalability, and reliability, and thereby offers
significant cost savings in developing a large information infrastructure.

The three layer information architecture developed in EXC3ITE shown in Figure 1
provides the framework for ELEXSA. The Data Layer includes connectivity to
real and synthetic data sources. The ELEXSA interpretation components fall within
the analysis services of the Business Logic Layer. The Visualisation Layer includes
web based services that enable ELEXSA’s human-computer interface.

Fig. 1. The Information Architecture

ELEXSA has been successfully demonstrated to yield near real-time information
products derived from radar signals intercepted by distributed uninhabited aerial
vehicles [2]. Future work may extend the ELEXSA concept to include other business
logic functions indicated in Figure 1, such as fusing data from a variety of sensor

types.
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3 The Business Logic

The core interpretation components of ELEXSA are structured in the manner of the
AJDL [3] information fusion model. AJDL comprises three levels of abstraction:
Object, Situation and Impact. These levels incorporate different entities and
computation processes. At each level computational processes (termed fusion even if
there is only one kind of sensor data) yield assessments. Object Fusion is the process
of utilising one or more data sources over time to assemble representations of the
objects of interest in an area of interest and yields Object Assessments. Situation
Fusion is the process of utilising one or more data sources over time to assemble
representations of the relations of interest between objects of interest in an area of
interest and yields Situation Assessments. Impact Fusion is the process of utilising
one or more data sources over time to assemble representations of the effects of the
situations in the area of interest, relative to own force goals and yields Impact
Assessments.

3.1 Object Assessments

ELEXSA develops Object Assessments through a data driven sequence of processes
stimulated by the arrival of signals. These processes include: Emitter Creation or
Update, Emitter and Platform Identity Candidate Generation, Enrichment and
Pruning.

Emitter and Platform Identity Candidates are generated by matching signal
parameters with entries in corporate databases. The Enrichment process fills in details
in the candidate platform data structure using values in databases cataloging military
capabilities. Typical attributes sought during enrichment include: co-located
emitters, mobility limits, radar cross section and weapon lethality details. The
Pruning phase matches the Enriched Platform Identity Candidate descriptors against
heuristic rules to remove inadmissible candidates, for example candidates with
sovereignty that are deemed inconsistent with the detected location.

If more than one platform is postulated at a location, they are only merged into a
single entity if there is knowledge indicating that the aggregation is realistic, such as
that the adversary does co-locate the particular identified emitters. In the case of an
ambiguity that cannot be resolved, the current ELEXSA implementation continues
with a set of platform candidates and can provide “worst case” values if required.

The enriched platform descriptor forms the Object Assessment. Visualisation of
Object Assessment attributes, such as lethality ranges, aim to assist a military
commander to comprehend the significance of detected entities.

3.2 Situation Assessments

ELEXSA develops Situation Assessments through a goal driven sequence of
processes initiated by the commander, or by computations deriving an impact
assessment. ELEXSA currently evaluates the following situations:

e Detection range by adversary radar systems of own force platforms
e Lethal capability of a protected site against an own force platform
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e Lethal capability of an own force platform against an adversary site

e Weapon launch range of own force platform against a protected site

Evaluation of the detection range, for example, requires the use of data such as the
radiated power of the threat radar that was derived during enrichment of sensed data,
as well as values such as own force platforms radar cross section, which needs to be
found in a knowledge base. These derived values comprise a Situation Assessment.
Visualisation of Situation Assessments such as depicting the range that a threat radar
can detect an own force platform aims to assist a military commander to comprehend
the relationship between detected entities and own force platforms.

3.3 Impact Assessments

ELEXSA develops Impact Assessments through a goal driven sequence of processes
initiated by the commander. Currently ELEXSA supports the generation of the
following Impact Assessments:

e  Protection of a strike platform by a jamming mission

e  Safe route

e Covert route

Computation of Impact Assessments can require Object Assessment attributes, the
evaluation of Situation Assessments, information that can be supplied by the
commander or data that has to be found in the information architecture.

For example, to plan an airborne strike mission against a threat radar site,
ELEXSA would need to know the available strike aircraft, the weapons that can be
launched by the aircraft, the range at which the weapon should be released and the
maximum lethality range of weapon systems associated with the threat radar site.

If the strike platform needs jamming protection for safe ingress to disable the
threat radar site, ELEXSA would also need to know the available jamming aircraft,
the jammers capable of jamming the threat radar system which can be carried by the
jamming aircraft, the range at which the jamming aircraft would be effective against
the threat radar during each stage of the mission and the possible effects of terrain
shielding.

The range at which the jamming aircraft would be effective against the threat
radar can be computed from the radar cross section of the strike platform, the weapon
launch range of the strike platform (that is, point of closet ingress), the radiated power
of the adversary radar, the signal processing strategy of the adversary radar, the
radiated power of the jamming emitter, the jamming strategy, and the physics of radar
propagation.

Figure 2 shows an ELEXSA visualization of an Impact Assessment for this
jamming goal and associated Situation Assessment. The computed values are also
displayed on the screen for an operator to verify system performance.

Visualisation of Impact Assessment aims to assist a military commander to
comprehend the effects of the relationships between own and adversary platforms
relative to the commander’s goals.
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Fig. 2. An ELEXSA Visualisation

4 Issues and Further Research

This paper has detailed an information architecture and computational strategies for
computing object, situation and impact assessments. These computational strategies
use knowledge available within the information architecture. However, these
strategies also have to know how to find such knowledge, and having located it, how
to interpret it for appropriate use within the strategy. The information architecture
shown in Figure 1 does include discovery and profile services. Implementation of
such services requires a degree of sophistication in the structure of compliant
knowledge bases. The corporate knowledge sources used by ELEXSA are in general
legacy systems that lack such sophistication. Further work is required in the
integration of legacy systems for the benefits identified in Section 2 to be fully
realized.

The current data processing boundary between ELEXSA and sensing systems
makes the sensing activity responsible for all the signal measurement activities and
ELEXSA for all information processing activities. To maximize the synergies
between ELEXSA and DSTO activities in distributed sensing systems [4] this
boundary could be moved towards the sensor, with ELEXSA performing some signal
measurement functions for fusing intercepts from distributed sensors. Research is
required not only in the combination of such data (which may arrive with significant
latencies), but also in how ELEXSA could exploit the concept of data pedigree in the
management of uncertainty and ambiguity in product formation.
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To further the ELEXSA concept, a wider breadth of situation and impact
assessments is needed. This involves further knowledge elicitation, representation and
formation of computational strategies. It may also involve fusing multiple kinds of
sensor data.

A desired output of further research is a careful evaluation of how well ELEXSA’s
visualizations enable a military commander to comprehend the significance of
detected entities, their relationships with own force platforms, and the effects of those
relationships relative to the commander’s goals.
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Tim Cawley and Holger Kohler of DSTO’s Information Sciences Laboratory in
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ELEXSA.

References

1. Wiley, R.G.: Electronic Intelligence: The Interception of Radar Signals. Artech House. ISBN
0-89006-138-6 (1985)

2. Howard, C., Mason, K.: Force Level Electronic Warfare And Situation Awareness For
Future Littoral Warfare. Proceedings of the Land Warfare Conference 2002, Brisbane, ISBN
0642 70552 6, 47-53 (2002)

3. Lambert, D.: Grand Challenges of Information, Proceedings of Information Fusion 2003,
Cairns, 213-220 (2003)

4. Finn, A., Lindsay, T., Brown, K.: Miniature UAV’s & Future Electronic Warfare.
Proceedings of the Land Warfare Conference 2002, Brisbane, ISBN 0 642 70552 6, 93-107
(2002)



Coalition Formation among Agents
in Complex Problems
Based on a Combinatorial Auction Perspective

Hiromitsu Hattori, Tadachika Ozono, Takayuki Ito, and Toramatsu Shintani

Graduate School of Engineering, Nagoya Institute of Technology,
Gokiso-cho, Showa-ku, Nagoya, Aichi, 466-8555 JAPAN
{hatto, ozono, itota, tora}@ics.nitech.ac.jp
http://www-toralab.ics.nitech.ac.jp/~hatto/Eng/index.html

Abstract. In this paper, we try to apply a combinatorial auction protocol to a
coalition formation among agents to solve complex problems. This paper fo-
cuses on a scheduling problem that considers various constraints as a complex
problem. Constraints on scheduling can be expressed as combinations of items
(time slots) in a combinatorial auction. Agents bid for necessary combinations
of time slots to satisfy users’ requirements. We formalize a combinatorial auc-
tion for scheduling as an MIP (Mixed Integer Programming) problem, which
integrates the constraints on items and bids to express complex problems. We
have experimentally confirmed that our method can obtain a socially preferable
schedule in practical time.

1 Introduction

Auctions have been studied in the field of Electronic Commerce (EC). Various studies
on auctions have already been made, and many protocols and methods have been
developed [2, 3, 5, 9]. The purpose of our work is to apply auction protocols and
methods developed in EC studies to a coalition formation among agents.

We focus on a scheduling problem considering various constraints as a complex
problem. We are currently attempting to construct a scheduling system based on a
multiagent. In our system, each agent makes bids based on user’s preferences on
events. Agents must determine a consistent schedule by resolving conflicts among
agents’ preferences expressed by bids. To construct the scheduling systems, we must
propose appropriate problem formalization and methods for finding an optimal solu-
tion. In this paper, we formalize a scheduling problem as a combinatorial auction. An
appropriate schedule can be obtained by solving the winner determination problem in
a combinatorial auction. A combinatorial auction protocol [11] is one of the most
notable auction protocols for dealing with preferences over multiple items. The winner
determination problem is one of determining the optimal allocation of items that can
maximize the auctioneer’s revenue. Since the winner determination problem is a com-
plicated optimization problem, it can be re-defined as a scheduling problem.

R. Orchard et al. (Eds.): IEA/AIE 2004, LNAI 3029, pp. 176-187, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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When a scheduling problem is formalized as a Constraint Satisfaction Problem
[13], we need particular methods to relax over-constrained problems. On the other
hand, because of the formalization as a combinatorial auction, we can obtain an ap-
propriate solution according to an economical rationality without having to use such
particular methods.

The basic idea behind our formalization is that a scheduling is compared to an auc-
tion for winning time slots. This perspective is intuitively and easily understandable
for users. In our formalization, a schedule can be represented as combinations of items
(time slots). Agents bid for necessary combinations of time slots to satisfy users’ re-
quirements. In this paper, we deal with various constraints, e.g., the date and time,
participants, the order of events, and the interval of events. The greater the variations
of bids considering some constraints becomes, the more time-consuming the compu-
tation time for finding solution becomes. Nevertheless, decreasing the number of bids
reduces the expressiveness of representing a scheduling problem. Therefore, we for-
malize a combinatorial auction for scheduling as an MIP (Mixed Integer Program-
ming) problem, which integrates the constraints on items and bids to express prob-
lems. This integration solves the trade-off between the computation time to find a
solution for a combinatorial auction and the expressiveness to represent a scheduling
problem.

A combinatorial auction is appropriate for adjustment of time slots. Considering
each time slot as an item, we can use a combinatorial auction protocol to effectively
deal with events, each of which needs sequential multiple time slots. Without the
dealing with combination of items, an agent might obtain multiple time slots that do
not increase his/her utility by obtaining them simultaneously. For example, [8] uses a
combinatorial auction protocol to determine arrival and departure times of airplanes.
In this work, each time needs sequential multiple time slots. Because a combinatorial
auction allows complementary preferences over multiple time slots to be explicitly
represented, i.e., sequential time slots are worthy and distributed ones are worthless,
time slots can be efficiently allocated to each airplane.

The rest of this paper is organized as follows. In Section 2, we describe the outline
of a combinatorial auction. In Section 3, we propose our basic formalization that rep-
resents a scheduling problem as a combinatorial auction. In Section 4, we describe the
formalization based on an MIP. In Section 5, we experimentally evaluate a scheduling
based on our formalization. We discuss related work in Section 6, and finally, we
make some concluding remarks.

2 Combinatorial Auctions

In a combinatorial auction [11], bidders can bid on combinations of items. The items
are assigned in order to maximize the auctioneer’s revenue. A combinatorial auction
protocol can increase both the bidders’ utility and the auctioneer’s utility.

To find a revenue maximizing allocation, the auctioneer must solve the winner de-
termination problem (i.e., the problem of determining what items each bidder gets).
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Let G denotes a set of items and 4 denotes a set of bidders. The highest bid for a com-
bination of items S is defined as:

b(S) =maxb,(S)

where b(S) represents bidder i’s bidding on the combination S G. Then, the optimal
allocation of items is the solution of the following formula:

argmale; )

X Sey
where y is defined as follows:
2={ScG|SnS'= foreveryS,S'e y}

Namely, y is a set of allocations of items and an identical item never been in com-
binations included in .

3 Solving a Scheduling Problem as a Combinatorial Auction

3.1 Definition of Scheduling Problem

We deal with a scheduling problem which consists of several events (e.g., meeting sched-
uling, computer resource sharing). During the scheduling, it is necessary to adjust each
agent’s schedule, i.e., agents must stagger the start and the end time of events or cancel
some of them. For a scheduling, each agent declares constraints and a valuation for each
event. We consider three constraints on each event, (1) a list of participants, (2) the length,
and (3) the duration of an event. Namely, the start time of an event is not be fixed.

In this paper, each participant and resource (e.g., meeting room, classroom) is repre-
sented as 7, and a set of them is represented as R = {r|, r, ...}. For simplicity, the word
“resource” is used to represent a participant and resource. The schedule of each resource
consists of some time slots, each of which is a unit of the schedule. For example, when we
assume one time slot means one hour in the real world, one day is represented as a set of 24
time slots. Each time slot is denoted as #. The time goes by in the increasing order of i, that
is #; is preceded by #,. The j-th time slot of resource #;is denoted by #;. Let T;be a set of j-th
time slots for all resources and T}, be a set of j-th time slots of resources 71, 75, ..., 7%
Fixing event means that a certain agent, which is a host of an event, wins some required
time slots. Assuming that an agent wants to hold a meeting with three other agents from
14:00 to 15:00, the host must win one time slot “14:00-15:00” of the others and a meeting
room simultaneously. That is to say, winning time slot #; means to purchasing the right to
restrict #; during a duration of time #;. 7;’s schedule £;is denoted as follows:

E ={e,.e;,...e,,} (n=0)

m
e, =(C,.R,v,)

ij’
where e; denotes each event and is distinguished by parameters, C;;, R;;, and v;. Cj; is
a set of constraints on time and is represented using logic symbols; it includes the start
time ﬂ?, the end time T:':" and the length of the event, T;/l‘ _ﬂ?. For example, when the
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start time is between t, and t;, the end time is between t, and t;, and the length is be-
tween /y and /;, the constraint on time is represented as C; = (t, < Ti;’ <ty) A(t. < Ti]'. <

t)) A (lo< T; - T; <11). R; denotes a set of resources for e;; it is a subset of R, i.e., R;

c R. v;is the valuation for ey,

In addition to constraints of each event, we deal with constraints among multiple
events. To put it concretely, “number constraint” and “order constraint” are intro-
duced. The number constraint is for selecting m events from » events. Given that E is
a set of all events, the number constraint is represented as |E’y | = m, |Ey| = n, and E’
c Ey ¢ E. This constraint enables exclusivity among events to be expressed. The
order constraint is for specifying an order and an interval between two events. For
example, the order constraint e;; <; e;; means that the end time of ¢;; is / slots ahead of
the start time of e;,.

3.2 Formalization of a Scheduling as a Combinatorial Auction

In this section, we formalize a scheduling problem described in Section 3.1 as a com-
binatorial auction. A time slot is regarded as an item in an auction. A bid is placed for
a set of time slots that is required by a certain event. Note that one event may generate
multiple alternative sets of time slots. When an event requires two sequential time
slots from ¢, #;1, and ¢,, for example, there are two possible alternatives, i.e., {t, #;}
and {t;, tp}. A set of alternative sets of time slots is denoted by AT; =
{ AZ}, A]j,z,..., A]j/’f }, where AT,/k denotes the k-th alternative for e;. Since agents can bid
for all possible combinations in a combinatorial auction, detailed preferences con-
cerning the time and date of an event can be represented. To represent the bid, possi-
ble combinations of items are enumerated and a valuation is allocated to each of them.
A set of combinations of items, S;, that agent »; can bid for is as follows:
Si= USzf
jlei, eE;

ol 2 k
S, ={S},S2,....8"}

S§=( UTIRJ uld,)

[ty € ATuk
The event dj; is a dummy item to express exclusivity among alternatives for identical
events. S is a set of alternatives for e;. A certain alternative §; consists of a dummy
item and time slots for resources R; which are restricted by Si For instance, a certain

event e; = ((one slot from {t,, t;}), {r1, r2}, 100) generates a set of alternatives {{z;,
i, di}, {to, t, dy}}. Yone slot from {t,, t,}” can be represented as {(1" < T;? <)) Vv
(1 <T;<ty)} A(T, -1 =1), where 1 and 1} (1] and 1,) denote the start time and
the end time of a time slot #, (#,), respectively. The allocation of the valuation enables
various preferences to be represented. If an agent wants to hold an event e; earlier, it

should set the difference in valuation between two bids, i.e., a bidding price for {#,
b1, d,j} is 110 and for {tlz, tyy, d,j}} is 100.
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The final schedule is a solution of the following formula:

argmax ZV,:/ M
¥ lsiex
Here, y is defined as follows:
x=1{S,cS,|S,nS'=D forevery§,_.S'e y} )

The solution can be obtained by using various search techniques. In our work, we
adopt the LDS (Limited Discrepancy Search) [4] and use the algorithm described in
[10], which can quickly search for a high quality solution.

4 Introduction in Constraints to a Combinatorial Auction

To represent the number and order constraint based on the formalization described in
Section 3, we must enumerate all possible combinations that take such constraints into
consideration. As a result, the computation time increases exponentially since there is
a dramatic increase in the number of combinations of items. Therefore, another way to
express constraints, without having to enumerate combinations, is needed. In this
section, we try to express a combinatorial auction as a Mixed Integer Programming
(MIP) problem to avoid explosive increases in combinations of items.

4.1 Formalization of a Combinatorial Auction as an MIP Problem

First, we formalize a combinatorial auction as an MIP problem according to [1]. It is
assumed that there are m items denoted by M = {gy, &>, ...., g} and n bids denoted by
B={by, by, ..., b,}. The bid is denoted by b;= < §;, p;>, where S; is a set of items and
S; € M, p;is a bidding price for S;and p; > 0'. The winner determination problem in a
combinatorial auction can be formalized as follows:

n

maprix, (x; € {0,1})

=1
Zx,s1 (g,€ M)

i|z‘3; €s;

If b; wins, x; = 1, if not, x; = 0. Namely, to obtain the solution, agent should solve the
above problem and regard b; as a winning bid when x;= 1.

L' p, is calculated from the valuation v, for S. In this paper, we do not discuss a calculation

method of it.
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4.2 Representation of Number Constraint

The number constraint is represented such that the number of winning bids must be n’,
(n’9 < ny) or less for a set of ny bids By < B. The definition is given as:

x,<n',
ilb; € B,

The number constraint is useful for managing the exclusivity of bids that are gener-
ated from an identical event. The variation of bids for a certain event e is denoted as

B, = {b.i|b.; is a bid for event e, b,; € B}. The number constraint for exclusivity is
represented as follows:

le. +x, =1 3)
ilb,; €B,
Here, if all bids included in B, do not win, xz.= 1, and if not, xz.= 0. Though it is pos-
sible to represent the constraint without xz., i.e., Z x. <1»> *B 18 required in order to
ilb,; B,

represent the order constraint.

4.3 Representation of Order Constraint

The order constraint is one for describing the order of multiple events and the interval
between them. In this section, an example case regarding the order and interval be-
tween two events, e; and e,, is given. It is assumed that e; <, e,; that is, the end time of
ey is [ slots ahead of the start time of e,. B, and B, are a set of bids for events e; and
ey, respectively. Let fz?, be the start time of event e required by b; and t;’ be its end

time required by b;.

fz—Zt},’x.+ Zt;x.ZI “4)

i i
ilb; € B,, ib;€B,,

If either bid for both events does not win, equation (4) will not be satisfied. For exam-
ple, when a bid for e; wins the item and a bid for e, does not win,

—Ztll,_x,.<0 and Ztl(,’_xizo

ilb; € B,, ilb; € B,,
Accordingly, equation (4) is not satisfied. To solve this problem, we use equation (5):

f+(max{s, |be B, }+Dx, 21 4)

Even if Z tgn x,=0 equation (4) will be satisfied since xp. to equation (3).
ilb; € B,,
We can set the minimum interval /,,;, and maximum interval /,,, by describing the
interval between events as /,,;, < f < [, For instance, considering e; and e,, which
require one time slot from #, #,, and #; and same participants, we represent the order
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constraint for these two events. Moreover, e, is /,,;, = 1 slot. In this case, the constraint
is described as follows:

=X, —2X, = 3%+ 2X,, + 3x,, + 4xBﬂZ 21

3 3
ZXU <1, szl. +Xp, =1

ilb; € B, ilb; €B,,
X,1, X5, X5  the variables for e,

X515 X50,Xy;  the variables for e,

4.4 Formalization of a Combinatorial Auction with Constraints

A combinatorial auction can be formalized regarding some combinations of items and
all constraints:

n
max Y px, (x;€ {0,1})
i=1
le. <1 (t; € M={1,ty,....1,,})
it;€s;
X tote,x, +x,, =1
CyXtote,x, +x,,,=1
Xt X, X 2

1n"n

tx ot x, +t %, 2

n+r

--- Bids for e1 - Bids for e: -
[Be,] [Be,]
f biy | byz | bys [ bay | bay | bys | XBer | XBes [Comst.
t, X1 Xy <1
I X2 X2 <l
t; Xp3 X33 <1
X | Xp2 | X3 *p =1
XOR =
Xyp | X2z | Xa3 Xpe, | =1
\ Order =10 1|-2 5| =305 1% | 22055 | 325 x| 21 )

Fig. 1. A Scheduling Problem based on our Formalization
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{ 1:b, € B,
¢, = :
Y \0:otherwise

tlb’ :b, is a bid for a precedent event
v _{tz?, :otherwise

According to the above formalization, constraints on the number of items, exclu-
sivity of bids, and the order of events can be represented. The purpose is to maximize
the sum of the valuations of successful bids.

Figure 1 shows simple example which represents a scheduling problem based on
our formalization. In this example, we assume that there are events e; and e, (e; <; ;)
each of which require one time slot from ¢, #,, ;. The variation of bids for events e1
and e, are denoted as B.1= {byy, b1y, b3} and Bno= {b,, by, bo3}, respectively. Each of
the columns indicates variables with respect to a bid excepting the two columns on the
right. The first three rows (¢, %, #;) indicate the status of each time slot. For instance,
variable x;; is required by bid b;;. Each of these three rows is constrained according to
the formalization, that is “< 1”. The fourth and fifth rows (combined as row “XOR”)
are used to deal with the number constraints, more specially exclusivity. Here, the
value of variables x;.; and xp,; is set according to equation (3), i.e., if x;;+ x;p + x;3=1,
Xga = 0. Thus, even if all the bids for event e; cannot win, the fourth row can satisfy
the constraint. The last row is used to deal with the order constraint. Here, according
to equation (5), the coefficient of xp,, is the sum of the maximum number of time slots
“3” and interval “1”. Given that b, and b,; are accepted, the values of x1, x12, X13, X21,
X22, X23, Xge1 » and xpep can be set to 0, 1, 0, 1, 0, 0, 0, 0, respectively. In this case, the
order constraint is not satisfied, since (-1x0) + (-2x1) + (=3x0) + (1x1) + (2x0) +
(3%0) + (4%x0)=1. Thus, our formalization can represent that by, and b,; are never
accepted simultaneously. In the end, solving a scheduling problem comes down to
finding the value of each variable which can satisfy all constraints, while the sum of
valuations of successful bids must be maximized. To solve the problem represented in
the form of a variable table Figure 1, we use the MIP solver offered by GLPK (GNU
Linear Programming Kit) [6].
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Fig. 2. Computation time over number of bids using LDS
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5 Evaluation

Our scheduling method was experimentally evaluated in terms of the computation
time, the valuation, and the satisfaction rate. Satisfaction rate means the ratio of won
events to all desired events. The number of time slots per agent was set to 40 (the sum
of normal working hours in a week). The scheduling problem was generated ran-
domly under uniform distribution. Though the number of participants and the length
of every event were fixed, the start times were unfixed. For each number of agents, we
generated 10 problem instances where we varied the number of agents from 2 to 50.
The problem was solved in two ways; using the LDS method based on the formaliza-
tion described in Section 3, and using the MIP solver based on the formalization de-
scribed in Section 4. Because solving a problem by using an MIP solver takes a lot of
time, the calculation was terminated 1800 seconds (30 minutes) after. The best solu-
tion at that time was used. The results of the experiments are shown in Figure 2, Fig-
ure 3, and Figure 4. All experiments were performed on a PowerMac G4 (PowerPC
G4 1GHz, 512MB) with a program written in Java and C.
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Fig. 4. Satisfaction rate over number of agents (MIP: 1800 sec.)
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Figure 2 shows the computation time using LDS. This figure indicates that our
method enables the largest problem to be solved in practical time. Although there are
50 agents in the largest problem, the computation time is about 210 seconds. This is
sufficiently acceptable for use in practical scheduling systems.

Figure 3 shows the valuation using LDS, the MIP solver, and the LP (Linear Pro-
gramming) solver which can obtain an optimal solution. In our experiments, the MIP
solver can achieve better than 95% of the optimal solution through LP. Since the so-
lution is calculated within a real number in LP, a unit of the schedule would be di-
vided in the solution, e.g., “an event e, can be held during 2.5 time slots.” Then, prac-
tically, it is impossible to use the solution obtained by LP. Generally, the valuation of
possible optimal solutions is between the valuation of the MIP solution and LP solu-
tion. Therefore, we can consider that the MIP solution is almost optimal. Moreover,
the LDS method can always achieve about 80% of the MIP solution. Figure 4 shows
the satisfaction rate using the LDS method and MIP solver. As shown in this figure,
the MIP solver can achieve a sufficient rate to use in practical scheduling. The LDS
method can also achieve a high rate in all problem sets, but it is insufficient compared
with the rate using the MIP solver. In Figure 4, as the number of agents increases, the
satisfaction rate rises. This is because the ratio of private events to all events is in-
creased due to the fixed number of shared events. The LDS method can find a solution
with a small amount of effort compared with the MIP solver, but this solution is in-
adequate. However, the MIP solver performs well on the quality of the solution and
the satisfaction rate. We think both of methods can be practically used. We should
select the method based on the purpose. If agents desire to obtain a semi-optimal so-
lution, they should use the MIP solver. Moreover, if agents need to express detailed
preferences to obtain more satisfactory solutions for his/her user, the MIP solver is the
appropriate way. However, if semi-optimal solutions are not necessarily desired and
high computation costs are to be avoided, agents can solve the problem by LDS. But,
we think that the waiting time for MIP solutions is not serious compared with the
difficulty of solving the problem manually.

6 Related Work

The existing work on solving the meeting scheduling problem includes [12, 13]. In
[12], each user’s preferences are represented by values and weights for some attributes
of each meeting. The scheduling is executed using a contract net protocol and a voting
method. This method depends on heuristics; thus, whether it is possible to apply them
to a large-scale problem is open to discussion. In [13], the scheduling problems are
formalized as a Distributed Valued Constraint Satisfaction Problem. In this formaliza-
tion, the user’s preferences are represented by some constraints and weight. However,
they use an ad hoc constraint relaxation method for an over-constrained problem.
Therefore, the quality of solution cannot be guaranteed. In this paper, we improve the
expressiveness of user’s preferences by representing them as bids for them and con-
straints on a schedule. Moreover, for constraint relaxation, our method is based on an
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economical rationality; i.e., it is not ad hoc. Accordingly, we may possibly obtain a
socially preferable schedule.

Hunsberger [7] uses a combinatorial auction protocol as a method for conflict
resolution among agents. They use a combinatorial auction protocol for task planning.
Namely, each agent places bids on possible tasks by considering the constraint on the
date and time of each task. To determine the schedule, they use a search method that
applies the algorithm described in [11]. In contrast, for determining the schedule, we
use an MIP which enables us to consider several types of constraints.

7 Conclusion

In this paper, we formalized a scheduling problem considering many constraints as a
combinatorial auction. Our contribution is that we represent every detailed constraint
on the events by representing them for bidding within the framework of the Mixed
Integer Programming (MIP) Problem. By solving the problem as a combinatorial
auction, we were able to guarantee that the obtained schedule was the appropriate one
and that it did not include impossible events. In our basic formalization, since many
bids might be generated in a scheduling process, the computation time tends to be
long. Therefore, we re-formalized a combinatorial auction as an MIP problem. As a
result, the problem could be represented as a simple variable table. We could repre-
sent various constraints without creating a combinatorial explosion in the number of
bids and obtain an appropriate schedule in practical time. We applied the LDS method
and MIP solver to obtain a solution. We concluded that scheduling using the MIP
solver based on our formalization is an efficient way of obtaining a semi-optimal
schedule and solving the trade-off between the computation time to find a solution for
a combinatorial auction and the expressiveness to represent a scheduling problem.

In this paper, we do not consider each agent’s budget. Thus, to win desired event, a
certain agent should bid at an expensively high price. One future direction of this
study is how to allocate the budget to each agent at the initial state.
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Abstract. A home network is a typical distributed and pervasive environment,
which makes monitoring the status of all devices in the home and controlling
such devices within a reliable time constraint both difficult and complex. Ac-
cordingly, for effective data communication with various distributed devices,
the current paper presents the design architecture for a multi-agent-based home
network management system with an extended tuple space concept, including
real-time characteristics. In addition, a prototype is implemented based on the
proposed architecture.

1 Introduction

A home network is a typical example of a fully distributed ubiquitous system and
pervasive computing application that consists of various consumer devices and appli-
ances with heterogeneous communication protocols and system softwares. As such, a
home network management system needs to satisfy the following conditions. First, it
should be able to remotely monitor the status of all devices in the home and effec-
tively control devices within limited timing constraints. Second, it should be a reli-
able, regardless of the network load. Third, it should be a multi-agent (e.g. fire detec-
tion service agent, video stream recording agent, device management and control
agent, GUI agent, etc.) based distributed system for controlling distributed devices
effectively. Finally, it should be a user-friendly system for all types of users in the
home. Thus, building a home network management system is both difficult and com-
plex.

Based on the current home network industries, several communication protocols
and middlewares have already been introduced and embedded into home appliances.
As regards protocols, the IEEE1394 protocol is used for home theatre services[4],
LonTalk or CAN(Controller Area Network) is used for home automation and device
control[5, 6], and Bluetooth or irDA is used to support wireless mobile devices in the
home or office. Meanwhile, for middlewares, HAVi, Jini, or VESA is used in home
networks to cope with a distributed network environment.

R. Orchard et al. (Eds.): IEA/AIE 2004, LNAI 3029, pp. 188-198, 2004.
© Springer-Verlag Berlin Heidelberg 2004


Verwendete Distiller 5.0.x Joboptions
Dieser Report wurde automatisch mit Hilfe der Adobe Acrobat Distiller Erweiterung "Distiller Secrets v1.0.5" der IMPRESSED GmbH erstellt.
Sie koennen diese Startup-Datei für die Distiller Versionen 4.0.5 und 5.0.x kostenlos unter http://www.impressed.de herunterladen.

ALLGEMEIN ----------------------------------------
Dateioptionen:
     Kompatibilität: PDF 1.3
     Für schnelle Web-Anzeige optimieren: Nein
     Piktogramme einbetten: Nein
     Seiten automatisch drehen: Nein
     Seiten von: 1
     Seiten bis: Alle Seiten
     Bund: Links
     Auflösung: [ 2400 2400 ] dpi
     Papierformat: [ 595 842 ] Punkt

KOMPRIMIERUNG ----------------------------------------
Farbbilder:
     Downsampling: Ja
     Berechnungsmethode: Bikubische Neuberechnung
     Downsample-Auflösung: 300 dpi
     Downsampling für Bilder über: 450 dpi
     Komprimieren: Ja
     Automatische Bestimmung der Komprimierungsart: Ja
     JPEG-Qualität: Maximal
     Bitanzahl pro Pixel: Wie Original Bit
Graustufenbilder:
     Downsampling: Ja
     Berechnungsmethode: Bikubische Neuberechnung
     Downsample-Auflösung: 300 dpi
     Downsampling für Bilder über: 450 dpi
     Komprimieren: Ja
     Automatische Bestimmung der Komprimierungsart: Ja
     JPEG-Qualität: Maximal
     Bitanzahl pro Pixel: Wie Original Bit
Schwarzweiß-Bilder:
     Downsampling: Ja
     Berechnungsmethode: Bikubische Neuberechnung
     Downsample-Auflösung: 2400 dpi
     Downsampling für Bilder über: 3600 dpi
     Komprimieren: Ja
     Komprimierungsart: CCITT
     CCITT-Gruppe: 4
     Graustufen glätten: Nein

     Text und Vektorgrafiken komprimieren: Ja

SCHRIFTEN ----------------------------------------
     Alle Schriften einbetten: Ja
     Untergruppen aller eingebetteten Schriften: Nein
     Wenn Einbetten fehlschlägt: Warnen und weiter
Einbetten:
     Immer einbetten: [ /Courier-BoldOblique /Helvetica-BoldOblique /Courier /Helvetica-Bold /Times-Bold /Courier-Bold /Helvetica /Times-BoldItalic /Times-Roman /ZapfDingbats /SMinionPlus-Regular /Times-Italic /Helvetica-Oblique /Courier-Oblique /Symbol ]
     Nie einbetten: [ ]

FARBE(N) ----------------------------------------
Farbmanagement:
     Farbumrechnungsmethode: Farbe nicht ändern
     Methode: Standard
Geräteabhängige Daten:
     Einstellungen für Überdrucken beibehalten: Ja
     Unterfarbreduktion und Schwarzaufbau beibehalten: Ja
     Transferfunktionen: Anwenden
     Rastereinstellungen beibehalten: Ja

ERWEITERT ----------------------------------------
Optionen:
     Prolog/Epilog verwenden: Nein
     PostScript-Datei darf Einstellungen überschreiben: Ja
     Level 2 copypage-Semantik beibehalten: Ja
     Portable Job Ticket in PDF-Datei speichern: Nein
     Illustrator-Überdruckmodus: Ja
     Farbverläufe zu weichen Nuancen konvertieren: Ja
     ASCII-Format: Nein
Document Structuring Conventions (DSC):
     DSC-Kommentare verarbeiten: Ja
     DSC-Warnungen protokollieren: Nein
     Für EPS-Dateien Seitengröße ändern und Grafiken zentrieren: Ja
     EPS-Info von DSC beibehalten: Ja
     OPI-Kommentare beibehalten: Nein
     Dokumentinfo von DSC beibehalten: Ja

ANDERE ----------------------------------------
     Distiller-Kern Version: 5000
     ZIP-Komprimierung verwenden: Ja
     Optimierungen deaktivieren: Nein
     Bildspeicher: 524288 Byte
     Farbbilder glätten: Nein
     Graustufenbilder glätten: Nein
     Bilder (< 257 Farben) in indizierten Farbraum konvertieren: Ja
     sRGB ICC-Profil: sRGB IEC61966-2.1

ENDE DES REPORTS ----------------------------------------

IMPRESSED GmbH
Bahrenfelder Chaussee 49
22761 Hamburg, Germany
Tel. +49 40 897189-0
Fax +49 40 897189-71
Email: info@impressed.de
Web: www.impressed.de

Adobe Acrobat Distiller 5.0.x Joboption Datei
<<
     /ColorSettingsFile ()
     /AntiAliasMonoImages false
     /CannotEmbedFontPolicy /Warning
     /ParseDSCComments true
     /DoThumbnails false
     /CompressPages true
     /CalRGBProfile (sRGB IEC61966-2.1)
     /MaxSubsetPct 100
     /EncodeColorImages true
     /GrayImageFilter /DCTEncode
     /Optimize false
     /ParseDSCCommentsForDocInfo true
     /EmitDSCWarnings false
     /CalGrayProfile ()
     /NeverEmbed [ ]
     /GrayImageDownsampleThreshold 1.5
     /UsePrologue false
     /GrayImageDict << /QFactor 0.9 /Blend 1 /HSamples [ 2 1 1 2 ] /VSamples [ 2 1 1 2 ] >>
     /AutoFilterColorImages true
     /sRGBProfile (sRGB IEC61966-2.1)
     /ColorImageDepth -1
     /PreserveOverprintSettings true
     /AutoRotatePages /None
     /UCRandBGInfo /Preserve
     /EmbedAllFonts true
     /CompatibilityLevel 1.3
     /StartPage 1
     /AntiAliasColorImages false
     /CreateJobTicket false
     /ConvertImagesToIndexed true
     /ColorImageDownsampleType /Bicubic
     /ColorImageDownsampleThreshold 1.5
     /MonoImageDownsampleType /Bicubic
     /DetectBlends true
     /GrayImageDownsampleType /Bicubic
     /PreserveEPSInfo true
     /GrayACSImageDict << /VSamples [ 1 1 1 1 ] /QFactor 0.15 /Blend 1 /HSamples [ 1 1 1 1 ] /ColorTransform 1 >>
     /ColorACSImageDict << /VSamples [ 1 1 1 1 ] /QFactor 0.15 /Blend 1 /HSamples [ 1 1 1 1 ] /ColorTransform 1 >>
     /PreserveCopyPage true
     /EncodeMonoImages true
     /ColorConversionStrategy /LeaveColorUnchanged
     /PreserveOPIComments false
     /AntiAliasGrayImages false
     /GrayImageDepth -1
     /ColorImageResolution 300
     /EndPage -1
     /AutoPositionEPSFiles true
     /MonoImageDepth -1
     /TransferFunctionInfo /Apply
     /EncodeGrayImages true
     /DownsampleGrayImages true
     /DownsampleMonoImages true
     /DownsampleColorImages true
     /MonoImageDownsampleThreshold 1.5
     /MonoImageDict << /K -1 >>
     /Binding /Left
     /CalCMYKProfile (U.S. Web Coated (SWOP) v2)
     /MonoImageResolution 2400
     /AutoFilterGrayImages true
     /AlwaysEmbed [ /Courier-BoldOblique /Helvetica-BoldOblique /Courier /Helvetica-Bold /Times-Bold /Courier-Bold /Helvetica /Times-BoldItalic /Times-Roman /ZapfDingbats /SMinionPlus-Regular /Times-Italic /Helvetica-Oblique /Courier-Oblique /Symbol ]
     /ImageMemory 524288
     /SubsetFonts false
     /DefaultRenderingIntent /Default
     /OPM 1
     /MonoImageFilter /CCITTFaxEncode
     /GrayImageResolution 300
     /ColorImageFilter /DCTEncode
     /PreserveHalftoneInfo true
     /ColorImageDict << /QFactor 0.9 /Blend 1 /HSamples [ 2 1 1 2 ] /VSamples [ 2 1 1 2 ] >>
     /ASCII85EncodePages false
     /LockDistillerParams false
>> setdistillerparams
<<
     /PageSize [ 595.276 841.890 ]
     /HWResolution [ 2400 2400 ]
>> setpagedevice


Multi-agent Based Home Network Management System 189

However, none of these middlewares can meet the problems involved in implement-
ing a network management system in the home. For example, HAVi and VESA are only
dedicated to IEEE1394 devices and have no global repository to store the status infor-
mation on all the devices in the home. Though Jini has an advanced repository scheme,
its application network can become unreliable depending on the traffic, as it has a
lookup server centralized repository architecture, plus it only supports web- based pro-
tocols, such as TCP/IP, HTTP, and FTP and has no idea about the variety of protocols
used in a home network.

Accordingly, a tuple space[1] has been suggested as a solution to these problems,
since it is a suitable network middleware for ubiquitous computing and includes spaces
that represent a loosely coupled communication model for distributed application pro-
gramming, where each process can communicate without considering the others. Thus,
because a tuple space is appropriate for any application that has distribution or reposi-
tory requirements[11], it can be applied to home networks[2]. Tuple space solutions,
such as T Space[7] and JavaSpaces[8] that are extensions of the basic Linda Tuplespace
framework, have been suggested as appropriate for real distributed networks. Yet, the
internal message commands of a tuple space are too simple to realize reliable data com-
munications between controlling devices and controlled devices in a home network. In
addition, there is no consideration of priority and periodic or sporadic tasks in real-time
constraints.

Therefore, the current study suggests an extended tuple space to solve these problems,
and explains a multi-agent based home network management system using the proposed
extended tuple space. First, the basic home network architecture is introduced in Section
2, then Section 3 discusses the concept of an extended tuple space for specific use in a
home network environment. The design architecture of the proposed multi-agent-based
home network management system using the extended operations in a tuple space is
described in Section 4, along with a prototype implementation based on the proposed
concept. Finally, some conclusions are given in Section 5.

2 Replicated Tuple Space-Based Home Network Architecture

Fig. 1 shows the proposed replicated tuple space model in a home network, as men-
tioned in another paper[2]. In this figure, the home network consists of several room
subnets(sub-networks), where each room server has multiple control applications and
agents that manage real devices and a tuple space that is shared by several agents and
control applications. All the tuple spaces in the home network are interconnected to each
other through an event-messaging model. In this architecture, any changes in the device
status and control commands in one room server are transferred to all the other servers,
that is, the data for each tuple space is replicated in all the other spaces. As such, an
agent can autonomously manage a specific device using the distributed tuple spaces and
the status of all devices can be transparently accessed, regardless of the agent’s location.
Because of this location transparency, a newly attached device or agent can easily obtain
information on another agent by either reading or taking information from the local
tuple space. As a result, all agents are loosely coupled to each other. Therefore, this
architecture can provide a more reliable and intelligent service based on easy access to
the information in the local tuple space.
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Fig. 1. Replicated tuple space in home network

3 Extended Real-Time Tuple Space Architecture

3.1 Requirements of Tuple Space in Home Network

To realize the proposed home network architecture mentioned in the previous section,
certain extended operations need to be newly defined on top of the basic operations in
the current tuple space concept.

First, a home network includes various consumer devices and services that each
have a dead line and transmission priority level. For example, in a fire detection sys-
tem, the events and commands of an alarm device must have a higher priority than
those of other devices. In this case, the tuple space should store tuples along with
their priority, and transfer tuples according to their priority to the control application
within a dead line.

Second, the tuple space needs the support of an intelligent update mechanism for
status information to reduce the network load. The data flows in a home network are
classified into control commands, event, and status information, plus status informa-
tion is divided into periodic and sporadic data. To reduce the network load, an ex-
tended update operation is needed that only updates the periodic or sporadic status
information when any meaningful change occurs. Moreover, in the case of periodic
status information, update-time adjusting is also useful to reduce the network load.

Third, the tuple space must support a transaction mechanism guaranteeing that the
control sequence is operated at once. Most device control commands in a home net-
work make a request and wait for a response. In this case, the command provokes
“take” and “write” operations successively, while the response also creates “take” and
“write” operations in order. In the middle of this transaction, if other devices make a
request to the device involved in the original transaction, the control sequence can
become disordered, making the systems unreliable. Therefore, in a home network,
distributed group transactions are required.
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3.2 Overview of Proposed Architecture

The current study suggests new architecture and extended operations for a tuple space
to realize the requirements mentioned above. Fig. 2 shows the proposed extended
tuple space architecture for a home network that consists of a priority-based event
channel, space manager, network manager, and tuple space.

Extended Tuple Space

Priority Based
Event Channel % %

v A 1

ontro App.

Fig. 2. Proposed extended tuple space architecture with real-time characteristic

The tuple space acts as temporal database that contains the control commands and
status information generated by agents and control applications in the form of a tuple.
The space manager is the interface for the tuple space and supports both the basic
operations, such as read, write, and take and the extended operations for control
transactions. In addition, the space manager plays a part in event managing by trans-
mitting an event to the software elements in the control server. The priority-based
event channel[3] then routes all requests, responses, and events to the software com-
ponents of the control server, such as the space manager, agents, control applications,
and network manager. The event channel schedules the requests based on their prior-
ity using a priority queue and prioritized threads to guarantee real-time requirements.
Meanwhile, the network manager controls the network connections and serializes or
de-serializes the tuple object to configure distributed networks. As such, in this ar-
chitecture, all communication data and control commands between the software com-
ponents are registered in a tuple space and scheduled by the priority-based event
channel.

3.3 Real-Time and Load Reduction Data Updating Operation

To support the priority-based event scheduling and intelligent update mechanism for
periodic or sporadic status information, an extended “write” tuple space operation is

proposed.
write(tuple(“data_class”, “device_name”, “device_position
”,“status”,.. ), priority, update_time,

min_offset _value, max_offset_value);
The "data_class” field in a tuple parameter indicates the data classification, such as
control command and status data, while the “priority” parameter represents the im-
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portance of the device management when being scheduled by the priority-based event
channel. Thus, based on the “priority” parameter, each event can be separated and
processed according to its priority. The “update_time” parameter, which is managed
by the space manager, indicates the minimum update period to maintain system reli-
ability. If an agent reads a tuple within the “update_time” period, the space gives a
cached tuple. If the “update_time” has expired, the space manager sends a refresh
event to the control application and a new tuple is recorded in the tuple space. The
“min_offset_value” and “max_offset_value” parameters indicate the minimum and
maximum offset value, respectively, for updating the tuple space. As such, these
parameters help the space manager to discard data that does not exist within the offset
boundaries, thereby preventing frequent updating of the “update_time” parameters
with unnecessary data.

3.4 Reliable Data Transaction Management Operation

As mentioned in Sect. 3.1, since the tuple space needs to support a transition mecha-
nism guaranteeing the control sequence, a new tuple space operation is proposed
called “bind”.

bind(tuplel, tuple2, tuple3, priority);

The tuplel, tuple2, and tuple3 parameters represent tuples related to a specific
transaction, where tuplel is the parameter for taking, tuple2 is the parameter for
writing, and tuple3 is the parameter representing the result of a binding transaction.
Then, the priority parameter represents the binding priority

Remote- Controller v VIR
ent ‘ Tuple Space ‘ ‘ Agent ‘ ‘ Agent
bind (tuple1, tuple2,
tuple3, priority)
take (tuple1
write (tuple2)
block tuple2, tuple3
event (tuple2)
take (tuple2)
return error > Internal
take and write (tuple3) | Operation
event (tuple3) ™
unblock tuple2, tuple3

Fig. 3 Sequence example of binding transaction

In this operation, two applications take part in the “bind” operation and use two
tuples. When a controlling (source) application creates a “bind” operation, the space
manager throws the event to the controlled (target) application. When the controlled
application receives the “bind” operation from the space manager, it performs the
request and writes the result of the request in the tuple space. The space manager then
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returns OK to the first control application. The space manager protects the tuples
involved in the “bind” operation by checking their priority. If other agents or appli-
cations create a “fake” or “write” operation in the tuple, the space manager returns a
null. Yet, in the case of a “read” operation, the space manager returns the tuple.
However, during a “bind” operation, the space manager blocks the application, then
when every process has been completed, it returns OK. If a higher priority agent or
application interrupts an ongoing “bind” operation, the space manager returns an
error to the current application and the “bind” operation is canceled.

Fig. 3 shows a sequence example of a binding transaction, where a remote-
controller sends a command to the VTR agent and receives a response. As such, the
remote-controller agent creates a “bind” operation in the tuple space. This figure also
shows that a lower priority operation is disregarded in the tuple space, and the space
returns an error. However, if the TV agent’s tuple command had had a higher priority
than the “bind” operation, the tuple space would have returned an error to the re-
mote-controller agent and cancelled the bind relation, then the tuple space would have
performed the operation with the higher priority, although not shown in Fig.3.

4 Case Study: Multi-agent-Based Home Network Management
System

4.1 Home Network Prototype Configuration

The proposed extended real-time tuple space architecture was implemented in a home
network, as shown in Fig. 4. Three subnets were organized as the real testbed of a
home network, and each subnet was connected to an IEEE1394-based backbone net-
work through individual room servers. Two tiny diskless SBCs(Single Board Com-
puters) based on an X86 CPU were used as the first and second room servers, and one
PC with a TT IEEE1394 adaptor board was used as the third room server.

EtherNet

Subndt 3

Digital
Camcorder

Subnet 2

Subnet 1

Fig. 4. Hardware configuration of home network prototype
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The core components in subnet 1 and 2 were implemented under a Linux operating
system with JDK. For the backbone and subnet, MotionlO OHCI-104 IEEE1394
adaptors were installed into the room servers[2] for subnet 1 and 2. In addition, a DI-
10(for digital input devices) and DO-10(for digital output devices) were connected
into each room server as LonTalk-based control network nodes. Gesytec’s LonTalk
adaptor boards were used to accommodate a LonTalk network in the subnet. Two
digital multimedia devices (Sony DCR-TRVS510 digital camcorder and Sarotech
FHD-353 80GB HardBox) were used as the IEEE1394-based home devices and con-
nected to each subnet. The room server in subnet 3 used Windows OS with jdk1.3,
which was connected to the Internet through an Ethernet adaptor. To support the
proposed extended tuple space, the T Space implemented by IBM was used, while the
space manager was implemented as a wrapper of T Space. For example, the “bind”
operation mentioned above was implemented using two swap operations of T Space.
However, all the device drivers for each protocol adaptor were implemented in C and
connected to Java using a JNI(Java Native Interface).

Based on the hardware configuration shown in Fig. 4, the proposed extended real-
time tuple space architecture was tested by implementing home network management
agents. Two kinds of agent program were used to implement user-friendly manage-
ment under the proposed tuple space. The first agent was for editing and archiving the
GUI(Graphical User Interface) icons of new consumer devices into the home net-
work. This GUI editor agent is used by appliance manufacturers or home network
suppliers to maintain their products remotely. The other agent was for remote con-
trolling and monitoring the consumer devices in the home network using the GUI
icons built by the GUI editor agent. These agents cooperated with each other through
the tuple spaces. Next, the embodiment of the tuple space and operational architecture
of the two agents are explained.

This multi-agent-based home network management is a typical application of the
proposed tuple space, as shown in Fig 1. All agents can pursue their tasks without con-
sidering other agents or subnets by communicating with the repository in the subnet to
which they belong. The synchronization and coordination between the agents or other
subnets are then asynchronously solved by the distributed tuple spaces.

4.2 Embodiment of Space Manager with Real-Time Tuple Space

As the space manager duplicates the state information and control functions into dis-
tributed resource repository spaces, a distributed data structure can be easily designed
to reflect the local structure.

Fig. 5 shows a coarse granulated example of a classification hierarchy of consumer
devices in a home network. There are a lot of common control variables and status
variables in consumer devices. The following is an example of device status informa-
tion in a tuple space according to the modeling information:

(“Light”,Room2,5 ,”0n”,6,050401/113442,3,8,Lon,GE,” PowerOn-ON")
(“TV”,Room2,2,”0On”,6,050401/113442,3,8,iLink,Samsung,”,” PowerOn-OFF, Channel,...”)
(“AirCon”,Room2,1,”0n"”,6,050401/113442,3,8,Lon,LG” PowerOn-Off, TempLevel,..."”)
(“Camcorder”, “Rooml1”,5,“0On”,6,050401/113442,4,5,iLink,Sony, “RW,PLAY,FF, STOP,...”)
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The information in a tuple space is highly abstracted and coarse information about
each device. Since all the control functions for a device are defined in its subnet, if an
agent wants to control a particular device in a home network, it has to look-up the
control variables for the target device in the device tuple in the repository of the target
subnet, then the agent can invoke the control functions using a remote method invo-
cation through the help of the device proxies in the target subnet.

Appliance

- Power(On/Off) - Locations&ID(Subnet#)
- Duration - Protocol Type Status Variables
- Manufacterer's Info - Priority Level

- Set Power - Reset
- Set Timer - Get Info.

4,;—<f —

Simple AV

Control Functions

Simple

- Volume
- Power-Level - Channel

- Set Power-Level - Set Vol-Level
- Set Channel

CCTV Camera

- Temp-Level
Lamp & Light

- Set Temp-Level

( Fan W ( Boiler w ( Refrigerator
\ | |
N J J \

Heating & Cooling Recording A/V

- Status

- Chage Status (PLAY, FF,
REW, REC)

9

VCR

N

Fig. 5. Object-oriented hierarchy of consumer devices in home network

Each space manager shown in Fig. 2 supports the extended real-time tuple-based
operations of retrieving and archiving device registry information for application
agents in the subnet or device proxies inside a subnet. For example, a light manage-
ment application agent can control the light status as follows: write(tuple( “Light”,
Room?2, 5, "Off”, ...), priority, update_time, min_offset_value, max_offset_value).
Consequently, this distributed real-time tuple space model connects all physical and
virtual device proxies and provides transparent access to all devices in the home net-
work, regardless of the physical location of a device.

4.3 Graphical User Interface Editor Agent

The GUI agent is an agent that runs under the proposed real-time tuple space and
builds GUIs for newly defined devices in the network. This agent has several func-
tions for building a GUI, including an icon editor, GUI composer, and common li-
braries for status variables and control functions.

Fig. 6 illustrates the user interface of a working GUI agent. Some libraries include
commonly used status variables and control variables according to the object-oriented
modeling result of device information. Using the elements in each library, the user
can pick a status variable or control function icon, then drop it into a newly designed
device. For example, a VTR GUI consists of 5 control functions - forward, rewind,
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record, stop, play, and one status variable - power(on/off). Plus, the user can also
design a new status variable icon, control function icon, and RMI(Remote method
invocation) program using the icon editor.

To deposit the designed GUI into the home network, the user presses the
b(broadcast) button on the far right. Then, the agent converts all the GUI information
into a tuple-based representation and broadcasts it to all tuple space managers in the
distributed tuple space. In the case of the control functions, the agent sends the con-
trol codes to the target subnet, then registers them in the device pool of that subnet.

. Local Local Remote Remote Remote
AUl Event

et Space Tuple o Conirol Tuple Tuple

8 Manager Space Application Space |+ | Space

Device
Info

Status
variables

J ACK event
-
ACK event

Control
variables
pul
J ACK event
pul

Fig. 6. User interface and event sequence diagram of GUI editor agent

As shown in the sequence diagram in Fig 6, the agent archives the newly designed
device information, including the GUI icons, in the local tuple space through the
space manager. At this time, the space manager broadcasts the device information to
all tuple space managers in the home network. Then, the control variables for the
newly defined device are sent and registered in the device pool of the subnet to which
the controlled device belongs.

4.4 Home Network Management Agent

Fig. 7 shows a Java Beans-based user interface for a home network management
agent. Users can invoke this agent using a display device, such as a TV or PC without
considering the location of the display device or other agents running on the home
network.

The icons in the right-hand window can be built using the GUI editor agent men-
tioned above or by the manufacturers of the device according to standard guidelines
defined in the proposed middleware. Using the icons, the user can easily control a
device by pressing the sub icons within the large circled icons. For example, to turn
off lamp 1 in a subnet(room), press the “Power(P)” sub icon within the icon
“lamp/1”. The left-hand window shows some status information for the home net-
work, such as the current number of agents, plus a list of active devices and their
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status, as simple text. The middle window shows the list of devices in a particular
subnet and the icons for handling group-based commands and graphical icons for the
devices.

Fig. 7. User interface of home network management agent

Fig. 8 shows the event sequences after the activity of a home network management
agent. First, the agent looks-up (using a read operation in a tuple space) all the re
source information from its local tuple space and repeats the look-up activity item-by-
item according to the device constraints. When the user controls a device using the
GUI, the agent invokes a remote method mapped to the selected control variable.

Network Local Local Event Remote Network
Management Space Tuple Chommel Control Manager
Agent Manager Space Application (Ex:LonWorks)
Request
Device Info | Read
Device Info
Device Info ‘
- -]
4 -
&) Conwrol Mapping a
command control variable
by clicking to remote
icon method
> Event
Lt e -
ACK Event
S PN || B S i
Succeful return
or failure by
timeout

Fig. 8. Event sequence describing activity of home network management agent

5 Conclusion

The current paper proposed the extended tuple space architecture and operations to
support the real-time characteristics of a home network. The proposed update man-
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agement in a tuple space using an extended write operation can reduce the network
load, while the proposed bind operation can support reliable actions in the control
processes and guarantee the transaction sequence. The proposed architecture was
implemented and tested in a home network prototype environment. According to the
case study implemented for a multi-agent-based home network management system,
a user-friendly and convenient multi-agent application development was demon-
strated under the proposed extended real-time tuple space architecture. Based on this
architecture, the use of other control applications, such as fuzzy or feedback control,
will also be investigated in a home network,
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Mateusz Lenar and Aleksander Zgrzywa

Wroclaw University of Technology, Department of Information Systems,
Wybrzeze Wyspianskiego 27

50-370 Wroclaw, Poland
{lenar, zgrzywa)@pwr.wroc.pl

Abstract. Agent-based technologies are used to develop concurrent systems
running in open environment. Research in multiagent systems is concerned
with modelling and designing of communication between autonomous agents
to make it successful. This work applies to negotiation as a form of communi-
cation between agents and concurrency of this process. We propose multi-
aspect negotiation, which may be run concurrently between agents in autono-
mous bilateral negotiation threads using different negotiation strategies. High
level Petri nets are known model to design concurrent and distributed systems
working in the open environment such as the Internet. We have presented how
to use the Petri nets formalism to design negotiating system. On the basis of
implemented real-world application we have carried out an experiment, which
shows the relationship between chosen strategies and negotiation effectiveness
and verbosity.

1 Introduction

When designing multiagent systems we have to pay attention to automatic conflict
resolving. This is one of the most important fields in the area of Distributed Artificial
Intelligence. It is used both in simple and complex problem solving. Each autono-
mous entity of the system bases on its inner knowledge and data in decision taking. It
only sometimes is able to use directly other system knowledge. An access to other
agents’ skills and knowledge is available in information exchange or negotiation
process. These processes may take place only when an agent can formulate its needs
that are understandable to the other agent. Another problem arises here: how to estab-
lish an acceptable price to both sides of negotiated subject? It is necessary to design
the communication language, which supports information transfer and proper identi-
fication of information content. To provide communication we use point to point
negotiations, in which agreements may be reached relatively easily, due to two enti-
ties attendance only. This kind of negotiation can be run concurrently by every entity
in multiagent system. The coordination between negotiation threads is controlled in
two ways: the agent itself controls negotiation state and system state is controlled by
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system rules. This research is concerned with finding out what is the relationship
between negotiation strategy, number of negotiated aspects and the result of negotia-
tion. We have examined several strategies and tactics and analysed their influence on
negotiation success.

2 Negotiation in Multiagent Systems

Multiagent system may be defined as a common platform where autonomous part of
software can communicate, co-operate and reach their particular aims. In this paper
we concentrate on co-operation between agents without going into details about sys-
tem formal representation. We base on definitions of the multiagent systems and
software agents presented in [3].

In agent-based systems, where autonomous agent compete with other agents, there
often conflict situations arise. It is caused by autonomy and distribution of interacting
agents, lack of centralized control and limited or lack of resources. Each autonomous
agent determines its own goal, which is often in conflict with goals of other agents
[1]. The designers of agent systems should predict such situations and prepare some
mechanism, which could manage to resolve conflicts. The simplest way to do this is
to implant negotiation mechanism into a communication protocol. Negotiation is
defined as a process, “by which group of agents communicate with one another to try
and come to a mutually acceptable agreement on some matter” [9]. Negotiation
mechanism used in agent systems usually consists of protocols, strategies and deals.
While constructing this mechanism we should take under consideration the following
criteria: adequacy, efficiency, simplicity and agent’s motivation to negotiate [10].

2.1 Negotiation Mechanism

Negotiation mechanism should be designed and judged by the following criteria [13]:

- Adequacy - have to be provided both in quantitative and qualitative sense. Nego-
tiation mechanism must be constructed in complete way, giving all agents possi-
bility to act in several ways. Every agent should be treated equally. Designed
mechanism has to be rational, looking both from agent and system perspective.

- Efficiency - negotiation mechanism has to be Pareto optimal, that is there are no
other result, that increases the value of negotiated matter to one agent and at the
same time leaving the value for other agents at least at the same level,

- Self-motivation — some motivating functions should be provided to increase
agents’ activity to co-operate,

- Simplicity — communication language and negotiation mechanism have to be
designed in simple way, should be easy to implement and easy to understand.
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2.2 Negotiation Protocol

Negotiation protocol describes principles and rules of interaction between agents. To
design the protocol we use existing low-level communication protocols and focus on
definition of communicates semantics and we specify:

- number and types of participants,

- negotiation states and conditions of change,

- making offers sequence,

- types of possible deals.

2.3 Negotiation Strategy

Negotiation strategy is a set of rules and functions that is used in negotiation process.

The strategy covers aims and manners to reach the mutually acceptable state of the

system. In this paper we focus on two strategy types:

- time-dependent — the agreement has to be reached before specified moment in
time or in specified numbers of iterations;

- resource-dependent — an agent has an access to limited resources or skills that is
why it does not weaken its demands below specified level.

There also exist other types of strategies e.g. imitating strategies, where an agent

wants to mislead other agents to maximize their own gain by minimizing gains of

other agents.

In [10] we presented the formal model of negotiation, which was worked out on
the basis of [2]. Some features of this model we present below. There exist a finite set
of negotiating agents S={A, B, .., N} and a finite set of aspects being under negotia-
tion (e.g. price, colour, delivery time). For the simplification, the aspects are num-
bered from 1 to m. Each aspect may have continuous values (e.g. delivery time) or
discreet (e.g. colour names). During the negotiation process, the agents evaluate
scoring function value for the contract and decide what to do next. When the value is
acceptable, the agent tries to finalize the contract. Otherwise, the agent generates the
counter offer. The scoring function has two arguments: a possible value of the aspect

j and the moment of time; V; : [min, maxj], t — [0, 1]. Different functions may be

used for each aspect. Basing on agent profile we have to determine relative impor-

tance of aspect j to agent i ( wl} ). These weights are normalized according to formula:

Z wj =1. Scoring function for the whole contract may be defined as
J
yi= Z wj Vj’ (x;), where x; is a value of an aspect j
J
We have analysed three basic types of scoring functions. First function’s type (1) is
linearly weakened with time. This function is used in simple linear strategies. Second
scoring function’s type (2) is used in time dependent strategies. Using this strategy,
an agent is softening its position faster when the time of negotiation is close to be run
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out. The third type of scoring function (3) is used in resource dependent strategies. It
is used, when an agent wants to reach an agreement but it is limited with owned re-
sources. The agent is weakening its position to the minimum value and never exceeds
it. Basing on these functions we can model different strategies depend on what we
want to achieve. In the real-world application pure strategies are very rare that is why
mixed strategies are used.

In all equations listed below c; is a constant (ie{1, 2, 3, 4}).

f(xX)=cx+cy (1)
@ =e(x=c)3 44 )
f(x)= e 1y )

Max T

Min
End

Begin

Scoring function (1)
— Scoring function (2)
— Scoring function (3)

Fig. 1. Types of analysed scoring functions. One can observe different pace of decreasing
function’s value.
2.4 Negotiation Deals

The deal is defined as a result of the negotiation process. Below we describe basic
types of negotiation deals [13], [14]. “Pure deals” are reached when every aspect of
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the deal is approved by both agents. “Mixed deals” are similar to “pure deals”, but in
mixed deals execution plan is not specified. “All-or-nothing deals” are the special
case of the mixed deals. There exist a job to be done and this job is indivisible and
could be performed only by one agent. This deal brings profits to both sides but hires
only one party to do the job. Another type of deals is “semi-cooperative deals”. Final
agreement in these deals is not possible to achieve but the agents decide to cooperate
as long as possible. This kind of deals brings only partial accomplishment of the aim
to both agents. And finally, “conflict deals” are a special kind of deals when no
agreement is reached.

3 Petri Nets

In recent years we have noticed constant development of Petri nets theory. To over-
come some drawbacks of classic Petri nets high level Petri nets (HLPN) have been
developed. There are many different kinds of these nets (e.g. coloured, timed, object,
stochastic) and each of them is applied to a certain kind of system. HLPN’s originate
from the idea of simple Petri nets and are expanded of some set of new features.
These features make HLPN very attractive tool to model and simulate complex sys-
tems. Several frameworks and methodologies using Petri nets have been developed to
model and simulate multiagent systems [4], [S], [7], [12], [16]. HLPN may be defined
as:

HLPN = (P,T,A,I,C,W,M(,X,0,G,F)

P —places

T — transitions

A c(PXT)uU(TxP)—arcs

I < (PXT)—inhibitor arcs

C: P — R;capacity function;

W, : 1 - X —weight function

My:P— 0" —initial marking function

X:A - o(V)\QD —arc inscriptions; V —set of variable names
O —set of objects (colours)

G —guard function (input bindings of transition)

F —binding function (output bindings of transition)

HLPN’s are very appropriate method to model true concurrency in distributed sys-
tems. Another advantage of HLPNs is the ability to model multiagent systems on
different stages of system development: from the simplest model where an agent is
associated with the transition that occurs in the net to the hierarchical model that
consists of autonomous nets.
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HLPNs are advantageous because:

- can be used as a specification of the system or a presentation;

- have the ability to describe simultaneously states and actions using very few
primitives;

- integrate the description of data manipulation with the description of synchroni-
sation and control;

- represent true concurrencys;

- support abstraction and refinement (object, hierarchical),

- provide multiple use of shared code.

4 Modelling Negotiations between Agents Using Petri Nets

As an example we want to present negotiation between two agents modelled by place
transition nets (P/T nets).

Start
Refuse to serve G

T Mot interrested in serving G

Wit for an answer

Interrested in serving &

F Y

L

Rej

\ Ewalu fer r

ent of
Ewvaluate offer
. .
Reject Failure
ft
Accept r
"‘xh
|
Wait 1or serve G Sgrving G complet

r
.
it
SUCCESS

Agent A O( Agent B

Fig. 3. The state of the system after a transition “Send offer” fired by Agent B. Agent A evalu-
ates the offer and agent B waits for counteroffer, acceptance or rejection.
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Let us consider two agents: A — which wants to buy a car and B — which want to sell a
car. These two agents exchange offers with each other. Agent A has a goal G and
wants from agent B to serve G (send a specific car). This process is run until approval
or rejection of the offer. The pace of negotiation depends on negotiation mechanism,
especially on agent’s strategy. This simple example shows the practical use of Petri
nets and formal model of negotiation to design and describe negotiation process. This
abstract model can be defined in more detailed way. Each transition may be described
as a subnet. So we can design complex models using simple and easy to understand
graphical representation. The presented formal model of negotiation allows us to
define the set of negotiation aspects, scoring functions and importance weights.

5 Multi-aspect, Bilateral Negotiation in Car-Seller Application

5.1 System Description

In this section we present an implemented multiagent system. Our system is placed in
car selling domain. We have used Java programming language and JAFMAS frame-
work architecture. JAFMAS is a Java — Based Framework for Multi Agent Systems,
which provides coherent development of this kind of systems. JAFMAS was created
by the researchers from Department of Electrical and Computer Engineering and
Computer Science at the University of Cincinnati [6]. In our system agent communi-
cate with other agents through direct announcements and through messages to all
agents in multicast mode. When two agents (buyer and seller) start bilateral conver-
sation, they switch from the multicast mode to the direct one. During the conversa-
tion, the agent can change the state of conversation thread depending on message
content, meeting some conditions like state of other concurrent conversations or
change of agent’s goal. While constructing the answer the agent may choose from
several available rules. The chosen rule has to be appropriate to the present state of
conversation and to negotiation strategy. In our system negotiation mechanism is
integrated with communication language. While negotiating, the agent can be in two
active states: “trade” and “wait”. “Accepted” and “rejected” are final states of the
conversation (see Figure 4).

Hypothetical run of the negotiation thread may be as follows. Buying agent sends a
message to the community of agents announcing that it wants to buy a specific car
and waits for proposals. Then the seller may send a proposal message and the nego-
tiation threads starts between these two agents. Each agent can run concurrently sev-
eral threads. The negotiation thread is running to the moment, when one agent sends
the approval to the other agent and waits for the commitment. To commit the deal we
use two-phase commitment protocol.
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i,
Trade Rejected
F %
Accepted Wait

Fig. 4. Possible states of negotiation thread. The “Wait” state is necessary for two-phase com-
mitment. It may also be transitional state between “Trade” and “Accept” or “Reject”. When the
thread is in “Wait” state, the other threads cannot end with success.

Each negotiation thread may concern many aspects. The buyer decides which aspects

are important for him and such multi-aspect negotiation is run. There are two types of

the aspects:

- Continuous — a set or range of possible values is infinite (e.g. price, delivery
time),

- Discreet — a set of domain values is finite and rather sparse (e.g. colour, equip-
ment).

Table 1. Examined aspects

Aspect name Aspect type Set (or range) of values

Price Continuous Range: [0$,1 000 000$]

Colour Discreet Set: {White, Green, Blue, Red, Black};

Model Discreet Set: {Fiat Stilo, Ford Focus, Opel Astra, Peugeot 307,
VW Golf};

Equipment Discreet Set: {Standard, Comfort, Elegance}

We created three profiles using aspects presented in Table 1:

- P1 containing price and model,

- P2 containing price, model and equipment,

- P3 containing all of above listed aspects.

The experiment was conducted in each aspect profile for three types of various strate-
gies:

- Slisa pure linear strategy,

- S2is a time-dependent strategy,

- S3is aresource-dependent strategy.
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In the Figure 5 we can observe the hypothetical run of the negotiation thread from
agents’ point of view.

MAK e max

min min ke

Agent A Agent B

Fig. 5. Scoring function values in time from agents’ point of view. Solid line denotes the scor-
ing functions’ values of own offers and dotted line denotes the values of other agent’s offers
Agent A reaches acceptable state earlier than the agent B, because the value of agent B offer is
grater than the value of its own previous offer.

5.2 Experiment’s Results

The complete results’ description can be found in research report [11]. We have made
the following remarks:

Remark 1. When increasing a number of aspects, the percent of successful negotiation
threads increases. While the agents negotiate using more aspects they can better fit
the other hand’s offers.

Remark 2. When increasing a number of aspects, the standard deviation value of
successful negotiation steps’ number decreases. It is a result of more stable negotia-
tion. The greater number of negotiation aspects causes the better awareness of negoti-
ated subject.

Remark 3. When increasing a number of aspects, the number of negotiation steps
logarithmically increases. The greater number of aspects results in increasing possi-
bilities of changing agent’s offer. It causes that negotiation lasts longer. Despite
greater verbosity there is good idea to achieve better successfulness.
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6 Conclusions

In this paper we have presented approach to analyse and develop bilateral, multi-aspect
negotiations used in multiagent system. The role of negotiation is not only to resolve
conflicts between agents, but also to enforce agents’ social behaviour. Petri nets are very
suitable formalism to describe concurrent systems without deadlocks. The experiment,
which has been conducted, has shown that there is a strong relationship between variety
and number of used aspects and effectiveness of negotiation. Despite decreasing effi-
ciency we suggest using several aspects to achieve successful negotiation. The next step
in research is to find pareto optimal solutions for negotiation threads.
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Abstract. Today, multi-agent systems (MAS) play an important role in the in-
formation technology. To develop these systems requires the developer to deal
with several issues and to implement many of the system components, such as
protocols, name services and agents’ functionalities. Although, there are several
agent building toolkits that can help developers to effectively develop MAS
and allow them to focus more on the application specific domains, it is difficult
for developers to select the appropriate one. This paper provides an evaluation
of Java Agent Development (Jade) framework, Zeus Agent Building Toolkit
(Zeus) and JACK Intelligent System (Jack); with special focus on the following
main criteria: Java support, performance evaluation, development support and
performance on message transport system.

1 Introduction

Reinforcement learning Many multi-agent systems are developed for different domains
in business and research sectors. Using multi-agent systems toolkits facilitates the proc-
ess of developing such systems quickly and efficiently. But, there exist a large number
of multi-agent toolkits [10,11], which makes it difficult to select an appropriate one.
Therefore, it becomes necessary to analyze and compare these toolkits and help devel-
opers to choose the most appropriate toolkit. One of the main problems of these tools,
they show significant differences among them in terms of design concepts, classes pro-
vided and performance. There have been few attempts by some researchers to compare
these tools. For example, in [4] the focus was on evaluating a single multi-agent toolKkit.
The Agenticities project [7] is an initiative to deploy the worldwide test-bed of agent
platforms and services based on FIPA agent standard. In this project, the main focus was
however on function testing and not on performance testing. The EvalAgents project
aimed at evaluating the agent building toolkits on Java support, mobility, security and
development support area [5]. In another direction, Camacho et al. [2] performed ex-
periments to test and compare the performance on Zeus, Jade and Skeleton-agent
frameworks, using the meta-search engine workload. Although, they performed useful
experiments there was little work has been done on the performance measure of the
message transport system of toolkits. We strongly believe that one of the main key com-
ponents of the toolkits is the message transport system. We also believe that the second
most important and challenging issue in multi-agent systems’ platforms is the transport
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layer for agent communication [4]. Towards this end, we developed a benchmark to
compare Jade, Zeus and Jack agent building toolkits performance on the message
transport system (MTS). We implemented a prototype of a sample system using each
of these toolkits to measure their performance. The evaluations of these toolkits were
performed on a notebook pc with Intel Pentium 4 1.6 GHz processor, 256 MB RAM
with a JDK running Windows XP.

2 A Benchmark Description

Several A set of evaluation categories to evaluate multi-agent toolkits was described
in [12]. Communication that provides the languages and protocols to exchange mes-
sages between the agents and the scalability that provides the system’s ability in han-
dling more agents are the key features of multi-agent systems. One appropriate per-
formance measure is to calculate the time required to send and receive a message
between agents. We developed a benchmark with the capability to calculate the aver-
age roundtrip time (ART) that is required for a message to travel from an agent (called
it sender) to another agent (called it receiver) and back to the sender. This can be
described formally as in equation (1):

ART = (1,—1,)/m . (1)

Where, ¢, refers to the initial time when message i is sent by the sender (i.e., start
time), t, refers to the time when message j is received by the sender (i.e., end time), m
refers to the number of messages sent during the time that laps between ¢, and ¢,, and
the unit of ART is millisecond.

The messages’ workflow between the sender and receiver agents can be described
as follows. First, the sender formulates a message and sends it to the receiver. At the
same time an alarm is activated to record the starting time. Meanwhile, the sender
waits for the arrival of the message. As soon as the receiver agent receives the mes-
sage it sends it back to the sender. In our experiments, the sender agent sends up to
4000 messages. When the sender reaches this number; it records the time as the end
time of sending messages. In order for an agent to calculate the number of messages
sent and received per second, M, the following equation (2) is used.

M = 1000/ART . 2)

Java method long System.currentTimeMillis() is used to measure the time requires
the benchmark to divide the result by 1000 to convert the time into milliseconds. The
benchmark tests the scalability of each toolkit by monitoring the performance of the
toolkit, while the number of couple (sender and receiver) agents is increased. During
the tests, the i" sender communicates with i" receiver by exchanging 4000 messages.
To make the comparisons and calculations more specific, each message’ content field

is filled exactly with a string of 7 characters, similar to that in [3].
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The agent creation/destruction degrades the system performance and affects the value of
the performance matrix that we are interested in. Therefore, three intervals are identified
while the benchmark is running, as shown in Figure 1. In this figure, Na(t) refers to the
number of active agents and N is the total number of agents. The solid line shows the num-
ber of agents that are actually sending messages. The dotted line shows the number of
created agent. During 7, all agents are sequentially created and started utilizing the CPU
time, and after a short period of time (solid line) they began to exchange messages. In this
phase, we observed that the measurements are distorted due to the following reasons: the
measured ART tends to get lower (i.e., faster exchange) because not all couples are created
yet; the ART tends to appear higher (i.e., slower exchange) because the agent’s creation
takes CPU time. During the interval 7, all couples are created and are ready to exchange
messages. Within the interval 7, the measurement is again influenced by the lower number
of agents competing for the CPU time and by the agent destruction time. Similar behaviour
is observed during the interval 7,. In our experiments, we focused on the messaging sub-
system performance without considering the effects on ART [3].

'( ....... T m) '

Na(t)

>

«—> 3 'ané
T T, T.

1 3
Fig. 1. Number of agent vs. time & Number of active agent vs. time

The time interval 7, identifies that the system is under “full load’. Thus, the benchmark
measures the system performance during this time. During this interval, the number of
messages exchanged between the agents starts at 2000 messages and ends with 6000 mes-
sages. According our repeatedly test, we know that when one agent has exchanged 2000
messages, other agents are all working on exchanging message which means the system is
under ‘full load’. In order to get more precision result to reflect MAS real performance on
MTS, 4000 messages have to be exchanged during measuring time. The timing system
calls in Java are also considered as a major effect on the system total performance. In order
to minimize this effect on the ART, only one agent is assigned the function of recording the
timing when the benchmark is running. On the other hand, other agents can only re-
ceive/send messages and run as a workload simulator that produces system stress. The
proposed performance matrix consists of three fields, namely: the number of active agents,
the average message round trip time, and the number of sent and received messages per
second.

3 Implementations and Experimental Results

3.1 JADE

Jade (Java Agent Development framework) is a software framework that facilitates
the development of multi-agent systems in compliance with the FIPA specifications.
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Jade is a developed by the research institute of Telecom Italia, CSELT S.P.A. The
platform is available in version 3.0b1 as of March 2003. It is an open source and can
be downloaded for free from Jade website [6]. Jade supports Java for development
and execution. The Jade platform supplies some tools for graphical administration
and application development. Jade is a distributed agent platform, which can be split
among several hosts. One Java application is implemented and therefore only one
java virtual machine is executed on each host. Agents are implemented as Java
threads and live within agent containers that provide the runtime support to the agent
execution. Jade supports intra-platform agent mobility, including transfer of both the
state and the code of the agent. It also supports the execution of multiple, parallel and
concurrent agent activities via the behaviour model.

The following provides a detailed description of Jade performance on the message
transport system (MTS). In our experiments, two cases are considered. In the first
case, the communication between agents is established when both agents are living in
the same container. In the second case, the communication between agents is estab-
lished when agents are living in different containers. Each JVM is the basic container
of agents that provides a complete run time environment for agent execution and
allows several agents to concurrently execute their tasks on the same host [3].

Table 1 shows the performance results when all agents run in the same container.
These results reveal that Jade has good performance on the message transport system
when agents are living in the same container.

Table 1. MTS Performance results for Jade on one container

Number of ART Number of messages
active agents (millisecond) (per second)
2 0.453 2222
4 0.803 1250
8 1.648 606
16 3.5775 279
32 8.955 112

Figure 2 shows the change of ART and the number of messages sent and received
with respect to the increase in the number of agents. These figures demonstrate a
linear relationship between the time required for the message to travel back and forth,
and the number of increased couple agents. When the number of active agents in-
creases, it requires more threads to run. Consequently, more agents became compet-
ing for CPU time; thus the performance decreases.
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Fig. 2. MTS Performance results for Jade on one container
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Table 2 shows Jade performance on the message transport system: agents are liv-
ing in two containers is poorer than that when agents are living in the same container.

Table 2. MTS Performance result for Jade on two containers

Number of ART Number of Messages
active agents (millisecond) | (per second)
2 12.75 78
4 22.74 44
8 38.70 26
16 107.37 9
32 243.9 4

The change of ART and the number of messages sent/received with respect to the
increase in number of agents, when the agents live in two different containers, is
shown in Figure 3. Although, there is no clear relationship that can be derived in this
case, we can observe that as the number of active agents increases require more
threads to run and compete for CPU time that made the performance to get lower.

@ 3 g 100
_ £ 400 3 SC
£ Z 200 . T
T 0 ZE 2 o * -
g/ 0 20 40 ’ é 0 10 20 30 40

Number of active agents Number of active agents

Fig. 3. MTS Performance result for Jade on two containers

Jade uses different mechanism to transport messages between agents that live in
the same containers and agents that live in different containers. This results into a
performance differences. Jade optimizes on agents localization and uses event passing
when the agents are in the same containers. However, when the communication hap-
pens between agents on two different containers, Jade uses RMI to send the messages
and has lower performance compared to that on one container.

3.2 ZEUS

Zeus agent building toolkit is a toolkit for constructing collaborative multi-agent
applications. Zeus is developed at the British Telecom (BT) Labs’ intelligent systems
research group. The platform is available in version 1.03b as of May 2000. It is an
open source and can be downloaded for free from the website [9]. Zeus supports Java
for development and execution. Zeus has an agent building environment, a suite of
tools that facilitate the construction of multi-agent systems. It generates the executa-
bles for the agents automatically. Zeus is a FIPA-compliant platform. All Zeus agents
communicate using messages that obey the FIPA 1997 ACL specification. Zeus pro-
vides the agent with a component library, which allows the agents to communicate
and coordinate with other agents.
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The same experiments performed on Jade are also performed on the Zeus toolkit,
which include the two cases mentioned previously. The performance results when all
agents run in the same container are as shown in Table 3. These results show that
there is no much difference between 2 couple and 4 couples of agents.

Table 3. MTS Performance result for Zeus on one container

Number of ART Number of messages
active agents (millisecond) (per second)
2 100.945 10
4 103.5 10
8 149.9 7
16 264.7 4
32 519.375 2

The relationship between the number of agents and ART and the number of mes-
sages sent and received are shown in Figure 4. Consider that these results are re-
corded when the agents are in one container. We observe from these figures that
when 4 couples of agents are running, the total processing time reaches up to 45%.
While, when 8 couples of agents are running, the total processing time reaches up to
90%. This is again makes it clear that when the number of active agents increases,
more threads are required to run and compete for CPU time. Thus, the performance

becomes lower.
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Fig. 4. MTS Performance result for Zeus on one container

The performance results for Zeus on the message transport system when agents are
living in two different containers are shown in Table 4. These results reveal that there
is only a slight difference in performance between agents when they live in the same
container and agents when they live in different container.

Table 4. MTS Performance result for Zeus on two containers

Number of ART Number of messages
active agents (millisecond) (per second
2 100.84 10
4 101.77 10
8 123.7 8
16 332.9 3
32 680.2 1

The relationship between the number of agents and ART and the number of mes-
sages sent and received are shown in Figure 5. The communication mechanism is the
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same as for agents on one container or on different containers. Each agent has a mail-
box component that implements its communication mechanism. The mailbox is used
for creating and reading TCP/IP sockets for sending and receiving messages. The
performance measured in the case of two containers is lower than that of one con-
tainer. This is because of the fact that two JVMs consume more processor time than
one JVM.
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Fig. 5. MTS Performance result for Zeus on two containers

3.3 JACK Intelligent Agents

Jack intelligent agent is a commercial agent oriented development environment. It is a
product of Agent Oriented Software Group and the platform is available in version
4.1. It should be noted that it is not an open source, however there is a trial version for
60 days that can be downloaded from this website [8]. Jack is a development envi-
ronment that is built on top of Java and acts as an extension of Java that offers classes
for implementing agent behaviour. It provides GUI for defining agents within pro-
jects. The GUI allows the developers to modify the agents’ views, belief sets, capa-
bilities and plans. Jack also contains an object browser (JACOB) that provides object
modeling for communication of objects between agents and inputting of agents [1].
Jack intelligent agents are autonomous software components that have explicit goals
to achieve or events to handle according the theoretical Belief Desire Intention (BDI)
model of artificial intelligence. In addition, it supports local communication and re-
mote communication with different mechanism. Jack does not conform to FIPA stan-
dard.

We performed the same experiments, which includes the two cases. The perform-
ance results when all agents run in the same container are shown in Table 5.

Table 5. MTS Performance result for Jack on one container

Number of ART Number of messages
active agents (millisecond) (per second)
2 1.675 597
4 3.08 325
8 6.07 165
16 11.9 84
32 24.08 42
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Figure 6 shows the change of ART and the number of messages sent and received
with respect to the increase in the number of agents. We can observe from these re-
sults that there is a linear relationship between the time required for the message to
take a roundtrip and the number of couple of agents increased.
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Fig. 6. MTS Performance result for Jack on one container

Table 6 shows the performance of Jake on the message transport system when
agents are living in two different containers is poorer than that when agents are living
in the same containers.

Table 6. MTS Performance result for Jack on two containers

Number of ART Number of Messages
active agents (millisecond) (per second)
2 4.34 230
4 8.24 121
8 14.77 68
16 29.89 33
32 59.51 17

Figure 7 shows the change of ART and the number of messages sent and received
with respect to the increase in number of agents; when the agents live in two different
containers. We observe from these results that there is a linear relationship between
the time required for the message to take a roundtrip and the number of couple of
agents increased. ART approximately doubles as the number of active agents doubles.
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Fig. 7. MTS Performance result for Jack on two containers

Jack uses different mechanisms to transport messages between agents that live in
the same containers and agents that live in different containers. This results into per-
formance differences. When agents share the same container, the routing of messages
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between them is trivial. In this case, the sender agent only needs to know the receiver
agent’s address to send the message accordingly. When agents are running in the
different containers, Jack uses DCI network as communication layer to allow agents
to communicate. This network layer allows agents to communicate through ports
using a Jack transport protocol; UDP with guaranteed reliability. This makes it clear
that Jack has lower performance on two containers as compared to that on one con-
tainer.

4 Comparison

This section provides a comparison between the three agent building toolkits includ-
ing Jack, Zeus and Jade. First, all of these toolkits provide Java support. Only Jade
and Zeus are available for free with reasonable documentation that developers can
use. Zeus and Jade are FIPA-compliant agent platforms. Jack does not make use of
any pre-existing standard agent communication language. Jade uses an agent model
and Java implementation that offer good runtime efficiency and software reuse. Con-
versely, Zeus offers very powerful means to graphically design multi-agent systems,
with the desired interactions. Jack provides an excellent GUI for defining agents
within projects. Jack includes all components of the Java development environment
as well as offering specific extensions to implement agent behaviour. Figure 8-a
shows the performance results of the three toolkits when all agents live in the same
container. From these results we draw the following conclusions: Jade provides better
performance on the message transport system than Jack and Zeus.

300 f
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Fig. 8. (a) Performance results for Jade, Jack and Zeus on one container of MTS, (b) Perform-
ance results for Jade, Jack and Zeus on two containers of MTS

Figure 9 shows the performance results of the three toolkits when the agents live in
different containers. From these results we draw the following conclusions: Jack
provides better performance on the message transport system than Jade and Zeus.



218 E. Shakshuki and Y. Jun

5 Conclusions and Future Work

Agent building toolkits facilitate the process of developing multi-agent systems. This
paper compared Jade, Zeus and Jack multi-agent toolkits and proposed a benchmark
to evaluate them. The implementations of sample tests of the multi-agent systems for
the benchmark have demonstrated how different toolkits might support the develop-
ers. The agent building toolkits provide their own architecture and build-up method-
ology to deploy multi-agent systems. Based on our investigations, it is recommended
that Jade can be used when the application requires agents to live in the same con-
tainer, because it provides better performance. Alternatively, it is recommended using
Jack when the application requires agents to live in different containers.

In the future, we will continue to work on other agent building toolkits, using the
same test measurements as well as incorporating other important issues. Furthermore,
we will design and implement user friendly interfaces that allow developers to find
the most appropriate toolkits based on their required needs.
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Abstract. The oil well instrumentation generates a set of process variables,
which must analyzed by the experts in order to determine the well state. That
implicates a highly cognition task where the information generated is very im-
portant for maintenance tasks, production control, etc. In other way, the natural
energy of an oil field can not be enough to lift the fluids. In these case is neces-
sary to use another procedure to lift the oil, for example gas. That is an inter-
esting case to be modeled by an artificial intelligence technique. Particularly, in
this paper we propose an Artificial Immune System for fault detection in gas
lift oil well. Our novel approach inspired by the Immune System allows the ap-
plication of a pattern recognition model to perform fault detection. A signifi-
cant feature of our approach is its ability to dynamically learning the fluid pat-
terns of the ‘self” and predicting new patterns of the ‘non-self’

1 Introduction

When the natural energy of an oil field is not enough to fluid lift, we need a secondary
recovery procedure on the well (normally, this is called artificial lift) [2, 12]. For this
case, we can use different techniques such as artificial lift by gas (ALG) [2, 12]. The
idea of the ALG is to inject gas, and in this way to lighten the fluid. The design of this
system must be made very carefully. One of the aspects to consider is the fault detection
[2, 4]. On the other hand, the immune system is a collection of cells and organs able to
perform tasks with characteristics such as pattern recognition, learning, noise tolerance,
distributed detection, and memory, with the purpose of maintaining the physical integ-
rity of an individual [8, 11, 13, 15, 20]. The problem that the immune system solves
may be described as the distinction between self and non-self entities, being the self
entities the internal cells and molecules produced by the body, while the non-self enti-
ties correspond to potentially harmful foreign entities such as viruses, parasites and
bacteria. In recent years, some immunity based computational models have been suc-
cessfully developed [3, 4, 6, 8, 9, 10, 14, 15, 17, 18, 21], showing an enormous potential
for practical applications to other fields such as computer security and pattern recogni-
tion [6, 7, 14, 16, 19]. In this paper we discuss an immunocomputational framework to
define a fault detection system for a gas lift oil well. Particularly, we propose a fault
detection system based on immune system ideas for gas lift oil well.

R. Orchard et al. (Eds.): IEA/AIE 2004, LNAI 3029, pp. 219-228, 2004.
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2 Theoretical Aspects

2.1 Artificial Immune Systems

In the recent years, a novel approach has begun to emerge which is the use of con-
cepts from immunology to solve problems [8, 11, 13, 15, 20]. The human immune
system has a very distributed and adaptive, novel pattern recognition mechanism. The
body recognizes its own cells from those of the invaders [20]. In general, the purpose
of the immune system is to protect the body against infection and includes a set of
mechanisms collectively termed humoral immunity. The immune system uses learn-
ing, memory, matching, diversity, distributed control and associative retrieval to solve
recognition and classification tasks [20]. In particular, it learns to recognize relevant
patterns, remember patterns that have been seen previously, and uses combinatorics
to construct pattern detectors efficiently. The immune system also remembers suc-
cessful responses to invasions and can re-use these responses if similar pathogens
invade in the future. Matching refers to the binding between antibodies and antigens.
Diversity refers to the fact that, in order to achieve optimal antigen space coverage,
antibody diversity must be encouraged. Cloning and hypermutation maintain the
diversity of the antibody set. Distributed control means that there is no central con-
troller, rather, the immune system is governed by local interactions between cells and
antibodies. The antibodies are present through out the body without any central con-
trol and thus defend the body by this interaction in a distributed fashion. These re-
markable information-processing abilities of the immune system provide several
important inspirations to the field of computation [8, 11, 13, 15, 20].

There are many more features of the immune system, including adaptation, idio-
typic network and protection against auto-immune attack. The immune system must
maintain a diverse repertoire of responses because different pathogens must be elimi-
nated in different ways. To achieve this, the immune system constantly creates new
types of responses. These are subject to selection processes that favour more success-
ful responses and ensure that the immune system does not respond to self-proteins.
Lymphocytes are subject to two types of selection process. Negative selection, which
operates on lymphocytes maturing in the thymus (called T-cells), ensures that these
lymphocytes do not respond to self-proteins. The second selection process, called
clonal selection, operates on lymphocytes that have matured in the bone marrow
(called B-cells). Any B-cell that binds to a pathogen is stimulated to copy itself. The
copying process is subject to a high probability of errors (“hypermutation”). The
combination of copying with mutation and selection amounts to an evolutionary algo-
rithm that gives rise to B-cells that are increasingly specific to the invading pathogen.

2.2 Gas Lift Well

When we search oil (exploration), we need to use scientifique methods to determine
the subsoil characteristic. In this way, we can know if there is a region with an
accumulation of hydrocarbon. When the hydrocarbon has been detected, the
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exploitation of the oil field starts. It consists in bringing the oil to the surface using
the natural energy of the oil field or other methods (for example gas artificial lift).
Normally, at the beginning the natural energy of the oil field allow the oil lift, but
when the oil field is old we need to use other techniques: gas artificial lift, mechanical
pump, hydraulics pump, and so forth. The gas artificial lift technique is a technology
based on the injection of gas to allow the fluid of the oil to go to the surface. The gas
comes from compression plants, through a gas distribution system. The last part is
composed by gas multiples (MLAG) and pressure high multiple (MAP). In general
the gas goes to the oil well, and its injection is controlled by control equipment that is
in the surface and subsoil. We need to inject the optimal quantity of gas to obtain the
minimal pressure to allow the fluid lift. During the perforation, there is a cementation
phase to glue a tube called ‘casing’. Inside of it we include another tube called
‘tubing’. This last tube is used to transport the oil from the oil field to the surface [2].
With the data from the pressure table of the “Casing” and “Tubing” we can determine
the next information [2, 4]: 1. Surface Restriction: a high pressure of the “Tubing”; 2.
Freezing: a fault in the gas injection or small quantity of recovery fluid due to the
freezing of the tubes; 3. Sandy or coat well: not continuos lift; 4. Frequent cycles of
very fast lift: small pressure of the “Casing”; 5. Far cycles with intermittent lift: small
fall of the pressure of the “Casing”; 6. Valve work bad: fall and climb of the pressure
of the “Casing”; 7. Valve does not work: the pressure of the “Casing” is smaller than
the pressure of operation of the valve.

3 Our Fault Detection System

This section introduces our fault detection system based on the AIS. In essence, the
immune system is used here as inspiration to create an unsupervised machine-
learning algorithm. We develop a detection mechanism by maintaining immune cells
that detect an anomaly. Our approach works in two phases: at the beginning is gener-
ated the lymphocyte (outline operation phase). Then, our system is included in the
environment (inline operation phase) to detect the anomalies.

3.1 Outline Operation Phase

This phase is based on the negative selection algorithm to generate the B and T lym-
phocytes, where the cells that reactions with the self organism are eliminated. The
macro-algorithm is: i) Recollection of data in normal state. ii) Pre-processing of data.
iii) Representation of data. iv) Save the "self cells". v) Generation of detectors.

Recollection of Data in Normal State

We use the normal and abnormal condition patterns presented in [2, 4] like reference
model. Each pattern is a set of registers “Tubing-Casing” (see Figure 1). Some of the
diagnostic with these patterns are: i) Norma Operation: small variation of the "Tub-
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ing" and "Casing" pressure (Figure 1.a); ii) Low Production: The "Tubing" pressure
increases and the "Casing" pressure is stabled (Figure 1.b); iii) Emulsion: the "Tub-
ing" and "Casing" pressures have small opposite tip; iv) Freezing Gas: high varia-
tions of the “Tubing” pressure and the "Casing" pressure is stabled.

Pressure (LPPC) Pressure (LPPC)
A a) Normal operation b) Low production
1200
Casing

1000 - 1000

...... Tubing

500 I s
‘/\_/\
0 | — 0. i —
12 24 Time (h) 12 24 Time (h)

Fig. 1. Registers of the Tubing-Casing Pressures

For this phase, we have used the normal operation pattern (see Figure 1.a) to build the
patterns to be used by the IAS.

Pre-processing of Data
We have defined a new representation of data, because our system uses information
from different wells. In this way, we can unify the scale of the input values into the
interval [-1,1]. We define a matrix (D[PxC]), where P is the number of data of each
pattern (each data is a couple “Casing — Tubing” pressure) and C are the variables (in
our case C=2, Casing and Tubing pressures). We use 80% of the normal condition
patterns for generation of the detectors and 20% to test our system (to detect abnor-
mal condition operations). The maximum and minimum value of each variable is
determined using the set points of them. The parameters o and B define the fraction
above or below of the set point that determine the maximum and minimum of each
variable, respectively. Then, the transformation for each data of D is:
k -k

DY =2x D’—mmk -1 (1)
max ;—min ;
where:

D* ji is the value of the row j, column i, of the pattern k modified. with:
je(l,2,...P);ie (12 ke (1.3)

max"; is the maximum value of the variable or column i of the pattern k:
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[max*; = Op"i + o, xOp*; 0<a,<l; ie(12);ke (1.3)].

k. .. . .
min; is the minimum value of the variable or column i of the pattern &:

[min*; =0pk1- -p xOpkf 0<B,<1; ie12;ke (1.3)]

Opki is the set point of the variable i of the pattern £.

The value of o and [ for each variable are:
o, =0.15 Beusing = 0-15

‘Casing

o =05 BTul)mg =05

Tubing

Representation of Data
With D, we have built a new vector of representation of data (X) over each variable
using a sliding window with size (2 <1< P) and sliding length (1 < shift < P).

Xt = [Dkn D*y ... D*p J is a vector with all the elements of column 1 of D',
and sz = [Dk12 Dkzz e kazJ is a vector with all the elements of column 2
of D",

We build sliding windows for each vector X¥;, with ie (1,2). Thus, we generate a
matrix for each variable i of each pattern k where the number of rows represents the

L . k
numbers of sliding windows generated from vector X *; :

k
X

k
_X ih |

where: M k,- is the matrix of the variable i of the pattern &, and its elements are

. o . k
row vectors which represent the sliding windows generated from X .

X kij is the window j of the variable i of the pattern k. Where j € (1.....,h) and h

is the number of sliding windows generated. The size of each vector X kij is L.

The window is moved according to the sliding length to build a second window.
When the sliding window matrix is built for each variable i of each pattern k, we
unify the vectors that represent the same position of each variable for each pattern k.
Now this matrix is called V with size h x (2 x [ ') for each pattern k. For example, the
first vector of pattern £ is:

|48 lekn D*» ... D'y D" D*» ... Dkzzl
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Then we determine the angle between contiguous data, and between the last element
and the first element of this vector. That is, for the first vector of the pattern k we

determine the angle as:
k D5
tan(4*1,) = A,{” @)

and the last angle is determined as:

D1
t Ak xl ) — 3
an(A™.24) Ak(ZXll)l )

Where: A" ¢ 1s the angle matrix of the pattern k for the vector g,
ge(l,...,h) and ke (1,...,n)

Save the "'Self Cells"

The "self" is the set of sliding windows represents by the angles obtain previously.
This, the self set is represented by the k matrices of the angles of size h x ( 2x /),
where the elements are angles inside of the interval [0, 2xIT radians].

Generation of Detectors

Our system uses the negative selection algorithm. That is, our AIS uses the self cells
sets to produce detectors with the capabilities to discriminate the self and non-self.
Each detector is an angle string generated randomly, which is defined as valid if it
does not mate with the self (we avoid false positive). Now, we are going to present
the negative selection algorithm used in this work, called the Random generation of
detectors: We generate vectors (detectors) where theirs components are random an-
gles inside of the interval [0, 2xI1 radians]. The number of detectors to generate and
the coupling interval of the angle are given by the users. We search detectors that
don't active them front the self set [3]. That is, we generate vectors (detectors) with

random angles B, =B, B, ,...... B, 5, |, and we compare them with all strings
of the self set (A4, = lAM Ay A 5 J). Each component of the detector B,

has a sweep AB, , and there is a coupling if:
B <A, <By; +AB, with 1<1<2x]; 4)

If a detector couples a string of the self set, then we eliminated this detector, we in-
crease the counter of deleted detector and we generate another detector. We finish
with a given sweep when a given number of detectors deleted is achieved. In this
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case, we increase the angle sweep, we reset the counter of deleted detectors and we
restart the random generation of new detectors. When we achieve a number given of
pre-defined detectors, then we stop the procedure of generation of detectors.

3.2 Online Operation Phase

In this phase the immune system must identify the self cells. It is composed by the
next tasks:

Recollection of New Data
We test our system using the patterns of the work [2, 4].

Pre-processing of Data
We use the same procedure of the previous phase.

Representation of Data

We represent the data using vectors build according to sliding windows of size / and
the running length shift for each variable, then we use the same procedure like the
previous phase to obtain vectors with component which are angles inside of the inter-
val [0, 2xIT radians].

Define if the Detectors Generated in the Previous Phase Can Identify or Not This
New Data

The patterns represent abnormal conditions (antigens). Using each pattern of abnor-
mal condition, we test the generated detectors in the previous phase. In this case, we
need to test the coupling between them using a procedure similar than our detectors
generation algorithm.

4 Experiments

Because the Tubing and Casing registers have small opposite peak at the same time,
we use that to divide a fault pattern in 11 sections. For the case of intermittent
injection, we divide this pattern in 7 sections that represent the fault regions by gas
deficiency (Sections 1, 3, 5 y 7) and regions with quasi-stabilization (sections 2, 4 y
6). For freezing gas and low Production we divide the patterns in 4 sections. We
follow a similar procedure to divide the rest of fault patterns (see [2, 4] for more
details). The performance measures to evaluate our system are: a) Execution Time
(seconds): is the CPU time of our system to generate the detectors. ii) Number of
activated detectors by fault section. iii) Number of fault sections detected. We use the
next parameters for our algorithms of detectors generation: a) Size of the sliding win-
dow () = {2, 3, 4}, b) Length of the sliding window (shiff) = 1, ¢) Number of detec-
tors to generate (num) = {50000, 60000, 70000}, d) Coupling Interval (asize) =11/ 4.
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The standard case is: /=2, shift=1, num=5000, and asize=I1/4. We have not modified
shift because when we have modified these parameters we have not obtained impor-
tant changes at the level of the result [4]. We have designed the next experiments for
the outline operation phase: a) Different values of /, b) Different values of num. Now,
we are going to show the main results, the rest of them can be seen in [4]. We have
compared our algorithm with other work proposed in [4].

4.1 Variation of num

Table 1 shows the CPU time for each algorithm to generate the detectors for the low
production fault pattern for different values of number of detectors. For the rest of
case, the behavior is similar (see [4]). In general, if we increase the number of detec-
tors, then the average of detection by fault section increase for both algorithms. The
average of detection of our algorithm is bigger than algorithm [4]. We see in table 1
that the execution time of the algorithm [4] is smaller than our algorithm, but the
number of fault sections detected by our algorithm is the biggest (see section 4.2).

Table 1: Execution Time for both Algorithms

Execution Time (seconds) |

Parameters Numbetro?Sf detec- | 5ur Algorithm Algorithm in [4]
s 50000 20605.77 4256.64
B 70000 28226.438 36992.452
1=3 50000 337249.01 120054.52
=4 50000 89538.891 52835.915

4.2 Variation of /

The table 2 shows the number of detectors activated for each algorithm in each fault
section for the emulsion fault pattern for the Standard Case. The 11 sections of the
pattern have been detected by our detectors. We can see more detectors activated by
the algorithm 1. In [4] we present the rest of tables for the rest of fault patterns. In all
case, our algorithm has a bigger number of detectors activated by section than the
algorithm [4].
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Table 2: Number of detectors generated by our algorithm and the algorithm proposed in [4]
activated in each fault section of emulsion

Emulsion Our algorithm algorithm in [4]
Interval Sect.ion size Number Qf de- Number (?f detec-
(minutes) tectors activated  tors activated
Section 1 50 12 2
Section 2 90 39 5
Section 3 130 39 3
Section 4 220 70 8
Section 5 90 55 2
Section 6 170 54 8
Section 7 120 39 3
Section 8 230 77 8
Section 9 100 50 2
Section 10 150 52 8
Section 11 90 31 3
Section average 130.909 47.091 4.727

5 Conclusions

This paper presented an artificial immune model specially designed to solve the fault
detection problem for LAG well. Our system has demonstrated to be capable of com-
bining exploitation with exploration and showed a good performance. This work has
demonstrated that taking inspiration from the human immune system, in the form of
the negative selection algorithm, is suitable for the design of novel error detection
mechanisms. Error detection mechanism is probabilistic and performed in real-time,
permitting a trade off between storage requirements and the ability to detect an error
within the sequential system. In contrast to others error detection techniques that
concentrate on single bit errors, and can sometimes fail to detect multiple errors, our
immune system is adept to detecting this task. Particularly, we have generated detec-
tors that determine deviation in the production process. This model can be used in
system of high risk and real system, where we like to detect an abnormal condition
operation very quickly. This model can be combined with other tools like a fault diag-
nostic system to classify the faults. In general, the model must be improved in: Add
more dynamic (learning and memory systems) to avoid to use only the information
catch outline; Use one algorithm to adapt the parameters of our system (coupling
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interval, size of the sliding window, etc.). Future work would benefit from other as-
pect of natural immune system: clonal algorithm, cell memories, etc.
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Abstract. We propose VRTPR-Tree and a heuristic approach based on A -
interchange to solve a specific Vehicle Routing Problem with Time Windows
(VRPTW). In the problem, delivery demands of customers are given as initial
conditions. And, one of the vehicles with different positions visits the
customers and transports to their destinations within time limits. For solving
this problem, VRTPR-Tree indexes moving vehicles as a tree structure at some
point. VRTPR-Tree generates an initial assignment condition for optimizing in
a short time. An entry of a node consists of a pointer to a vehicle and a
bounding rectangle which implies future positions of the vehicle (in leaf nodes)
or pointers to child nodes and a bounding rectangle which encloses bounding
rectangles of child nodes (in intermediate nodes). Initially, customers are
assigned to a vehicle on the basis of the indexes of VRTPR-Tree, and the
delivery orders of the customers are scheduled. Moreover, a heuristic approach
based on A -interchange optimizes the initial solution in the viewpoint of travel
cost or customer satisfaction. We performed some experiments on an ideal
environment. The experimental results show that our approach produces good
results in short assignment and optimization times.

1 Introduction

In recent years, a new transportation system called demand-bus or dial-a-ride is
focused by city governments. The traditional traffic system such as fixed bus system
is one of the causes of traffic congestion in urban area. On the other hand, in the
demand-bus system, customers could choose his riding and dropping points freely and
are delivered by share-ride vehicle. This new traffic system enables to alleviate
congested traffic conditions.

A Vehicle Routing Problem with Time Windows (VRPTW) is a basic model of
demand-bus system. In VRPTW, plural demands of customers for delivery are given
as initial conditions. And, each vehicle visits the customers and transports to their
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© Springer-Verlag Berlin Heidelberg 2004


Verwendete Distiller 5.0.x Joboptions
Dieser Report wurde automatisch mit Hilfe der Adobe Acrobat Distiller Erweiterung "Distiller Secrets v1.0.5" der IMPRESSED GmbH erstellt.
Sie koennen diese Startup-Datei für die Distiller Versionen 4.0.5 und 5.0.x kostenlos unter http://www.impressed.de herunterladen.

ALLGEMEIN ----------------------------------------
Dateioptionen:
     Kompatibilität: PDF 1.3
     Für schnelle Web-Anzeige optimieren: Nein
     Piktogramme einbetten: Nein
     Seiten automatisch drehen: Nein
     Seiten von: 1
     Seiten bis: Alle Seiten
     Bund: Links
     Auflösung: [ 2400 2400 ] dpi
     Papierformat: [ 595 842 ] Punkt

KOMPRIMIERUNG ----------------------------------------
Farbbilder:
     Downsampling: Ja
     Berechnungsmethode: Bikubische Neuberechnung
     Downsample-Auflösung: 300 dpi
     Downsampling für Bilder über: 450 dpi
     Komprimieren: Ja
     Automatische Bestimmung der Komprimierungsart: Ja
     JPEG-Qualität: Maximal
     Bitanzahl pro Pixel: Wie Original Bit
Graustufenbilder:
     Downsampling: Ja
     Berechnungsmethode: Bikubische Neuberechnung
     Downsample-Auflösung: 300 dpi
     Downsampling für Bilder über: 450 dpi
     Komprimieren: Ja
     Automatische Bestimmung der Komprimierungsart: Ja
     JPEG-Qualität: Maximal
     Bitanzahl pro Pixel: Wie Original Bit
Schwarzweiß-Bilder:
     Downsampling: Ja
     Berechnungsmethode: Bikubische Neuberechnung
     Downsample-Auflösung: 2400 dpi
     Downsampling für Bilder über: 3600 dpi
     Komprimieren: Ja
     Komprimierungsart: CCITT
     CCITT-Gruppe: 4
     Graustufen glätten: Nein

     Text und Vektorgrafiken komprimieren: Ja

SCHRIFTEN ----------------------------------------
     Alle Schriften einbetten: Ja
     Untergruppen aller eingebetteten Schriften: Nein
     Wenn Einbetten fehlschlägt: Warnen und weiter
Einbetten:
     Immer einbetten: [ /Courier-BoldOblique /Helvetica-BoldOblique /Courier /Helvetica-Bold /Times-Bold /Courier-Bold /Helvetica /Times-BoldItalic /Times-Roman /ZapfDingbats /SMinionPlus-Regular /Times-Italic /Helvetica-Oblique /Courier-Oblique /Symbol ]
     Nie einbetten: [ ]

FARBE(N) ----------------------------------------
Farbmanagement:
     Farbumrechnungsmethode: Farbe nicht ändern
     Methode: Standard
Geräteabhängige Daten:
     Einstellungen für Überdrucken beibehalten: Ja
     Unterfarbreduktion und Schwarzaufbau beibehalten: Ja
     Transferfunktionen: Anwenden
     Rastereinstellungen beibehalten: Ja

ERWEITERT ----------------------------------------
Optionen:
     Prolog/Epilog verwenden: Nein
     PostScript-Datei darf Einstellungen überschreiben: Ja
     Level 2 copypage-Semantik beibehalten: Ja
     Portable Job Ticket in PDF-Datei speichern: Nein
     Illustrator-Überdruckmodus: Ja
     Farbverläufe zu weichen Nuancen konvertieren: Ja
     ASCII-Format: Nein
Document Structuring Conventions (DSC):
     DSC-Kommentare verarbeiten: Ja
     DSC-Warnungen protokollieren: Nein
     Für EPS-Dateien Seitengröße ändern und Grafiken zentrieren: Ja
     EPS-Info von DSC beibehalten: Ja
     OPI-Kommentare beibehalten: Nein
     Dokumentinfo von DSC beibehalten: Ja

ANDERE ----------------------------------------
     Distiller-Kern Version: 5000
     ZIP-Komprimierung verwenden: Ja
     Optimierungen deaktivieren: Nein
     Bildspeicher: 524288 Byte
     Farbbilder glätten: Nein
     Graustufenbilder glätten: Nein
     Bilder (< 257 Farben) in indizierten Farbraum konvertieren: Ja
     sRGB ICC-Profil: sRGB IEC61966-2.1

ENDE DES REPORTS ----------------------------------------

IMPRESSED GmbH
Bahrenfelder Chaussee 49
22761 Hamburg, Germany
Tel. +49 40 897189-0
Fax +49 40 897189-71
Email: info@impressed.de
Web: www.impressed.de

Adobe Acrobat Distiller 5.0.x Joboption Datei
<<
     /ColorSettingsFile ()
     /AntiAliasMonoImages false
     /CannotEmbedFontPolicy /Warning
     /ParseDSCComments true
     /DoThumbnails false
     /CompressPages true
     /CalRGBProfile (sRGB IEC61966-2.1)
     /MaxSubsetPct 100
     /EncodeColorImages true
     /GrayImageFilter /DCTEncode
     /Optimize false
     /ParseDSCCommentsForDocInfo true
     /EmitDSCWarnings false
     /CalGrayProfile ()
     /NeverEmbed [ ]
     /GrayImageDownsampleThreshold 1.5
     /UsePrologue false
     /GrayImageDict << /QFactor 0.9 /Blend 1 /HSamples [ 2 1 1 2 ] /VSamples [ 2 1 1 2 ] >>
     /AutoFilterColorImages true
     /sRGBProfile (sRGB IEC61966-2.1)
     /ColorImageDepth -1
     /PreserveOverprintSettings true
     /AutoRotatePages /None
     /UCRandBGInfo /Preserve
     /EmbedAllFonts true
     /CompatibilityLevel 1.3
     /StartPage 1
     /AntiAliasColorImages false
     /CreateJobTicket false
     /ConvertImagesToIndexed true
     /ColorImageDownsampleType /Bicubic
     /ColorImageDownsampleThreshold 1.5
     /MonoImageDownsampleType /Bicubic
     /DetectBlends true
     /GrayImageDownsampleType /Bicubic
     /PreserveEPSInfo true
     /GrayACSImageDict << /VSamples [ 1 1 1 1 ] /QFactor 0.15 /Blend 1 /HSamples [ 1 1 1 1 ] /ColorTransform 1 >>
     /ColorACSImageDict << /VSamples [ 1 1 1 1 ] /QFactor 0.15 /Blend 1 /HSamples [ 1 1 1 1 ] /ColorTransform 1 >>
     /PreserveCopyPage true
     /EncodeMonoImages true
     /ColorConversionStrategy /LeaveColorUnchanged
     /PreserveOPIComments false
     /AntiAliasGrayImages false
     /GrayImageDepth -1
     /ColorImageResolution 300
     /EndPage -1
     /AutoPositionEPSFiles true
     /MonoImageDepth -1
     /TransferFunctionInfo /Apply
     /EncodeGrayImages true
     /DownsampleGrayImages true
     /DownsampleMonoImages true
     /DownsampleColorImages true
     /MonoImageDownsampleThreshold 1.5
     /MonoImageDict << /K -1 >>
     /Binding /Left
     /CalCMYKProfile (U.S. Web Coated (SWOP) v2)
     /MonoImageResolution 2400
     /AutoFilterGrayImages true
     /AlwaysEmbed [ /Courier-BoldOblique /Helvetica-BoldOblique /Courier /Helvetica-Bold /Times-Bold /Courier-Bold /Helvetica /Times-BoldItalic /Times-Roman /ZapfDingbats /SMinionPlus-Regular /Times-Italic /Helvetica-Oblique /Courier-Oblique /Symbol ]
     /ImageMemory 524288
     /SubsetFonts false
     /DefaultRenderingIntent /Default
     /OPM 1
     /MonoImageFilter /CCITTFaxEncode
     /GrayImageResolution 300
     /ColorImageFilter /DCTEncode
     /PreserveHalftoneInfo true
     /ColorImageDict << /QFactor 0.9 /Blend 1 /HSamples [ 2 1 1 2 ] /VSamples [ 2 1 1 2 ] >>
     /ASCII85EncodePages false
     /LockDistillerParams false
>> setdistillerparams
<<
     /PageSize [ 595.276 841.890 ]
     /HWResolution [ 2400 2400 ]
>> setpagedevice


230  N. Mukai, J. Feng, and T. Watanabe

destinations within time limits. VRPTW has already been addressed in [1], [2], [3],
[4]. Moreover, Solomon [5] introduced benchmark instances for VRPTW. Our
problem is a specific case of the VRPTW. The major different is positions of vehicles,
i.e. in most other papers, all vehicles leave from one depot, on the other hand, in our
problem, the initial positions and velocity vectors of vehicles are different. Most of
the methods for VRPTW used heuristic algorithms as well as our approach. However,
their time complexities were too high because they tried to optimize in consideration
of all vehicles and customers at once.

In our approach, VRTPR-Tree based on TPR-Tree[6][7] indexes moving vehicles
spatially. VRTPR-Tree generates an initial assignment condition for optimizing in a
short time. An entry of a node consists of a pointer to a vehicle and a bounding
rectangle which implies future positions of the vehicle (in leaf nodes) or pointers to
child nodes and a bounding rectangle which enclose bounding rectangles of child
nodes (in intermediate nodes). The form of a bounding rectangle is based on a
position and a velocity vector of a vehicle, road network constraints (i.e. reachable
regions of a vehicle), and riding and dropping points of assigned customers. Initially,
customers are assigned to a vehicle on the basis of the spatial indexes. And the
delivery orders of customers are scheduled by FIFO (first-in first-out) queue.
Moreover, our heuristic approach using A -interchange optimizes the initial solution,
and the optimal range of vehicles is restricted by the spatial indexes of VRTPR-Tree.
The A -interchange[8][9] is a basic algorithm for customer interchange between a set
of vehicles.

The remainder of this paper is as follows: the formulation of VRPTW is described
in Section 2. Section 3 defines the structure of VRTPR-Tree and bounding rectangles
and time constraints. Initial solution of assigning vehicles and scheduling orders is
defined in Section 4. An optimization algorithm using A -interchange is defined in
Section 5. Section 6 reports on our experimental results. Section 7 concludes and
offers future works.

2 Formalization of VRPTW

We formulate VRPTW as follows. A traffic topology is based on the concept of a

road network G which consists of nodes and edges. Nodes which represent
intersections are given by Equation (1). A node is a pair of coordinates on X -y

dimensions as (px, py). Edges which represent road segments between two nodes

are given by Equation (2).

P={p,p,,:,p} @)

L={p-pT:p,p c P} @
Customers on the road network are given by Equation (3). The delivery demand of

customer ¢; consists of riding node, dropping node and time limit (i.e., the customer

want to arrive at his dropping node within the time limit) as Equation (4). The
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customers could choose riding node and dropping node from the nodes in road
network freely.

C={c,c,,""cy} 3)

D, =(r..d,,TL,) @)

The customer satisfaction of ¢;is defined as Equation (5), where 0 is control

parameter of satisfaction. PC is the proportion of delay time to time limit 71 ,

where fd is dropping time instant. In particular, if a customer could arrive at his
dropping node within his time limit, his customer satisfaction value is 1; otherwise,
the value decreases gradually.

pe ==L,
TL,

1

| (PC, <0) )

€5 = exp(ic’) (PC, > 0)
o

Vehicles are given by Equation (6). The position of vehicle v, is given by

Equation (7). The velocity vector of vehicle v f is given by Equation (8).

V={vi,vy, - ve} ©)
v (1) =(x,(1), ;1)) D
‘7,' (0= (vxj(t)s Vy,—(f)) ®)

The delivery order of vehicle v; is given by a queue g, in Figure 1. The riding

nodes and dropping nodes are inserted into the queue in FIFO (first-in first-out) order.
The traveling distance of the queue, which is the total distance of the route, is defined

as Equation (9), where d(p,, p,) is route distance between p and p,,and L is
the length of the queue.

g, l=d(,,q,[0D)+ S d(q,[1].q,[+1]) ©)

Consequently, our objective is to maximize the customer satisfaction and to minimize
the traveling distance.
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,
W
Q.
=
o
W

Fig. 1. Queue for delivery order

3 VRTPR-Tree

Most fundamental indexing structure for moving objects is called TPR-Tree [6][7]
which adopts time-parameterized bounding rectangles called Conservative Bounding
Rectangle (CBR). Self adjusting structure called Star-Tree was proposed in [10].

R - Tree extended from TPR-Tree for expiration times of moving objects was

proposed in [7]. TPR" -Tree [11] employed a new set of insertion and deletion
algorithms. We propose Vehicle Routing TPR-Tree (VRTPR-Tree) extended from
TPR-Tree for moving vehicles. Although it has been applicable to moving objects in
any dimension, we focus on moving vehicles in X -) dimensions in this paper.

VRTPR-Tree is a height balanced tree associated with the feature of R-Tree [12]. We
show the tree structure of VRTPR-Tree as follows.

3.1 Leaf Nodes

An entry F in a leaf node consists of a pointer to a vehicle and a time-parameterized
bounding rectangle which bounds the vehicle as Equation (10). The form of the
bounding rectangle depends on the position and the velocity vector of the vehicle and
road network constraints. The time-parameterized bounding rectangle implies future
position of the vehicle.

E = (v,, BR()) (10)

A bounding rectangle in a leaf node is defined as intervals on X and ) coordinates
as Equation (11).

BR(t) = ((BR.” (1), BRI (1)), (BR (1), BR} (1)) (1h

Here, we define a new bounding rectangle called Routing CBR (RCBR). For
simplicity, we consider only x coordinate as follows. The interval of RCBR at update

time 7, is equal to the position of bounded vehicle v, as Equation (12).

RCBR:)(tupd) = RCBR? (tupd) = ‘7/' (tupd) (12)
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Moreover, we define a reachable rectangle RR(¢) of vehicle v ; within update

interval / . Maximum moving distance of the vehicle within the update interval is
calculated by Equation (13).

=v,x/ 13)

max j J

Let P(f) be nodes which satisfy the condition pe€ P:d(v,(¢),p)<d

max[ °

The reachable rectangle bounds the nodes P(¢) as Equation (14).

RR_ () = min(px)
’ (14)
RR () = mgx(px)

The spread speed of the interval of RCBR is defined by using the reachable
rectangle as Equation (15).

| RR: (tupd) X (tupd) |
1

| RR? (tupd) - x[ (tupd) |
1

RCBR,] = min| vx,(t,,,),~
(15)

RCBR;, =max| vx;(Z,,,),

Hence, the interval of RCBR at time # is defined as Equation (16). RCBR spreads
with the same speed as the vehicle and stops when it reaches at the reachable
rectangle in the same direction; on the other hand, RCBR spreads until the reachable
rectangle smoothly in the opposite direction of the vehicle.

RCBR? (t) = max(RR”, RCBR?(t,,,,) + RCBR;, (1 —1,,,))

(16)
RCBR (1) = min(RRS, RCBR (t,,,,) + RCBRS (t—1,,,))

up

Accordingly, RCBR never spreads beyond the reachable rectangle and could
bound vehicle even though the vehicle turns in a different direction. This improves
the reliability and accuracy for prediction of future positions of vehicles.

Consequently, a bounding rectangle in leaf node is defined by using RCBR and the
demands of the assigned customers (i.e., the riding nodes and dropping nodes) as
Equation (17). Thus, the bounding rectangles imply not only the future position of
vehicle but also responsible delivery area of the vehicle.

BR_(t) = min(rx,,dx,, RCBR_ (1))

7)
BR? (t) = max(rx,,dx,, RCBR; (1))
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3.2 Intermediate Nodes

An entry E in an intermediate node consists of pointers to child nodes and a
bounding rectangle which always bounds bounding rectangles of the child nodes as

Equation (18). Let M be the maximum number of entries in intermediate nodes to be
fit in one node.

E=((E,E,,---,E,),BR(t)):m<M (18)

4 Assigning and Scheduling

Assigning customers to a vehicle depends on indexes of vehicles. Here, we define a
demand rectangle of a customer as Equation (19). Nodes in VRTPR-Tree are
evaluated by Equation (20) which is the responsible delivery area of vehicles in sub
nodes, and a node with least value is selected from root to leaf. Finally, the customer
is assigned to a vehicle which is pointed by selected leaf node. The least calculation

order is M Xxlog, (K), where M is the maximum number of entries in
intermediate node, K is the number of vehicles, and log, (K) is the least height of
the tree.

DR =min(rx, dx)

(19)
DR = max(rx, dx)

A(BR(t)U DR) (20)

Assigned delivery demands (riding points and dropping points) are inserted into the
queue of the vehicle we mentioned above in order of FIFO (first-in, first-out). More
specifically, customers are transported one by one like taxis. This scheduling is unfit

for share-ride buses, so that we propose a heuristic algorithm using A -interchange for
optimizing the initial solution in the next section.

S Optimization Algorithm

Optimizing for assigning and scheduling is achieved by a heuristic approach using
A -interchange which is a basic algorithm for exchanging customers between

vehicles. We consider two queues ¢, and ¢,, and two sets of assigned customers
C, and C, of vehicles v, and Vv, in Figure 2. Firstly, customers C,'C C, of size
| C,"|< A are selected randomly, and the riding nodes and dropping nodes of C,' is

removed from ¢,. Secondly, the riding nodes are inserted into random positions of
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q, , and the dropping nodes are inserted into the random positions on the right of the
riding nodes. We define a series of exchange operators (/’i1 5 ﬂz) where
| 4, ],| 4, |< A4 . For example, the operator (1,0) indicates a shift of one customer
from ¢, to g, . The operator (1,1) indicates an exchange of one customer between
q, and g, . We used A =2 so that all these operations have eight patterns. Figure 2
illustrates the operation (1,0) on ¢, and ¢, .

queue 1 gl d1 r2 d2 3 d3 queue 1
queue 2 r4 d4 3] d5 6 d6 queue 2 r4 d4 r2 5 d5 6 d2 dé
(a)Before (b)After

Fig. 2. Customer exchange between vehicles

For restricting optimizing area, we introduce height level of VRTPR-Tree. We define
height levell as sets of leaf nodes included by bottom intermediate nodes. Height
level2 is sets of leaf nodes included by intermediate nodes above height levell. For
example, in Figure 3, sets of three leaf nodes are height levell; a set of nine leaf nodes
and three intermediate nodes is height level2. The A -interchange applies to all of the
combinations of vehicles in a set of leaf nodes. For example, in Figure 3, the number

of combinations in the levell is ;C, X3 ;in level2 is ,C,.

T

CHONG ) CHONGE ) CHONE

Levell Levell Levell
Level2

Fig. 3. Height level in VRTPR-Tree

After A -interchange, a cost function is required for accepting or rejecting the
solution. We define two cost functions based on traveling distance cost (TDC) or
customer satisfaction cost (CSC). TDC is the sum of traveling times of two exchange
vehicles as Equation (21). On the other hand, CSC is the inverse of the sum of
customer satisfaction values of assigned customers to two exchange vehicles as
Equation (22).

lq; | +14q, | (21)
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1
2.CS, + D.CS, (22)
ceC; c;eC;
We used First-Best strategy which selects the first best solution with respect to the
two cost functions. The heuristic process is repeated until a maximum time 7 .

Whether the obtained solution converges or not in the process is checked at fixed
intervals @ .

6 Experiments

We used five experimental patterns shown in Table 1 with varying the number of
customers from 100 to 200 on a machine with Pentium-4 processor. The parameter
setting is as follows: road network is 21X 21 grid (1000 <1000 pixels), so that all
intersections are orthogonal 4-crossed points except for four borders. Time limits of
customers are set from between 1 and 5 times minimum riding time randomly. Other
parameters are shown in Table 2.

Table 1. Experimental patterns Table 2. Parameter setting

Averages of optimizing times are shown in Table 3. Optimizing times of level 2 (PT3
and PT5) are about three times as much as optimizing times of level I (PT2 and PT4),

Pattern Level | Cost Parameter Value
PT1 No optimization | v | 35
PT2 1 TDC
PT2 2 TDC M 5
PT3 1 CSC 9 0.5
PT4 2 CSC T 1000
PTS max

a 50

respectively. TDC is more quickly convergent cost than CSC.

Table 3. Averages of optimizing times

Pattern Time(ms)
PT2 4607
PT3 10554
PT4 6112
PT5 18771

Figure 4 shows the traveling time needed to transport all customers, and Figure 5
shows the average of traveling distance of vehicles. Note that TDC produces good
results; on the other hand, CSC produces bad results. The reason is, in an extreme
case, that CSC tries to assign only a customer with low satisfaction to a vehicle, other
customers with high satisfaction to other vehicle. Such case results in an increase of
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traveling time. Figure 6 and Figure 7 show the waiting time and the riding time of
customers, respectively. The results indicate a similar tendency with Figure 4 and
Figure 5. No optimization adopts FIFO queue, so that PT1 shows the lowest value in
Figure 5. In Figure 7 which shows the average of customer satisfaction, CSC
produces better results than TDC in contrast to other results. Obviously, there are
trade-off relations between optimizing time and system performance and between
traveling distance and customer satisfaction. We should choose a transportation
pattern to suit customer needs and traffic circumstances.

25000 14000

PTH

13000
PTamms

20000 PT4 === 12000

TS

11000

15000 10000

9000

10000 Pt 8000
-

mmmmmm——— 000

5000 6000

.............................................. s000

o 4000
100 120 140 160 180 200

Fig. 4. Traveling time Fig. 5. Average of traveling distance

PT1 e PT1 e
pTg === 2500 | PT3 ===
PT4 === PT4 ===
PTs PTs

3000 2000

2500
1500

o
100 120 140 160 180 200

Fig. 7. Average of riding time

2
100 120 140 160 180 200

Fig. 8. Average of customer satisfaction
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7 Conclusions

In this paper, we proposed VRTPR-Tree and a heuristic approach using A -
interchange to solve specific VRPTW. Firstly, VRTPR-Tree produces initial solution
effectively in a short time. Secondly, a heuristic algorithm based on A -interchange
optimizes restricted parts of the initial solution. At the last, we performed experiments
and compared five patterns. Our experimental results showed distinctive trends of the
patterns. In our future works, we will apply other heuristics such as simulated
annealing or genetic algorithm to our approach.

Acknowledgement. We would like to thank the 21" Century COE (Center of
Excellence) Program for 2002, a project titled Intelligent Media (Speech and Images)
Integration for Social Information Infrastructure, proposed by Nagoya University.
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Abstract. This paper presents the first Learning Automaton solution to the Dy-
namic Single Source Shortest Path Problem. It involves finding the shortest
path in a single-source stochastic graph, where there are continuous probabilis-
tically- based updates in edge-weights. The algorithm is a few orders of mag-
nitude superior to the existing algorithms. It can be used to find the shortest
path within the “statistical” average graph, which converges irrespective of
whether there are new changes in edge-weights or not. On the other hand, the
existing algorithms will fail to exhibit such a behavior and would recalculate
the affected shortest paths after each weight change. The algorithm can be ex-
tremely useful in application domains including transportation, strategic plan-
ning, spatial database systems and networking.

Keywords: Learning Automata, Dynamic Shortest Paths, Intelligent Systems

1 Introduction

The problem of maintaining the shortest path information in a graph (with a single-
source), where the edges are inserted/deleted and where the edge-weights constantly
increase/decrease is referred to as the Dynamic Single Source Shortest Path Problem
(DSSSP) [4,5,8,12]. The importance of the problem lies in the fact that it is represen-
tative of many practical situations in daily life. Our intention is to devise efficient
solutions to maintain shortest paths while there are edge updates taking place on the
structure of the graph. Out of the four possible edge-operations (insertion/deletion
and increase/decrease), it can be shown that edge-insertion is equivalent to weight
decrease, and edge-deletion is equivalent to weight-increase [4,5].

The well-known static solutions to the traditional combinatorial Single Source
Shortest Path Problem [1,2] are unacceptably inefficient in such dynamic scenarios in
practical life, because using them would involve re-computing the shortest path tree
“from scratch” each time a topological change occurs in the graph.

Two of the earliest known works on the dynamic shortest path problem date back
to the papers by Spira and Pan [13] and McQuillan et al. [7]. While the former is
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theoretically proven to be inefficient, the latter has neither been analyzed theoretically
nor through simulations. The most recent and well-known solutions to the DSSSP on
general graphs with positive real-valued edge-weights were proposed by Ramalingam
and Reps [12], Franciosa et al. [3], and Frigioni et al. [5]. However, the solution by
Franciosa et al. is limited only to the semi-dynamic problem. The currently acclaimed
dynamic algorithms are constrained by the several limitations [14].

The work reported in this paper was inspired by the need of formulating an algo-
rithm for finding the shortest path in such realistically occurring stochastic environ-
ments. The work seeks to find the shortest path for the “average” underlying graph
(dictated by an “Oracle”, also called the Environment). The purpose of this work is to
find the “statistical” shortest path tree that will be stable regardless of continuously
changing weights.

This paper presents a new algorithm that uses Learning Automata [6, 9] to gener-
ate superior results (when compared to the previous solutions). Learning is achieved
by interacting with the Environment, and processing its responses according to the
chosen actions. This is further clarified in Section 3 of the paper.

2 Previous Dynamic Algorithms

This section briefly discusses the two most significant solutions to the DSSSP prob-
lem. The detailed descriptions of the algorithms are more complex and are omitted
here in the interest of brevity. They can be found in [5] and [12], and in the un-
abridged version of this paper [14].

2.1 Ramalingam and Reps’ Algorithm (RR)

The first significant contribution to solving the fully DSSSP problem without re-
computing everything “from scratch” was proposed by Ramalingam and Reps [12].
Their proposed algorithms were for cases of edge insertions/deletions, and are based
on adaptations of the Dijkstra’s solution to SP(G), the static version of the problem
[2]. The authors of [12] showed that edge-insertions and deletions are equivalent to
edge-length (weight) decrease and increase respectively. Inserting an edge can be
abstracted to decreasing the edge-length from oo to a finite value, whereas decreasing
an edge-length (weight) can be performed by inserting a new edge parallel to the edge
under consideration. Similar arguments can be applied to deleting an edge or in-
creasing an edge-length.

The insertion algorithm maintains a priority queue containing vertices with priori-
ties equal to their distance from the endpoint of the inserted edge. When a vertex
having a minimum priority is extracted from the priority queue, all the outgoing
edges are traversed. The deletion algorithm works in two phases. The first phase of
the algorithm determines those vertices and edges that are affected by the deletion of
a particular edge, and removes those affected edges from SP(G). The second phase
determines the new output value for all the affected vertices and updates SP(G).
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2.2 Frigioni et al.’s Algorithm (FMN)

The second most significant solution to the fully DSSSP problem on digraphs with
positive real weights was proposed by Frigioni et al. [4,5].

Briefly, the weight-decrease and weight-increase algorithms work as follows. The
algorithms utilize the concept of the number of output-updates, which calculates the
number of vertices affected by an input change in the graph. In the case of a weight
increase, the number of output-updates is given by the number of vertices that change
the distance from the source. If decreasing a weight decreases the distance of the
terminating end of an inserted vertex from the source, a global priority queue is used
to compute new distances from source. However, unlike the previous algorithms, on
dequeuing a vertex, not all the edges leaving it are scanned. The “decrease” algorithm
works in three phases; the first two are concerned with preprocessing, while the last
one updates the distances of the vertices from the source, and is applied to the sub-
graph that is induced by the updated vertices.

The weight-increase algorithm is based on the following node-coloring scheme:
(1) marking a node white, where such a node g changes neither the distance from s
nor the parent in the tree rooted in s, (2) marking a node red, where such a node g
increases the distance from s, and (3) marking a node pink, where such a node g pre-
serves its distance from s, but it replaces the old parent in the tree rooted in s. There
are three main phases of the algorithm. First, it updates local data-structures at the
end-points of the affected edge, and checks whether any distances change. Then, the
vertices are colored repeatedly by extracting vertices with minimum priority. Finally,
the algorithm computes the new distances for the red vertices.

3 Learning Automata and the DSSSP Problem

3.1 Principles of Learning Automata

Learning Automata (LA) [6,9,15,16] have been used to model biological learning
systems and to find the optimal action that is offered by a random environment.
Learning is accomplished by actually interacting with the environment and processing
its responses to the actions that are chosen, while gradually converging toward an
ultimate goal. Learning Automata have found various applications in the past [10,12].

The learning loop involves two entities, the Random Environment (RE) and a
Learning Automaton. Learning is achieved by the automaton interacting with the
environment, and processing the responses it gets to various actions chosen. The
intention is that the LA learns the optimal action offered by the environment. A com-
plete study of the theory and applications of LA can be found in two excellent books
by Lakshmivarahan [6] and by Narenda and Thathachar [9], and a recent issue of the
IEEE Transactions on Systems, Man and Cybernetics [15], dedicated entirely to the
study of LA.

The actual process of learning is represented as a set of interactions between the
RE and the LA. The LA is offered a set of actions {a,, ..., 0} by the RE it interacts
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with, and is limited to choosing only one of these actions at any given time. Once the
LA decides on an action ¢ , this action will serve as input to the RE. The RE will
then respond to the input by either giving a Reward, signified by the value ‘0’, or a
Penalty, signified by the value ‘1’, based on the penalty probability ¢, associated with
o, The LA learns the optimal action (that is, the action which has the minimum pen-
alty probability), and eventually chooses this action more frequently than any other
action. § = {0, 1} is the set of inputs from the RE, where ‘0’ represents a reward and
‘1’ represents a penalty.

Variable Structure Stochastic Automata (VSSA) are usually completely defined in
terms of action probability updating schemes which are either continuous (operate in
the continuous space [0, 1]) or discrete (operate in steps in the [0, 1] space). The
action probability vector P(n) of an r-action LA is [p,(n), ..., p{(n)]T where, p,(n) is the
probability of choosing action ¢ at time ‘n’, and satisfies 0< p,(n) < 1, whose com-
ponents sum to unity.

A VSSA can be formally defined as a quadruple (o, P, B, T), where o, P, B, are de-
scribed above, and T is the updating scheme. It is a map from P X 3 to P, and defines
the method of updating the action probabilities on receiving an input from the RE.
Also they can either be ergodic or absorbing in their Markovian behavior.

An absorbing strategy is required. The updating rule that shall be used is analogous to
the Linear Reward-Inaction (L,,) scheme, well known in LA [9].

3.2 Motivation

As mentioned earlier, there is currently no solution to the DSSSP problem when the
edge-weights are dynamically and stochastically changing. We shall attempt to extend
the current models by encapsulating the problem within the setting of the field of LA
with the three principal components of any LA system namely, the Automaton, the
Environment, and the reward-penalty structure as described below.

The Automata. We propose to station a LA at every node in the graph. At every
instance, its task is to choose a suitable edge from all the outgoing edges in that node.
The intention, of course, is that it guesses that this edge belongs to the shortest path
tree of the "average" overall graph. It accomplishes this by interacting with the Envi-
ronment (described below). It first chooses an action from its prescribed set of ac-
tions. It then requests the Environment for the current random edge-weight for the
edge it has chosen. The system computes the current shortest path by invoking either
the RR or the FMN algorithms, whence the LA determines whether the choice it
made should be rewarded or penalized as described below.

The Environment. The Environment consists of the overall dynamically changing
graph. In the graph, there are multiple edge-weights which change continuously and
stochastically. These changes are based on a distribution that is unknown to the LA,
but assumed to be known to the Environment. In a religious LA-Environment feed-
back, the Environment also supplies a Reward/Penalty signal to the LA.
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Reward/Penalty. Based on the action that the LA has chosen (namely, an outgoing-
edge from a node which the LA stochastically "guesses" to belong to the shortest path
tree), and the edge weight that the Environment provides, the updated shortest path
tree is computed. The effect of this choice is now determined by comparing the cost
with the current "average" shortest paths, and the LA thus infers whether the choice
should be rewarded or penalized. The automaton then updates the action probabilities
using an appropriate scheme, and the cycle continues. In this present paper, we have
opted to use the L, scheme.

3.3 LA Solution to DSSSP: The LASPA Algorithm

The proposed LA solution to DSSSP, named as LASPA, is described below. There

are two variants of LASPA: (i) LASPA-RR: when LASPA uses the algorithm pro-

posed by Ramalingam and Reps [12], when an edge-weight increase/decrease occurs,
and (ii)) LASPA-FMN: when LASPA uses the algorithm proposed by Frigioni et al.

[5]. Informally, the scheme is as follows:

1. Obtain a snapshot of the directed graph with each edge having a random weight.
This edge-weight is based on the random call for an edge, where each edge-cost
has its own mean and a variance. The algorithm maintains an action probability
vector, P = {p(n), pa(n) ... p{n)}, for each node of the graph.

2. Run Dijkstra’s Algorithm to determine the shortest path edges on the graph’s
snapshot obtained in the first step. Based on this, update the action probability
vector of each node such that the outgoing edge from a node, which is determined
to belong to the shortest path edge, has an increased probability than before the
update.

3. Randomly choose a node from the current graph. For that node, choose an edge
based on the action probability vector. Request the edge-weight of this edge and
recalculate the shortest path using either RR or FMN algorithms.

4. Update the action probability vectors for all the nodes such that the edges that
belong to the shortest path’s tree have a greater likelihood of being selected than
before the update.

5. Repeat Steps 3-5 above until the algorithm has converged.

The formal pseudo-code of the algorithm is given below.

THE LASPA ALGORITHM

Input: (i) G(V,E) = A dynamically changing graph with simultaneous multiple
stochastic edge updates occurring on it.
(i) iters = total number of iterations
(iii) A = learning parameter
Output: (i) A converged graph that has all the shortest path information
(ii) Values of all action probability vectors
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BEGIN
G’ = obtainAGraphlnstance(G); //Obtain a snapshot of the graph G
For (each vertex v in G’)
outdegree = checkNumOutgoingEdges(v);
For (each outgoing edge e of v)
InitialProbability(e) = 1.0/(outdegree); //Initialize action probabilities
End-For
End-For

updateActionProbabilityVector(); //Update action prob. vectors for all vertices
For (each vertex v from source s) /Consider all vertices and initialize structures

executeDijkstraShortestPath(v); //Run Dijkstra’s shortest path algorithm once
End-For

updateActionProbability Vector(); //Update action prob. vector for all vertices
For (i =0 to iters) //Execute for all iterations
randomVertex = getRandomVertex(); //Randomly choose a vertex.
ap = getActionProbabilityVector(v); //Get action prob. vector for the vertex v
e = chooseAnEdge (ap); /Choose an edge based on the action prob. vector for v
currentWeight = getRandom(e); //Obtain a rand. val. of edge e from the env.
oldWeight = getExistingWeight(e); //Obtain the existing weight
If (oldWeight > currentWeight)
executeDecreaseWeight(e); //Execute decrease weight algo. of FMN/RR
End-If
Else
executeIncreaseWeight(e); / Execute increase weight algo. of FMN/RR
End-Else
updateActionProbability Vector(); //Update action prob. vectors for all vertices
End-For
END

4 Experimental Details

Several experiments were designed to evaluate the performance of LASPA. Due to
space limitations, this paper reports only some of the results obtained for the follow-
ing sets of experiments:
(1) Experiment Set 1: Comparison of the performance of LASPA with FMN
and RR for a fixed graph structure,
(2) Experiment Set 2: Comparison of the performance results with variation in
graph structures, and
(3) Experiment Set 3: Sensitivity of the performance of LASPA to the variation
of certain parameters, while keeping others constant.
Three performance metrics were used in the experiments: (1) Average Number of
scanned edges per update operation, (2) Average Number of processed nodes per
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update operation, and (3) Average time required per update operation. It should be
noted that the changes may occur randomly at any place in the network.

4.1 Experimental Results

This section reports only some of the results of all of the experiments that were con-
ducted to examine the performance of LASPA with respect to the metrics described
before. The results seem to show that LASPA doesn’t perform well at the beginning,
namely, when the algorithm is learning; but after the algorithm has learned, LASPA
outperforms the RR and FMN algorithms. The results are summarized below.

Experiment Set 1

The implementations of RR, FMN, LASPA-RR, and LASPA-FMN were run on
mixed sequences of 500 edge modifying update operations performed on a graph
topology with 50 nodes and a 20% sparsity. The edge-weights were random real
values having means between 1.0 and 5.0, and variances between 0.5 and 1.5. The
value of the L, learning parameter was set to be 0.95.

3,5 4

LASPA-FMN

Average Processed Nodes

Operations

Fig 4.1. Graph showing the average number of processed nodes for the two algorithms FMN,
RR and their LA versions, LASPA-FMN and LASPA-RR.

The results of the experiment for only average processed nodes and average time
per update are shown in Figures 4.1 and 4.2 respectively. Initially, LASPA performs
worse than FMN/RR. After convergence, the average number of nodes processed, the
average number of edges scanned, and the average time spent per update operation
are much less for LASPA when compared to both FMN and RR. This is evident from
Figures 4.1 and 4.2. For example, in Figure 4.1, when the number of operations is
325, the average number of processed nodes for RR is around 0.9, whereas the aver-
age number of processed nodes for LASPA-RR is around 0.6.
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120-‘

LASPA-FMN

Average Time Per Update
8

Operations

Fig 4.2. Graph showing the average time per update for the algorithms FMN and RR, and
their LA versions, LASPA-FMN and LASPA-RR.

Experiment Set 2

A second set of experiments was conducted to evaluate the above results to investi-
gate the results of the variation of graph structure (specifically: graph sparsity, and the
number of nodes in graphs). In other words, we wanted to observe whether there was
a different trend in the performance results when the structures of the graphs were
varied, keeping other parameters constant. As shown in Table 4.1, the results obtained
when the sparsity of graphs was varied, keeping other parameters constant.

A comparison of these values against each other demonstrates that both LASPA-
FMN or LASPA-RR perform considerably better than the FMN and RR algorithms.
For example, from Table 4.1, we see that the average value of time per update for
LASPA-FMN and LASPA-RR at 10% sparsity are 3.12 and 3.66 respectively,
whereas those of FMN and RR are 4.0 and 5.94 respectively. This shows that
LASPA-FMN and LASPA-RR, on an average require less time per update operation
than the FMN and RR algorithms. This is also true for the case when the number of
nodes in the graph are varied.

Experiment Set 3

Figures 4.3 shows the sensitivity of the performance of the metric, the time per update
operation, of LASPA-FMN to the variation in the learning parameter. Results for the
metrics and with LASPA-RR yield similar results and are omitted here because e of
space constraints. Figure 4.3 shows that as the value of the learning parameter in-
creases, the average time per update also increases.



Stochastic Learning Automata-Based Dynamic Algorithms 247

We have also conducted experiments to measure the sensitivity of the performance of
LASPA to the increase in graph sparsity. Here too the performance is exactly as in the
case of Figure 4.3 [14]. It can be observed that as the sparsity of the graph increases,
the time for the update decreases. E.g, at 200" operation, the average time per update
is around 6 ms when A = 0.98, and around 4 ms when A = 0.96.

Table 4.1. A table of the Time Per Update tabulated against the sparsity of the graphs The
experiments performed with random graphs with mean edge costs between 1.0-5.0, variance
between 0.5-0.9, A=0.9, N=100, and number of operations=500.

Spar- FMN RR LASPA-FMN LASPA-RR

sity
10% 4.0/0.0/110.0

5.94/10.0/550.0 3.12/0.0/770.0 3.66/0.0/110.0

30% 3.16/0.0/110.0 7.4/0.0/2310.0 2.9/0.0/390.0 3.36/0.0/110.0
50% 1.92/0.0/60.0 2.76/0.0/280.0 1.76/0.0/550.0 2.78/0.0/160.0
70% 2.64/0.0/330.0 2.02/0.0/220.0 2.04/0.0/110.0 2.5/0.0/60.0
90% 1.1/0.0/60.0 1.23/0.0/110.0 1.06/0.0/60.0 1.56/0.0/60.0
25 -

3

g 20

o

)

& 51
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Fig. 4.3. Sensitivity of Average Time Per Update of LASPA-FMN to variation in A.

5 Conclusions

This paper presents the first reported Learning Automata Solution to the Dynamic
Single Source Shortest Path Problem. The proposed algorithm was implemented and
rigorously experimentally compared to the two well-known fully-dynamic algo-
rithms. The results show the superiority of the proposed Learning Automata-based
algorithm. The advantage of the proposed algorithm is that in stochastic environ-
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ments, it possesses a “statistical” shortest paths list that should be actual shortest paths
irrespective of whether there are new changes in edge-weights taking place continu-
ously. In such cases, the proposed solution converges to a shortest paths list, while the
existing algorithms would recalculate affected shortest paths after every weight
change.
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Abstract. In order to satisfy customer’s diverse demand and due date under
SCM (Supply Chain Management) environment, this paper aims to establish
effective scheduling in consideration of alternative machines and operation
sequence of suppliers and outsourcing companies, and also focus on developing
multi-agent based integration scheduling system to respond on a real-time basis
to the various changes in the production environment. This paper has used
genetic algorithm and multi-agent technology to develop this system. Compared
with many other researches, this research has a great advantage in the sense that
this multi-agent based integration scheduling system can reflect various
changes in the production under SCM environment considering the situation of
suppliers and outsourcing companies.

1 Introduction

In these days, as more attention is being paid to SCM (Supply Chain Management),
the integrated scheduling under the SCM environment is preferred rather than the
scheduling for one plant unit [3,5]. In particular, production cannot be performed by
one producer alone. Rather, suppliers should provide raw materials in most cases, and
also outsourcing companies should supply parts at the right time. Therefore, for
effective and speedy production, we need integrated scheduling in consideration of
the schedules of material suppliers and outsourcing companies. In addition, although
the schedules of such individuals as suppliers, outsourcing companies, and producers
are well optimized under the supply chain environment, there is a limit to the
optimization of the entirety. Therefore, for the optimization of the entirety, producers
need to establish an integrated scheduling considering the production plan of suppliers
and outsourcing companies. As SCM is seeking the efficiency of entire value chain,
the importance of scheduling for the optimization of the entirety cannot be
exaggerated.

This integrated scheduling is closely related to the quick response to the diverse
customer’s demand, low inventory level, competitiveness improvement, and CTP
(Capable To Promise). In addition to quality product, the strict observance of due date
is also very important to customers. Therefore, the scheduling to decide a due date is a
core part of supply chain management [5]. At present, researches on the integration of
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process planning and scheduling are being made for the production plan considering
outsourcing companies and multi-plants. However, these researches also have a limit
to the instant and real-time response to the diverse environmental changes under the
SCM environment. The integrated scheduling under the SCM environment should be
able to not only reflect the environmental changes of a producer, but also include the
changes in the production environment of suppliers and outsourcing companies. For
example, when one outsourcing company is out of operation owing to its machine
failure, or the delivery of one supplier is delayed, the rescheduling should be made on
a real-time basis. That is, integrated scheduling treats the suppliers and outsourcing
companies as the divisions of one company. And if the producer cannot keep the due
date for customers owing to environmental changes, he has to seek another supplier or
outsourcing company to meet the due date.

To this end, this research makes use of a multi-agent system. A multi-agent system
is emerging as a new paradigm to solve complicated problems under the diverse
environmental changes [9]. A multi-agent system enables the solution of complicated
problems under the diverse environment through communications between agents.
Recently, many enterprises are moving towards open architectures for integrating
their activities with those of their suppliers, customers and partners within supply
chain. Agent-based technology provides a natural way to design and implement such
environments. A number of researchers have attempted to apply agent technology to
manufacturing enterprise integration, supply chain management, manufacturing
planning, scheduling and control. In MetaMorph II, several mechanisms were
developed for dynamic scheduling and rescheduling by combining a bidding
mechanism based on contract net protocol with a mediation mechanism based on the
mediator architecture [10]. Also, Traditional approaches to planning and scheduling
do not consider the constraints of both domains simultaneously. Agent-based
approaches provide a possible way to integrate planning and scheduling activities
through enterprise-level coordination between the product design system and the
factory resource scheduling system. MetaMorph I implemented such a mechanism
through enterprise level coordination between design mediators and resource
mediators who in turn coordinate resource agents at the shop floor level [4,11]. But
these studies are still not realistic because they had not practical methodology for
integrating process planning and scheduling and dynamic scheduling. In this research,
we design an effective integrated scheduling method considering the situational
changes of suppliers and outsourcing companies, and at the same time try to propose
multi-agent based integration scheduling system to respond to the various
environmental changes under the SCM environment.

This paper consists of four chapters: the second chapter suggests the genetic
algorithm-based integrated scheduling methodology; the third chapter deals with the
structure and function of Multi-Agent system for integrated and dynamic scheduling,
and also explains through a case study how this new system responds to the diverse
environmental changes under the SCM environment. And finally, the fourth chapter
deals with the contribution of this research.
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2 Genetic Algorithm for Integrated and Dynamic Scheduling

This research uses genetic algorithm to establish integrated and dynamic scheduling.
This algorithm considers alternative machines and operation sequence to integrate the
process planning and scheduling, and also can perform rescheduling in response to the
changes in the production environment. Traditionally, process planning and
scheduling were achieved sequentially. However, this schedule didn’t sometimes
meet the realities of manufacturing spot, and also due to the bottleneck of certain
resources, the scheduling couldn’t be put into practice. Because of this, process
planning and scheduling are integrated [1,6]. The integration of process planning and
scheduling brings not only best effective use of production resources, but also
practical process planning without frequent changes. Choi et al. [2] has proved that
this integration of process planning and scheduling is far superior to the sequential
process planning and scheduling in the aspect of due date.

Genetic algorithm considers the machine of outsourcing company to be alternative
machine, and enables integrated scheduling considering alternative machines and
operation sequence. Also, it enables rescheduling when changes have been made to
the suppliers, outsourcing companies and producer. Here the objective function is the
minimization of the makespan. In order to design genetic algorithm, first of all, the
attribute of the problem should be analyzed, and then the presentation proper to the
problem, performance measure, genetic operator, and genetic parameter should be
decided. The following is genetic algorithm for the establishment of integrated
scheduling considering alternative machines and operation sequence under the
dynamic situation.

2.1 Genetic Algorithm for Integrating Process Planning and Scheduling

2.1.1 Representation

To achieve integrated production plan through genetic algorithm considering
alternative machines and operation sequence, first of all, the problem should be
represented in chromosome. The representation should be made in the way that all the
processing sequence, alternative operation sequence and alternative machines could
be decided. First, to represent processing sequence, the pattern to repeat the number
of job as many as the number of operation is used. One gene means one operation,
and in the represented order it will be allocated to the machines. For example, the
problem of three jobs and three machines is represented in sequence as shown in the
figure 1. The threefold repeated number in the first row is the number of job, and the
reason that each job number has been repeated three times is that each job has three
operations. The first repeat of job number means the first operation of the job, and the
second repeat means the second job operation. If the job number continues to
represent the number of job operation, this chromosome will always maintain its
feasibility. The second row is the random numbers that will be used to decide
alternative operation sequence. As each job is done in the one operation sequence,
each job produces the same random number within the number of maximum
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alternative operation sequence. For example, as the job 2 in the table 1 has three
alternative operation sequences, the random figure has to be produced within three.
The third row has the random numbers to decide the alternative machine, producing
them within the number of maximum alternative machines. In the table 1, the second
operation of job 1 is to be done in the M2, but also can be done in the M1 and M3. In
this case, the number of machine that can handle the second operation of the job 1 is
3. As there are no more alternative machines than this in the table 1, the random
figures for all alternative machines will be produced within three. The index in the
last row means the repeat number of job number, namely showing the ordinal
operation of each job.

Table 1. Alternative machines and alternative operation sequences of each job

Operation M1 M2 M3
sequence 1 (M3) (M1)
(alternative machine) (M3)
Job 1
0 Operation M1 M3 M2
sequence 2 (M3) (M1)
(alternative machine) (M3)
Operation M1 M2 M3
sequence 1 (M3) (M1)
(alternative machine) (M2)
Operation M1 M3 M2
Job 2 sequence 2 (M3) (M1)
(alternative machine) (M2)
Operation M3 M1 M2
sequence 2 (M1) (M3)
(alternative machine) (M2)
Operation M1 M3 M2
sequence 1 (M3) (M1)
(alternative machine) (M2)
Job 3
0 Operation M1 M2 M3
sequence 2 (M3) (M1)
(alternative machine) (M2)
322231113
233321112
322112112
(112321233) *+* (Index)
Fig. 1. Chromosome representation
2.1.2 Selection Method

The seed selection is used as a way of selection [7]. Seed selection, as a way of
individual selection that is used in the propagation of cattle and the preservation of
individual, has been introduced to the evolution of genetic algorithm. If the random
value of the individual, which belongs to the father among parents, comes within the
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figure of probability (0.9), the best individual will be selected within superior
individuals from ranking population. But, if not, the individual will be randomly
selected among the entire groups. The mother will be selected randomly among the
entire groups, but in this case, first, two individuals will be selected randomly, and
then the better individual based on the value of probability will be selected. These will
be used as parents, and then returned to the individual groups, so that they will be
used again later.

2.1.3 Genetic Operator

Crossover operator should maintain and evolve the good order relationship of
chromosome. The crossover operator used in this research, first of all, produces a
random section, and then insert all the genes inside the section into the parent 2. The
position of insertion is just before the gene where the random section has started. If in
the parents 1 the random section starts in the fourth place, then the position of
insertion will be before the fourth gene in the parents 2. All genes of the random
section are deleted with respect to their index of occurrence in the receiving
chromosome. And then to make alternative operation sequence coincide to the same
job number, the alternative operation sequence of the initial job number will be
corrected. These processes will be performed alternating parents 1 and parents 2, thus
producing two child individuals. After two offspring are evaluated, the better one will
be sent as a next generation. The mutation operator gives a change to the
chromosome, thus maintaining diversity within the group. This research uses the
mutation operator based on the neighborhood searching method [7].

2.1.4 Objective Function and Replacement

The minimum makespan in the scheduling often means the highest efficiency of a
machine. When a chromosome is represented as a permutation type, the makespan is
produced by the process that assigns operations to the machines according to
sequence of gene from left to right, while maintaining the technological order of jobs
and considering its alternative operation sequence and alternative machine. The
process is shown in figure 2. The next generation will be formed by the selection
among current generation and with the help of genetic operator. The new individuals
will be produced as many as the number of initial population, and form the next
generation. By using elitism, bad individuals will be replaced with good individuals.
Also, because of crossover rate and mutation rate, some individuals will be moved to
the next generation without getting through genetic operator.

2.2 Genetic Algorithm for Dynamic Scheduling

The genetic algorithm suggested in this paper reflects the dynamic changes in the
suppliers and outsourcing companies along with the production changes of the
producer. When the production environment changes have happened in suppliers or
outsourcing companies — the acceptance of new orders, machine failure, outage, and
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the absence of the worker in duty, all these changes will be reflected in the
rescheduling. For example, when a machine cannot be operated for ten hours because
of its failure, or a supplier cannot keep the lead-time, thus delaying 10 hours, the
integrated scheduling will reflect the usable time of each machine and the possible
starting time of each job. The figure 3 shows the process of rescheduling when a new

order has been accepted at the time of t1.

(1) Chromosome

2 1

3 2 2
2 3 3 3
3 2 2 1

{:[
—
[\S11 S O8]

1 2 1 1

(2) processing sequence of each job

Job Operatign sequence
alternative machine)
Ml (M2 | M3
1] (M3) | (MD)
| (M3)
M1 M3 M2
2 | (M3) (M)
(M3)
M1 M2 | M3
1| (M3) M1)
(M2)
Ml M3 M2 |
2 |2 om3) | (M '
M2)
M3 M1 M2 |
30 (M1) | (M3)
(M2)
M1 M3 M2
1| (M3) | (M1)
3 M2)
Ml M2 M3
2] (M3) M1)
| (M2)
(3) processing sequence of each
machine
Machine| sequence
Ml |3— 2
M2 |23 —1 o
M3 |2— 1

/I"makespan"
// job_cnt : number of Job, machine_cnt :

number of machine, genotype_length : length of

chronomosome
for(int mm = 0 ; mm < job_cnt ; mm++)

job_startfmm] = 0;
job_nextimm]=1;

// job_start[mm] = ?7;
//different release time of a job

for(int kk = 0 ; kk < machine_cnt ; kk++)

machine_start[kk] = 0;
machine next[kk] = 1;

// machine_start[kk] = ?;
//different release time of a machine

for(k =0 ; k < genotype_length ; k++)
{

i = genotype_job_array[k];

s_1 = substitute_process[k];

s_2 = substitute_machine[k];

1 = jobli][job_next[i]][s_1][s_2];
process_time = machine[l][machine_next[l]];

start = 0;

if(job_start[i] > machine_start[l])
start = job_start[i];

else

start = machine_start[l];
}

job_start[i] = start + process_time;
machine_start[l] = start + process_time;

++job_next[i];
++machine_next[l];

}

Fig. 2. The evaluation of chromosome
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Fig. 3. Example of dynamic scheduling

In the process of rescheduling, the remaining jobs and the new jobs to be done by
the new orders will be considered in the new production planning. It also considers
the starting time of jobs and the usable time of machines. The starting time of jobs can
be changed by the delay of supply or the operation delay of its prior process. The
usable time of machines, as shown in the black shade of figure 3, can be changed by
when the machine has already been allotted to other job, machine failure, and the
absence of the worker in duty. All these dynamic changes will be reflected in the
rescheduling [8].

3 Multi-agent System to Support Integration Scheduling

The Multi-Agent system is using genetic algorithm based integration scheduling
methodology as a core engine. This system enables scheduling considering the
capability of suppliers and outsourcing companies under the SCM environment. And
based on the results of scheduling, proper suppliers and outsourcing companies can be
selected. Accordingly, it enables speedy and effective response to the diverse
environmental changes. In this respect, Multi-Agent system can lay the foundation for
the optimization of the entirety under the SCM environment.
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3.1 The Structure and Function of the Multi-agent System

As shown in the figure 4, Multi-Agent system is based on the structure of mediator.
The system is composed of diverse agents. That is, registry server, order management,
supplier management, outsourcing company management, inventory analysis, process
planning, and scheduling. The central agent, “mediator” is coordinating all these sub-
agents and also controlling the message exchange of them. This function of mediator
can remove the bottleneck of message exchange between agents, while getting rid of
the risk of malfunction. Under the central role of mediator, each agent exchanges
communications, thus establishing integration scheduling considering the production
environments of suppliers and outsourcing companies. Also, based on the integrated
scheduling, the proper supplier and outsourcing company will be selected. The role
and function of each agent in the Multi-Agent system are as follows:

:L‘

Supplier A Outsourcing Company Al
|| Communication Agent || Communication Agent

I Ciace — I
Irterface
H Interiace BEGISTRATIC L

A &

Fm—m——m——m- - - “m-————== - ¥-—-———--—--- --=--=--=-=-- 1
| i 1
I Order Management | F4F-247E Registry Server MACHINE !
- OFDER! Agent Agent !
=
K ! OADER CHANGS 1
; INFORMATION :
Buver Agent | 1
AGENT INFORMA THOM
; SAHEDULING ﬁ H
: Mediator g Eoﬁﬂ{\u@go Qutsouwrcing Management :
| Agent Agent I
| - 1
! CHANGE MACHINE 1
| LEORMATION STATLE 1
| 1
I N Knowledge for priority |l
! SELECTION > 1
| AESULT SCHEDULING !
| 1
| 1
| 1
| AMAL Ys&s PRocHss E LING h
: PLANMING :
| 1
Inventory Analysis Process Planning n 1
| Agent Agent Scheduling Agent :
|
| 1
Legacy System | Planning 1
| 1= 1
| 1
| 1

Fig. 4. The structure of the Multi-Agent system

1) Mediator.

Mediator plays the role of coordinating and controlling each agent and their message
exchanges among themselves inside the system. To help many agents perform their
diverse jobs, and transmit correct messages among agents, the central role of mediator
is necessary. Mediator has information on agents and a knowledge base for the sake
of controlling agents and message exchange.
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2) Registry Server Agent (RSA).

A registry server agent has the agents of related suppliers and outsourcing companies
registered. And these registered agents exchange communications among themselves.
These registered companies are the main bodies of supply chain.

3) Order Management Agent (OrderMA).
An order management agent receives orders and confirms them. It keeps order
information, and analyzes, classifies buyers through data mining and statistic analysis.

4) Supplier Management Agent (SMA).
A supplier management agent provides the information on the environmental changes
in the suppliers to the inside system, and also transmits the information on supply
schedule to the suppliers. This agent also keeps the suppliers priority on the basis their
capability and confidence. This data will be used at the time of selecting suppliers
when they all can keep the same due date.

5) Outsourcing Management Agent (OMA).

An outsourcing management agent provides the information on the machine situation
of outsourcing companies for the sake of scheduling, and also, based on the
scheduling, it makes a decision on the necessity of outsourcing. The criteria for the
decision-making are whether the outsourcing company can keep the due date or not.
When the producer cannot keep the due date for itself, this agent sends the message
containing the necessity of outsourcing. The following is the agent’s action
knowledge represented in the form of IF-THEN, saying, “If the due date based on the
production planning is not satisfactory, inform the mediator of the necessity of
outsourcing.” Here, Last time is the finishing time of the last operation in the
production planning.

IF Last time > due date
Then send yes message to Mediator

This agent has the priority information on outsourcing companies, and this
information will be used for selecting outsourcing companies.

6) Inventory Analysis Agent (IAA).

An inventory analysis agent analyzes the inventory level and makes a decision on the
purchase of materials. The information on the inventory level is to be secured from
the inside of the system. The inventory analysis agent makes a decision based on the
purchase necessity analysis knowledge.

7) Process Planning Agent (PPA).

A process planning agent performs the role of process planning. This paper has used
CBR (Case Based Reasoning) based process planning engine. The reason is that if the
products of order-based producers are similar, the same process will be used. Choi et
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al. [3] has proved the availability of this methodology by applying it to molding
industry.

8) Scheduling Agent (SA).

A scheduling agent performs the role of scheduling based on Genetic Algorithm
based engine, considering alternative machines and operation sequence. This agent
plays the critical role in the Multi-Agent system, and based on this scheduling, the
supplier and outsourcing company will be selected.

9) Supplier and Outsourcing Company Communication Agent.

A supplier and outsourcing company communication agent performs the role of
communications between Multi-Agent system and suppliers and outsourcing
companies. For the establishment of scheduling, the supplier communication agent
provides the possible due date of raw materials, and the outsourcing company
communication agent provides the information on machine situation. These two
agents provide Multi-Agent system with the information on the production
environment changes through user interface.

3.2 The Integration Scheduling Process through Multi-agent System

The integration scheduling process of Multi-Agent system is composed of the
followings: the process of scheduling for self-production, the process of scheduling
for selecting outsourcing company, the process of scheduling for selecting supplier,
and the process for rescheduling in case that the production environments of suppliers
and outsourcing companies have been changed. If necessary, based on the
rescheduling, the supplier and outsourcing company should be reselected.

1) The Process of Scheduling for Self-Production.

Figure 5 shows the case that a producer can make order-based products at his own
factory without the help of suppliers and outsourcing companies. The producer
establishes the scheduling for accepted orders, and provides the result to the buyer
agent.
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' [re—
: Registiation \
—_—
: Orffer :
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Request Scheduling

H . Result of Scheduiing
Fesult of Schedulifd T T

Result of Scheduling & Confirm Order

Fig. 5. The process of Scheduling for self-production
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2) The Process of Scheduling for Selecting Outsourcing Company.

Figure 6 shows the case that as a producer cannot meet the required due date by self-
production, he has to select an outsourcing company. The outsourcing management
agent analyzes the necessity of outsourcing based on the scheduling, and if necessary,
it asks for the information on the machine situation of outsourcing companies. Based
on this information on machine situation, the scheduling agent establishes
rescheduling. Based on this rescheduling and outsourcing company priority, the
outsourcing management agent selects an outsourcing company.
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3) The Process of Scheduling for Selecting Supplier.

Figure 7 shows how to select the supplier in case that the producer doesn’t have
enough inventory of raw materials. The inventory analysis agent analyzes the
inventory of the inside system and required raw materials for orders. If it thinks the
supplier should be selected, the supplier management agent will ask the suppliers of
possible due date, and based on this information, it will select a supplier.
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4) The Process of Rescheduling to Production Environment Changes.

Figure 8 shows how to respond to the changes in the production environment. When
there are changes in the production environments of outsourcing companies, the
outsourcing communication agent provides this information to the outsourcing
management agent. And based on this changed production environment, the
scheduling agent achieves rescheduling, and the outsourcing management agent
analyzes this rescheduling. However, if this rescheduling cannot meet the required
due date, other outsourcing company should be selected.
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To testify the availability of the above processes of Multi-Agent system, this
research adopts a molding company as a case study.

4 Case Study

In this research, we apply the Multi-Agent system to the real molding company. A
molding company is a typical order-based producer. In particular, as the buyer has to
produce their products by using this mold, the observation of due date is extremely
important. Because of this, exact scheduling is badly needed. Anyway, Multi-Agent
system can be applied to not only molding company, but also diverse order-based
manufacturers. In the case study, “A” molding company transacts business with three
suppliers and three outsourcing companies, and mainly outsources milling operation
alone. First of all, it has developed the agents for three suppliers and three outsourcing
companies and then has them registered in the registry server agent. The following is
the process of integrated scheduling by step.
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Step 1. Scheduling.

When “A” molding company accepts an order of molding product “cake-box,” which
has a due date of 64 hours, it will start with the process planning and scheduling for
this product. The alternative machine and alternative operation sequence that were not
confirmed in the process planning will be included in the integrated scheduling,
consequently establishing optimum process planning and scheduling. However, the
due date from the integrated scheduling was 69 hours [2].

Step 2. Selection of Outsourcing Company.

As the makespan from integrated scheduling is 69 hours, it cannot meet the required
due hour “64.” Therefore, the outsourcing management agent informs mediator of the
necessity of outsourcing, and at the same time asks three outsourcing companies for
their information on machine situation. Based on the information on machine
situation, the scheduling agent will achieve rescheduling, and transmit its result to the
outsourcing management agent through mediator. If the three outsourcing companies,
all together, can meet the required due date, the outsourcing management agent will
select one company based on the priority information of outsourcing companies.

Step 3. Selection of Supplier.

In order to produce “cake-box”, the mediator asks the inventory analysis agent to
analyze the inventory level, and also make a decision on whether a molding company
needs to buy raw materials or not. If its inventory runs short, the supplier management
agent will ask three suppliers for their possible due date, and then compare this
information with the scheduling received from the scheduling agent. The supplier
management agent will select the supplier based on the scheduling and supplier
priority information, and then transmit the due date.

Step 4. Responding to Production Environment Changes.

When the scheduled job is being delayed for 8 hours due to the machine failure during
the process of production, this information will be inputted into the user interface as
shown in the figure 9, and then the outsourcing communication agent will provide this
information to the outsourcing management agent. The outsourcing management
agent will provide the information to the scheduling agent through mediator.

The scheduling agent will achieve rescheduling considering the 8-hour failure of
A624 machine. If the rescheduling cannot meet the due date, it will select the other
outsourcing company.

On the other hand, if the supplier cannot meet the required due date, the supplier
communication agent will transmit this information to the supplier management agent
who will also inform the scheduling agent of this information through mediator. The
scheduling agent is to achieve rescheduling based on the possible starting time of
jobs. If the rescheduling can meet the due date, it will modify merely schedule
information. Otherwise, it will select the other supplier company.
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Fig. 9. The interface of outsourcing communication agent

5 Conclusion

In order to make production planning considering alternative machine and alternative
operation sequence and also to respond on a real-time basis to the diverse production
environment changes under the SCM environment, we proposed an architecture and
methodology of Multi-Agent system for integration scheduling in this research.
Former researches also developed integrated scheduling system considering
outsourcing companies, but they couldn’t reflect the diverse environmental changes
on a real-time basis under the SCM environment. Under the SCM environment, it is
very important to make integrated production planning considering outsourcing
companies and suppliers, and simultaneously to respond to the diverse environmental
changes on a real-time basis. In particular, under the production environment like an
order-based producer where the observance of due date is a key factor, the importance
of the integration scheduling system can never be exaggerated. The main implication
of this paper is to propose an Multi-Agent system that can act of human experts who
estimates the exact due date in a SCM by fully understanding the production capacity
and scheduling to know whether the company can satisfy the due date of orders. The
Multi-Agent system couples with optimization method to promptly schedule and
select optimal partners as well as communication facilities in the dynamic SCM.
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Abstract. A most common requirement in the development of Knowledge
Based Systems in dynamic environments is the capability of expressing time.
This paper presents how it is possible to express time related requirements on
KBS tasks and to include time explicitly in rules. Such kind of facilities is
attained using UML diagrams embedded in the usual CommonKADS notation
preserving the methodology. A continuous monitoring task is used to illustrate
thorough the paper. Some specific lacks, in CommonKADS, for the accurate
analysis of these tasks in the time domain are identified, and the corresponding
adaptations are presented. Finally, in order to express temporal elicited
knowledge, a notation to include time in rules, focused on instants and
intervals, is added.

Keywords: KBS Methodology, CommonKADS, real-time systems, monitoring.

1 Introduction

The ability of expressing time in Knowledge Based Systems (KBS) is an essential
feature when treating with applications devised to monitoring and diagnosing of
continuous processes in manufacturing plants. Actually, several applications with
these requirements have been developed in our workgroup to be applied in a beet
sugar factory (Aerolid, Turbolid, Teknolid) [1,2,3,4]. In order to implement such kind
of systems, a real time expert systems platform like G2© (Gensym) has been
employed. This toolkit offers facilities to express knowledge in the form of frames,
rules, procedures and so on. Also, as it is expected, this tool permits dealing explicitly
with time, timed parameters and time triggered rules.

However, usual knowledge based methodologies do not include specifications for
dynamic behaviors. Hence, these methodologies only allow obtaining a static
description of the system. For instance, the most successful European methodology
for KBS, CommonKADS, being useful and widely known and used, does not offer
the adequate facilities required in order to the problem solving methods be expressed
in a temporal situation. It is not our opinion that, CommonKADS must change
substantially to be a usable methodology in Soft Real-Time Knowledge Based
Systems (Soft RT-KBS) and some attempts have just been made to adapt the
methodology to be able to deal with Hard RT-KBS [5,6].

Nowadays, it seems to be that UML should be an integral part of every modern
specification. The original KADS [12] description techniques have been partially

R. Orchard et al. (Eds.): IEA/AIE 2004, LNAI 3029, pp. 264-273, 2004.
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changed for UML diagrams; the textual task specification can be substituted by
activity diagrams for instance, and a general Object-Oriented approach has been
chosen in the CommonKADS methodology [10]. Therefore, special attention to
software engineering methodologies that try to integrate UML and RT Systems
[7,8,9] must be taken, and especially to the new UML Profile for Schedulability,
Performance and Time Specification [11] should be taken into account.

To acquire a general overview of the proposal, an example is developed throughout
the paper. The example consist of the analysis of a continuous monitoring task,
developed using the proposed techniques and notations. In our domain the task relies
on a set temporal relations, and includes tasks that must be scheduled periodically. In
its analysis, CommonKADS, some extensions for real-time [6] and UML are
employed. The task is a model driven monitoring and the problem is expressed in
terms not related with temporal reasoning, although some notation to include time in
the rules is added. Moreover, the problems concerning the real time platform
requirements and schedulability are not taken into account.

In the next section, a first approximation to the monitoring task is considered, in
the framework described in [12,13,10]. In Section 3 the specification of the task in
terms of CommonKADS augmented with the additional notation required is
introduced. In the Section 4, a simple notation adequate for expressing time into rule
is presented and employed into a rule type generalized to be used in the monitoring
task. The conclusions and an additional example finish.

2 Monitoring a Continuous Environment

The monitoring task plays an important role in diagnosis and supervision systems
[14]. Even more, it has a special status in the OLID generation of automated
supervisory systems [4]. The main responsibility of a monitoring task is: observe the
system evolution, in order to determine whether exists an abnormal behavior; Fig. 1
shows the monitoring task location, as an isolated module previous to visualization
and diagnosis modules.

interface —>

monitoring

plant diagnosis

Fig. 1. Location of the monitoring module in the application system.

The monitoring task, as is presented in Alonso et al. [3,15] could be described as in
Fig. 2. This task comprises two subtasks: normal monitoring and intensive
monitoring, being, the former, a simple model driven monitoring, like the one
mentioned by Breuker ef al. in [13] and Schreiber et al. in [10]. The latter is a more
specific model driven monitoring task, more time consuming, and subtle to be
triggered to confirm the existence of a discrepancy (see Alonso et al. [3]).
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Furthermore, each subtask have a specific execution period. The overall
monitoring process integrates both modes; Fig. 2 illustrates the monitoring task as
can be seen by the rest of the system.

operation active normal
protocol parameters period
normal intensive intesive
monltonng monnorlng period

difference discrepancy

Fig. 2. High level inference structure for the monitoring task.

The notion of trajectory deviation considered is described in terms of knowledge
representation involving the role difference and temporal constraints. Rules in both
tasks, normal and intensive monitoring, contain references to thresholds and time
deadlines on each parameter.

Either of these tasks is scheduled in a regular basis and its behavior is described
appropriately in terms of time intervals. Several situations could change the steady
execution state of them: (i) a change of operation protocol, that convey a transient
situation that require the monitoring to be suspended, and possibly a different
schedule rate when the normal operation is resumed, and (ii) a change of task
scheduling from normal to intensive monitoring, and vice versa.

The monitoring, described in [3], relies on the concept of monitored variable that
will be employed in the domain layer. A monitored variable could present three
states: normal, vigilance and critical; its current state depends on roles difference and
discrepancy and some temporal considerations.

The intensive monitoring begins to be scheduled in case of the monitoring variable
gets a state different from the normal one. The effective distinction between normal
and intensive monitoring makes possible to operate at different rates under each
operation protocol. Intensive monitoring needs a higher scheduling rate; hence, in this
way it is possible to invoke this task only when it is strictly necessary [15]. In
addition, this task behaves in a way rather different from normal monitoring.
Intensive monitoring has a different set of relations from the normal monitoring and
interleaves, in some sense, with the diagnosis subsystem [1].

In Alonso et al. [3] a knowledge level description for the supervision and
diagnosis, using KADS [13], is presented. The monitoring model appears embedded,
partially, within the supervision and diagnosis task. In this description, the
independence of the tasks from the specific elements of the application environment
has been preserved (e. g. from time constraint). However, the representation obtained
is far from being satisfactory, and presents some drawbacks: (i) the flow control is
very complex, (ii) some constructors disrupt the sequential execution of the task
(fork, wait_until and break_if), and (iii) the inference structure becomes
complex, possibly as a consequence of the previous reasons.
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3 Analysis of the Continuous Monitoring Tasks

In a non-static domain, most of the knowledge involved has a dynamic flavor. There
will exists some timing restrictions and dynamic and temporal relations, which are
elicited knowledge and, therefore, must be included in a suitable manner in the
knowledge model. The task description for the monitoring could be enhanced
noticeably if the schedule, for the normal and intensive monitoring of the set of
parameters, could be expressed appropriately. Also, a more adequate representation
for the control structure is required — in this case, an activity diagram in UML is more
descriptive and easier to understand than a algorithmic textual description.

TASK monitoring ;

GOAL : “Analyze an ongoing process to find an abnormal
behaviour”;

ROLES
INPUT

Protocol : “Current system operation point”;
OUTPUT
discrepancy : “Indication of deviant system
behavior”;

SPECIFICATION : “Watch the system evolution to discover
whether any parameter behaves not according to system
expectations”

END TASK

TASK-METHOD two-step-monitoring ;
REALIZES : monitoring ;

DECOMPOSITION
INFERENCES
specify ;
TASKS
normal-monitoring, intensive-monitoring ;
ROLES
INTERMEDIATE
active-parameters : “Set of parameters to observe
the system evolution”;
parameter : “A parameter to be monitored”
normal-period : “Period to monitor a parameter
showing normal behavior”;
intensive-period : “Period to monitor a parameter

showing abnormal behavior”;
CONTROL STRUCTURE
specify (protocol \to active-parameters) ;
FOR-EACH parameter IN active-parameters DO
Specify (parameter = normal-period +
intensive-period) ;
ACTIVITIES one-parameter-monitoring DO
normal-monitoring (normal-period, parameter -
difference) ;
intensive-monitoring (intensive-period,
parameter > discrepancy) ;
END ACTIVITIES
END FOR-EACH
END TASK-METHOD

Fig. 3. Task and method description for the monitoring task.
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[difference == none]

[difference = none] (intensive
”| monitorization

normal
monitorization

[discrepancy == true]

Fig. 4. Activity diagram for one-parameter-monitoring.

In practice, good methodology for use in real-time systems design would
contemplate the use of diagrams and other textual ways of expressing the
temporization of the tasks, events and state changes in the system [16]. In the Fig. 3, a
task method specification for our monitoring task is presented. It employs a new
primitive, ACTIVITIES, bounded to the activity diagram one-parameter-monitoring
that appears in Fig. 4. This diagram permits us to represent the activity states of the
monitoring task, without tangling the control structure of the monitoring task.

TASK normal-monitoring ;

GOAL : “Analyze an ongoing process to find an abnormal
behaviour”;

TYPE : periodic ;

RELATIVE-TIME : YES ;

PERIOD : period ;

ROLES
INPUT

parameter: “A signal which behaviour is being
analyzed”
period : “Period which the task is realized”
OUTPUT
difference : “Indication of deviant parameter
behavior”

SPECIFICATION : “Watch the parameter evolution to
discover whether it behaves not according to system
expectations”

END TASK

TASK-METHOD system-driven-monitoring ;
REALIZES : normal-monitoring ;
DECOMPOSITION

INFERENCES : compare, specify ;
TRANSFER-FUNCTIONS : obtain ;

ROLES
INTERMEDIATE
norm : “Expected normal value for the parameter” ;
parameter-value : “Current value for the

parameter”
CONTROL STRUCTURE
specify (parameter = norm) ;
obtain (parameter = parameter-value) ;
compare (parameter-value + norm = difference) ;
END TASK-METHOD

Fig. 5. Task description for the normal monitoring.



A Representation of Temporal Aspects in Knowledge Based Systems Modelling 269

@ o
parameter compare differece

obtain J parameter

value

Fig. 6. Inference structure for the normal monitoring method.

Timing constraints can be expressed with little changes in the standard
CommonKADS task description as it is displayed in Fig. 5 (see also Fig. 9 in the
appendix). Tree additional fields —type, period, relative-time— have been
added to the standard notation in the task description, following the ideas proposed by
Henao et al. in [5, 6].

4 Rule Time Notation

The special nature of the time knowledge relations makes difficult to grasp them into
the usual CommonKADS rule notation. In our domain, there are temporal relations
that must be expressed in the knowledge base — for example, in Fig. 7 a complex state
diagram is presented, which includes conditional and temporal transitions. Maybe, the
usual state diagram is the most powerful tool for describing the knowledge underlying
this kind of systems [7], being intuitive and permitting being formalist.

after(recovering-time) Normal

Wait fqr value > value >
recovering recovering-threshold trigger-threshold

Y value >

value < Vigilance confirmation-threshold
recovering-threshold \

value < .

~ value < confirmation-threshold Wait for
confirmation-threshold confirmation

Critical after(confirmation-time)

Fig. 7. State diagram for a monitored variable.

This state diagram represents all the necessary knowledge to identify a discrepancy
and to recover from it. As can be seen, a monitored variable has three main states and
two auxiliary waiting states, associated to the intervals processing. However, as
CommonKADS stands a textual description for rules rather than a graphical one, it is
necessary to translate the temporal transitions into the standard rule notation.

To describe the rule content a kind of zero order logic alike notation is proposed by
Schreiber et al. in [10]. Despite the fact that CommonKADS encourages the use of
this plain language, it is also assumed that sometimes it is necessary a first order logic
notation to describe the rules. Whilst CommonKADS includes an almost entire BNF
notation definition of CML2 (Concept Modelling Language), it does not include a
specific definition for rule content (see [10, ch. 14]). It could be used as a way to
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extend the methodology to those kinds of problems that are not taken into account,
such as dynamic domains.

In Fig. 8 a rule-type and abstract rule instances are shown. These rules reflect the
state diagram shown in the Fig. 7 into a CommonKADS rule description alike. A kind
of temporal first order logic has been employed. This logic is inspired in the work of
Allen and others compiled by Galton in [17]. Also, these rules are straightforward to
be coded into a temporal expert system shell such as Gensym G2 ©.

Monitoring has only references to past and present time so that a linear time model
is proposed. Instants and intervals are necessary to express our monitoring model. The
usual FORALL quantifier has been replaced with a more expressive ALWAYS. This is a
temporal quantifier so that an interval must be provided. In the same way it can be
included another quantifier, SOMETIME, together with the set of classical Allen’s
predicates to deal with intervals and instants. Additionally, it is supposed each
monitored variable has an historical that maintains past data.

The approach shown is a generalization of the one chosen in the OLID generation
of industrial supervisory systems [1,2,3,4]. The supervision was made over an
medium-size industrial plant with hundred of control loops. In these cases, monitored
variables represent physical magnitudes like pressures, levels, flows or temperatures.
To ensure the generality and usefulness of the monitoring task, each signal was
divided into two monitored variables: HIGH and LOW ones. To avoid a massive off
in variables, this three threshold technique was intended. It allows to filter spurious
data and to ensure that a critical state value points out a potential problem.

RULE-TYPE monitoring-rule ;
ANTECEDENT: monitored-variable ;
CARDINALITY: 1 ;
CONSEQUENT: monitored-variable ;
CARDINALITY: 1 ;
CONNECTION SYMBOL: detect ;
END RULE-TYPE

MV.state = normal AND MV.value > MV.trigger-threshold
DETECT
MV.state = vigilance

MV.state = vigilance AND
ALWAYS t IN [NOW - MV.i-confirmation, NOW]
MvV.value(t) > MV.confirmation-threshold
DETECT
MV.state = critical

MV.state = critical AND
MV.value < MV.confirmation-threshold
DETECT
MV.state = vigilance

MV.state = vigilance AND
ALWAYS t IN [NOW - MV.i-recovering, NOW]
MV.value(t) > MV.recovering-threshold
DETECT
MV.state = normal

Fig. 8. The rule set for the monitoring tasks. MV stands for "monitored variable".
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The complete supervisory system comprises other tasks such as diagnosis, human-
machine interface, or data validation. The monitored variable structure briefly
described, not only let to perform detection but also helps to perform fault diagnosis.
They can be used to narrow the search if a cause-effect tree, including diagnosis
information directly related for one variable, is associated to each monitored variable
as it is described in [3, 18].

5 Conclusions

A model for a real-time task of a knowledge-based system has been presented. In this
model CommonKADS and UML have been employed in order to represent suitably
the knowledge involved and the dynamic behavior of the task. This integration has
been made following Schreiber (et al.) latest CommonKADS [10] methodology book
recommendations, and a monitoring task, that is a generalization of those used in the
OLID generation, has been described.

It has been made clear that, if the system to be analyzed has a temporal description,
the usual notation to describe the task method could not be the best choice.
Furthermore, Real-Time systems demands its own concepts and notation, usually a
graphical one, which is difficult to describe using pseudo code without yielding to a
procedural program.

Hence, an alternative to the method specification of the monitoring task has been
used, in this case, the activity diagram. This alternative, founded in the UML set of
diagrams, has just been justified in the framework of the CommonKADS
methodology. This kind of diagram allows us to describe sequences of tasks and the
possible parallelism among them without having to write constructions as the usual
fork-join couple.

State diagrams have been employed in wherever situations the expressivity could
be enhanced. In this paper, apart from the activity diagram, a state diagram has been
presented for the monitored variable. This diagram, also, solves partially the problem
of expressing time relations in contrast to the pseudo code form.

The rule notation has been augmented to express time dependencies. This has
permitted to simplify the task description. Despite the fact that the time model chosen
is simple, it can cover a broad range of applications.
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In this appendix, the analysis for the intensive monitoringtask is described. It presents
a task with similar time constraints specification as the normal monitoring.
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TASK intensive-monitoring ;

discrepancy
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norm

compare

norm
value

GOAL : “Analyze an ongoing process to find an abnormal

behaviour”
TYPE: periodic ;
RELATIVE-TIME : Yes ;
PERIOD : period ;

ROLES :
INPUT
parameter : “A signal which behavior is been
analyzed”
period : “Period which the task is realized” ;
OUTPUT
discrepancy : “Any classification of abnormal
behavior of the system being monitored” ;
SPECIFICATION : “Watch the parameter evolution to
confirm whether it behaves not according to system
expectations”
END TASK
TASK-METHOD temporal-abstraction-monitoring ;
REALIZES : intensive-monitoring ;
DECOMPOSITION

INFERENCES : abstract, compare, match, specify ;
TRANSFER-FUNCTIONS : obtain ;

ROLES :
INTERMEDIATE

norm : “Expected normal value for the parameter”

abstract-value : “Some kind of abstracted result
from historical data”

historical-data : “Collection of past values for the
parameter”

norm-value : “Truth value that indicate whether a
norm is fulfilled”

norm-values : “Set of norm values”

CONTROL STRUCTURE
obtain (parameter ! historical-data) ;
WHILE HAS-SOLUTION
abstract (historical-data = abstract-value)
specify (parameter + abstract-value = norm) ;
compare (abstract-value + norm = norm-value) ;
norm-values = norm-values ADD norm-value ;
END WHILE
match (norm-values = discrepancy ) ;
END TASK-METHOD

Fig. 9. Inference structure and task description for the intensive monitoring.

DO
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Abstract. In this paper, we introduce a nonstandard model of the situation
calculus to deal with the hybrid system. The nonstandard situation calculus is
build from the standard one via the ultra-product formation and it allows
discrete but uncountable (hyper-finite) state transition, so that we can describe
and reason about the interaction of the continuous and discrete dynamics. In
this enlarged perspective of the nonstandard situation calculus, we discuss
about the inherent problems to the hybrid dynamics such as ZENO problem.

1 Introduction

A hybrid system is a dynamical system in which continuous and discrete dynamics
are interacting each other. For example, a real-time system is usually hybrid because
it often contains the digital controller for the continuous environments. There are
many difficult problems related to the hybrid system. For example, the verification of
the correctness is necessary for the control program embedded in the automotive
engine, but it is impossible to deal with the combustion dynamics in cylinder directly
by the classical program verification. A planning is also a difficult task for a reactive
agent situated in the physical world if any discrete sampling model for the continuous
environment is insufficient. Therefore, a unified framework for both the discrete and
the continuous dynamics are required for the formal treatment of hybrid systems.
There have been many works from the various fields for this problem. In the fields of
artificial intelligence, a lot of efforts have been concentrated on the description of the
continuous change in the discrete action-calculi [3][5][7][9]. In the situation calculus,
for example, the situation with the duration is introduced to deal with the physical
phenomena in which a Boolean fluent keeps the value but a continuous quantity may
change. The behavior of continuous quantity is called the process and described as
one of the fluents by using another description methods such as the differential
equation or the continuous function of time. Therefore, the amalgamation of two
description methods is used here: namely, the discrete state-transition by action and
the differential equations to represent the continuous dynamics.

In the fields of the control theory and the automata theory, a hybrid automaton is
proposed [1][4]. A hybrid automaton is the finite automaton that allows the
continuous change of values with in a state. The continuous change itself is governed
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by the set of differential equations labeled at each state and the state transitions are
triggered whenever one of conditions labeled at the state is violated. Therefore, the
hybrid automaton is an amalgamation of two description methods again: the finite
automata for the discrete dynamics, and the differential equation for the continuous
dynamics.

Although these formulations allow the treatment of the continuous change in the
discrete paradigm, they are essentially weak because it is incomplete in the meaning
that the limiting state cannot be defined for the infinite sequence of discrete states. For
example, it is impossible to deal with so-called the clustered variation or Zeno
problem[2], which is a typical interaction of the discrete and the continuous
dynamics. The Zeno is a phenomenon in which the infinite iteration of a discrete
value change occurs in the finite time, that is familiar not only in the industrial hybrid
system but also in our daily life. For example, a bouncing ball shows the Zeno orbit in
which a ball becomes to be rest in the finite time after the infinite iteration of
bouncing (discontinuous change of velocity). It is often pointed out that the Zeno is a
significant but hard problem not only from the standpoint of the knowledge
representation [2] but also from the practical treatment of the hybrid system, so that
the non-Zeno condition is usually prerequisite assumption at almost studies of hybrid
system [4][10].

In this paper, we propose to use a nonstandard model of the situation calculus to
deal with the hybrid system, in which the dynamics is described on the ontology of
the hyperreals ‘R rather than R . In comparison with other methods such as hybrid
automata or other action calculi, this method has the following advantages:

(1) Since the continuous change is defined by the sequence of the actions with the
infinitesimal effect in the very small duration, we can deal with both the continuous
and discrete dynamics uniformly in the discrete but hyper-finite state transition
paradigm.

(2) The completeness in the space of discrete and continuous dynamics is naturally
introduced so that it allows an asymptotic behavior toward limits such as Zeno.

(3) Since the all theorems of the standard situation calculus hold even in its
nonstandard model (the transfer principle [6]), we can use the various properties of
the discrete theory including the induction axiom even in its nonstandard extension

[6].

2 Nonstandard Situation Calculus NSC

The situation calculus is a first-order logic with two sorts: situation sort § and action
sort a . It contains a domain independent function do(a,s), which gives the resulting
situation when the action a is performed in the situation §. We use a real-valued
fluent. The value of a fluent f at a situation s is denoted by f'(s), namely every
fluent is treated as a function of the situation in this paper. We characterize a

situation in the standard situation calculus SSC by a set of the independent fluent.
Namely, a set of situation is :
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Sit={<f,, fr,-+ f,, > /€ R,-+- f,, € R}. We use the special fluent “time 7. We
denote the set of action by Act. Every action has a duration 7 where
7(a,s)=T(do(a,s))—T(s)-

A situation in NSC is constructed from the those of SSC via the ultra product
formation [8].

Definition 1. Ultra filter: Let F be a family of the subsets of N which satisfy the
following conditions, where N is the set of all natural numbers.

(1) NeF, DeF

(2) if Ae‘Fand A c B then Be‘F

3) if Ae‘F and Be‘F then AnBe‘F

(4) forany Ac N, Ae'For N—Ae'F

(5) if Ac N is finite then N — 4 ‘F

F is called an ultra filter.

Definition 2. Hyper-real: We fix an ultra filter F. Let W denote a set of sequences of
real numbers (g,,a,,---). The hyper-real number "R is defined by introducing the
following equivalence relation into W
(aj,ay,)~ (b, by, ) & kg, =b }eF
Namely, "'R=W/~. We denote the equivalence class of (a,a,,--) by
[(a,,a,,---)]- We define a relation a = b if the distance from a to b is infinitesimal.

We distinguish the nonstandard variables and function symbols from the standard one
by attaching * to them, although it is omitted in the clear cases. The continuity and

differentiation of the R-valued function is defined in the R in the following way.

Definition 3. Continuity: A standard function f(x) is continuous at a standard

number x if and only if for all ye'R, f(y) = f(x) if y=x

Definition 4. Differentiation: A standard function f(x) is differentiable at a
standard number x if and only if there exists some d € R such that for every nonzero

infinitesimal £, SE+E =/ _
&

Definition 5. Nonstandard situation: We fix an ultra filter F. The situation in NSC
is defined by

S;Sil‘={< [(ﬁl’ﬁza"')]a[(f;’fzza“')]a”'a[(fy;5fnf5"')] >
[{nl< £,", £, [} >e Sit}e F}

From this definition, we can always find the limiting situation [(s,,s,--)] of any

sequence of standard situations §,,S, -+ in "Sit . Namely,

(G182 N =<IUAL A7 LIS S e [ S0 )] >

wheres =< f", f,',--- f,! >for each n.
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Definition 6. Action and do function: The set of action Act is also enlarged to the
set “Act by "Act = {l(a,,a,,--)]|a, € Act for each i}

The do function is transferred to
“do([(ay, a5, )L [(5,55,,+)]) =[(do(a, 5,), do(a,, 5,),+)]

3 Description of the Dynamics

3.1 Infinite Iteration of Action

A dynamical system can be characterized generally as an infinite iteration of an action
a, namely (s,do(a,s),do(a,do(a,s)),---) . We denote the situation after repeating a n

times from s by iferate(a,n,s). In the following theorem, we prove that there always
exists the nonstandard situation which is the result of infinite iteration of action.

Theorem 1. Infinite iteration of action
For any standard action a € Act and any situation s e Sif,

iterate(a,w,s)e"Sit for @ =[(1,2,--)].
Proof. Clearly, iterate(a,w,s) =[(iterate(a,l, s),iterate(a,2, s), )] -
by the definition. From the Definition3, iterate(a, , s)e" Sit .

Definition 7. Fixed point: An action a has a fixed point if and only if
iterate(a,w, s) = iterate(a,w +1, s)
A fixed point s is attractive if and only if there exists Zc"Si¢ such that se Z
Vne NVs'e Z[s" # s niterate(a,n,s’) e Z niterate(a,w,s’) = 5]
The fixed point s is repelling if and only if there exists Zc'Si¢ such that se Z
dne NVs'e Z[s' # s niterate(a,n,s ) & Z]
A fixed point s = jterate(a,n,s,) is Zeno related to a, fif and only if there exists
an infinite subsequence (i, j,---, k, --) < (1,2,---) such that
Vil f(s,) % f(do(a,s,)) A time(s) is finite]

3.2 Hyper-finite Recurrence Equation

In this paper, we treat the continuous dynamics in terms of hyperfinite recurrence
equations. Therefore, we assume that an action with continuous motion can be
divisible infinitely. This infinitesimal segment of action is called an infinitesimal
action. The essential point of our method is that any standard action is equivalent to
an infinite iteration of the infinitesimal action.

Definition 8. An Infinitesimal action: A nonstandard action ¢ is called
infinitesimal at the situation s if and only if its duration is infinitesimal, that is
time(do(a, s)) = time(s) -
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Theorem 2. Infinite division of action
If the standard action ae€ Act is n-divisible for any ne N then

div(a,w,k,s)e’Sit foreach k=12,---@.
Proof. Let £(n, k) = div(a,n, k,s) for finite n, k. We define nonstandard
situations 5(}’[, k) = [(5(1, kl )9 5(2, kz )9 o g(i’l, kn )a o )] ’ where ka} =k and if

k <ﬂthenk_1=k else k, , =k, —1.
m 2 m m m m

By the definition 7, &(w, k)e”Sit. And also,

time(&(w, k)) = [(time(E(1, k,)), time(E(2, k, )),---)] = time(s) + WT)] .
Therefore, we can conclude &(w, k) = div(a, w, k, s) -

We can define an infinitesimal action ca such that
do(da,div(a,®,k,s)) = div(a,w,k +1,s) for each k. In the following, we denote

the duration of dia by v, thatis y = 7 for the duration 7 of action a.
w

Clearly, do(a,s) = iterate(da,w,s) . Namely, we can regard any standard action as
an infinite iteration of the infinitesimal action. ¢ determines an orbit:
(u,,u,,,u,) from s to do(a,s) where u,,, =do(da,u,) for 0<i<aw.

The differential equation can be easily transformed to the hyper-finite recurrent
equation via oz. We explain how to deal with the differential equation in the next
section.

4 The Description of Hybrid System

4.1 Alternative Water Tank

Consider a coupling of two water tanks [4]. Let x,y denote the level of water in Tank
A and Tank B. We assume that the tap in the bottom of each tank discharges the water
at a rate proportional to the level of each tank. Also the constant flow denoted by p of
the water is poured exclusively to either Tank A (we call the state A) or Tank B (the
state B) at each time (Figure 1,2). We use the control strategy.

if st=AAx>hny<h thenswitchto B

if st=BAy>hnax<h thenswitchto A

The levels of water x,y are described below: (where st is the state of Tank)

. dx dy
if st=Athen 22 L j5x — p=0AZL+ky=0
di PEOA TR

. dx dy
if st=Bthen =2 L )5y =0AZL 4+ ky—p=0
di i TP



On Description and Reasoning about Hybrid Systems 279

B

Fig. 1. Alternative water tank Fig. 2. State Transition

4.2 The System Description in NSC

We can describe this system in NSC as below.
[situation] <st,x,y,r> where

st: state {A,B}, x,y: level of each tank, #: time
[action] {sw, a,b} where
sw: state change, a,b: pouring the water in Tank A, B, respectively.

[Constant] k,p,h,c: standard numbers
v : the minimal sampling time of the system (v =0, but v #0).
[Initial status] x(s,) = y(s,) =cAst(s,)=AArc>h
[Effect axiom]
sw: Vs[st(s) = A D st(do(sw,s)) = B],Vs[st(s) = B D st(do(sw,s)) = 4],
Vs[x(do(sw, s)) = x(s)], Vs[ y(do(sw, s)) = y(s)]
a.  Vs[x(do(d,s))=(1-kv)x(s)+ pv, y(do(da,s)) = (1 - kv)y(s),
st(do(da, s)) = st(s),do(a, s) = iterate(da,n, s)]
b: Vs[x(do(db,s)) = (1—kv)x(s), y(do(db,s)) = (1—kv)y(s)+ pv,
st(do(ob, s)) = st(s),do(b, s) = iterate(ch,n, s)]

[Control scenario]

Vs 3s.,[st(s)=AAx(s;)ZhAy(s)<hDs,, =do(sw,s,),
st(s,)=AA(x(s;))<hv y(s,)=2h)Ds,, =do(a,s),
st(s;)=BAx(s,))<hAy(s,)Z2h>Ds,,, =do(sw,s,),
st(s,)=BA(x(s,)Z2hv y(s,)<h)Ds,, =do(b,s)]

4.3 Reasoning about System Behavior

By using this example, we present the inferential methods of temporal prediction for
both continuous and discrete dynamics. The system contains Zeno. We prove its
existence and localize the Zeno point, and discuss about how we can escape from it.
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[the continuous dynamics]
Consider the differential equation of the action a:

%+kx= D, x(8,) = x,,time(s,) =0

Let assume that we want to predict the situation s” after ¢ seconds. We deal with
this differential equation by using the piecewise constant model. The dynamics for the
level of water are described by an action o with duration v .

For every situation u,
x(do(da,u,)) =(1—kv)x(u,) + pv,time(do(da,u,)) = time(u,) +Vv
Namely, the do function defines the situations u, = iterate(cl, i, s,) for

i=12,---n where 5 = L. The desired situation s’ is given by u . By Reiter's

v
Induction rule [6], We have

x(u,) = x(iterate(da,n, s,)) = xo(l - kt)
n

We must find out the standard value near x(“u,). We use a knowledge related to

infinitesimal arithmetic: (1 _lj ~ ¢! if n is infinite. From this equation, we have

n
(1 - ktj =e™
n

Finally, we have the desired situation s" =< xoefk’,t >

Note that we use only common reasoning rules in the situation calculus and simple
arithmetic for real and hyper-real numbers in the above argument. Namely, this
suggests that the situation calculus is sufficient for the reasoning about hybrid
dynamics if we deal with it in the nonstandard model.

[The existence of Zeno point]
The level of water x,y at the end of each state are described below.

h( _pj
¢ k
x<sl):£+T’Y(Si):h where Sl=d0(a,SO)

Let s, =iterate(a;b,n,s,) and s, .. =do(a,s,,)- Then,

{
x(SZnH) = £ t——

Y(s,, )j
ko y(s,,)

1
s V(S50) = 0, 7(S,,,,) =—logl —==
Y(S3,01) (83,41) p g( i

h[h_i) 1 x(8,,.,)
X(SZ")Zh’y(SZ”)Zi-'_X(S)’:haf(szn):klog( ;ln—l J

time(s,) = Zﬂl 7(s,)
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We can prove the relations 7 < x(s,,,,) < x(s,,_,),% < y(s,,) < ¥(s,, ,) from the

mathematical induction. Namely, the sequences of x,y are monotonously decreasing
but bounded so that x,y have a limit point by the Weierstress's theorem. Namely, we

have a standard £, §,7 such that x(s, )= x(s,, )-

From x(s,,,,) = x(s,, ;) = X and arecurrence equation,

X(Szm):%inp
B h—£
p ( kj

ko x(s5,,)
we have x = /. Similarly, we can get $ = 4. On the other hand, we have
(X(8,0) + ¥(5,..)) = (A= kv)(x(s,) + y(s,)) + pV
from the system description. By solving this recurrence equation, we have

f= 1 log] 2ck—-p . f is finite so that we can prove that the situation
k 2hk—p

§=< h,h,llog 2k—p > 1s Zeno point.
k 2hk—p

[Escape from Zeno]

This Zeno point is repelling for #>7 so that the behavior of the system at ¢ > 7
depends on the situation immediately after the Zeno point. Since the duration of any
action should not be smaller than the minimal sampling time V', the action a continues

during v when 7 becomes smaller than v at the situation:

$t(8y,,) = AAh(1—kv)2 y(s,,) - Then the next value of y becomes lower than &

and the next system time is over 7 (See Figure 3). So we can jump out from the fixed
point

Level of Tank
h(1-kv)

Zeno point

Before Zeno <« — After Zeno

Fig. 3. Monad around Zeno point
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The Figure 4 shows a numerical simulation result of this system. We use some
very small numbers for v, and the other parameters are

x(5,)=2.0Ay(s,)=15Ak=05Ah=1.0Ap=09.
The excursion of the level of tank is contained in the envelope

w= (20 - pjek’ + P
k k

Levelof Tank A

2.5 v = 0.00033
Y v =0.00066 - ------
v =000100 —-—-—-
2

Zeno point

Fig. 4. The orbit of the water level of Tank A

5 Concluding Remarks

We need the following inferential device in order to deal with the hybrid dynamics
actually:
(1) a reasoning system for the situation calculus

(2) an extended arithmetic for “R

(3) a set of transfer rules between "R and R such as (1 _l) ~ ¢! if n is infinite.
n
We also need the data structure and evaluation mechanism for the class of non-
standard number.
The implementation of the reasoning system and the symbolic simulator for hybrid
system are currently under development.
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Abstract. This paper proposes a hybrid automatic word-spacing system for the
Korean language, combining stochastic- and knowledge-based approaches. Our
system defines the optimal splitting points of an input sentence using two
simple parameters: (a) relative word frequency and (b) Syllable n-gram
statistics, extracted from large processed corpora that contain 33,643,884 word-
tokens. Whereas this method efficiently resolves problems due to eventual data
noise using processed training data, and data sparseness using Syllabic n-gram
statistics and large corpora, there still remains the problem of processing unseen
words, which can hardly be overcome even with a huge corpus. Therefore, this
study compensates for the stochastic-based approach, (a) dynamically
expanding candidate words with longest-radix selection among possible
morphemes and (b) adopting inequivalent treatment between major lexical
categories and minor lexical categories. The current combined model remedies
drawbacks of the stochastic-based word-spacing algorithm and shows
encouraging results: it obtained 97.51% precision in word-unit correction from
the external test data.

1 Introduction

Word-spacing' errors in Korean need to be processed regarding Korean language
typology and normative grammar. The present study is an attempt to implement a
word-spacing method using simple statistical and linguistic information to the extent
that its application does not burden the system. Spacing errors produce confusion in
interpretation of parts of speech,? and thus linguistic errors and ambiguities are result.

I A Korean word can be composed of one morpheme or several concatenated morphemes of
different linguistic features which are equivalent to a phrase in English. This spacing unit is
referred to as a [word, [éo-jeolor [morpheme cluster[lin Korean linguistic literature. In this
paper, we adopt [Wwordlin order to refer to [@n alphanumeric cluster of morphemes, located
between two blanks in Korean[.]

2 The word-spacing rules are given in the normative Korean grammar (Revised Korean
Spelling System and Korean Standard, 1989) as follows.

R. Orchard et al. (Eds.): IEA/AIE 2004, LNAI 3029, pp. 284-294, 2004.
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A Hybrid Approach to Automatic Word-spacing in Korean 285

Processing word-spacing, therefore, is crucial to Korean text processing. For example,
in the information retrieval system, a morphological analysis of query words or
phrases fails if there is a spacing error. Besides, the correct conversion of Korean text
to phoneme for developing Text-to-Speech Synthesis (TTS) is impossible when there
are spacing errors in the text. According to the Korean spacing constraints, a
postposition and a prefix should be attached to the noun without a space, whereas an
adverb appears with a space on its left and right sides. > *

gug-boda # bab-i # nas-da soup-POST /rice-NOM /to be better-END “Rice is (N
better than soup.”

boda # nop-eun # isang more(ADV) /to be high-REL /ideal-NOM “The lofty 2)
ideals”

The homonym, boda can be a postposition in (1) as well as an adverb in (2). Its
grammatical categories are defined by spacing on the morphological level, without
analyzing the syntactic features of its contexts. The following example shows the
violation of this constraint.

*gug # boda # bab # nas-da soup /more(ADV) /rice-NOM /to be better-END &)

In (3), because the morpheme boda is located between two spaces, it should only be
interpreted as an adverb. An adverb cannot appear between nouns. As such, the
sentence (3) becomes ungrammatical. A large number of Korean word-spacing rules
are optional or difficult to memorize. For example, the spacing between compound
nouns or between verb and auxiliary verb sequences is optional. Korean writers
violate them intentionally or unintentionally. It makes Korean language processing
more complicated.

In addition, according to a change of spacing, syntactic and semantic
interpretations, and pronunciation, differ as well. This emphasizes the necessity of
text preprocessing for TTS.

gug-bab soup-rice ‘boiled rice soup’ /kukpap/ - [kukpl(ap] 4
gug # bab soup /rice ‘soup (and) rice’ /kuk/ # /pap/ - [kuk] # [pap] 5)

Tensification is one of the phonological phenomena of the Korean language. It refers
to the phenomenon in which lenis consonants such as /p/, /t/, /k/, /s/ and /c/ are
changed to tense consonants [p[], [t[], [k(], [s[] and [c[] respectively, under certain

a. A dependent noun appears after a determiner with a space in a sentence.
b. An adverb appears in a sentence with a space.
c. A determiner is attached to the noun with a space on both sides.
d. A postposition and a prefix are attached to a noun without a space.
e. A suffix is attached to a verbal stem without a space.

3 The symbols and abbreviations used for simplification in this paper are as follows.
|: separation; #: spacing (word bound); -: morpheme boundary; *: unacceptable form; [ ]:
phonetic representation; / /: phonological representation or morphological analysis; ( ):
facultative element; ADV: adverb; END: verbal ending; NOM: nominative; POST:
postposition.

4 We adopt the Korean standard for Romanizing Korean script and International Phonetic
Alphabet for phonetic representation.
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phonological or morphological conditions. The phonological condition is known as
the post-obstruent tensing effect in inner-word structures. The consonant /p/ is
changed to [p[] by post-obstruent tensing in (4), while it has no effect in (5) because,
due to spacing, the /p/ in question is not a part of an inner-word structure.

This paper proposes a hybrid model combining a knowledge-based approach and
the stochastic approach in order to construct an automatic word-spacing system based
on stochastic information (i.e. the stochastic information of words and syllable n-
grams) extracted from a large omnibus corpus. The system determines the most
probable word-spacing point with the Viterbi algorithm, mainly using two parameters
(i.e. word probability and the odds in favor of the inner-spacing of a given disyllable).
This paper proposes, in order to overcome any problems due to data sparseness and
training-data-dependency, a sequence of smoothing methods incorporating a
knowledge-based approach which uses (a) the [longest match strategyl land a dynamic
splitting-point selection method based on the viable prefix and (b) an unequal weight
endowment strategy for (i) major lexical categories (content words) such as noun,
verb, adjective and adverb, and (ii) minor lexical categories (grammatical
morphemes) such as noun suffix, verbal pre-ending, verbal ending, and others. Our
method of combining the knowledge-based approach with the stochastic approach
proceeds so that the knowledge-based application does not burden the system.

This paper is composed of six sections. Following this introduction, section 2
presents previous studies concerning automatic word-spacing methods. Section 3
describes an automatic word-spacing algorithm using syllable n-grams and word
stochastic information. Section 4 presents our automatic word-spacing algorithm
combining a knowledge-based approach with the stochastic approach. In section 5, we
discuss the results of experiments. Finally, concluding comments are given together
with suggestions for future work.

2 Related Studies

Previous work on word-spacing can be classified into (a) rule- and knowledge-based
approach and (b) the stochastic approach. Among rule- and knowledge-based
approaches, Sim CH.M. et al. developed heuristics, a longest match strategyl,) and a
priority application based on the morphological analysis. [9] And Kim S.N. et al.
applied syllabic lexical-combination rules to improve system performance by 95.75
%. [6] Kang S.S. considered the syllabic properties of postpositions or endings,
applied a morphological analysis within a word block in order to find a word
boundary and obtained a 93.2% word-unit recall and a 97.3% syllable-unit recall. [5]
Kang M.Y. and Kwon H.CH. improved spacing correction for erroneous words that
should be split into more than two words by investigating rules and clues, and
obtained a precision of 98.01% in spacing-error correction. [2] These previous rule-
and knowledge-based approaches have shown a high accuracy in processing word-
spacing using linguistic features. Nevertheless a disadvantage is the amount of
language that has to be treated without the possibility of expanding this knowledge
base and putting it to practical use. Furthermore, these approaches require time-
consuming and labor-intensive work.
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Contrary to rule-based methods, the stochastic method has advantages in set-up
time and cost savings and capability of coping with unregistered words. Among
stochastic approaches we can firstly enumerate that of Shim K.S.. This study used
syllabic properties on the basis of the corpus-based statistical information. [10] Kang
S.S. and Woo C.W. proposed space-insertion probability P(x; x; +;) for adjacent
disyllables xx; +; in a given input sentence such as x;x; ... Xx; +7 ... X,/ X,. Space
insertion is estimated by considering left-, right- and inner-space probabilities
extracted from the raw corpus. The study showed a 97.7% syllable-unit accuracy,
90.5% for word-spacing problems at the end of a line, and 82.1% for word-spacing
error detection. [4] Lee D.G. et al. treated word-spacing problems such as POS
tagging, using a hidden Markov model (HMM), and found the most likely sequence
of word-spacing tags T = (1, t,, ..., t,) for a given sentence of syllables S = (s, s,
..,8,) with the equation: arg max p(1|s). The model » (T(2:2), S(1:2)), which uses a

syllable tri-gram, gave the best results: 98.33% correctly spaced syllables compared to
the total number of syllables in the document and 93.06% correctly spaced words
compared to the total number of words created by the system. [7] Nevertheless, the
stochastic methods are revealed to involve a strong training-data-dependency and data
sparseness. Data sparseness becomes more serious while processing agglutinative
languages such as Korean. Because in the agglutinative languages, chains of particles
or endings are attached to the ends of nominal or verbal roots and determine most of
the grammatical relations rather than express the semantic content as separate words,
there is considerable risk in using syllabic statistics for the right-hand boundary of a
word. Each particle can appear alone or with other particles in succession. Thus, we
cannot cover all the variation probabilities of a Korean word even with a huge corpus.

3 Syllable N-Grams, Word Statistics, and Word-Spacing Algorithm

An efficient automatic word-spacing system can be constructed with simple statistical
information extracted from training data. Here we should consider the training-data
size in order to face data sparseness, and we need also to consider the training-data
quality in order to overcome data-dependency. Our stochastic system is constructed
with two simple parameters on the basis of the [Word probability[Jand the [Inner-
spacing probability of a given disyllablel] extracted from large corpora without
training data noise.

3.1 Training Data and Stochastic Information

A stochastic method shows a high data-dependency. It is very important to use
training data with the least possible noise in order to extract words and Syllabic n-
gram stochastic information. To satisfy this condition, we use different corpora which
were edited for word-spacing by standard Korean grammar experts. The following
chart shows the composition of the edited corpora containing 1,950,068 word-types
and 33,643,884 word-tokens.
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28% O (A) newspapers-2 years’ worth (18,961,771 word-tokens)
(]

(B) newspapers - 1 year’s worth (9,432,258 wor d-tokens)

16%
56% ¢ O (C) news scripts of two broadcasting networks - 3 years’ worth

(5,249,855 word-tokens)

Fig. 1. Processed Training Data (33,643,884 Word-Tokens)

3.2 Word Probability

The probability that a given sequence could be a possible single word (i.e. word
probability), P(w;), is measured simply by relative word frequency.

P(w) = Lea ) . (6)
i freq (w,) where, n = total number of word-types
i=1 ’ '

For the word sequence w;w;.;, in which spacing is optional (i.e., compound nouns and
verb and auxiliary verb sequence), each probability of w;, w;.;, and the compound
w;w;; are set as 0.5:

P(w;) = P(W;s;) = P(ww .;) = 0.5. 7)

3.3 Syllabic N-Gram Statistics

Syllabic n-gram frequencies are sorted according to their left-, inner- or right-spacing
aspects. We do not use the probability of a right-space for a given syllable n-gram
because Korean is an agglutinative language in which sequences of particles or
endings are commonly attached to the ends of nominal and verbal roots, and thus
there is risk in using syllable statistics for the right-hand boundary. This is the reason
why Korean is especially vulnerable in relation to data sparseness.

Odds in Favor of the Inner-spacing of a Disyllable. An automatic word-spacing
system based only on a word probability cannot resolve the data sparseness problem.
Our system, thus, provides the inner-spacing probability of a disyllable. The inner-
spacing probability of a given disyllable is estimated by the following equation which
is constructed using the relative inner-spacing frequency of the disyllable:

freq(x_y) where, * ' = space. (®)
Sreq(xy) + freq(x _y)

EmwrS (.X, y) =

The odds favoring the inner-spacing of a given disyllable, Odds;,...s(x,y), is estimated
by the rate of the inner-spacing probability of the disyllable, P;,.,s(x,)), compared to
the rate of no-inner-spacing probability, that is, 1-P;,,e,s(X,¥):



A Hybrid Approach to Automatic Word-spacing in Korean 289

ﬂ = Oddsinm’rs (xa J/) :M . (9)

1- PimwrS (x9 y)

Syllabic N-Gram Statistics for Pre-chunking. Together with the inner-spacing
probability of a disyllable in equation (8), the left-spacing probability of a syllable n-
gram, Pys(x) or Pias(xy), can be used for the pre-chunking of given input data. This
reduces the burden on the system. If the value of Pj.s(x.), and the Ppus(x) or
Pieas(xy) value are 1, unigram x and disyllable xy always appear with a left space. The
obligatory splitting conditions are:

Sfreq(_xy)=1. (10)
Jreq(xy)

fregte ) = Jreq(0)=

Jreq(x) + freq(x_y) s () =
Sfreq(xy) + freq(x _y) freq (x) Tesis (X9)

Pumm'S (X, y) =

When this value is 0, the syllable n-gram is always without an inner space.

3.4 Stochastic Word-Spacing Algorithm

The optimal word-spacing points are obtained by finding the optimal S, which denotes
a sequence of possible words or a possible sentence:
S= W,

i k™ spacing location; iy: initial of S;

Wi " Wi 1} an

i)? =15t

w, . . . .
G - candidate word located between i, ; and i,

Fig. 2 shows candidate words and word-boundary syllable. Spacing probabilities are
estimated by the using maximum likelihood estimator, which entails two simple

parameters: (a) the & word probability, p (W“H"“), and (b) the odds favoring the
inner-spacing of a given disyllable, Odds;,,..s(xy), at the candidate word boundary, i;.

ir-1:  the location of the syllable
immediately preceding i

iyt1: the location of the syllable
immediately following i;

o(i; -1): the final syllable of W(i_,, i)
o(it1): the initial syllable of W(i, it ;)

Fig. 2. Candidate Words and Word-Boundary Syllables

The optimal S is found by using the Viterbi algorithm. This algorithm computes a
value for every possible word set, S, and chooses the one with the largest value:

arg max Zn: flog P(W ) +mlog Al (12)
s k=1

where, m = 2.42; B = Piwers (OO i 11)) sIfk=n, Pinners (O-(ik—l)’o-uwl)) =03
L= Piners (O-ak—l) > G(MU)
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Computing logarithms of equation (12) avoids underflow. In addition, multiplying the
p value by the exponent of a power m, which is obtained by examining the inner test
data, yields the best spacing accuracy. If the values of two Ss are the same, then we
choose one of them arbitrarily.

4 Stochastic- and Knowledge-Based Word-Spacing System Syllable

In this chapter we will show that an automatic word-spacing algorithm can be
performed with the above stochastic-based algorithm, equation (12), using simple
word frequency and syllable bi-gram statistics. And, as it is unlikely that this
algorithm will resolve the word-spacing without the data sparseness problem, this
study attempts to dynamically expand the candidate word list with a combined model.

4.1 Simple Stochastic Word-Spacing (SSWS) Model

Our SSWS model is applied in three steps. In the first step, the system defines
obligatory splitting points according to the left-side spacing probability of syllable n-
grams, Ps(x) and Ps(xy), and the inner-spacing probability of the disyllable,
Piers(x,y). If these probabilities are 1, the system defines the splitting point and splits
S further before proceeding to the next step.

In the second step, equation (12) is applied. Automatic spacing fails when the
value of Odds;,u..s(X,y) is 0. By examining the test data, we extend the range of the
failure condition of the automatic spacing until a threshold at which it ceases to
contribute to the system!(s accuracy. If the value of Odds;,,..s(X,y) is smaller than the
threshold, the automatic spacing of a given random S including the syllable pair xy is
passed over to the next automatic spacing step. In this step, a monosyllabic word
requires special treatment.’

In the third step, all the S which failed to be spaced automatically in the previous
steps, are processed. We obtained the threshold for the obligatory splitting point as
0.71 by examining the test data. When the value of Odds;,,...s(x,y) is larger than the
threshold value, the spacing point is given between syllables x and y. Equation (12) is
applied again to the obtained blocks in this way.

4.2 Combined Word-Spacing (CWS) Model

The simple stochastic-based word-spacing method, above, resolves efficiently
problems due to eventual data noise using processed training data, and resolves data

5 Possible monosyllabic word probabilities can cause suffix- and postposition-spacing.
Therefore when a monosyllabic word is included in the set S, our system estimates the failure
value by calculating the number of a given syllable unigram appearing as a word compared
to the total number of a given syllable unigram in the test data. If the value is smaller than
0.003, the automatic spacing of a given S including the monosyllabic word is passed over to
the next step.
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sparseness problems using syllabic n-gram statistics and large corpora. Nevertheless,
there still remains the problem of processing unseen words which even a huge corpus
can hardly overcome. This study compensates for the drawbacks of the stochastic-
based approach by (a) dynamically expanding the number of candidate words by
selecting according the longest-radix among possible morphemes and (b) adopting
inequivalent treatment between major lexical categories and minor lexical categories.

Our basic system provides a list of possible words with their relative frequencies.
A dynamic expansion of word-list (DEWL) uses a [longest match strategy[ based on
the viable prefix. This longest-radix search strategy suggests dynamically possible
words and includes them among possible ¥ candidate words by assigning a heuristic
probability value (1.0/1billion) to them. The DEWL model efficiently compensates
for the SSWS model which provides a simple data-sparseness-compensation-
parameter (i.e. odds in favor of the inner-spacing of a disyllable), by using the inner-
spacing probability of the disyllable which is located at the current candidate words
boundary.

An inequivalent treatment between major lexical categories and minor lexical
categories supplies an efficient strategy to compensate for data sparseness resulting
from agglutinative morphology by providing productive inflectional and derivational
suffixations. Inequivalent treatment includes unequal weight endowment strategies for
major lexical categories and minor lexical categories. The system provides a
preferential non-spacing-value (PNSV) for minor lexical categories which should be
attached to a stem. If a given &” candidate word is determined to be of a minor lexical
category, the system assigns it double the heuristic probability-value of a normal
longest-radix word (1.0/0.5billion).

Another inequivalent treatment is dynamic selection strategy (DSS) between major
lexical category morphemes and longest-radix words (the minor lexical categories are
excluded from the dynamic selection).

“ole

Viable Prefix Stochastic Words

ool (o) el

EAEAEAEAE

Fig. 3. Competition between Longest-radix and Stochastic-based Candidate Words

When a k" candidate word (W) as shown in Fig. 3 is dynamically proposed by the
ongest match strategyand its inner chunks (stochastic-based words W; and W,,, as
shown in Fig. 3) are provided as constituting possible words by word probability, the
system selects an optimal word by DSS. The system selects a candidate word by
estimating the inner-spacing probability value of the disyllable located at the
boundary of stochastic-based words (as shown, o3 and o). If this value is under the
threshold which is set as 0.3, the system selects the word from the stochastic
candidate-words and, if the value is over the threshold of 0.7, the system selects the
longest-radix word.
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5 Experimentation

The test data was extracted from our training corpora (innerTD) and 21st Centry
Sejong Projectls raw corpus® (externalTD). The inner test data (innerTD) was
extracted according to the same distribution ratio as a given corpus in the whole
training corpora (see Fig. 1).

Table 1. Test Data

Test Data N° of N° of N’ of
Sentences Words Syllables

innerTD A(56%) + B(28%) + C(16%) 2,000 17,396 65,483

externalTD 2,000 13,971 40,353

We obtained the input for the experiment by modifying the test data by removing
spaces. The following results were obtained by using four kinds of evaluation
measures. These include (a) syllable-unit precision, P;,; (b) word-unit recall, R,; (c)
word-unit precision, P,,; and (d) setence-unit precision, Ps:

_ Correctly spaced words 13)

x 100 (%) P, = x 100 (%)
Total spaced syllables Total spaced words

_ Correctlyspaced syllables

sl

_ Correctly spaced words _ Correctly spaced sentences

x 100 (%)

= x 100 (%) Py
Total words in test data Total spaced setences

w

Table 2 shows the accuracy of the automatic spacing system using only the SSWS
model.

Table 2. System Performance of SSWS (%)

Test Data P, P, R, P
innerTD 99.48 98.21 9791 87.40
externalTD 97.83 90.84 94.10 71.10

Table 3 compares the system performance, increasing progressively according to
combination range variation between the stochastic- and knowledge-based models.

¢ This balanced corpus (http://www.sejong.or.kr/english/index.html) includes various genres of
Korean literature which have been used since the early 20th century. Many Korean language-
processing studies use this corpus in order to measure their system(s performance, as it is
designed to reflect the lexical changes which have occurred according to the changing social
conditions of modern times and the way that the language is used by each age group, class,
academic discipline, and interest, in society.



A Hybrid Approach to Automatic Word-spacing in Korean 293

Table 3. System Performance of Combined Models (%)

CWS Models Test data P, P, R, P,
innerTD 99.50 98.36 | 97.93 88.20
SSWS + DEWL external TD 90.30 97.33 91.77 90.05
SSWS + DEWL + innerTD 99.50 98.39 | 97.94 88.40
PNSV externalTD 99.31 97.49 97.76 90.40
SSWS + DEWL + innerTD 99.50 98.39 | 9793 88.20
PNSV + DSS external TD 99.31 97.51 97.77 90.45

Even though the SSWS model shows rather a high performance with the inner-test
data (see Table 2), it does not perform as well with the external data as the combined
model (see Table 3). This inequivalence results from the data sparseness. As shown in
the Table 3, the average amelioration of word-unit-correction precision was
progressive according to the degree of combining the knowledge- and stochastic-
based models. The accuracy of the system improves the aiding of candidate words
using the longest-radix search model. The accuracy improves further from guessing
the candidate word by unequal weight endowment strategies for (i) major lexical
categories and (ii) minor lexical categories: (a) the preferential non-spacing-value for
the candidate ending and (b) the dynamic selection strategy between major lexical
category morphemes and longest-radix words. The performance improves for the
external data while not decreasing that for the inner data: with the combined model,
the amelioration of word-unit-correction precision was about 6.67% for external test
data. The system thus becomes robust against unseen words.

6 Conclusions and Further Studies

The objective of this study was to implement a robust automatic word-spacing system
which is simple and robust against unseen words while processing word-spacing. This
study uses a stochastic-based approach and compensates for it by dynamically
expanding candidate words with longest-radix selection among possible morphemes
and by adopting (a) a preferential non-spacing-value for the candidate ending and (b)
a dynamic selection strategy between major lexical category morphemes and longest-
radix words. Our combined model (SSWS + DEWL + PNSV + DSS) remedies the
shortcomings of the simple stochastic-based word-spacing algorithm and shows
positive results: the amelioration of word-unit-correction precision was about 6.67%
with the combined model. An encouraging fact is that a similar performance was
observed with the inner test data and the external test data: 98.39% and 97.51%
precision in word-unit correction was observed, respectively. This result proves that
the current system remains stable against data sparseness.

Though we could in large part resolve data sparseness, there still remain some
problems. First, even though our current system dynamically provides candidate
words, it hardly covers neologisms and proper nouns which appear in newspapers at a
high frequency. Second, many words appear with the same probabilities and cause
semantic and syntactic ambiguities. In order to resolve these linguistic ambiguities
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and cope with language productivity, our further work aims to develop a predictive
algorithm for unseen words, and to refine the optimal combining algorithm composed
of the statistical spacing method and the rule- and knowledge-based spacing method.

Acknowledgements. This work was supported by National Research Laboratory
Program (Contract Number: M10203000028-02J0000-01510).
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Abstract. This paper presents a methodology to automate natural language
requirements analysis and class model generation based on the Rational Unified
Process (RUP). Use-case language schemas are proposed to reduce complexity
and vagueness of natural language. Some rules are identified and used to
automate class model generation from use-case specifications. A CASE tool
named Use-Case driven Development Assistant (UCDA) is implemented to
support the methodology. UCDA can assist the developer to generate use-case
diagrams, use-case specifications, robustness diagrams, collaboration diagrams
and class diagrams in IBM Rational Rose. It helps accelerate requirements
analysis and class modeling, and reduce the time to market in software
development.

1 Introduction

Object-Oriented Analysis and Design (OOAD) has become a very popular software
development approach since the 1990’s. Object elicitation and class modeling are
among the central activities in OOAD. The objects are identified from the
requirements, and the class model is generated based on them as well. Generally,
there are two ways to specify the requirements: using formal languages or using
natural languages (NL). The research community has focused on methods based on
formal language requirements [1-3], while NL is widely used for requirements
documentation in industry. It is hard to automate NL requirements analysis, because
NL is inherently complex, vague and ambiguous [4].

Most commercial CASE (Computer Aided Software Engineering) tools do not
supply the functionality of NL requirements analysis. However, there are several such
tools that have been developed for research. CoGenTex Inc. developed a prototype
tool named LIDA (Linguistic assistant for Domain Analysis), which provides
linguistic assistance in model development [5]. The tool can process textual
documents and help the user to generate a class model visualized in UML (Unified
Modeling Language). NIBA (Natural Language Requirements Analysis in German) is
an interdisciplinary project between computer scientists and computer linguists at the
University of Klagenfurt, Austria [6]. The tool can parse requirements documents in
German, interpret and transform output of the parser to conceptual pre-design
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schemas, validate the schemas and finally generate a conceptual model in UML.
These approaches only generate the conceptual model, but the behavior of classes still
need to be identified separately.

So far, it is impossible for machines to automatically perform the whole OOAD
process, but it is possible to automate some micro-activities in it. We developed a
method for use-case model generation, object identification and class modeling with
respect to natural language requirements based on the Rational Unified Process
(RUP). The methodology is introduced in Sect. 2. Sect. 3 presents the CASE tool that
was developed based on the methodology. Sect. 4 concludes the paper.

2 Methodology

Based on the Rational Unified Process (RUP), the activities and corresponding
artefacts during requirements, analysis and design are specified as follows:

e Identify actors and use cases from stakeholder requests.

e Structure the use cases into use-case diagrams.

e Generate the use-case specifications.

Review the use-case specifications.

Analyze the use-case specifications and generate the analysis model.

Review the analysis model.

Generate the design model based on the analysis model.
The whole process is divided into two parts based on different concerns. The first
part addresses NL requirements analysis and use-case modeling. The second part is
concerned with the use-case realization and class model generation. The artifacts and
activities in the process are shown in Fig. 1. The output of the requirements phase is a
use-case model. Use cases are means to capture the contracts between the
stakeholders of a system and its behavior [1]. A use-case model comprises diagrams
in UML and specifications that record sequences of actions that a system can perform
by interacting with outside actors.
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Fig. 1. Developers, activities, and artifacts in OOAD
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2.1 NL Processing and Use-Case Modeling

Stakeholders’ requests are parsed by a natural language parser to identify use cases.
The detailed description of each use case is parsed and analyzed to generate a use-
case specification document.

2.1.1 Natural Language Parsing

Stakeholders’ requests documented in natural language are analyzed and processed by
a parser. A shift-reduce parser is applied in UCDA. The typical structural elements of
sentences that are recognized by the parser are listed in Table 1. The presence of
coordinated structures and modifiers will increase the complexity of sentences. The
tool can identify some complex sentences and break them down into simpler
sentences. The rules for sentence reconstruction are listed in Table 2. The parser
converts input requests into sentences, and each sentence into an abstract
representation of its syntactic structure. For example, “students request a course
catalog” can be tagged as [‘students’/’N’, ‘request’/’V’, ‘a’/’ART’, ‘course’/’N’,
‘catalog’/’N’].

Table 1. Sample tag set

Tag Description Tag Description

N Noun P Preposition

\Y Verb DET Determiner
ART Article ADV Adverb

ADJ Adjective CONJ Conjunction

Q Quantifier auxV Auxiliary Verb

Table 2. Rules for sentence reconstruction

Complex Structure Simplified Structure
NP1 + Verbl + NP2 + Verb2 + NP3 (1) NP1 + Verbl + NP2
(i) NP2 + Verb2 + NP3
{Q, ADJ, V-ing, DET} + N N
auxV +V \
Sentencel {AND/OR} Sentence2 (i) Sentencel
(i1) Sentence2
NP + VP + NP1 and NP2 (i) NP + VP + NP1
(ii)) NP + VP + NP2

NP — Noun Phrase; VP — Verb Phrase

2.1.2 Use Case Identification

The candidate actors are derived from nouns, especially those that are subjects of the
statements, and the candidate use cases are derived from the verb phrases acting as
actors’ predicates. If a candidate actor is not found in the glossary, it will be removed
from the candidate actor set. We also apply heuristics to help the developer to distill
the candidate sets and identify actors and use cases. Typical heuristics to distill actors
are:
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1. Who will supply, use, or remove information?
2. Who will use the functionality?
3. Who will support or maintain the system?
4. What are the system’s external resources?
5. What are the other systems that are needed?
The heuristics to distill use cases are as follows:
1. For each actor, what are the tasks?
2. Does the actor have to be informed about certain occurrences in the system?
When use cases are identified from the requests, detailed information is needed for
each use case to generate the use-case specification. The following is part of the
requirements for an ATM (automated teller machine) system.
The ATM will service one customer at a time. A customer will start a session when s/he
inserts an ATM card. The customer will then be able to perform one or more
transactions.
The actor identified from this paragraph is “customer”, and use cases identified are
“start session” and “perform transactions”.

2.1.3 Use-Case Specification

A template is used to standardize the use-case specifications. The template contains
such entries as use-case name, flow of events, special requirements, preconditions,
postconditions and extension points. To enable the automated realization of use-case
specifications in NL, we introduce a set of use-case schemas to normalize the NL
statements. Table 3 lists the use-case schemas. The structures of simple statements are
identified during parsing. They are transitive (a.k.a. monotransitive), intransitive,
ditransitive, intensive, complex transitive, prepositional and non-finite [7].

Table 3. Use-case language schemas

This schema applies to all the events. The sentences in the form of this
schema are simple statements.

This schema is used for alternative flows. An if-clause may consist of one or
If-then more condition statements, each of which can be described using the basic
schema. A then-clause contains a flow of events.

This schema describes a repeated event or sequence of events under a certain
condition. A do-clause may contain an event or a sequence of events. An
until-clause may consist of one or more condition statements, on which the
iteration will stop and the flow goes to next step.

This schema describes the performance of two or more activities during the
Con-Noc same time interval, i.e., concurrency. This schema starts with a Con and ends
with a Noc.

Basic

Do-until

2.2 Class Model Generation

2.2.1 The Use-Case Processing Method
To perform use-case driven analysis and design, we propose a use-case processing
method as follows:
For each use case,
a. elicit the analysis classes, identify their stereotypes, and generate a robustness
diagram;
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b. decompose the system’s behavior, distribute the behavior to analysis classes,
and generate a collaboration diagram.
For the analysis classes,
a. describe responsibilities;
b. describe associations and establish them in the class diagram;
c. identify the generalization relationships and establish them in the class diagram.

2.2.2 Rules for Class Model Generation

Domain knowledge is very important in object identification and class model
generation. The glossary that defines specific terms of the domain represents part of
the domain knowledge. If an entity in a use-case specification is found in the glossary,
it is a candidate object that may correspond to a class in the class model.

The behavior types of the system, the associations between the stereotype objects,
and the structures of the action statements in use-case specifications are associated
with each other. Fig. 2 shows a model of the actions in actor-system interaction [1].
Four types of behavior are included in the model. The relationships between the
behavior types and the associations between stereotype objects are listed in Table 4.
The relationships between the statement structures and the behavior types are
summarized, and applied to automate use-case realization. Boundary classes are used
to model the system interface that handles the communication between the
environment and the system. Entity classes are used to model the real world entities.
Control classes are responsible for the flow of events in the use case, and they are
application-dependent. Determining the control classes for a problem is very

subjective.
Request /-\ Behavior Types:
’ Validation
\/ Request
Validation
Change
/\ Response
+——— Change
Actor Response \-g/
System

Fig. 2. An actor-system interaction model and 4 behavior types

Table 4. Relationships between behavior types and associations between stereotype objects

Behavior Type Association

Request ii O

Validation O—CQamaO—0O
Change O0—0O

Response O—O

i: actor, <) boundary object, (O): control object, (): entity object

We identified the relationships between all statement structures and the behavior
types, and represented them in 17 rules for object and message identification [8].
Because of the length of this paper, we only demonstrate a rule for transitive structure
shown in Fig. 3, where NP represents noun phrase; VPss represents verb phrase with
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the statement structure; PP represents prepositional phrase; Vgp represents verb
group; and Prep represents preposition [8].
Statement

Subject Predicate

\
NP VPss PP
PR

PN
Vgp NP Prep NP

Fig. 3. The structure of a transitive statement

The rule for object identification is:

Rule: [f the structure of a statement is transitive (shown in Fig. 3), and

Subject/NP//Noun(head) is an actor, then this statement is corresponding to the

Request behavior type and Predicate/PP/NP//Noun(head) is a boundary object if it

exists in the glossary, and Predicate/VPss/NP/Noun(head) is an entity object if it

exists in the glossary.
If there are two objects or an actor and an object in one statement, an association
between them is identified. To generate the collaboration diagram, the messages
contained in one scenario are identified. The corresponding rule for message
identification is:

Rule: If Subject/NP//Noun(head) is an actor, and Predicate/PP/NP//Noun(head) is

a boundary object, then the action is Predication/VPss/Vgp/Verb(head) +

Predication/VPss/Vgp/NP//Noun(head), the sender is Subject/NP//Noun(head) and

the receiver is Predicate/PP/NP//Noun(head).

The responsibilities of the classes can be identified from the messages in the
collaboration diagrams. Each message consists of a sender, a receiver and an action.
The receiver has the responsibility for the execution of the action. The messages in
collaboration diagrams are transformed to the classes’ responsibilities in this way.

Composition and generalization are two kinds of class relationships to be identified
in the class model of the system under development. Some aggregation relationships
can be derived from the use-case inclusion relationships.

Rule: If one use case includes another use case, then a composition relationship is

likely to exist between the core control classes identified from the use cases.

Class generalizations can also be identified from use-case generalization
relationships.

Rule: If one use case has a generalization relationship with another use case, then

a generalization relationship is likely to also exist between the core control classes

identified from the use cases.

2.2.3 Rules for Analysis Model Validation

We propose a method to validate the analysis model, especially the robustness
diagrams. There are some constraints for objects and associations in a robustness
diagram according to its semantics. The rules listed in Table 5 are derived from the
constraints and used for robustness diagram validation.
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Table 5. Rules for robustness diagram validation

Case Validation Suggestion

L% | Notaliowed. | | —+O—0O——+O— ]
O | Allowed

1O | Notalowed. | T—+O—0O
QO | Notallowed. | J—+O—0O—0
HO—+0 | Notallowed. | <O— O——+O
HO—CO | Allowed.

HO——CO | Notallowed. | -O—O—CQO
O—0 | Allowed.

O—0 | Allowed.

O—CO | Notallowed. | O—CO—0QO

3 UCDA: Use-Case Driven Development Assistant

3.1 Overview

i: actor, +): boundary object, (O): control object, (): entity object
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To implement the methodology, we develop a CASE (Computer Aided Software
Engineering) tool named UCDA (Use-Case driven Development Assistant). Just like
the methodology, UCDA is composed of two parts: one part for NL requirements
processing and use-case modeling, and the other for use-case realization and class
model generation. The architecture of UCDA is shown in Fig. 4. UCDA is integrated
seamlessly with IBM Rational Rose. The user can manage UCDA with Rational
Rose’s Add-in manager. Most artefacts generated by UCDA are represented in XML
and visualized in Rose.

Developer
-
<
IBM Rational
Rose

e |

NL Requirements
Parsing and Use-
case ldentification

Use-case
Specification

Use-case
Realization

Class Model
Generation

1l

Analysis Model
Validation

Fig. 4. UCDA architecture
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The features of UCDA currently implemented are as follows:

1. Parse the NL requirements and identify actors and use cases, and then generate the
use-case diagram in Rational Rose.

2. Assist the user to finish use-case specification.

3. Realize the use cases, identify the classes, and generate robustness diagrams and
collaboration diagrams in Rational Rose.

4. Validate the analysis class model via robustness diagrams.

5. Generate the class model in Rational Rose.

Not all the activities can be fully automated especially the use-case specification. The

user needs to interact with UCDA to supply the necessary information, and the tool

will help the user to develop a model in UML for further revision.

3.2 Use-Case Modeling Environment

When the user has only the requests, s/he can start to analyze with UCDA. Fig. 5 is
the environment for requirements parsing. The user needs to paste or edit the requests
of a project in it. Then UCDA can help the user identify the use cases from the
request and generate the use-case diagram in Rational Rose.

Fig. 5. The environment for NL requirements parsing and use-case identification

Then the user can specify the use cases with the assistance of UCDA. UCDA
parses the user’s input information and normalizes it based on use-case language
schemas. The structure of each statement in the flow of events is identified, and all
statements are encoded in XML. An example use-case specification with XML
markups removed is as follows. Note that person and number effects on verbs are
removed.

Actors: customer, bank

Flow of Events:

Basic Flow:
the system start withdrawal transaction;
the customer select the account on the customer console;
the system get the account from the customer console;
the customer select the amount on the customer console;
the system get the amount from the customer console;
the system generate the withdrawal transaction information;
the system send the withdrawal transaction information to the network connection;
the bank get the withdrawal transaction information from the network connection;

PN R W
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the bank send the withdrawal transaction approval to the network connection;

10. the system get the withdrawal transaction approval from the network connection;
11. the system dispense the cash in the cash dispenser;
12. the customer get the cash from the cash dispenser;
13. the system record the withdrawal transaction information into the log;
14. the withdrawal transaction end;

Alternative Flow:

If the bank do not approve the withdrawal transaction,
then 1i. the system display an error message on the customer console;
ii. the system record the withdrawal transaction information into the log;
iii. the withdrawal transaction end;

3.3 Use-Case Realization Environment

When the use-case model is ready, the user can use UCDA to realize the use cases
and generate the class model. The functions of UCDA can be accessed via Rose’s
menu. All the diagrams generated by the tool are visualized in Rational Rose. The
environment for use-case realization is shown in Fig. 6. The user can set the glossary
and select a use case to realize. When collaboration diagrams are generated, the tool
can distribute the behavior and generate the class model in Rational Rose. The
robustness diagram generated by UCDA based on the example specification in Sect.
3.2 is shown in Fig. 7 and the corresponding collaboration diagram is shown in Fig. 8.

9 Inalid PIN |~
# < Perform Sex
- Perform Tro
< Shut down £
< Start Systen
# < Transfer Mc
< Withdraw Cy
+-2 Association

w0 3 Logical View

7
A
g\ wolB B @ & |88
I ABC i B
Paftam Transactio Bank
B o e N
o < é O
Withdiaw Cash  Dapositbioney  Transferboney  Inquire Account
Realize Use Cases ﬁ

w-C3 Companent Vie
Deplayment Vi[ v

x|
2

[T Log /]

For Help, press F1

Use Cases with XML Specification

Withdraw Cash
Perform Session
Transfer Money
Deposit Money
Inquire Account

il Realize
v
Glossary Aderess

|Please input the glossary file's Browse

| —

[k

<>

Uhd

Fig. 6. The environment for use-case realization cooperating with Rational Rose

() N I

Z—+0O

Customer

(from Use Case View)

N AN

Customer console Withdrawal transaction Network connection

(from Logical v.ey (from Logical View)

(from Logical View)

O

Cash dispenser
(from Logical View)

Log
(from Logical View)

7S

Bank

(from Use Case View)

Fig. 7. A robustness diagram generated by UCDA
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1: start
6: generate withdrawal transaction information
4: end

)
e
2: select account 3: get account ﬂﬂ! record withdrawal transaction information

4: select amount 5: get amount 6: record withdrawal transaction information
% > | m > m >

<
15: display error message

: Customer Customer console

7: send withdr. at{:nsacuon information

12: g&h .(4@ cash 10: get withdrawal tr‘i}s@ o approval

8 get withdrawal transaction information

O FO————%

9: send withdrawal transaction approval
: Cash dispenser Network connection < Bank

Fig. 8. A collaboration diagram generated by UCDA

4 Conclusion

A methodology for natural language requirements analysis, use-case modeling and
use-case driven analysis and design is presented. The methodology comprises good
practices from both natural language requirements analysis and the use-case driven
analysis and design. Use-case language schemas are proposed to normalize use-case
specifications, and the methods to automate object identification and class model
generation based on statement structures are discussed. A CASE tool was developed
to support the methodology. A future research topic is to implement features of
software architecture analysis and integrate it with the UCDA and Rational Rose.
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Abstract. This paper argues for the relevance of cognitive modelling and cog-
nitive architectures to support user interface design decisions. From a human-
computer interaction point of view, cognitive modelling can have benefits both
for theory and model building, and for the design and evaluation of systems us-
ability. Cognitive modelling research applied to human-computer interaction
has two complimentary objectives: 1) to develop theories and computational
models of human interactive behaviour with information technologies, and 2)
to use the computational models as building blocks for the design, implemen-
tation, and evaluation of interactive technologies. As an example of application
of cognitive modelling to technology design, the paper presents a simulation of
interactive behaviour with five different adaptive menu algorithms: random,
fixed, stacked, frequency based, and activation based. Results of the simulation
indicate that fixed menu positions have an advantage over adaptive menus in
taking advantage of the capability of human memory in human-computer sys-
tems.

1 Introduction

The idea of using user models as a tool to understand and design human computer
environment has been pursued for some time under the discipline of cognitive engi-
neering [1, 2]. Applications of cognitive engineering aim mostly at modelling, pre-
dicting and evaluating human performances in computer environments. Recently,
cognitive engineering applications have focused on high-fidelity simulations so that
cognitive models can interact directly with a software application, modelling visual
and auditory perception as well as motor actions [3,4]. The other focus is on anchor-
ing cognitive simulations in cognitive architectures, which provide relatively com-
plete proposals about the structure of human cognition.

Computer simulations and cognitive modelling based on cognitive architectures
can be an important methodological component in the study and design of interactive
technology. From a human-computer interaction point of view, cognitive modelling

R. Orchard et al. (Eds.): IEA/AIE 2004, LNAI 3029, pp. 305-314, 2004.
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can have benefits both for theory and model building, and for the design and evalua-
tion of systems usability. Cognitive modelling research applied to human-computer
interaction has two complimentary objectives: 1) to develop theories and computa-
tional models of human interactive behaviour with information technologies, and 2)
to use the computational models as building blocks for the design, implementation,
and evaluation of interactive technologies. The development of cognitive modelling
simulation techniques could lead to important applications in psychology, and soft-
ware engineering [5].

This paper is divided in five sections. Section 2 will present some general ideas
about cognitive modelling methodology. Section 3 will outline some benefits of using
low fidelity prototyping in combination with cognitive models. The current approach
is essentially focused on the task structure rather than the interface layout. Finally,
section 4 will present the results of a simulation of human computer interaction with
four types of adaptive menus: interactive behaviour with five different adaptive menu
algorithms: random, fixed, stacked, frequency based, and activation based. The
simulation contains also an evaluation of the effect of cognitive strategies used to
interact with menus. Section 5 presents a brief conclusion.

2 Cognitive Modelling Methodology

Cognitive modelling has its roots in cognitive architecture research and unified theo-
ries of cognition [6,7]. Cognitive architectures are relatively complete proposals about
the structure of human cognition. A cognitive architecture provides the resources for
developing models. These resources take the form of a set of specifications regarding
the functional invariants [8] related to knowledge representation, knowledge proc-
essing, memory, perception, and motor actions. Some examples of cognitive archi-
tectures are SOAR [6], ACT-R [9], EPIC [3], and CI [10]. Each of these architectures
has its strength and was initially developed with some intended modelling purpose.
ACT-R is mainly focused on problem solving and memory, SOAR on problem solv-
ing and learning, EPIC on multiple task performance, and CI on text comprehension.

Anderson [7, 9] presents an interesting way to understand the place of cognitive
architectures and cognitive models in the scientific investigation of cognition. Ac-
cording to Anderson, a framework is a general concept for understanding a domain,
but it does not have predictive power, whereas a theory is a precise system that em-
bodies specific framework level concepts and can be used to make predictions. For
example, the idea that cognition can be understood using production rules (i.e., if/then
rules) is a framework level assumption, while specific implementations of production
rules to do so constitutes a theory. Cognitive architectures, therefore, can be consid-
ered theories capable of explaining complex cognitive behaviours. Models are the
result of applying a theory to a specific task or phenomenon to predict measures of
performance such as processing time, errors, learning rates and learning patterns.

The cognitive modelling methodology is mostly an iterative methodology similar
to the learning cycle in HCI research [12] that goes through successive cycles of the-
ory building, computational artifact construction, and empirical evaluation. Figure 1
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presents the process of cognitive modelling [13]. One can see from this figure that
empirical data plays a crucial role in cognitive modelling. It is certain that simula-
tions, as a method a scientific inquiry, can best be advanced and tested by the concur-
rent and complementary use of empirical methods [11].

provides data for specified as

Empirical results ‘ ‘ Model

compared with implemented in

k.

Simulation Computational

-~

results provides model

Fig. 1. Cognitive modelling process

Another point of view on cognitive modelling methodology is the cognition-
artifact-task triad [14] for understanding what is meant by interactive behaviour. The
interactive behaviour for any given artifact-task combination arises from the limits,
mutual constraints, and interactions between and among each member of the cogni-
tion-artifact-task triad. The cognitive modelling approach considers that all three
components must be taken into account [4].

3 Cognitive Modelling Using Low Fidelity Prototypes
for Usability Testing

Computer simulations based on cognitive architectures can be an important meth-
odological component in the study and design of interactive technology. According to
Ritter [15], three elements are needed for modelling human-computer interaction
tasks: 1) a cognitive model that simulates the cognitive performance of a human per-
forming a task, 2) a task simulation that provides the task as well as the interface that
will be used by the cognitive model, and 3) a linkage mechanism that simulates hu-
man perception and action so that the cognitive model can communicate with the task
simulation.

These elements are present in cognitive modelling environments such as ACT-
R/PM [4]. The set of tools available to model interactive behaviour range from indi-
rect interaction with software applications through abstract specifications of a user
interface [16,17] through application mock-up (ACT-R/PM), or direct interaction
with software applications [15,18]. Our research has focused mainly on indirect inter-
action with abstract specifications of a user interface for the purpose of usability test-
ing in the context of rapid prototyping.
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The prototypes used in usability testing can also range from high fidelity to low fi-
delity. High fidelity prototypes are fully functional or almost fully functional inter-
faces. They have the advantage of providing human subjects with a realistic experi-
ence but have the disadvantage of being time consuming to develop. Low fidelity
prototypes are mock-ups that have limited functionality. The advantage of low fidel-
ity prototypes is that they are fast and cheap, and therefore very useful for testing
potential interface designs early in the design process. Currently there are several
projects to get simulated users to interact with relatively high fidelity interfaces [4].
The idea is to develop systems that allow simulated users to interact with the same
software that human subjects interact with. This approach is good for high fidelity
prototyping but may not be the best choice for low fidelity prototyping.

Because we are interested in testing simulated users early on in the rapid
prototyping process, we have focused on low fidelity prototyping. To be useful, low
fidelity prototyping systems must be relatively quick and easy to use. They also need
to capture the elements of the full interface design that drive the way that human
users interact with it. If completely successful in this regard, a low fidelity prototype
is just as effective as a high fidelity prototype for testing human subjects. However,
there is no way to know if you have succeeded without also building a high fidelity
prototype and testing to see if people behave the same way with it. The same is not
true for simulated users. Since we know how a simulated user works, we can know
what aspects of an interface prototype will affect it and what will not. Also, we know
that a simulated user will not be affected by the realism of the experience. In fact, a
simulated user does not require a visual interface at all. It just needs to be told what is
there and what are the effects of its actions.

ACT-R/SOS (Simple Operating System for ACT-R) is an application that we have
developed to implement both the environment simulation and the linkage mechanism
[16,17] between an ACT-R cognitive model and the simulated environment. The
immediate purpose of SOS is to provide support low fidelity simulations in a rapid
prototyping environment [16,17]. SOS interacts with a formal specification of the
interface created within the SOS system (i.e., a simulation model of the actual inter-
face). This allows interface designs to be tested against ACT-R agents.

4 Usability Testing of Adaptive User Interfaces
with Simulated Users

The intention of this section is to show that cognitive models, anchored in unified
theory of cognition, support the production of specific predictions, and the clarifica-
tion of empirical questions to be addressed prior to data collection. As an analogy,
transportation simulations support hypothesis testing and infrastructure design with-
out having to build physical infrastructures to know their adequacy. The development
of cognitive modelling simulation techniques could lead to important applications in
psychology, and software engineering [5]. As an example of the application of cogni-
tive modelling to technology design, this section presents a simulation of interactive
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behaviour with five different adaptive menu algorithms: random, fixed, stacked, fre-
quency based, and activation based. The results of the simulation can be used to guide
both initial technology and empirical study design decisions, in the context of as-
sumptions about user cognitive processing.

The purpose of the simulation is to explore the possible consequences on human
performance for a variety of menu generation algorithms. The menus are generated as
the product of the user interaction with a set of data. In this case, a target is presented
to the cognitive model, which must select the corresponding menu-item in a menu.
When the target is presented, the simulated user tries to recall its position in the menu
and then proceeds to select the corresponding menu item. One can think that an appli-
cation, such as email, could have a similar functionality. A message comes in and the
user classifies the message by choosing the appropriate menu item. Initially the menu
is empty, but as messages arrive, categories are created to classify the messages up to
a point of forming a finite list of categories or topic. Five menu generation algo-
rithms were tested:

Random positions menu: As new targets are presented, they are simply assigned a
random position in the list. The menu is composed randomly each time it is accessed.
This algorithm is similar to the random menu selection task [4]. The classification of
a target to the corresponding menu item does not affect the random process.

Fixed positions menu: As new targets are presented, they are simply assigned a po-
sition at the end of the list. As long as known targets are present, no changes occur to
the menu. The classification of a target to the corresponding menu does not affect the
positions of items in the menu.

Stack menu: As new targets are presented, they are simply assigned a position at
the beginning of the list. As long as known targets are present, no changes occur to
the menu. The classification of a target moves the corresponding menu item to the
beginning of the list and pushes the other items down.

Frequency menu: As targets are presented, they are assigned a position in the list
that corresponds to its frequency therefore a new target would be placed at the end.
The classification of a target might not change the menu if the addition does not
change the relative frequencies of menu items. The menu items are sorted from the
most to the least frequent.

Activation menu: As targets are presented, they are assigned a position in the list
that corresponds to their activations (see below for a definition of activations). The
classification of a target might not change the menu if the addition does not change
the relative activations of menu items. The menu items are sorted from the most to the
least active. This menu generation algorithm aims at mirroring the memory of the
cognitive model for the menu items.

The present implementation of the concept of activation finds its origin in the
ACT-R cognitive architecture [9]. In this cognitive architecture, activation is a meas-
ure of the degree that past experiences indicate that they will be useful at a particular
moment in time. The base-level activation of a memory chunk represents how re-
cently and frequently it is accessed. The base-level activation therefore takes into
account both the number of times a memory chunk is accessed as well as the amount
of time since it was last accessed. This is an important feature of activation because
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its value is not constantly growing as the number of references increases, but is sub-
ject to decay across time. The role of decay rate is an important factor in models of
human memory. The formula to determine the base-level of activation of a chunk of
memory at time t after its creation, taking into account all intervening references or
accesses to the chunk, is the following:

B.=In er‘dj +p (1)
=1

Where [ is the expected activation value at the creation time of a chunk in mem-
ory, d is the decay rate, and 1, are the times it has been accessed. In the case where a
chunk has been accessed only once since its creation time, a simplified version of the
formula would be the following:

B(t)=f— dn(r) @)

The parameter d is the decay rate and can be set to any values between 0 and 1,
while In(f) is the logarithm of the time z. Anderson and Schooler [19] have shown
that the log odds of something reoccurring in natural settings approximates this func-
tion. Thus activation level can be viewed as representing the probability of events
reoccurring in the environment.

The cognitive model that interacts with the adaptive menu systems is composed of
a set of productions rules that control the action of the simulated users. Also the
simulated users have a memory buffer holding the memory chunks with their specific
levels of activation. The productions rules implement the menu searching strategy.
Empirical evidence from collecting data on eye movements on random menu selec-
tion tasks indicates that the strategy used by people tends to be either top down or
random search. The general result of study of selection of random menu selection is
that the response time is a function of the target location, with menu items located at a
lower position in the menu generating longer response times [4].

These strategies, however, are likely to be dependent on random nature of the task.
Menus with different structures could elicit different strategies. The cognitive models
used in the simulation varied in terms of strategies that could be pursued. Two gen-
eral strategies were implemented in the cognitive simulations. An initial strategy used
by a simulated user could be either to retrieve from memory the location of a menu
item or to scan the menu to find the menu item without a prior recall of its anticipated
position. A second strategy was to scan the menu either from the top or from a ran-
dom position when a menu item has not been found. The options of this second strat-
egy could be pursued when memory is not used prior to search the menu, or when a
retrieval failure occurs, or after an initial lookup is not successful. The two strategies
can be combined and give four possible combinations. These combinations are:

A) Search first (do not retrieve) and then scan from an initial random position;

B) Search first (do not retrieve) and then scan from the top of the menu;

C) Retrieve first, look at the anticipated position (if retrieval is successful) and

then scan from a random position (if the first lookup is not successful);
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D) Retrieve first, look at the anticipated position (if retrieval is successful) and

then scan from the top of the menu (if the first lookup is not successful)

For each of these four conditions, a cognitive model has to process ten successive
sets of thirty targets in the five adaptive menu conditions. The maximum size of a
menu is of twelve menu items. The targets submitted to the simulated user were com-
posed of a set of target labels that were presented sequentially. The global list of tar-
gets (300 targets) was composed of ten subsets of thirty targets. These subsets were
identical in terms of the elements they contained but not necessarily in terms of their
sequential positions. The subsets were randomly constructed with a list of targets with
different frequencies appearing early (positions 1 to 15), late (positions 16 to 30), or
randomly (positions 1 to 30). The following target labels were used to compose the
data set:

Random targets (1-30): TO8 TO8 TO8 TO8 T11 T11 T11 TO2 TO2 TO5
Early targets 1-15: TO07 TO7 TO7 TO7 T10 T10 T10 TO1 TO1 TO4
Late targets 16-30: T09 T0O9 T0O9 T09 T12 T12 T12 TO3 TO3 TO6

A complete factorial analysis of variance performed on the simulation output
showed that all terms were significant. The main effects were: first strategy [S1:
search / retrieve] (F(1,160)=953.81 MS=92.175 p<0,0001), second strategy [S2: from
top / random position] (F(1,160)=9.63 MS=0.931 p<0,005), and menu types [Menu:
random / activation / frequency / stacked / fixed] (F(4,160)=553.22 MS=53.462
p<0,0001). Two way interactions were: S1*S2 (F(1,160)=263.56 MS=25.470
p<0,0001), S1*Menu (F(4,160)=664.04 MS=64.172 p<0,0001), S2*Menu
(F(4,160)=22.66 MS=2.190 p<0, 0001). Finally, the three way interactions was also
significant (F(4,160)=33.41 MS=3.228 p<0,0001). The average number of scans per
cycle of 30 targets was used for the analysis. The first learning cycle of 30 targets,
which were initially learned by the simulated users, were removed from the analysis.
The data consisted of 180 observations composed of the average scans over 30 simu-
lated users for 9 learning cycles in each of the 20 cells of the design.

Figure 2 plots the results for the three way interactions. From Figure 2, one can see
that the strategy of scanning a menu without doing a prior retrieval, coupled with the
strategy of scanning from the top position produced the least number of scans both
for the activation and frequency based menus. On the other hand, the strategies of
retrieving a menu item position and using a random scan position resulted in the least
number of menu items scanned for the stacked and fixed menus. Although, it is im-
portant to note that the data is about the number of scans before a successful match is
found.

As Figure 3 shows, the simulated users learned all the menu item positions for the
fixed menu condition by the seventh learning cycle, which did not cause any addi-
tional menu item to be scanned. Figure 3 displays the learning history for the strate-
gies of retrieving first and scanning from the top in case of a failure to find a menu
item. The next best menu option in this condition is the stacked menu that shows a
tendency to approximate the performance on the fixed menu. Finally, the frequency
and the activation menu options support the lowest cognitive model performance,
even worst than a random menu for these strategies (retrieve first, search from top).
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The results of this simulation indicate that there is an interaction between adaptive
menus and cognitive strategies used to access them. The results suggest that adaptive
menus placing emphasis on access frequency (frequency and activation) would tend
to support scanning strategies because the gain in scanning costs related to trying to
retrieve from memory the position of a menu item. On the other hand, menus that are
stable (stacked and fixed) would tend to promote the use of retrieval strategies be-
cause of the reduction of menu scanning costs. Overall though, the performance of
simulated users across all strategies and menu conditions indicate that stable menus
(stacked and fixed) seem to offer the best support when the user has an immediate
access to a list of menu items. Because adaptive menus are constantly changing, the
human-computer system cannot take advantage the human capacity to memorized
menu item positions, which results in many retrieval and matching failures, and as a
consequence, menu item scans.

5 Conclusion

The above simulation is a good example of how cognitive modelling can be used to
predict human performance on human-computer interaction tasks. From the simula-
tion results, it is possible to draw the conclusion that a stable interface provides a
better support for users’ memory than an interface that aims at mirroring the distribu-
tion of events in the environment and/or users’ memory of these events. This simula-
tion could be the basis for formulating specific hypothesis, which could be tested
empirically. More simulations are also required to explore of the effect of no-retrieval
strategy to see how adaptive menus support human performances. For example, the
situation is different for menus in a menu bar, which require pointing to the first po-
sition in order to see the list. The current simulation is not completely accurate in this
respect because a simulated user can access directly a menu item without having to
first locate the first menu item (or menu title). Studies of fixed menu positions, show
that even with well-memorized menu positions, there is an increase of time to access
menu items located at the bottom of the menu item list [20]. We believe that usability
testing can be significantly improved through the use of simulated users. However,
we do not believe that simulated users should be used to replace human usability
testing. Rather, we suggest that the two techniques complement each other.
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Abstract. This work proposes an intelligent interface for customer behavior
analysis in electronic commerce. The intelligent interface contains three
modules, namely, the task editor, action supervisor, and behavior analyzer. The
task editor provides an intelligent interface for the system administrator to
define the business tasks and domain ontology. The action supervisor is defined
as the information collector for monitoring the customer operations, excluding
unnecessary operations, and recognizing the behavior patterns. The action
supervisor uses the interaction message to extract customer operations, the
Bayesian belief network to filter out redundant and irrelevant operations, and
the RBF neural networks to recognize the behavior patterns. Finally, the
behavior analyzer generates the customer behavior analysis information by
measuring the behavior patterns, constructing the personalized domain
ontology, and evaluating skill proficiency of the customer.

1 Introduction

Electronic commerce (EC) is the business activity that occurs over the electronic
network. The pervasive connectivity of the Internet provides the best mediation for
the users, that is, the manufacturer, the broker, the retailer, and the end user, to sell or
purchase goods or services. They usually exchange the merchandise through the
business platform of the EC systems. The EC business was grouped into three basic
models, that is, business-to-business, business-to-consumer, and consumer-to-
consumer [12]. The personalized service is the important factor for the above model
to attract their customers. The personalized service provides a friendly environment
for the customer to buy goods according to the past consuming behaviors. Customer
behavior analysis becomes the important function in the system. The customer
analysis provides the place to analyze the customer’s information as well as help the
customer to do business transactions.

Many systems have been proposed for applying the past user transaction history to
different applications [6], [7], [8], [11]. These systems are insufficiently specific
regarding the analysis of the customer behavior. The system also did not provide the
interaction activities analysis for effective customer behavior analysis. Some
interface usability tools or systems [1], [2], [4], [5], [9] were designed to overcome
the above shortcomings. Many problems still need to be solved. First, most systems
use a resident monitoring program in the application system to collect user
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information from the interaction information between the end user and application
system. The monitoring of user behaviors usually uses the cookies and the log files to
record the user operations [4], [9]. Cookies were used to keep the user information in
the client side. The drawbacks of cookies contain the limited amount of the
information in the client side and the dangerous of information loss in the business
session. Moreover, the drawbacks of log files include the collection of passive user
request information and the complexity of interaction events. Second, most systems
acquire the static and specific business information from the content of the web pages.
They do not analyze the interaction operations of the user in the applications. Third,
most systems assume the user is an experimented operator and may not commit
wrong operations. The collected data are presumed correct and valid information.
Finally, most systems lack the evaluation of user domain knowledge and skill
proficiency in the application domain.

This work proposes an intelligent interface for customer behavior analysis in
electronic commerce. The intelligent interface contains three modules, namely, the
task editor, action supervisor, and behavior analyzer. The task editor provides an
intelligent interface for the system administrator to define the business tasks and
domain ontology. The action supervisor is defined as the information collector for
monitoring the customer operations, excluding unnecessary operations, and
recognizing the behavior patterns. The action supervisor uses the interaction message
to extract customer operations, the Bayesian belief network to filter out redundant and
irrelevant operations, and the RBF (Radial Basis Function) neural networks to
recognize the behavior patterns. Finally, the behavior analyzer generates the
customer behavior analysis information by measuring the behavior patterns,
constructing the personalized domain ontology, and evaluating skill proficiency of the
customer.

The rest of paper is organized as follows. Section 2 introduces the architecture of
intelligent interface for customer behavior analysis. Moreover, section 3, 4, and 5
explore the task editor, action supervisor, and behavior analyzer. Subsequently,
section 6 demonstrates the application of the intelligent interface in electronic
commerce. Finally, section 7 concludes the work.

2 System Architecture

Figure 1 illustrates the architecture of the intelligent interface for customer behavior
analysis. The architecture contains three modules, namely, the task editor, action
supervisor, and behavior analyzer. The task editor provides an intelligent interface for
the system administrator to define the business tasks and domain ontology.
Specifically, the task editor provides a graphical user interface for the system
administrator to define the business tasks, transaction behaviors, and interaction
operations. The business tasks describe the goals and intensions that the customers
wish to perform. The transaction behaviors describe the behaviors of the customers in
accomplishing the tasks. Moreover, the interactions contain the interaction message
of the customer, that is, customer events in the browsers and requested information in
the HTTP (Hypertext Transfer Protocol). Moreover, the task editor also provides an
editing environment for the system administrator to construct the domain ontology.
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Fig. 1. System architecture

The action supervisor monitors the interactions of the customer in application
systems. Specifically, the action supervisor collects the interactions performed by the
customer in the client-side and server-side. First, the action supervisor captures the
customer interactions from the browser and HTTP. The action supervisor then filters
the customer operations from the customer interactions and recognizes the behavior
patterns based on the business tasks. Finally, the action supervisor forwards the
behavior patterns and the domain ontology for use by the behavior analyzer in
customer behavior analysis.

The behavior analyzer uses the behavior patterns to analyze the activities of the
customer. First, it analyzes the behaviors and tasks based on the customer operations.
It uses the frequency of behavior patterns to compute the proximity between them. It
then evaluates personal domain ontology and skill proficiency. The personal domain
ontology stores the terminology and the relations between them of the application
domain which was visited or used by the customer. The skill proficiency judges the
profile which the customer generally uses for task accomplishment. Finally, the
behavior analyzer generates the above behavior analysis information of the customer.

3 Task Editor

The task editor provides a visualized editing environment for the system administrator
to create the business tasks and to edit the domain ontology. The business tasks
describe the goals that the customers wish to perform. The business tasks contain the
tasks involved in carrying out the business process, the behavior patterns and its
relations, and the interaction operations. Moreover, the behavior patterns and its
relations record the transaction actions related to accomplishing the tasks and the
causality relationships between them. The interaction operations contain the customer
events in the browsers and requested information in the HTTP. The task editor
contains two components, namely, editing tools and editing frame. The editing tool
provides six functions for editing the business tasks and domain ontology, that is, task
insertion, task deletion, class insertion, class deletion, and task query. The task
insertion and deletion provide the function for adding or removing the number of task
in the customer interaction. Moreover, the class insertion and deletion provide the
function for insertion or deletion the number of class in the framework of the EC
ontology. The task query supports the capability to inquire regarding the contents of
the specific tasks. The editing frame displays the components in the business tasks
and domain ontology.
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The menu of task editor contains two functions, that is, type selection and editing
tool (Fig. 2). The type selection provides two editing modes for the system
administrator to select the desired editing component, that is, business task and
domain ontology. The editing tool provides six editing functions for the system
administrator as described above. Notably, the hierarchy of the business task contains
three levels, that is, business task level, transaction behavior level, and interaction
operation level [3].

& Task Editor =13

Type selection | Editing tool

Business task

Daorain ontology

Fig. 2. Task editor

4 Action Supervisor

The action supervisor conducts three tasks, namely, customer operation monitoring,
unnecessary operation exclusion, and behavior pattern recognition. The customer
operation monitoring monitors customer operations by extracting customer operations
from the interaction message between the customer and the system. The customer
sends the interaction message by clicking the mouse or pressing the keyboard. The
action supervisor uses the delimitation operations, such as, pressing enter on the
keyword or single clicking the hyperlink or button, to parse the message into
interaction operations. Each interaction operation contains information regarding the
interaction events and the HTTP message. The action supervisor uses the web page
scripts and applet to capture the interaction events in each session. The interaction
events contain the customer events in the client, such as, form submission, button
clicking, text input, item selection, hyperlink clicking, and focus objects. Moreover,
the action supervisor also captures the HTTP message from the web server. The
HTTP message is the request method, path information, query items, protocol, and
host name. For example, the customer sends the request message, contained in the
header of the HTTP, to the web server. The HTTP message of the request information
is the “Get”, “/somedire/page.asp”, “Action=aaa”, “xxx=xxx’, “HTTP/1.0”, and
“Host=intsys.csie.fju.edu.tw”.

The exclusion of unnecessary operations eliminates unnecessary customer
operations. It uses the Bayesian belief networks to exclude redundant and irrelevant
operations. Redundant operations are those which the customer use the same
operation for the same subtask. Moreover, the irrelevant operations are those that are
not effective in performing the subtask. The directed acyclic graph is used to
represent the relationship among customer operations (Fig. 3). The circular node
represents the operation of the customer and the link represents the relationship
between operations. Both of two operations <O, O,> and <O,, O,> can use to do the
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same subtask ST, If the customer operates sequence is O,, O,, O, and O,. The
operation O, is the irrelevant operation and O, is the redundant operation for the
subtask ST,. The probability of the subtask ST,, P(ST,)=P(O,)*P(0O,). Redundant and
unnecessary operations can be removed by computing the joint probability of the
operations according to the causal relations of the Bayesian belief network.

Fig. 3. Bayesian belief network

The behavior pattern recognition uses the RBF neural model as the behavior
pattern classifier for discriminating the customer behavior from the interaction
message. The RBF neural model contains three layers, namely, the input, hidden, and
output layers. Notably, the input layer uses 35 nodes to represent the interaction
information. The input of the interaction information includes the interaction events,
focus object, request method, and query items. The node number of the interaction
information in the input layer is 9, 10, 6, and 10 correspondingly. Each interaction
event uses three digits to represent the operation. The character of the focus object,
request method, and query items are encoded following the sequence of the
alphabetically. Each character then is normalized into a real number ranging between
0 and 1. The node of output layer represents the transaction behaviors. The number
of node in the output layer varies according to the behavior patterns in the business
tasks.

5 Behavior Analyzer

The analysis of customer behavior is supported by two main processes, namely, the
behavior analysis and knowledge and skill proficiency evaluation. The behavior
analysis uses the task network to represent the behaviors and behavior correlation of
the customer in completing the task. Fig. 4 illustrates the topology of the task
network. The square box is used to represent the business task. The circular node is
used to represent the name and frequency of the behavior pattern with the focus
object. Moreover, the decorated link is used to represent the successive relations
between behavior patterns and their frequency. The task network was updated after
the customer completed the business task. The behavior analyzer then re-evaluates
the content of the task network, that is, the behavior pattern, the relationship of
behavior pattern, and the task sequence. Moreover, the relationship of the behavior
pattern represents the correlation between behavior patterns. The fuzzy behavior
proximity (FBP) is used to measure the correlation,

FBP, (k+1)= FBE, (k) +o(| 4, (k+1) | -] 4,0 ) ey
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where i and j is the ith and jth behavior pattern and i is the precedence of j, k is the
kth business task, o is the learning rate, and ||Ai,j|| is the frequency of the behavior j
follow the behavior i.
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—®{ searching/
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Payment
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Fig.4. Task network

Searching
task

The knowledge and skill proficiency evaluation computes the proficiency degree of
customer. The knowledge proficiency evaluates the personal ontology of the
customer. It constructs the personal ontology by mapping the domain terms from the
interaction message, that is, focus objects and query items, to the domain ontology.
The knowledge proficiency evaluation then uses the explanation-based-learning
(EBL) [10] to conduct concept abstraction by providing the domain ontology. The
domain ontology is used to build the personal ontology by giving the learning
instance, that is, focus object and query items.

The skill proficiency measures the customer proficiency by evaluating the
usefulness, precision, dependency, and efficiency. The usefulness, U, evaluates the
correctness and validity of the customer operations.

n

U=1—E (@)

n
where e, represents the ratios of error or nullify operations, e€[0, 1] and n is the
operation number.
Precision, P, computes the average number of operations for completing the tasks.

.
_ " 3)

where t, represents the number of operations to achieve the ith task and n is the task
number.
Dependency, D, represents the behavior correlation.

Zn: Bi = Bi+l
D= i=1

P

“)
n
where B, and B, represent the i" and (i+1)" behaviors, = represents the sequence
relationships, and n is the behavior number.
Efficiency, E, measures the average time of the customer for completing the tasks.
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n
W,
E — i=1
n

where w, represents the time for completing the i" task and n is the task number.

®)

6 EC Application

The business process of business to consumer (B2C) classifies the customer
interactions into four tasks, that is, browsing, searching, buying, and payment. The
browsing task represents the behaviors that use hyperlink of the webpage to find the
merchandises, such as, menu browsing or product browsing. The searching task
represents the behaviors that use the search functions with the keywords to find the
related products in the website. The buying task represents the behaviors that select
the product into the shopping cart or send the order form to order the products. The
payment task represents the behaviors that select the transporting vehicle and payment
method. The customer then uses the above behaviors to buy merchandise from the
EC system.

6.1 Task Editor

The intelligent monitoring system provides a graphical interface for the system
administrator to edit the business tasks. Figure 5 lists the content of the business
tasks. The editing frame displays the framework of domain ontology in the task
editor. The merchandise of the EC ontology contains 3 classes, that is, book,
computer, and cosmetic classes. Each class also contains the related subclasses with
its class value. Fig. 6 shows the content of the domain ontology.

& Task Editor [=1E3] & Domain ontology EEX

- . @ d Electranic commerce onotology
Type selection  Editing tool & 3 Paymenttye
Q@ I Business Task @ [ Transaction type
@ [ Brwosing @ [ Merchandise type
[y Menu browsing ¢ I Tangible
Cat b . © [ Finished product
[y category r0W§|ng e = Book
[y Product browsing [ CEmpUieTEaaR
% [ Searching [ Cook book
[y Keyword searching ® [ Computer
@ [ Buying [ Personal cormputer
[y Product selection [ Handheld computer
@ [3Payment © ] Cosmetic
[} shopping cart selection [ Lipstick
Eye shad
[y credit card payment [ Eve shadow
[ Face memberace

Fig. 5. Business tasks Fig. 6. Domain ontology
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6.2 Action Supervisor

The action supervisor monitors the operations of the customer in the application. It
collects the interaction operations form the interaction events and the HTTP message.
It then excludes unnecessary operations and recognizes the preferred operation. Fig.
7 displays computation of the Bayesian belief network. The probability of
P(ST,)=P(Focus object)*P(Hyperlink clicking)=0.5*%0.5=0.25. Moreover, the
probability of P(ST,), P(ST,) and P(ST,) are zero. Finally, the action supervisor uses
RBF neural networks to classify the behavior patterns according to the customer’s
operations.

ltem
selection

Ttem Focus Ilham_
selection object sclection

Fig. 7. Bayesian network computation

Hyperlink
clicking

6.3 Behavior Analyzer

The behavior analyzer uses the task network to record the recognized behaviors also
update the fuzzy behavior patterns. The behavior analyzer then constructs the
personal ontology according to the products in the customer’s behavior (Fig. 8).

& Persomal ontology

@ [J Personal onotolooy
@ [J Payment type
[ credit card
@[] Transaction type
@ ] Merchandise type
@ [ Tangible
@ [ Finished product
@ [ Computer
[y Personal computer
@ ] Book
@[3 Computer hook
@ I Al book
[ Interface

Fig. 8. Personal ontology

The behavior analyzer also evaluates the skill proficiency of the customer. Table 1
lists the tasks, behavior number, operation number, error operation, and visiting time
of the customer interactions. The operations of the customer contain four tasks and
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the error ratio is 0.68, 0, 0, 0 and 0. Fig. 9 shows the computation of the skill
proficiency.

Table 1. Customer operations

Task Behavior number | Operations number | Error operations | Time
Browsing 3 10 2 42
Searching 1 3 0 8

Buying 2 4 0 12
Payment 1 2 0 9

U=1-Ye =1—%+90+°)=0.89
i=1

t
_Z " (10+3+2+4)
n 4

=275

LAl
Z‘ (e (0540.5+0.54+03+0.7+0.1)
n 6

D= =043

n

2,
_ (42+8+12+9)

E=+4 =17.75
n 4

Fig. 9. Skill proficiency evaluation

7 Conclusions

This work proposes an intelligent interface for customer behavior analysis in
electronic commerce. The intelligent interface contains three modules, namely, the
task editor, action supervisor, and behavior analyzer. The task editor provides an
intelligent interface for the system administrator to define the business tasks and
domain ontology. An action supervisor is defined as the information collector for
monitoring the customer operations, excluding unnecessary operations, and
recognizing the behavior patterns. The action supervisor uses the interaction message
to extract customer operations, the Bayesian belief network to filter out redundant and
irrelevant operations, and the RBF neural networks to recognize the behavior patterns.
Finally, the behavior analyzer generates the customer behavior analysis information
by measuring the behavior patterns, constructing the personalized domain ontology,
and evaluating skill proficiency of the customer.

In summary, the proposed customer behavior analysis system exhibits the
following features. First, the proposed system has an intelligent interface that allows
system administrator to define the business tasks in human-computer interactions.
The business tasks identify the relationships among the customer interaction,
transaction behaviors, and business tasks definitely. The business tasks also can
reduce the measurement complexity of customer interaction. The customer operation
monitoring extracts the customer operations by analyzing the interaction protocol
based on the customer interactions. The exclusion of unnecessary operations uses the
Bayesian network to reduce the computation of irrelevant operations. The behavior
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pattern recognition uses the RBF neural networks to discriminate the behavior
patterns based on customer operations. Moreover, the behavior model uses the task
network and fuzzy behavior proximity to represent the behavior patterns and their
relationships. Finally, the knowledge and skill proficiency evaluation uses EBL and
proficiency metrics to discriminate end customer domain literacy and skill
proficiency.

The work applied the proposed intelligent interface for customer behavior analysis
to the EC. The application of the system demonstrates that the system can support
system administrators in defining business tasks, and in turns can collect robust
interaction information from customers. The analyzed customer behavior information
can support the EC platform developer to refine the transaction workflow
intelligently. The system possesses not only a customer behavior analysis but also an
intelligent knowledge management in human-machine interface.
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Abstract. Hardware and software integration of a framework for interactive
multimedia datacasting applications is presented in this paper. The hardware
components of this framework consist of a data server, an IP encapsulator
(IPE), a multiplexer, data receivers and a return channel. Various integration
software modules were implemented to support the hardware configuration, and
these include IPE flow control, encoding/decoding rate control, opportunistic
data injection etc. Server/client issues were investigated to support various
applications such as unicast/multicast services, web accessing and media
delivery rate control over digital television (DTV) broadcast infrastructure. The
main contributions of this paper are: 1) the design of an interactive end-to-end
datacasting framework; 2) the integration of hardware and software modules for
this system; and 3) Unicast and Multicast data transmission modes. This
framework was tested in a terrestrial broadcasting environment with various
multimedia datacasting applications.

1 Introduction

In North America, the Advanced Television Systems Committee (ATSC) Digital
Television (DTV) standard [1] has been adopted for over-the-air delivery of digital
television programs to homes. The ATSC system is capable of carrying multiple
standard definition television (SDTV) programs or a single high definition television
(HDTV) program with the associated sound, as well as ancillary data information in a
single 6 MHz terrestrial broadcasting channel. Encapsulation of IP data into an ATSC
transport stream (TS) allows the transmission of IP-based multimedia and data
information over DTV channels [2]. Recent implementations of interactive
multimedia delivery systems for specific applications can be found in [3], [4] and
[12]. In [12], a multimedia broadcasting system using a DTV channel is deployed by
using a scheme based on the Digital Storage Media-Command and Control (DSM-
CC) functionality and a new protocol which efficiently conveys multimedia
information having the same characteristics as HTML files. The real-time multimedia
broadcasting scheme proposed in [3] enables distortion free TV-reception in fast
moving vehicles with the adoption of MPEG-4 based digital audio
broadcasting/digital multimedia broadcasting (DAB/DMB). A streaming system for
interactive television broadcast using MPEG-4 and MPEG-7 in edition and
transmission of multimedia programs is proposed in [4]. This system is capable of
providing two transport streams per program, one via a program multiplexer and the
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other via a data multiplexer. These two multiplexers together deliver all the types of
data mentioned in the ATSC data broadcast specification.

A seamless integration of hardware and software modules is essential for an
interactive multimedia delivery system to be effective. Well-supported software
modules can lead to more efficient resource utilization towards hardware components.
The selection of hardware components determines the system configuration and
software applicability. In this paper, we propose the architecture for an interactive
multimedia datacasting system. Various software modules were implemented to
support this hardware configuration. The goal of the project is to investigate, develop
and demonstrate means of utilizing the DTV infrastructure to provide interactive
broadband multimedia services. Such a system can be used by broadcasters to provide
a variety of program related or non-program related services such as Internet access,
file transfer, audio/video multicasting etc. In addition, such a system could provide
remote and rural communities with interactive broadband access to a number of
services such as education, medical consultation, e-learning, web access, banking and
many others. Dedicated DTV channels could be used to provide broadband access in
rural and remote areas, as there is ample available spectrum in these regions.

This paper is organized as follows: Section 2 introduces the system architecture
that is being developed. This system is composed of the following components: data
server, IP Encapsulator, transport stream multiplexer, data receiver and return
channel. Issues related to the development and integration of software required to
support the hardware framework are discussed in section 3. A number of multimedia
datacasting applications related to this framework are described in section 4.
Conclusions and future considerations are discussed in section 5.

2 System Architecture

The interactive multimedia datacasting system consists of a broadcast (downlink)
subsystem and a return channel (uplink) subsystem. This system is illustrated in figure
1. According to user requests or the broadcaster’s predefined scheduling, the
downlink subsystem serves to combine various data and multimedia information onto
a MPEG-2 transport stream (TS) [5] which is then modulated to one of the television
channels. The IP Encapsulator (IPE) encapsulates the IP data coming from the content
server onto an MPEG-2 TS according to the Multi-Protocol Encapsulation (MPE) or
the data piping method of the ATSC Data Broadcast Standard A/90 [2]. Once the IP
data is converted to MPEG-2 TS, it is sent to a transport stream multiplexer (TSM)
where other sources of MPEG-2 transport streams can be added. The resulting
MPEG-2 TS can carry contents such as other encapsulated data or compressed
MPEG-2 video/audio programs meant for broadcasting. Many services and programs
can be multiplexed together as long as the 19.4 Mbps limit imposed by the system is
respected. The signal from the multiplexer is then fed to the 8VSB
modulator/transmitter. The receiver or set top box (receiver/STB) at the user’s
premise demodulates the received RF signal, recovers the MPEG-2 TS, extracts the
media types and dispatches the demultiplexed media packets to the client application
accordingly. This subsystem has the ability to deliver Quality of Service (QoS)
transmission by setting a maximum as well as a guaranteed data rate at the IPE for an
individual transport stream according to its program identification (PID).
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Fig. 1. Diagram of the interactive datacasting system

For laboratory test purposes, the uplink or return channel subsystem uses a wireless
LAN (WLAN) in a unidirectional mode to send interactive requests to the server.
With directional antennas, this return channel should be capable of offering the range
and throughput required for field tests. The service requests (such as Web access,
audio/video streaming etc.) that are to be processed by the server, the broadcasting
system status and statistics such as the real-time control protocol (RTCP) reports are
sent by client PC to the server via the return channel.
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Investigations on how to provide a return channel using the television UHF band
are ongoing since the current North American DTV standard does not include a return
channel to support interactive applications. In Europe, the DVB family includes a
wireless terrestrial return channel called DVB-RCT (Return Channel Terrestrial). We
are considering adapting the DVB-RCT system for use with the North American
ATSC A/53 standard [1].

The interactive datacasting system has been developed in a PC environment under
the Linux and Windows operating systems. The remainder of this section describes
the main functional modules individually.

2.1 The Content Server

High capacity and proficiency in providing interactive video, audio and data services
were taken into consideration in the design of the content server. This server is the
integrated result of the following components:

e Content encoder is a hardware encoder which converts raw video/audio
data to compressed data and stores it in the server’s hard disks. The
transmission of the encoded data to a client is carried out via the data
server in response to the client’s demand.

e Streaming server is a software reflector that allows the media streaming
(e.g. MPEG-4 audio/video, MP3 audio) from a live broadcaster source to
real time streaming protocol (RTSP) clients. It also serves as an
administrator to add/delete/monitor the connection status, to receive the
feedback requests from client machines and to react to those requests. The
output of the streaming server is IP data and is sent to the IPE.

e Data server gets miscellaneous data such as audio, video, text, etc. from
outside networks and feeds them to the contents encoder when there is a
demand.

¢ Control server plays an important role in controlling the operations of
the data server and streaming server. It receives the requests and feedback
information from clients through the return channel and manages the
mentioned servers’ operations so as to guarantee high quality of service.

2.2 Live Broadcaster

The live broadcaster is a software module for encoding and streaming media (e.g.
MPEG-4 audio/video) over the network. To broadcast live content, we can either use
the direct media to unicast/multicast to clients, or we can use the streaming server to
reflect/manage the live broadcast contents to clients. The latter is achieved via the
insertion of the media and network configuration information such as a Session
Description Protocol file (SDP [6]) into the content directory of the streaming server.
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2.3 IP Encapsulator (IPE)

The IPE is a hardware device which provides an efficient method for inserting or
multiplexing numerous IP data services, delivered over Ethernet, into an ATSC
compliant transport stream (e.g. MPEG-2 TS) for data broadcasting. The IPE features
a 100 Mbps Ethernet input and an ASI interface for the connection to a multiplexer or
a modulator. The built-in application software offers an intuitive GUI that provides
configuration and monitoring of outgoing transport data streams. Parameters such as
QoS and unicast or multicast mode of operation can be specified for each individual
PID.

2.4 Transport Stream Multiplexer (TSM)

The transport stream multiplexer combines a number of MPEG-2 transport streams
into a single stream at 19.39 Mb/s. The multiplexer supports opportunistic data flow
control by means of SMPTE 325M [10] to maximize the bandwidth usage up to 100
percent capacity by replacing NULL TS packets with IP data.

2.5 8-VSB Exciter / Transmitter

A modulator is composed of an 8-VSB exciter and a transmitter. For terrestrial
broadcasting, the multiplexed MPEG-2 TS is sent to the 8-VSB exciter [1] using the
SMPTE 310M [11] synchronous serial interface standard. Reed-Solomon coding and
8-VSB modulation are performed in the exciter.

The DTV transmitter is connected to the output of the 8-VSB exciter; the
transmitter modulates the incoming signal into a 6-MHz RF band and sends out the
signal to the antenna. For field trials we have access to a 30 KW ERP DTV
transmitter situated approximately 25 Km south of Ottawa.

2.6 Data Receiver / STB

The data receiver provides the following functions: RF tuning, demodulation of the
received signals to an MPEG-2 TS, extraction of the IP data from the TS and
forwarding of the data to the client PC and specific application. These functions could
be included into a set-top box (STB) connected to a PC through Ethernet.
The actual receiver consists of two functional modules:
e VSB demodulator transforms the received RF signal to an MPEG-2
transport stream.
e [P data extractor extracts IP data from the MPEG-2 TS and relays the
IP data packets to their destinations.



330  W.Li, H. Liu, and G. Gagnon

2.7 Client PC

The interactive client PC provides end-users with services such as Internet access,
media downloading, Video on Demand (VoD) and live streaming playback as well as
service requests to the data server. Its functional modules are listed below:

e Streaming client is a software decoder/player for receiving encoded
live media streaming (e.g. MPEG-4 live audio/video).

e Data storage provides support for media on demand downloading
services at the client end. There are a number of different types of
media to be stored at the client PC. Examples of media types include
discrete files, image bitmaps, Web pages, Java applets etc.

e Content decoder provides on demand audio/video decoding and
playback. We use software-based decoders and apply a simplified
probe-based rate control approach [7] to adjust the transmission rate
from the server in accordance with network availability .

2.8 Return Channel

Interactivity is provided through a wireless return channel that could be in the UHF
band. In Europe, DVB-RCT [8] has been defined for a terrestrial return channel,
while the ATSC DTV Standard does not include such a return channel component
yet.

It is to be noted that different types of return channels can be implemented and
used simultaneously with others. For cost efficiency, low throughput and, if we
assume that most calls are local, 56Kbps modems can be utilized in conjunction with
a public switched telephone network.

To reduce cost and complexity even further, the system supports a number of
multicast streaming applications that do not require a return channel. The only
requirement is to let the client applications know the multicast address of the
streaming service they want to access. Announcement information similar to program
guides can be implemented using the Session Announcement Protocol (SAP) and can
be broadcasted on a regular basis to inform clients of which multicast services are
available that do not require a return channel.

3 Software Implementation Considerations for the System

3.1 IPE Flow Control

The IPE flow control is a software module in the IPE providing real-time IPE buffer
utilization monitoring to the streaming server. It informs the streaming server of the
IPE buffer fullness by sending back IP multicast packets at a user-defined interval.
The streaming server uses the information carried in the packets to adjust its outgoing
data rate to ensure bandwidth efficiency.

Figure 2 illustrates the control packet structure. The IPE buffer status information
is sent out from the IPE to the server in a UDP multicast packet. The destination
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multicast IP address, port number and transmission interval are configurable through
the control module GUI.

Ethernet header | IP header | UDP header | Buffer fullness status | CRC

IP address of route n

IP address of route 1
Mask of route n (unicast only)

Mask of route 1 (unicast only)
Buffer fullness of route 1
Buffer length of route n
Buffer fullness of route n

Total routes
Total following length in byte
Buffer length of route 1

Fig. 2. The flow control multicast packet structure

3.2 Probe Based Content Encoder / Decoder Rate Control

The content encoder produces MPEG-2 TS data from raw audio/video data and
transfers the TS data to the contents decoder of the client PC via a DTV channel. The
contents encoder/decoder pair plus the corresponding data conversion, modulation,
transmission techniques compose the media on demand service of our system. To
ensure the quality of service during media transmission, we implemented a probe-
based rate control approach for the feedback control at the content encoder and
decoder.

The probe-based approach has been refined based on experimental results.
Specifically, the source probes for the available network bandwidth by adjusting the
sending rate in a way that maintains the packet loss ratio below a certain threshold.

Consistent with the RTP/RTCP standard [9], the contents decoder periodically
sends RTCP packets to the encoder via the simulated return channel. The RTCP
packet contains the packet loss ratio P, obtained during a certain time interval.

Considering the hardware MPEG-2 encoder/decoder chipset used in our system, the
proposed rate control protocol performs the following interactions between the
encoder and decoder:

Contents encoder
e The encoder starts at its preset rate to encode data to the sending buffer.
A packet sequence number is incremented and put into each RTP data
packet.
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e Upon the receipt of the RTCP feedback packet containing the packet
loss ratio Py, from the decoder, the encoder will adjust its waiting

time interval between two successive encoded data packets before
sending them out from the sending buffer. The time interval of the two
adjacent packets At is calculated according to the following rule:

lf ( Ploss < Pthreshold )

At =max{t — DecR,0} ;
else

At =max{tx IncR,AT} .

(where DecR, IncR, and AT represent the additive decrease factor,
multiplicative increase factor and the minimum time interval
respectively)

Contents decoder
e The received packets are monitored by the extraction of their sequence
numbers.
e  After a certain time interval, the decoder sends back a RTCP packet to
the encoder with the packet loss ratio observed during this time period.

3.3 Opportunistic Data Injection

The ATSC standard mandates a fixed data transmission rate of 19.39 Mbps per
channel. While MPEG-2 encoders usually operate at constant bit rate (CBR) mode,
there can be spare capacity to insert data up to the maximum transmission rate. To
accommodate the need for a full bandwidth usage, the SMPTE 325M standard [10] is
adopted in the TS multiplexer and the IP Encapsulator for opportunistic data injection.

The opportunistic data injection module removes NULL packets and inserts IP data
packets from the IPE to the TSM in order to utilize the available bandwidth. The TSM
provides buffer storage for the data packets. When the data is sent out of the TSM,
space becomes available in the buffer. Requests will then be sent from the TSM to the
IPE in order to get additional packets to fill its buffer.

3.4 Raw Socket Utilization

The raw socket programming technique is utilized in the data receiver/STB module to
relay incoming encapsulated IP data to the destined client. The raw socket provides
the capability of avoiding the IP datagrams protocol field being processed by the
kernel, thus reducing the overhead caused by the deletion/addition operations
normally required on the received packets at the data receiver.

Upon receiving the TS data from the VSB demodulator, the IP data filter extracts
the IP data from the TS then sends the data directly to the destination client on the
Ethernet by using the raw socket. In this way, it is not required to get rid of the IP
headers of the received packets and re-packetize them before forwarding them to their
destination.
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4 Applications

We have successfully integrated hardware components and software modules into an
interactive multimedia datacasting framework. Various applications are carried out
with this system under both Linux and Windows operating systems. Lab tests have
proved the feasibility of this framework and the applicability in various datacasting
applications.
The following applications are currently available:

e  MPEG unicast and multicast transmission;

e MPEG-1 (VCD) and MPEG-4 streaming;

e Internet access (Web browsing, ftp downloading etc.);

e Media on demand (audio, video and text files);

e [P Encapsulator (IPE) flow control;

e  Opportunistic data insertion between the TS multiplexer and the IPE.

5 Conclusion and Future Work

An interactive end-to-end datacasting system using the ATSC DTV infrastructure was
designed in the context of offering broadband access to rural and remote
communities. Hardware and software intergration at both the server and client ends
was performed to allow easy access to multimedia services. Laboratory tests showed
the feasibility and sound performance of this system. Required future work includes:
1) adaptive encoding rate control for MPEG video, 2) channel QoS study, 3) return
channel protocol study, 4) Data caching suitable for audio/video streaming, 5) data
carousel implementation etc.
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Abstract. This study proposes an expert system that applied in Taiwan
motorcycle’s fault detection and maintenance. An expert’s knowledge structure
was explored, to construct a knowledge base which has the expertise and then
to build a friendly human-computer interface. This study will examine the
knowledge structures of a novice group and an expert group by using
knowledge network organizing method. And the similarity between theses two
groups is assessed from network structure indices. The expected results will
indicate the knowledge structure of an expert group is more organized than a
novice group and then a suitable expert system will be developed. To develop
the expert system for the fault detection and maintenance can not only promote
the maintenance efficiency and quality, but also make up for the shortage of
Taiwan motorcycle’s maintainers. It also, of course, can serve as a training tool
for maintainers and shorten learning time effectively.

1 Introduction

According to the statistics of the MOTC (ministry of transportation and
communications) in 2002, there were 12,245,541 motorcycles in Taiwan. Though
Taiwan motorcycle’s density is the highest in the world, the motorcycle maintenance
quality is not really the same level. It’s predictable that the high maintenance level
will be required in local market after opening the import of heavy and electrical
motorcycle.

For the reason of maintenance skill enhancement, the study will adopt some
techniques to develop the expert system for assisting the maintenance tasks proved in
the previous study [17]. The failure modes and effects analysis (FMEA) technique can
be used in the research for finding out a wealth of useful information that can be
assisted in achieving the expected system reliability [17]. To use the FMEA tool, the
critical maintenance points will be found and worthily established into the expert
system (ES). For constructing ES’s core - knowledge base, pathfinder network is the
first procedure for exploring the organization of expert’s and novice’s domain
knowledge. Pathfinder relies upon a mathematical algorithm for creating a graphic
representation based on implicit proximity data. This process is examined by using
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KNOT (Knowledge Network Organization Tool) [18]. The similarities between
novice’s and expert’s networks are estimated from closeness (PFC or C), proximities
(PRX), and graph-theoretic distance (GTD) indices. It is expected that the knowledge
structure of an expert group is more organized than a novice group. An expert system
will be provided to novice to facilitate the maintenance tasks and make their
knowledge structure closer to expert’s knowledge structure.

In this paper, an ES’s prototype is addressed to simulate human expertise during
the problem solving by incorporating artificial intelligence and coupling various
descriptive knowledge, procedural knowledge and reasoning knowledge involved in
the industry knowledge. The system is developed through employing Visual Rule
Studio, a hybrid expert system shell, as an ActiveX Designer under Microsoft Visual
Basic 6.0 environment since it combines the advantages of both production rules and
object-oriented programming technology [9]. Both forward chaining and backward
chaining are used collectively in the inference process. The constructing process of
ES is also served as a guide for other similar domain-specific knowledge management
system.

2 Relevant Analysis

2.1 Failure Modes and Effects Analysis (FMEA)

FMEA originated as a formal methodology in the 1960s when demands for improved
safety and reliability extended studies of component failures to include the effects of
the failures on the systems of which they were a part. By the FMEA report, the
critical effects and risk priority will be easily found and provide potential failure
mode, failure effect, and failure cause and to prevent system breakdowns [17].

2.2 Pathfinder Network Analysis

After obtaining key failure mode, the corresponding test questions can be developed
as input of KNOT. Then the novice’s and expert’s knowledge structure and concept
diagrams can be obtained, so as to acquire expert’s knowledge to improve novice’s
cognitive representation.

According to Goldsmith et al., (1991) a better methodology for assessing the
expert’s and novice’s knowledge domain is a structural assessment approach. Three
distinct steps comprise the structural approach: (a) knowledge elicitation, (b)
knowledge representation, and (c) evaluation of a learner’s knowledge representation
[11] [16].

2.3 The Basic Components of an Expert System
A term of the ES usually made up of domain expert, programming designer, and

knowledge engineer and the knowledge engineering is the central role to build up the
ES. Knowledge engineer utilized the method of knowledge structure measurement to
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acquire strategic decision and knowledge into the knowledge base and continuously
tested and revised to develop more effective ES [10] [12].

A complete ES consists of three basic components. The first component is the
knowledge base, which has been developed using a commercially available expert
system shell called VRS (Visual Rule Studio) in the study. It is a hybrid application
development tool that installs an integral part of Microsoft Visual Basic 6.0 as an
Active Designer [9]. The second is the inference engine, which drives the knowledge
base through reasoning processes which are similar to experts. VRS supports three
types of inference strategies: Backward-Chaining, Forward-Chaining and Hybrid-
Chaining.

The last is the user interface, which is the means by which the user communicates
with the knowledge base (or virtual expert). It also allows user to question the ES and
to provide some advice. A good user interface is a necessity for the success of
knowledge-based expert systems. The relationships between the user, computer
system, user model and system model, via the user interface, and how the design of a
good user interface should take into account both these two models [1]. Usability is a
well-known and well-defined concept in the HCI research. It has been defined as ease
of learning, efficiency of use, memorability, error rates, and preference in the HCI
area. The three-component framework including user, product, activity, and
environment has long been accepted as the principal components in a human-machine
system upon which good system design depends [8] [15].

3 Method

3.1 Participants Definition

In this research, three participants are sampled in each expert group and novice group.
The novice’s participants were asked to read a paper about the introduction of the key
motorcycle component. Then the novices are asked to do a test to obtain their
knowledge structure. The sample of the expert group and novice group must have the
unity of a sample that is described as follows:

Expert: the participants who have over five years of working-experience and
professional license are sampled. They are working in different motorcycle shops.

Novice: the participants who have no working-experience are sampled. They are
graduate students of Industrial Engineering department at National Tsing-Hua
University in Hsinchu city.

3.2 Experimental Materials
The examination questions of motorcycle technique test can be used to evaluate and

compare the difference of knowledge structure between experts and novices. This
research will analyze three distributors which have about 10% shares in Jilong city.
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The component related data of every month orders is collected from 2002.06.01 to
2003.02.01.

The computer program of KNOT is employed for pathfinder network analysis and
to draw the knowledge structure of novices and experts with different experienced
level. The expert system is developed through employing VRS, a hybrid expert
system shell, as an ActiveX Designer under Microsoft Visual Basic 6.0 environment
since it combines the advantages of both production rules and object-oriented
programming technology.

3.3 Procedure

The framework construction procedure is described below and the flow chart of
research is shown in Figure 1.

Stagel. To find out the key failure model:

As shown in Tablel, engine and electric mechanism have significant higher
component order cost than others. Consequently, electric and engine mechanism will
be analyzed in FMEA. Finally, to find out PRN (Risk Priority Number) for a
component failure mode is developed from the occurrence probability of the failure
mode, the severity of its failure effect, and the probability of the failure being
detected.

Table 1. The component cost of order

Motorcycle framework Engine Electrical Body Exhaust

Cost (NT dollars) 33,061 44,719 29,857 7,209

Stage2. Pathfinder network analysis:

The KNOT provides the RATE program allow measure is based on a kind of
transitivity assumption, i.e., if two concepts have similar relationships with other
concepts, then the two concepts should be similar to one another. Then KNOT
through data transformations and processing procedures to draw the knowledge
structure of such novices and experts and calculate the PRX, GTD and PFC indices.
Then the difference of knowledge structure chart between the novices and experts can
be compared.

Stage3. To build a prototype of ES:

The VRS is an expert system shell and a hybrid application development tool that
installs an integral part of Microsoft Visual Basic 6.0 as an Active Designer. A
knowledge engineer uses the VRS to build the ES knowledge-base and to design ES
interface.

Stage4. Evaluation for the system:

After constructing the ES, it is provided for the novice to use and get their knowledge
structure in a while. Furthermore, pathfinder network analysis is reused to compare
the similarity between experts and novices and to verify the feasibility and effects of
the ES.
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Y.

Experter Novice

Measuring knowledge structure
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Fig. 1. The flow chart of the research

4 Work in Progress

This study will develop the ES and explore its effects, which utilizes experts’

knowledge from their knowledge structure. It also can serve as a training tool for

maintenance workers and shorten training time effectively. The above process will be
studied in the future and there are a few anticipating results in the following:

- To utilize the KNOT to draw the knowledge structure of such novices and experts
and calculate the PRX, GTD and PFC indices. Then to prove the experts’
knowledge structure is better than the novices before using the expert system.

- Some diagrams for the repair illustration are added to make maintainers’ understand
and complete diagnosis and repair of the breakdown rapidly.

- To utilize expert knowledge structure in designing the expert system that applied to
motorcycle’s fault detection and maintenance. It will help for novice to promote
maintenance technique and the capability of fault detection.

- Finally, to verify the feasibility and effects of the ES after novice uses the expert
system.

However, this suggesting possible research directions and expectation may
necessarily hold true and there is no alternative but to wait for future research and
further development.
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Abstract. This paper proposes a method to recognize the various defect pat-
terns of a cold mill strip using a binary decision. In classifying complex pat-
terns with high similarity like these defect patterns, the selection of an optimal
feature set and an appropriate recognizer is a pre-requisite to a high recognition
rate. In this paper GA and K-means algorithm were used to select a subset of
the suitable features at each node in the binary decision tree. The feature subset
with maximum fitness is chosen and the patterns are divided into two classes
using a linear decision function. This process is repeated at each node until all
the patterns are classified into individual classes. In this way, the classifier us-
ing the binary decision tree can be constructed automatically, and the final rec-
ognizer is implemented by a neural network trained by standard patterns at each
node. Experimental results are given to demonstrate the usefulness of the pro-
posed scheme.

1 Introduction

To produce a cold mill strip of high quality, it is important to extract the defects on
the surface of cold mill strip rapidly in the manufacturing process. So, efficient meth-
ods for the recognition and extraction of defect patterns of cold mill strips have been
studied[1]. Recently, a pattern recognition method to substitute a defect extraction
system using a one dimensional reflected laser signal.

The conventional method to recognize the defect patterns is to extract good fea-
tures experimentally after preprocessing the image acquired from a CCD camera and
then recognizes the patterns in a single step by inputting all the features to a neural
network. But this method has two problems when the characteristics of the defect

R. Orchard et al. (Eds.): IEA/AIE 2004, LNAI 3029, pp. 341-350, 2004.
© Springer-Verlag Berlin Heidelberg 2004


Verwendete Distiller 5.0.x Joboptions
Dieser Report wurde automatisch mit Hilfe der Adobe Acrobat Distiller Erweiterung "Distiller Secrets v1.0.5" der IMPRESSED GmbH erstellt.
Sie koennen diese Startup-Datei für die Distiller Versionen 4.0.5 und 5.0.x kostenlos unter http://www.impressed.de herunterladen.

ALLGEMEIN ----------------------------------------
Dateioptionen:
     Kompatibilität: PDF 1.3
     Für schnelle Web-Anzeige optimieren: Nein
     Piktogramme einbetten: Nein
     Seiten automatisch drehen: Nein
     Seiten von: 1
     Seiten bis: Alle Seiten
     Bund: Links
     Auflösung: [ 2400 2400 ] dpi
     Papierformat: [ 595 842 ] Punkt

KOMPRIMIERUNG ----------------------------------------
Farbbilder:
     Downsampling: Ja
     Berechnungsmethode: Bikubische Neuberechnung
     Downsample-Auflösung: 300 dpi
     Downsampling für Bilder über: 450 dpi
     Komprimieren: Ja
     Automatische Bestimmung der Komprimierungsart: Ja
     JPEG-Qualität: Maximal
     Bitanzahl pro Pixel: Wie Original Bit
Graustufenbilder:
     Downsampling: Ja
     Berechnungsmethode: Bikubische Neuberechnung
     Downsample-Auflösung: 300 dpi
     Downsampling für Bilder über: 450 dpi
     Komprimieren: Ja
     Automatische Bestimmung der Komprimierungsart: Ja
     JPEG-Qualität: Maximal
     Bitanzahl pro Pixel: Wie Original Bit
Schwarzweiß-Bilder:
     Downsampling: Ja
     Berechnungsmethode: Bikubische Neuberechnung
     Downsample-Auflösung: 2400 dpi
     Downsampling für Bilder über: 3600 dpi
     Komprimieren: Ja
     Komprimierungsart: CCITT
     CCITT-Gruppe: 4
     Graustufen glätten: Nein

     Text und Vektorgrafiken komprimieren: Ja

SCHRIFTEN ----------------------------------------
     Alle Schriften einbetten: Ja
     Untergruppen aller eingebetteten Schriften: Nein
     Wenn Einbetten fehlschlägt: Warnen und weiter
Einbetten:
     Immer einbetten: [ /Courier-BoldOblique /Helvetica-BoldOblique /Courier /Helvetica-Bold /Times-Bold /Courier-Bold /Helvetica /Times-BoldItalic /Times-Roman /ZapfDingbats /SMinionPlus-Regular /Times-Italic /Helvetica-Oblique /Courier-Oblique /Symbol ]
     Nie einbetten: [ ]

FARBE(N) ----------------------------------------
Farbmanagement:
     Farbumrechnungsmethode: Farbe nicht ändern
     Methode: Standard
Geräteabhängige Daten:
     Einstellungen für Überdrucken beibehalten: Ja
     Unterfarbreduktion und Schwarzaufbau beibehalten: Ja
     Transferfunktionen: Anwenden
     Rastereinstellungen beibehalten: Ja

ERWEITERT ----------------------------------------
Optionen:
     Prolog/Epilog verwenden: Nein
     PostScript-Datei darf Einstellungen überschreiben: Ja
     Level 2 copypage-Semantik beibehalten: Ja
     Portable Job Ticket in PDF-Datei speichern: Nein
     Illustrator-Überdruckmodus: Ja
     Farbverläufe zu weichen Nuancen konvertieren: Ja
     ASCII-Format: Nein
Document Structuring Conventions (DSC):
     DSC-Kommentare verarbeiten: Ja
     DSC-Warnungen protokollieren: Nein
     Für EPS-Dateien Seitengröße ändern und Grafiken zentrieren: Ja
     EPS-Info von DSC beibehalten: Ja
     OPI-Kommentare beibehalten: Nein
     Dokumentinfo von DSC beibehalten: Ja

ANDERE ----------------------------------------
     Distiller-Kern Version: 5000
     ZIP-Komprimierung verwenden: Ja
     Optimierungen deaktivieren: Nein
     Bildspeicher: 524288 Byte
     Farbbilder glätten: Nein
     Graustufenbilder glätten: Nein
     Bilder (< 257 Farben) in indizierten Farbraum konvertieren: Ja
     sRGB ICC-Profil: sRGB IEC61966-2.1

ENDE DES REPORTS ----------------------------------------

IMPRESSED GmbH
Bahrenfelder Chaussee 49
22761 Hamburg, Germany
Tel. +49 40 897189-0
Fax +49 40 897189-71
Email: info@impressed.de
Web: www.impressed.de

Adobe Acrobat Distiller 5.0.x Joboption Datei
<<
     /ColorSettingsFile ()
     /AntiAliasMonoImages false
     /CannotEmbedFontPolicy /Warning
     /ParseDSCComments true
     /DoThumbnails false
     /CompressPages true
     /CalRGBProfile (sRGB IEC61966-2.1)
     /MaxSubsetPct 100
     /EncodeColorImages true
     /GrayImageFilter /DCTEncode
     /Optimize false
     /ParseDSCCommentsForDocInfo true
     /EmitDSCWarnings false
     /CalGrayProfile ()
     /NeverEmbed [ ]
     /GrayImageDownsampleThreshold 1.5
     /UsePrologue false
     /GrayImageDict << /QFactor 0.9 /Blend 1 /HSamples [ 2 1 1 2 ] /VSamples [ 2 1 1 2 ] >>
     /AutoFilterColorImages true
     /sRGBProfile (sRGB IEC61966-2.1)
     /ColorImageDepth -1
     /PreserveOverprintSettings true
     /AutoRotatePages /None
     /UCRandBGInfo /Preserve
     /EmbedAllFonts true
     /CompatibilityLevel 1.3
     /StartPage 1
     /AntiAliasColorImages false
     /CreateJobTicket false
     /ConvertImagesToIndexed true
     /ColorImageDownsampleType /Bicubic
     /ColorImageDownsampleThreshold 1.5
     /MonoImageDownsampleType /Bicubic
     /DetectBlends true
     /GrayImageDownsampleType /Bicubic
     /PreserveEPSInfo true
     /GrayACSImageDict << /VSamples [ 1 1 1 1 ] /QFactor 0.15 /Blend 1 /HSamples [ 1 1 1 1 ] /ColorTransform 1 >>
     /ColorACSImageDict << /VSamples [ 1 1 1 1 ] /QFactor 0.15 /Blend 1 /HSamples [ 1 1 1 1 ] /ColorTransform 1 >>
     /PreserveCopyPage true
     /EncodeMonoImages true
     /ColorConversionStrategy /LeaveColorUnchanged
     /PreserveOPIComments false
     /AntiAliasGrayImages false
     /GrayImageDepth -1
     /ColorImageResolution 300
     /EndPage -1
     /AutoPositionEPSFiles true
     /MonoImageDepth -1
     /TransferFunctionInfo /Apply
     /EncodeGrayImages true
     /DownsampleGrayImages true
     /DownsampleMonoImages true
     /DownsampleColorImages true
     /MonoImageDownsampleThreshold 1.5
     /MonoImageDict << /K -1 >>
     /Binding /Left
     /CalCMYKProfile (U.S. Web Coated (SWOP) v2)
     /MonoImageResolution 2400
     /AutoFilterGrayImages true
     /AlwaysEmbed [ /Courier-BoldOblique /Helvetica-BoldOblique /Courier /Helvetica-Bold /Times-Bold /Courier-Bold /Helvetica /Times-BoldItalic /Times-Roman /ZapfDingbats /SMinionPlus-Regular /Times-Italic /Helvetica-Oblique /Courier-Oblique /Symbol ]
     /ImageMemory 524288
     /SubsetFonts false
     /DefaultRenderingIntent /Default
     /OPM 1
     /MonoImageFilter /CCITTFaxEncode
     /GrayImageResolution 300
     /ColorImageFilter /DCTEncode
     /PreserveHalftoneInfo true
     /ColorImageDict << /QFactor 0.9 /Blend 1 /HSamples [ 2 1 1 2 ] /VSamples [ 2 1 1 2 ] >>
     /ASCII85EncodePages false
     /LockDistillerParams false
>> setdistillerparams
<<
     /PageSize [ 595.276 841.890 ]
     /HWResolution [ 2400 2400 ]
>> setpagedevice


342 K.M. Kim et al.

patterns are considered. Firstly, because the shapes of the defect patterns are complex
and irregular, the recognition rate of defect patterns is sensitive to the kinds of se-
lected features. And also despite the good separability of the features, they may inter-
fere with each other when used together. So, the fitness of the selected feature subset
cannot be guaranteed if the features are selected experimentally. Secondly, because
there exist some similar classes of defect patterns, which can be classified into the
same group, classifying all the patterns in only a single step results in a high classifi-
cation error.

To overcome these problems, we propose a multi-stage classifier like a decision
tree, which repeats decisions so as to classify patterns individually. The decision tree
classifier makes fast and exact decisions by dividing the complex and global deci-
sions into several simple and local decisions [5][8].

For an efficient and accurate classification, an optimal or near-optimal feature sub-
set within the feature space needs to be selected at each decision node [2]. There are
three potential advantages in applying a method of selecting a subset of features for
an input to the classification. Firstly, the performance of the classifier can be im-
proved by reducing the possible inputs to a set of relevant uncorrelated variables.
Secondly, the selected smaller set of features reduces both the time complexity and
the processing time needed to produce the feature set, thus speeding up the response
time of the system. Finally, since there is a direct relationship between the dimension-
ality of a problem and the size of the example set needed to adequately cover the
problem space, the reduction of the feature set indicates that a smaller off-line train-
ing set can be used with all the secure benefits in terms of data collection and training
times.

In this paper, GA and K-means algorithm are used to find a subset that yields the
lowest error rate of a classifier. This search method has the advantage of producing a
nearly optimal solution quickly. The fitness function used to evaluate the selected
subsets of features is the error estimator for the linear decision function, which is also
produced by GA and K-means algorithm. They make a linear decision function,
whose dimension is that of the selected feature space, and searches for a linear deci-
sion function, which minimizes the classification error with which the fitness of the
selected feature subset is calculated. Finally, the feature subset with maximum fitness
is chosen, and the patterns are classified into two classes by the linear decision func-
tion. This process is repeated at each node until all patterns are classified respectively
into the individual classes. In this way, the binary decision tree classifier is con-
structed automatically. After constructing the binary decision tree, the final recog-
nizer is accomplished by a neural network, which learns from a set of standard pat-
terns at each node.

This paper introduces the binary decision tree and presents methods of both gener-
ating a linear decision function and selecting a feature subset using GA and K-means
algorithm. Then, an automatic method of constructing the binary decision tree is
described. And finally, the two classifiers are applied to recognize the defect patterns
of a cold mill strip.
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2 Construction of Binary Decision Tree Using GA
and K-Means Algorithm

If only the necessary features are used at each node of binary decision tree classifier,
both the accuracy and the reliability of the classifier are increased. So the problem is
to select a valid feature subset from the entire feature set, the feature selection prob-
lem.

GA has a higher probability of finding the global optimized solution than other
conventional optimization algorithms because it searches for the multiple global so-
lutions simultaneously. Thus the optimal feature subset can be selected effec-
tively[1][3][4].

) . Optimal
Candidate > Gengtlc | feature
feature set Algorithm

subset

Fitness

Feature subset

Feature subset
evaluation
function

Fig. 1. Processing block diagram of feature selection

Fig. 1 shows the process of selecting the optimal feature subset by GA. In GA, the
chromosomes represent the feature subsets. The fitness of each chromosome is cal-
culated by evaluating the validity of its feature subset, and then the survival probabil-
ity is determined. According to this probability, the operations of evolution are exe-
cuted. In this way, new evolved feature subsets are generated. The optimal feature
subset is produced by iterating the evolving process. The process of evaluating a
feature subset is the most important process in achieving the optimal solution. In this
paper, a feature subset is evaluated by the classification error when classifying pat-
terns with the linear decision function that is also generated by GA and K-means
algorithm

2.1 Evaluation of Feature Subset Using K-Means Algorithm

To solve the problems of one-stage classifier, the classifier that decide the class of the
input pattern by repeating two or more decisions successively, is designed and it is
called a multi-stage classifier or decision tree classifier.

It is called 'binary decision tree classifier' that has two child nodes at each node.
The binary decision tree classifier divides the patterns into two classes with a suitable
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feature subset at each node, and this process is iterated until only one pattern class
exists in each leaf node.

To select the optimized feature subset, the separability of all the combinations of
the features should be evaluated. However, when m components are selected among n
components, the number of combinations expressed as nCm becomes a large value
even if n and m are not large.

There are some searching algorithms which avoid the exhaustive searching like
above, which are top-down, bottom-up, branch and bound, and so on. The feature
selection problem can be regarded as an optimization problem. So in this paper,
firstly, feature selection is executed using K-means algorithm.

It is based on the minimization of a performance index that is defined as the sum
of the squared distances from all points in a cluster domain to the cluster center.

2.2 Evaluation of Feature Subset and Determination
of the Linear Decision Function Using GA

The following method is used to minimize the classification error using GA:
Suppose that the given data set is X ={X, X,,...,Xy} (X, € R" is the number of

features), and /() and r(j) are defined as the minimum and maximum values of the j-
th feature.

l(j)=rniinx,.j (D

r(j) = max x;

In the case of 2-dimensional space, j can have the value of 1 or 2 and on the basis
of I(j) and r(j), a rectangle can be constructed that can include all data. Inside the
rectangle, two points can be selected arbitrarily, connected by a line. From the coeffi-
cients of the line function, a 2-dimensional decision function can be obtained as fol-
lows.

d(x)=wx, +wyx, +w; =0 (2)

When expanding the 2-dimensional case to the n-dimensional case, a hyperplane
can be formed by selecting n points in the hyperspace. And values of w,,w,,...,w,

n+l
can be found which appear in the linear decision function of the n-dimensional space,
denoted by Eq. (3).

dX)=wx, +w,x, +...+w,x, +w,,, 3)

_ '
=W, X+ W,

When matching this concept with a binary string of the GA, n segments of a binary
string indicate one point in the n-dimensional space. In the n-dimensional case, n

points should be selected in such a way that a string is composed of n”> segments.
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Supposing that the length of each segment is m-bit, then the total length of the binary

string becomes 7> m -bit.

GA determines the decision function that minimizes classification error in a given
feature space. Since the minimized error varies with the combination of features, the
fitness function is constructed to give high fitness for a combination with a small
classification error and low fitness for a combination with a large classification error.

2.3 Construction of the Binary Decision Tree and the Final Recognizer

Using the method described above, a certain feature subset minimizing classification
error is chosen. And patterns are classified into two groups at each node with this
feature subset. The binary decision tree is constructed by iterating this process until
all the classes of patterns appear independently at each leaf node. Because the binary
decision tree is constructed for multiple classes rather than just for two it is better to
maintain uniform distribution for two separated groups at each node, which means it
is better that two separated groups have similar numbers of classes without partiality.
To quantify this, a balance coefficient is defined using the mean and deviation of
classes of a new group, as Eq. (4). If the number of patterns of the two separated
groups is similar, the balance coefficients are smaller. In this case, because the depth
of the binary tree becomes small, the matching time required for recognizing a pattern
decreases. The smallest value of the balance coefficient is 0 and the largest value is

V2 for the binary tree case.
“)

balance =

In Eq. (4), h is the number of nodes, N is the number of input patterns, and N is
the number of the patterns included the j-th node. In this paper, a binary tree is con-
structed, so & becomes 2. The fitness function that includes the balance coefficient is
defined as.

1 (5)
1+ w, -error +w, -balance

fitness =

In Eq. (5), error and balance are the classification error and the balance coefficient
between groups, respectively, and w,and w, are the weights for weighting each
parameter. If both the classification error and the balance coefficient have the value 0,

fitness has the largest value 1. And the result of the constructed tree can be varied by
adjusting of the weights w, and w,. For example, if a large value is assigned to w,,

the probability that a more balanced tree structure can be obtained becomes high,
while the error rate also becomes high.
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After the construction of the binary decision tree, by training BP neural network
with the feature subset selected optimally at each node, the final binary tree structured
recognizer is realized.

3 Classification of the Defects of Cold Mill Strip
Using Binary Tree Classifier

3.1 Extraction of the Features of the Defect Pattern
The defect patterns of cold mill strips can be classified into seven classes: Dull, Oil-

drop, Slip, Dent, Scale, Dirt, and Scratch. After preprocessing for the acquired image,
we extract six candidate features[1] .

Fig. 2. Defect parrerns of cold mill strip (a) dull (b) oil drop (c) slip (d) dent (e) dirt (f) scale
(g) scratch

In this paper, geometrical features are selected as candidate features. They are area,
area ratio, and compactness. They are not related to the size and direction of the pat-
terns.

1. def_area : the area of a pattern
(the number of pixels of a defect pattern)
2. area_ratio : the ratio of def area to box_area
(area_ratio = def_area / box_area)

where box_area is the area of the smallest rectangle enclosing the defect pattern.
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3. compactness : the compactness of a pattern
4 *area)/perimeterz)
where perimeter is the length of the outline.
The probabilistic concept of moment has been used widely in pattern recognition
as a practical method to extract features of the shape. Among the features of moment,
the information useful for the inspection of the defects of cold mill strips are (a) the

length of the longest axis, (b) the ratio of the longest axis to the shortest axis, and (c)
the spread of a pattern. These features can be calculated from Egs. (6)+(10).

4. length of the longest and shortest axes of a pattern

;=X (=0 (=) (@) ©)

7

a= 2\/5\/(/120 THp +\/((ﬂ20 +U,)" +4u,” : longest @
®)

b= 2\/5\/(/120 THp _\/((ﬂzo +My,)" +4,”" : shortest

where f'(x,y) is the function of gray level of an image and y; is the central moment

of a pattern.

5. ratio of the longest axis to the shortest axis of a pattern

. . )
axis _ratio =—
a

6. Spread
oy + Moo (10)

00

spread =

3.2 Construction of the Binary Tree Recognizer

The data used in constructing the binary tree recognizer are the feature vectors ex-
tracted from the seven types of standard defect patterns. In constructing the binary

tree using GA, the weights in Eq. (5), w, and w,, are set to 1. Fig. 3(a) shows the

binary decision tree constructed from standard patterns by K-means algorithm. Fig.
3(b) represents the binary decision tree by GA. In Fig. 3, P, is a type of pattern, f, is

i

a feature, and C,, represents a class at each node.
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Symbol Pl Pz P3 P4 P5 P(, P7
Pattern dull oil slip dent scale dirt Scratch
Symbol fl fz f3 f4 f5 f6
Feature def area  area_ratio COELPS:Ct- ax1sgrat1 spread long_axis

Fig. 3. Binary decision tree constructed with standard patterns (a) Evaluation of feature subset
by K-means algorithm (b) Evaluation of feature subset by GA

Table 1, 2 show the classification errors, balance coefficients, and the fitness val-
ues at each node. The classification errors in Table 1, 2 represent the number of pat-
terns that leave their class when the patterns are divided into two groups at the node.

At each node constructed above, the final recognizer is made by training the BP
neural network with the selected feature subset. The number of nodes in the input
layer is set to the number of the selected features, and the number of nodes in the
hidden layer is set to 10. By setting the number of nodes in the output layer to 2, the
output layer represents the binary decision.
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Table 1. The patterns and fitness at each node (K-means algorithm)

Node Pattern Error/Patterns Feature Fitness
Co PP,P;P,PsPcP; 0/38 fy 0.5833
Ch P,P,P;P, 0/15 fs 0.4926
Ciz PsPP, 2/23 fufy 0.2494
Cy P,P,P, 0/10 f 5t 0.5858
Cys PsP, 1/8 1515 0.7795
Csyy PP, 4/21 31, 0.1874

Table 2. The patterns and fitness at each node (GA)

Node Pattern Error/Patterns Feature Fitness
Cy P,P,P;P,PsP¢P, 0/38 fe 0.7180
Ci P,P,P;P, 0/15 f, 0.5677
Cy, PsP¢P; 2/23 f, 0.2550
Cy PP, 0/8 f, 0.5858
Cy P;P, 0/7 f, 0.7795
Cys PP, 3/21 fifs 0.1874
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Table 3 shows the results of recognizing the defect patterns of a cold mill strip us-
ing the binary tree recognizer.

In Table 3, the recognition rates of Dent and Slip are very low. However, Table 2
shows that the linear classification errors are zero at nodes C,, C,,, and C,, when con-
structing the binary decision tree. This means that the standard patterns of Dent and
Slip are classified linearly. Because the least number of features that fit to classify
standard patterns are selected, if the number of standard patterns is small, the recog-

nizer becomes sensitive to noise.

Table 3. Recognition rate of each defect pattern

K-means algorithm GA

Patterns No. of recog. / No. Recognition No. of recog. / Recognition

of patterns rate(%) No. of patterns rate(%)
Dent 0/3 0 0/3 0
Dull 7/12 58.4 6/12 50
Oildrop 4/4 100 4/4 100
Slip 3/4 75 1/4 25
Dirt 2/2 100 2/2 100
Scale 16/22 72.7 19/22 86.3
Scratch 5/8 62.6 7/8 87.5
Total 37/55 67.2% 39/55 71%
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4 Conclusions

In this paper, we used a binary decision tree classifier to recognize the defect patterns
of a cold mill strip. We have used the cold mill strip of POSCO(Pohang Steel Com-
pany), which consists of 55 defect patterns. At each node of the binary tree, K-means
and GA were used for the selection of the best feature subset and the linear decision
function. There are two advantages of this method. One is that the construction of the
binary decision tree and the selection of the best feature subset can be executed auto-
matically for the given patterns. The other is that by designing the fitness function of
GA properly, the decision tree can be obtained by considering the balance of the
classes as well as the classification error.

In this experiment, GA is better than K-means algorithm in performance. But cur-
rent performance is about 71% of recognition rate. Further studies should be made to
design classifiers which have more generalization capabilities and feature extraction
methods which are mutual helpful for the recognition of the defect pattern of a cold
millstrip.
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Abstract. Most cryptography systems are based on the modular exponentiation
to perform the non-linear scrambling operation of data. It is performed using
successive modular multiplications, which are time consuming for large
operands. Accelerating cryptography needs optimising the time consumed by a
single modular multiplication and/or reducing the total number of modular
multiplications performed. Using a genetic algorithm, we first yield the minimal
sequence of powers, generally called addition chain, that need to be computed
to finally obtain the modular exponentiation result. Then, we exploit the co-
design methodology to engineer a cryptographic device that accelerates the
encryption/decryption throughput without requiring considerable hardware
area.

1 Introduction

The modular exponentiation is a common operation for scrambling and is used by several
public-key cryptosystems, such as the RSA encryption scheme [1]. It consists of a
repetition of modular multiplications: C = T* mod M, where T is the plain text such that 0
<T < M and C is the cipher text or vice-versa, E is either the public or the private key
depending on whether 7 is the plain or the cipher text, and M is called the modulus. The
decryption and encryption operations are performed using the same procedure, i.e. using
the modular exponentiation.

The performance of such cryptosystems is primarily determined by the implementation
efficiency of the modular multiplication and exponentiation. As the operands, i.e. the plain
text of a message or the ciphertext (possibly a partially ciphered) are usually large (i.e.
1024 bits or more), and in order to improve time requirements of the
encryption/decryption operations, it is essential to attempt to minimise the number of
modular multiplications performed as well as the time needed to perform a single modular
multiplication.

Most of the work [2], [3], [4] on improving the characteristics, i.e. encryption/
decryption throughput and required resources, focus on one aspect: minimising the
exponentiation time by implementing the operation on hardware. However, this solution
requires a lot of hardware area. In this paper, we propose and implement a novel
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solution that minimises the number of required modular multiplications along with the
modular multiplication time without too much increase in resource requirements. We do
so using genetic algorithms [5] and the co-design methodology [6]. The solution proposed
here finds a balance between the two requirements: time and area. Furthermore, it allows
one to change the encryption and decryption key freely without any extra cost.

First, we introduce the concept of evolutionary addition chains as well as addition chain
based methods to perform modular exponentiation. Then, we introduce Montgomery’s
Algorithm used to implement the modular multiplication. Thereafter, we describe the co-
design system. Consequently, we discuss the architecture used to implement the mixed
solution. Finally, we draw some conclusions based on the analysis of the system
developed.

2 Evolutionary Addition Chains

It is clear that one should not compute 7* then reduce the result modulo M as the space
requirements to store 7* is Exlog, M, which is huge. A simple procedure to compute C =
T* mod M is based on the paper-and-pencil method. This method requires £1 modular
multiplications computing all powers of T2 T — T* — ... = T*' — T*. The paper-and-
pencil method computes more multiplications than necessary. For instance, to compute 7%,
it needs 7 multiplications, i.e. T— T°* — I° — T* — T° — T° - T — T®. However, T° can
be computed using only 3 multiplications 7 — T° — T* — T°. The basic question is: what
is the fewest number of multiplications to compute 7%, given that the only operation
allowed is multiplying two already computed powers of 77 Answering the above question
is NP-hard, but there are several efficient algorithms that can find a near optimal one.

The addition chain based methods attempt to find a chain of numbers such that the first
number of the chain is 1 and the last is the exponent £, and in which each member of the
chain is the sum of two previous members. For instance, the longest addition chain is [1, 2,
3, ..., E-2, E-1, E]. An addition chain of length [ for an integer # is a sequence of integers
[a, a, a, ..., a] such that a9 = 1, ¢ = n and a = a + a,
0 <i<j<k<I The algorithm used to compute the modular exponentiation C = 7* mod
M, is specified by Algorithm 1.

Algorithm 1. AdditionChainBasedMethod(T, M, E)

0: let [ap=1 a; a, ... a;=E] be an addition chain for E;
1: powers[0] = T;
2: for k := 1 to 1
3: let a, = a; + a; | i<k and j<k;
4: powers[k] := powers[i] X powers([j] mod M;
: return powers[1l];
End.

Computing the minimal addition chain for a given exponent is a hard problem [5], [7].
We used genetic algorithms [8] to yield optimal addition chains for large exponents [5].
We showed that the addition chains obtained using the evolutionary methodology are
always very much better than those used by the traditional exponentiation methods such as
the m-ary methods and sliding window methods [9].



Evolutionary RSA-Based Cryptographic Hardware Using the Co-design Methodology 353

3 Montgomery’s Algorithm

One of the widely used algorithms for efficient modular multiplication is
Montgomery’s algorithm [10]. This algorithm computes the product of two integers
modulo a third one without performing division by M. It yields the reduced product
using a series of additions

Let 4, B and M be the multiplicand, the multiplier and the modulus respectively
and let n be the number of digits in their binary representation, i.e. the radix is 2. So,
we denote A4, B and M as follows:

n—1 n—1 n—1
A=Zaix2l, B=Zbl~x21 and M=Zml~><2l
i=0 i=0 i=0

The pre-conditions of the Montgomery algorithm are as follows:

e  The modulus M needs to be relatively prime to the radix, i.e. there exists no
common divisor for M and the radix;
e  The multiplicand and the multiplier need to be smaller than M.

As we use the binary representation of the operands, then the modulus M needs to
be odd to satisfy the first pre-condition.

The Montgomery’s algorithm uses the least significant digit of the accumulating
modular partial product to determine the multiple of M to subtract. The usual
multiplication order is reversed by choosing multiplier digits from least to most
significant and shifting down. If R is the current modular partial product, then ¢ is
chosen so that R + ¢ X M is a multiple of the radix r, and this is right-shifted by r
positions, i.e. divided by  for use in the next iteration. So, after » iterations, the result
obtained is R =4 x B x ¥ mod M. A modified version of the Montgomery’s algorithm
is given in Algorithm 2.

Algorithm 2. MontgomeryAlgorithm(A, B, M)

0: int R := 0;

1: for i := 0 to n-1

2: R := R + a; X B;

3: if ry = 0 then R := R div 2
4: else R := (R + M) div 2;

5: return R;

End.

In order to yield the right result, we need an extra Montgomery modular
multiplication by the constant 2" mod M. However, as the main objective of the use
of Montgomery modular multiplication algorithm is to compute exponentiations, it is
preferable to Montgomery pre-multiply the operands by 2" and Montgomery post-
multiply the result by 1 to get rid of the 2" factor. Now, we concentrate on describing
the implementation of the Montgomery multiplication algorithm.
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4 The Co-design Architecture

Our investigation is based on Algorithm 1, assuming that the addition chain is
provided. The software approach consists of implementing the algorithm in a
programming language, such as C, and executing the compiled code in a general-
purpose computer.

The bottleneck in the software approach is the evaluation of the modular
multiplication. Therefore, we decided to move this computation to hardware in order
to explore the speedup that can be achieved by a hardware implementation. From this
point on, we will have a mixed implementation, in which part of the initial
specification is in software and another part is in hardware. Consequently, we will
have to deal with the interaction between these two subsystems. The dynamics within
the co-encryption/decryption system is described in Fig. 1.

wultplication completed

Hardweare
Subs;rstem TN D55

| cdiess
Crenetic addtion chan | Wewowy for [T Software
Aleorithan Powears Il tdda | Subsystern

Fig. 1. Dynamics within the mixed encryption/decryption process

The execution cycle within the co-design system is described in the following
seven steps:

1.

2.
3.

The genetic algorithm evolves a minimal addition chain for the given
encryption/decryption key;

The evolutionary addition chain is stored into the co-system shared memory;
The software subsystem executes a program that implements the
computation of Algorithm 1 and is stored in the shared memory;

The software subsystem finds the operands of the modular multiplication the
hardware subsystem has to perform;

The software subsystem notifies the hardware subsystem to start the modular
multiplication and waits;

Once the modular product is reached, the hardware subsystem notifies the
software subsystem and halts;

The software subsystem checks whether the last multiplication was
performed; If yes, it reads the shared memory to acquire the result of the
modular exponentiation, otherwise it performs step 4 repeatedly.

In the following sections, we explain in details, the architecture of each of the
subsystems.
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4.1 The Genetic Algorithm

Genetic algorithms [8] maintain a population of individuals that evolve according to
selection rules and other genetic operators, such as mutation and recombination. Each
individual receives a measure of fitness. Selection focuses on high fitness individuals.
Mutation and recombination provide general heuristics that simulate the reproduction or
crossover process. Those operators attempt to perturb the characteristics of the parent
individuals as to generate distinct offspring individuals.

The addition chain minimisation problem consists of finding a sequence of numbers
that constitutes an addition chain for a given exponent. The sequence of numbers should
be of a minimal length.

Encoding of individuals is one of the implementation decisions one has to take in order
to use genetic algorithms. It very depends on the nature of the problem to solve. There are
several representations that have been used with success: binary encoding which is the
most common mainly because it was used in the first works on genetic algorithms,
represents an individual as a string of bits; permutation encoding, mainly used in ordering
problem, encodes an individual as a sequence of integers; value encoding represents an
individual as a sequence of values that consist of an evaluation of some aspect of the
problem [7], [8].

In our implementation, an individual represents an evolutionary addition chain. We use
the binary encoding wherein 1 implies that the entry number is a member of the addition
chain and 0 otherwise. Let n = 9 be the exponent. The encoding of Fig. 2 represents the
addition chain [1, 2, 4, 5, 9]:

1 2 3 4 5 6 7 8 9
L] tf of «f 1f of of of 1]

Fig. 2. Addition chain encoding

4.2 Software Subsystem Architecture

In Algorithm 2, the formal parameters can be of 1024 bits. Therefore, instead of passing
these values, we decided to pass the indexes to the array powers (i, j and k), together with
the pointer to powers address of M and that of powers. Algorithm 3 below shows the
modified version of Algorithm 1.

Algorithm 3. ModAdditionChainBasedMethod(T, M, E)

0: let [ap=1,a;,a;,...,a21=E] be an addition chain for E;
1l: powers[0] := T;

2: for k := 1 to 1

3: find k | i<k and j<k, ax = a; + aj;

4: ModifiedMontgomery (i, j, k, M, powers, size);

5: return powers|[l];
End.

In order to perform the chosen computation, the hardware subsystem needs the
function’s parameters, which are sent by the software subsystem. Integer and pointer
parameters are passed via memory-mapped registers, while data arrays are stored in the
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shared memory. Algorithm 2 must be modified as well, so as to include the necessary
hardware interaction, which can be seen in Algorithm 4 below:

Algorithm 4. ModifiedMontgomery(i,j,k,&M, &powers, size)

0: char* const parametery, := (char*) 0xF000;
1l: char* const parameter; := (char*) 0xE000;
2: char* const parameter, := (char*) 0xD000;
3: char** const parameter; := (char**) 0xC000;
4: char** const parameter, := (char**) 0xB000;
5: “*parameter, := 1; *parameter; := J;

6: *parameter, := k;

7: if k = 1 then

8: *parameter; := &M;

9: *parameter, := &powers;

10: *parameters := size;

11: start();

12: waitForInterruption();
13: acknowledge() ;

As can be seen from Algorithm 4, parameterQ, parameterl, parameter2, parameter3,
parameter4 and parameterS contain the addresses of the parameter registers located in the
hardware subsystem. After their initialisation, the hardware subsystem can be started to
execute the computation. In our case, parameters 1, j and k are used to address the elements
of the array powers, while parameter powers holds the address of the first element of the
corresponding array. Hence, i, j and k are used as displacement within the array area.
Since M can be large, we decided to keep M in the shared memory and pass its address
only. Notice that it is up to the hardware subsystem to get the necessary data from the
shared memory, once it is started. The software subsystem, then, waits for an interrupt
from the hardware subsystem, indicating it has completed the operation.

4.3 Hardware Subsystem Architecture

The hardware subsystem comprises the hardware function and the interface logic. The
latter deals with the communication between the hardware subsystem and the other
entities, i.e. software subsystem and the shared memory. The characteristics of the
interface depend closely on the implementation platform. Therefore, we will deal with it in
the next section.

The hardware function computes the modular product of two given operands using
Montgomery’s algorithm described in Section 3. Fig. 3 shows the architecture of an
iterative implementation [4] for the Montgomery modular multiplication method [10]. The
values of A and B are obtained from the memory, where the array elements are stored,
using parameters i and j, respectively. These indexes are provided by the software
subsystem. The obtained modular product is stored in the same array powers in entry k =1
+i.

The first multiplexer of the proposed architecture, i.e. mux21, passes 0 or the content of
register B depending on whether bit a0 indicates 0 or 1 respectively. The second
multiplexer, i.e. mux22 passes 0 or the content of register M depending on whether bit r0
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indicates 0 or 1 respectively. The first adder, i.e. adder1, delivers the sum R + ai X B (line
2 of Algorithm 2), and the second adder, i.e. adder2, yields the sum R + M (line 4 of the
same algorithm). The shift register shift register] provides the bit ai. At each iteration i of
the multiplier, this shift register is right-shifted once, so that the least significant bit of shift
register] contains ai.

The role of the controller consists of loading A, B and M and synchronising the shifting
and loading operations of shiftregister] and shiftregister2, and controlling the number of
necessary iterations. Furthermore, embedded into the controller hardware, we find the
steps for parameter passing as well as the handshake protocol between the hardware and
software subsystems. The handshake control register allows yielding the start and done
commands from the software and hardware subsystems respectively.

E A

|

a ‘ REGISTER, ‘ ‘ SHIFT R_EGISTER,|

|

MUZZ, 4 B
J. M
b l
| ADDER, | ‘ FEGISTER, |

0
5 MITE2, COHTROLLER

¥

N
ADDER,
N
SHIFT REGISTER, }.
L J

Fig. 3. Montgomery multiplication hardware

In order to synchronise the work of the components of the architecture, the controller is
implemented as a state machine, which has 6 states defined as follows:

Memory read operations (to obtain the values of A, B and M) as well as memory write
operations (to store the modular products) are embedded in the specification of the
hardware subsystem and performed by the interface logic.

The interface between the hardware function and the software subsystem uses a control
register CR through which a handshake protocol is implemented. When the software
subsystem wants to call the hardware function, it asserts the start bit of CR (line 11 in
Algorithm 4). When the hardware function completes the execution, it asserts the done bit
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of CR. When the software subsystem acknowledges the end of the hardware function
operation (line 13 in Algorithm 4), it withdraws the start command by resetting the start bit
of CR. When the interface logic detects that the start bit was reset, it resets the done bit,
thus completing the handshake.

Sp: Initialise state machine;
S1: If start = 0 then Go to S, Else Go to Si;
Sy,: done := 0;
If start = 1 then Go to S,
Else If parameters = 0 then Go to S;;
S3: If parameter, then Load I into REGISTER;
Else If parameter; then Load j into REGISTERj
Else If parameter, then Load k into REGISTERy
Else If parameter; then Load &M into REGISTERy
Else If parameter, then
Load &powers into REGISTERp;
Else If parameter, then
Load sise into counter;
Go to S,;
S,: Load powers[i] from memory into SHIFT REGISTER;;
Ss: Load powers[j] from memory into REGISTER;;
Sg: If k = 1 then
Load M from memory into REGISTER;;
S;: Wait for appEr;; Wait for ADDER,;
Decrement counter;
Sg: Load partial result into SHIFT REGISTER,;
Syg: Enable SHIFT REGISTER,; Enable SHIFT REGISTER;;
If counter = 0 then Go to S;y Else Go to Sy,
Sip: Load SHIFT REGISTER, into memory powers|k];
done := 1; Go to S;

S Implementation Platform

In order to obtain a final implementation, we need a processor capable of executing the
software instructions (software subsystem) and a hardware device capable of executing the
chosen computation (hardware subsystem). Our co-design platform consists of the XS40
board, from Xess [11], which is based on the Intel 80C31 micro-controller, the XilinxTM
XC4010XL FPGA [12] and 32KB of SRAM, shared by the hardware and the software
subsystems. A simplified version of the co-design architecture is seen in Fig. 4 and the
XS40 co-design board can be found in [11].

While the hardware subsystem is computing the required modular product
(computation of line 4 in Algorithm 3), the micro-controller finds the entries of array
powers in which operands of the next modular multiplications (computation of line 3 in
Algorithm 3) are located. Interleaving the work of the hardware function with that of the
micro-controller improves a great deal the overall performance of the
encryption/decryption co-design system.
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Fig. 4. Codesign system architecture

6 Timing and Area Characteristics

In this section, we compare the evolutionary cryptographic hardware, which is a mixed
system (i.e. software and hardware) described throughout this paper with the software-
only and hardware-only versions. The software-only system is implemented in asm51
assembly language [13]. Recall that the software subsystem of the proposed solution is
also implemented using asm51. The software subsystem of the mixed system proposed is
programmed using this same language. The hardware-only system is implemented into
xs4000. The hardware subsystem of the mixed system is also implemented into the same
fpga family.

The software-only and the hardware-only implementations are based on the binary
exponentiation. The latter implementation was developed by the authors in [4]. Table 1
shows the hardware area and response time for the three alternative implementations as
well as the areaxtime factor.

Table 1. Hardware area (CLBs), response time (ns) and performance factor under the three
implementations: software-only, hardware-only and mixed system, for operand sizes 512 and
1024

W Hardware area Response time Area X Time
System 512 1024 512 1024 512 1024

Software-only - — 1982 3491 - -
Hardware-only 811 1679 713 1354 578243 | 2273366
Mixed 195 431 1029 1782 200655 | 768042

7 Conclusion

In this paper, we proposed and implemented a novel solution that focuses on the two
major aspects impacting on the performance of any given cryptosystems based on
modular exponentiation as a non-linear function for data scrambling: (i) the proposed
solution minimises the number of required modular multiplications and; (ii) the modular
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multiplication time, without too much increase in resource requirements. To do so, we
evolve, using genetic algorithms, a minimal addition chain based on which we perform the
modular exponentiation. Moreover, we exploited the co-design methodology to partition
the modular exponentiation into two subsystems: the hardware subsystem and the
software subsystem. Given the adequate operands, the former performs a single modular
multiplication. The latter coordinates the work of the hardware subsystem based on the
evolutionary addition chain.

The solution proposed and implemented finds a balance between the two requirements:
time and area. Furthermore, it allows one to change of the encryption and decryption key
freely without any extra cost. We demonstrated that the response time of the mixed
implementation is not that bad with respect to that of the hardware-only implementation.
As a matter of fact, the co-design based implementation is about 27% slower than the
hardware-only one. However, the mixed implementation requires very much less
hardware than the hardware-only solution. The latter consumes about four times more
hardware area that the former. Finally, we showed that the co-design based system
improves considerably in about 65%.
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Abstract. Evolutionary techniques are one of the most successful paradigms in
the field of optimization. In this paper we present a new approach, named GA-
EDA, which is a new hybrid algorithm based on genetic and estimation of
distribution algorithms. The original objective is to get benefits from both
approaches. In order to perform an evaluation of this new approach a selection
of synthetic optimizations problems have been proposed together with two real-
world cases. Experimental results show the correctness of our new approach.

Keywords. Genetic Algorithms and Heuristic Search

1 Introduction

Evolutionary techniques stand from the assumption that a restricted set of solutions
could be evolved to improve solutions in an iterative process. The evolutionary
process is driven by a fitness function, which measures how good each solution is.

Many pure (GAs and EDAs) techniques have been proposed as well as other
combination of them, named hybrid algorithms. Examples of them are: ERA, which
incorporates, simulated annealing. [Rodriguez-Tello & Torres-Jimenez, 2003];
GASAT that incorporates local search within the genetic framework [Hao & Lardeux
& Saubion, 2002]; and an integrated Genetic Algorithm with Hill Climbing that
solves the matrix bandwidth minimization problem [Lim & Rodrigues & Xiao, 2003].
Also, a hybrid algorithm based on the combination of EDA with Guided Local Search
(GLS) for Quadratic Assignment Problems (QAP) [Zhang & Sun & Tsang & Ford,
2003]; another hybrid genetic algorithm that combines efficient local heuristic and
aging mechanism for the hexagonal tortoise problem [Choe & Choi & Moon, 2003].

In this paper we present a new approach, named GA-EDA, which is a new hybrid
algorithm based on genetic and estimation of distribution algorithms.
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2 Evolutionary Optimization Methods

Among the different evolutionary techniques the best known are Genetic Algorithms,
although new approaches, like Estimation of Distribution Algorithms, have arise in
the very last years.

2.1 Genetic Algorithms

Genetic Algorithms are heuristics search and optimization algorithms, highly parallel,
inspired by the Darwinian principle of natural selection and genetic reproduction
[Goldberg, 1989].

Genetic Algorithms begins with a population of individuals, each one representing
a possible solution of a given problem. These individuals are represented as
chromosomes. Chromosomes generally are sequences of bits, but often the problem
demands one more complex representation. Any chosen representation, should to be
able to represent the entire space search to investigate. Representation must be
minimum since if it contains unnecessary information the size of the space search
increase and therefore the efficiency of the GA decreases during the search.

Pseudocode for the GA approach:

P, < Generate M individuals (the initial population)
Repeat until stopping criterion is reached (i = /...n):
e Selection:
- Pivermedgiare < Select N individuals (N < M) from P;.; according to
some selection mechanisms
- Select P individuals (P < N) from Pjemediare that will be the
progenitors
e Reproduction:
- P individuals of Pj,ermediare are selected and joined in pairs, and Q
descendants are generated
- Pintermediate < N + Q
e Replacement:
- Pi < Select M individuals from P;,emediares generally the fittest.

2.2 Estimation of Distribution Algorithms

EDAs [Larra—aga & Lozano, 2001] [Mhlenbein, 1998] are non-deterministic,

stochastic heuristic search strategies that form part of the evolutionary computation
approaches, where a number of solutions or individuals are created every generation,
evolving once and again until a satisfactory solution is achieved. In brief, the
characteristic that differentiates most EDAs from other evolutionary search strategies
such as GAs is that the evolution from a generation to the next one is done by
estimating the probability distribution of the fittest individuals, and afterwards by
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sampling the induced model. This avoids the use of crossing or mutation operators,
and the number of parameters that EDAs require is considerably reduced.
In the pseudocode of a generic EDA algorithm, we can distinguish four main steps:

1. At the beginning, the first population D, of M individuals is generated.

2. A number N (N <= M) of individuals are selected, usually the fittest.

3. The nldimensional probabilistic graphical model that better expresses the
dependencies among the » variables is induced.

4. A new population of M new individuals is obtained by simulating the probability
distribution learnt in the previous step.

2.3 Comparative Results

There are several studies of the properties and qualities of these two approaches for
different problems (see chapters 13,16 and 17 of [Larra—aga & Lozano, 2001]). One
of the most important results obtained on these and similar studies is that none of
them outperforms the other for all the possible problems. There are cases in which
GAs converge slower to the solution and there are other cases in which EDAs fall in a
local optimum. Sometimes the absolute optimum is obtained only by one of these
algorithms. The reason depends on characteristics of the very problem, and only for
few specially designed problems is possible to predict whether GAs or EDAs are
going to perform better.

3 Hybrid GA-EDA Algorithm

On this paper we propose a new algorithm based on both techniques. The original
objective is to get benefits from both approaches. The main difference from these two
evolutionary strategies is how new individuals are generated. These new individuals
generated on each generation are called offspring. On one hand, GAs uses crossover
and mutation operators as a mechanism to create new individuals from the best
individuals of the previous generation. On the other, EDAs builds a probabilistic
model with the bests individuals and then sample the model to generate new ones.

Participation Function Our new approach generates two groups of offspring
individuals, one generated by the GA mechanism and the other by EDA one.
Population,; is composed by the best overall individuals from (i) the past population
(Population,), (ii) the GA-evolved offspring, and (iii) EDA-evolved offspring.

The individuals are selected based on their fitness function. This evolutionary
schema is quite similar to Steady State GA in which individuals from one population,
with better fitness than new individual from the offspring, survive in the next one. In
this case we have two offspring pools. Figure 1 shows how this model works.
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Fig. 1. Hybrid Evolutionary Algorithm Schema

On this new approach an additional parameter appears, this parameter has been
called Participation Function (PF). PF provides a ratio of how many individuals are
generated by each mechanism. In other words, the size of GA and EDA offspring sets.
The size of these sets also represents how each of these mechanisms participates on
the evolution of the population. These ratios are only a proportion for the number of
new individuals each method generates, it is not a proportion of individuals in the
next population, which is defined by the quality of each particular individual. If a
method were better that the other in terms of how it combines the individuals there
would be more individuals from this offspring set than the other.

The following alternatives for Participation Functions are introduced:

Constant Ratio (x% EDA /y% GA)

The percentage of individuals generated by each method is constant during all the
generations. For example, 30% of the individuals are generated by GA crossover and
mutation and 70% by the EDA probabilistic graphical model.
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Incremental Ratio (EDA++ and GA++)

The partition ratio for one of the mechanism increases from one generation to the
other. There are two incremental Participation Functions, GA Incremental Function
and EDA Incremental Function. The ratio is defined by the formula':

gen

ratio=——
M + gen

Alternative Ratio (ALT)

On each generation it alternates either GA or EDA generation method. If the
generation is an even number GA mechanism generates all offspring individuals, if it
is an odd number is the EDA method.

Dynamic Ratio (DYNAMIC)
As a difference with the previous Participation Functions that are static (and
deterministic), we also propose a dynamic adaptative function. The idea is to have a
mechanism that increases the participation ratio for the method that happens to
generate better individuals. This function is evaluated each generation considering the
possibility to change the participation criterion (defined by the ratio array).
This function performs according to the following algorithm:
diff=(MAX (avg_score[GA],avg_score[EDA]) -base) /
(MIN(avg_score[GA],avg_score[EDA]) -base) ;

if (avg_score[GA]>avg_score[EDA]) {

ratio_inc=ratio[EDA] *ADJUST*diff;

ratio[GA] += ratio_inc; ratio[EDA]= 1.0 - part[GA];

}
else if(avg_score[GA]<avg_score[EDA]) {

ratio_inc=ratio[GA]*ADJUST*diff;

ratio[EDA] += ratio_inc; ratio[GA]
}
Where avg_score is an array of the average fitness score of the top 25% of the
individual generated by each of the offspring methods?. As the best fitness score is
monotonically increasing this value is always greater than 1. ADJUST is a constant
that defines the size of the steps of the dynamic update (5% in our experimentation).

This algorithm starts with 50%/50% ratio distribution between the two methods.

On each generation the best offspring individuals from each method are compared
and the wining method gets a 5% of the opposite method ratio (scaled by the amount
of relative difference between the methods, di £ £ variable). This mechanism provides
a contest-based dynamic function, in which methods are competing to get higher ratio
as they generate better individuals.

1.0 - part[EDA];

! gen is the number of the generation and M is called the Mid-point that represents at which
generation the ratio is 50%/50%. Function is O at the first generation and never reaches 1.
2 base is the best fitness score obtained in the first generation (used to scale fitness values).
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4 Evaluation of the New Algorithm

The hybrid algorithm proposed is composed by the simplest versions of both GA and
EDA component. In this sense a single bit-string chromosome has been used to code
all the problems. GA uses [Roulette Wheell selector, one-point crossover, flip
mutation and uniform initialization. EDA uses UMDA probabilistic model. The
overall algorithms generate an offspring twice the size of the population (this
offspring is then divided between two methods depending on the ratios provided by
the Participation Function). The composition of the new population is defined by a
deterministic method, selecting the best overall fitness scores from the previous
population and both offspring sets.

All experiments have been run ten times, and the values in the figures of the
experimental result section are the average of these executions. As Participation
Functions for the hybrid approach we have tested the next ones: 75% EDA/ 25% GA,
50% EDA / 50% GA and 25% EDA / 75% GA as constant ratio functions, as well as
EDA++, GA++, ALT, and DYNAMIC functions.

4.1 Description of the Problems

Four classes of problems were empirically tested on our new hybrid approach, two
artificial problems (4-bit fully deceptive function and 240 bit Holland royal road) and
two real problems (SAT problem and feature subset selection problem).

4-Bit Fully Deceptive fuNction

Deceptive trap functions are used in many studies of GAs because their difficulty is
well understood and it can be regulated easily [Deb & Golberg, 1993]. We have used
the 4-bit fully deceptive function of order 2, defined by Whitley and Starkweather in
their paper GENITOR 1I [Whitley & Starkweather, 1990]. The problem is a 40 bit
long maximization problem, and is comprised of 10 sub-problems, each 4 bits longs.

240 Bit Holland Royal Road

The Royal Road functions were introduced in [Mitchell et al., 1992]. They were
designed as functions that would be simple for a genetic algorithm to optimize, but
difficult for a hillclimber. In [Holland, 1993], Holland presented a revised class of
Royal Road functions that were designed to create insurmountable difficulties for a
wider class of hillclimbers, and yet still admissible to optimization by a GA.

The Holland Royal Road function takes a binary string as input and produces a real
value. The function is used to define a search task in which one wants to locale strings
that produces high function values. The string is composed of 2* non-overlapping
continuous regions, each of length b+g. With Hollands(s defaults, k=4, b=8, g=7,
there are 16 regions of length 15, giving and overall string length of 240. Each region
is divided into two non-overlapping pieces. The first, of length b, is called the block,
and the second, of length g, is called the gap. In the fitness calculation, only the bits in
the block part of each region are considered.
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SAT Problem

The goal of the satisfiability (SAT) problem [Rodriguez-Tello & Torres-Jimenez, 2003]
is to find an assignment of truth-values to the literals of a given boolean formula, in its
conjunctive normal form, that satisfies it. In theory SAT is one of the basic core NP-
complete problems. In practice, it has become increasingly popular in different research
fields, given that several problems can be easily encoded into propositional logic
formula such as planning, formal verification, knowledge representation and so on.

In GAs and EDAs the SAT problem is represented using binary strings of length 7 in
which the i-th bit represents the truth-value of the i-#4 propositional variable in the
formula. The fitness function used is the fraction of clauses satisfied. To test the
algorithm developed the SAT instances 4blocksb.cnf was used, since they are widely-
known and easily available from the SATLIB benchmark?.

Feature Subset Selection

Feature Subset Selection (FSS) is a well-known task in the Machine Learning, Data
Mining, Pattern Recognition and Text Learning paradigms. FSS formulates as follows:
Given a set of candidate features, select the best subset under some learning algorithm.
As the learning algorithm we are going to use nalve Bayes [Duda & Hart, 1973] [Hand
& Yu, 2001]. A good review of FSS algorithm can be found in [Liu & Motoda, 1998].
To test the FSS problem we will use the chess dataset from the UCI repository [Murphy
& Aha, 1995], which has a total of 36 features and 699 instances.

Results: 4-Bit Fully Deceptive Function
Figure 2 shows the results for the 4-bit fully deceptive function using a population of
1000 individuals. Results for other size of populations are really similar.

4-bit Fully deceptive function: Constant participant functions 4-bit Fully deceptive function: Other participant
o firicHais

o,g; ; . ‘ 0,9; ‘ —— _I

(a) Constant Participation Functions (b) Other Participation Functions
Fig. 2. Results for the 4-bit Fully deceptive function

The best results are obtained with EDAs, while the worst are obtained with GAs. Using
EDAs the maximum is reached in approximately 23 generations. On the other hand,
using GAs, after 91 generations the maximum is never found. About our new hybrid
approaches, we always reach the maximum, being the best Participation Function the
dynamic one, which reaches the maximum in 27 generations and the worst Participation

3 (http://www.satlib.org/benchm.html). 4blocksb.cnf contain 24758 clauses, 410 propositional
variables and is satisfiable.
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Function the constant ration with 25% EDA / 75% GA which reaches the maximum in
36 generations.

In conclusion, we always reach the maximum with our hybrid approaches and the
bad results obtained with GAs only affect our hybrid in the number of generations
required.

Results: 240 Bit Holland Royal Road

This problem is just the opposite of the previous one. As it is possible to see in Figure 3,
with a population of 1000 individuals, the performance of GAs is much better than the
performance of EDAs. With EDAs is only possible to achieve a fitness value of 12.91,
while with GAs this value is 21.07. However, most of the hybrid approaches are better
than GAs, being the best obtained value 22.37 with the DYNAMIC and the
CONSTANT 75% GA /25% EDA Participation Functions.

In conclusion, for the 240 bit Holland Royal Road problem our hybrid approach
performs better than GAs and EDAs.

Holland Royal Road: Constant participant functions Holland Royal Road: Other participant functions
\ - | [ . - [
2 —— 22
r - ! | i {
(a) Constant Participation Functions (b) Other Participation Functions

Fig. 3. Results for the Holland Royal Road problem

Results: SAT Problem

The experimental results obtained for the SAT problem are quite similar to the results of
the 4-bit fully deceptive function (see Figure 4). The best results are obtained with
EDAs, while the worst are obtained with GAs. Using EDAs the maximum (fitness =
47803) is reached in approximately 43 generations. On the other hand, using GAs, after
64 generations the maximum obtained is 47142.

SAT problem: Constant participant functions SAT problem: Other participant functions

48000

48000

47000 ‘

47000 ‘

(a) Constant Participation Functions (b) Other Participation Functions
Fig. 4. Results for the SAT problem
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Our new hybrid approaches the best Participation Function is EDA++, which gives a
fitness value of 48000. With the DYNAMIC, 25% EDA / 74% GA and 50% EDA /
50% GA Participation Functions the results are also good.

Feature Subset Selection
In the FSS problem GAs performance is better than EDAs performance. However, the
hybrid solution using 50% EDA / 50% GA is better than both of them.

FSS: Constant partipation functions

Fig. 5. Results for the FSS problem

4.2 Dynamic Participation Function: Evaluation

One of the most interesting aspects researched by this contribution is to know how the
dynamic Participation Function performs for different kind of problems. This result
provides an idea of how suitable is each of the methods for a specific kind of problem.
And more useful, during the execution of the algorithm what is the performance base
on the generation. Figure 6 shows the Percentage of GA participation in the Dynamic
Participation Function for the four problems. In three of the four problems we can
observe the same tendency, first we start to use the genetic algorithms, and after some
generations the use of EDAs increase. This tendency is bigger in the problems in
which GAs performs better than EDAs. However, it is necessary to remark that in the
last generations, EDA algorithm always increases.
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GA Participation

Fig. 6. Percentage of GA participation in the Dynamic PF

5 Conclusions and Future Work

In this paper we have proposed a new hybrid algorithm based on genetic and
estimation of distribution algorithms. This new algorithm has been tested on four
different problems: 4-bit fully deceptive function, Holland Royal Road, SAT problem
and Feature Subset Selection. Although the hybrid algorithm proposed is composed
by the simplest versions of both GA and EDA components and only works with bit-
string individuals, the experimentation shows it is really promising and competitive.
In most of the experiments we reach to the best of the values found by GAs or EDAs
or even we improve them.

There is still a lot of further future work: Extend the implementation to support more
sophisticated individual representations, for example with continuous genes, make
new Participation Functions, make experimentation in more problems, implement a
parallel version or use more complex GAs and EDAs in the hybrid solution.
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Abstract.  Structural classification recognizes handwritten numerals by
extracting geometric primitives that characterize each image. We propose a
handwritten numeral recognition system based on simplified feature extraction,
structural classification and fuzzy memberships, with the intention to find a
small set of primitives without sacrificing the recognition rate. For each image,
we first perform simplified preprocessing of smoothing and thinning to obtain a
skeleton. For each skeleton, the following feature points are detected: terminal,
intersection, and directional. We then extract the following primitives for each
skeleton: loop, horizontal, vertical, leftward curve, and rightward curve. A
fuzzy S-function is used as the membership function to estimate the likelihood
of these primitives being close to the vertical boundary of the image. A tree-like
classifier based on the extracted feature points, primitives and fuzzy
memberships is then applied to recognize the numerals. Handwritten numerals
in NIST Special Database 19 are recognized with correct rate between 87.33%
and 88.72%.

1 Introduction

With numerous potential commercial applications, handwritten character recognition
has been an active research field. With miscellaneous cultural backgrounds and
extensive varieties of individual writing styles, the same character could be written in
many forms and outlines. In addition, it is rather difficult for anyone to write the same
character several times without any change. Suen et al. [12] observed that when
ordinary people read an incomplete handwritten article, even after training, their error
rate of recognition with regard to article contents is still about 4%. These all
demonstrate the difficulty in handwritten character recognition. In this paper, we
narrow down the problem to handwritten numeral recognition.

The handwritten numeral recognition problem has been studied from fuzzy logic
[7], neural networks [2], rough set [6], statistics [15], structural classification [4], etc.
Recently, there is a trend of combining two or more recognition methods to obtain a
better recognition rate [1,2,13,14]. Feature extraction is the base technology of the
above methodologies.
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