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Preface 

“Intelligent systems must perform in order to be in demand.” 
 

Intelligent systems technology is being applied steadily in solving many day-to-day 
problems.  Each year the list of real-world deployed applications that inconspicuously host 
the results of research in the area grows considerably. These applications are having a 
significant impact in industrial operations, in financial circles, in transportation, in 
education, in medicine, in consumer products, in games and elsewhere. A set of selected 
papers presented at the seventeenth in the series of conferences on Industrial and 
Engineering Applications of Artificial Intelligence and Expert Systems (IEA/AIE 2004), 
sponsored by the International Society of Applied Intelligence, is offered in this 
manuscript.  These papers highlight novel applications of the technology and show how 
new research could lead to new and innovative applications. We hope that you find these 
papers to be educational, useful in your own research, and stimulating. 

In addition, we have introduced some special sessions to emphasize a few areas of 
artificial intelligence (AI) that are either relatively new, have received considerable 
attention recently or perhaps have not yet been represented well.  To this end, we have 
included special sessions on e-learning, bioinformatics, and human-robot interaction 
(HRI) to complement the usual offerings in areas such as data mining, machine learning, 
intelligent systems, neural networks, genetic algorithms, autonomous agents, natural 
language processing, intelligent user interfaces, evolutionary computing, fuzzy logic, 
computer vision and image processing, reasoning, heuristic search, security, Internet 
applications, constraint satisfaction problems, design, and expert systems. 

 

E-Learning 
 

With its ability to reduce operating costs and train more people, e-learning is an attractive 
option for companies that are trying to balance business and educational goals.  
Information technology (IT) is rapidly changing the landscape of e-learning with the 
advent of new intelligent and interactive on-line learning technologies, multimedia 
electronic libraries, collaborative communities and workspaces, and improving knowledge 
sharing and education practices.  

In particular, with the rapid development of the Internet and the World Wide Web, 
university and college programs offered in distributed e-learning environments are an 
alternative form of education for those students who are best served by flexible location 
and time schedules. The situation in which distance education is primarily used in 
selective situations to overcome problems of scale (not enough students in a single 
location) and rarity (a specialized subject not locally available) is being changed. The 
major trends of e-learning are multi-mode integration, learner-centered environments, and 
service-oriented institutions.  

We selected for this special session a collection of outstanding papers highlighting the 
work of researchers and practitioners from academia and industry. 

 
Human-Robot Interaction 
 

Recently, humanoid robots such as Honda's ASIMO and Sony's QRIO or pet robots such 
as Sony's AIBO have become quite familiar and thus the symbiosis of robots and humans 
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VI         Preface 

has become an exciting research area. Some of the many research topics being pursued 
include: expressive interaction with face/voice/gesture; spoken dialogue processing, 
dialogue modeling, user modeling, personality, and prosody; gesture recognition, face 
recognition, and facial expression; sound localization and visual localization; tactile and 
other sensory perception; and multi-modal integration of sensory information 

At previous IEA/AIE conferences, low-level interactions were reported. However, this 
special session focuses on higher-level human-robot interactions. Through interactions 
with people, a humanoid robot recognizes the emotional states of a human by spoken 
dialogue or recognizes relationships between people and adapts its behaviors through a 
dynamic learning system. In addition, design methodology is discussed by observing 
human-robot interactions. We hope this special session will lead to more human-robot 
interaction research papers at IEA/AIE conferences. 

 

Bioinformatics 
 

Bioinformatics is an interdisciplinary research area, where computer scientists solve 
interesting and important problems in molecular biology by building models and 
manipulating huge amounts of data generated by biologists around the globe. The 
techniques being used by computer scientists include clever design of data structures and 
algorithms, machine learning, AI techniques and statistical methods. In the postgenome 
era, innovative applications of such techniques have been used to solve problems in 
molecular biology including protein-to-protein interaction, gene discovery and secondary 
structure prediction. We feel that it is time for the AI community as a whole to embrace 
bioinformatics with its challenging and interesting problems for the application of AI. 
Some general problem-solving methods, knowledge representation and constraint 
reasoning that were originally developed to solve industrial applications are being used to 
solve certain types of problems in bioinformatics and vice versa. Inclusion of bio-
informatics as a special session enriched the conference and also provided an opportunity 
for other AI practitioners to learn about the ongoing research agenda of bioinformatics, 
which in turn may foster future collaboration among the participants of this conference. 
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Abstract. One of the difficulties of using Artificial Neural Networks (ANNs) to
estimate atmospheric temperature is the large number of potential input vari-
ables available. In this study, four different feature extraction methods were
used to reduce the input vector to train four networks to estimate temperature at
different atmospheric levels. The four techniques used were: genetic algorithms
(GA), coefficient of determination (CoD), mutual information (MI) and simple
neural analysis (SNA). The results demonstrate that of the four methods used
for this data set, mutual information and simple neural analysis can generate
networks that have a smaller input parameter set, while still maintaining a high
degree of accuracy.

Keywords: Artificial neural network, genetic algorithm, mutual information,
coefficient of determination.

1   Introduction

Temperature estimation is an important component of weather forecasting. Forecast-
ers at the Australian Bureau of Meteorology currently use a number of methods to as-
sist them in making such estimations. The TIROS Operational Vertical Sounder
(TOVS) instrument is used to observe radiation from the earth and atmosphere. Con-
ventional methods used to retrieve temperature and moisture profiles from the ob-
served TOVS radiances are iterative and involve matrix algebra, making them very
computationally intensive. In general, both physical and statistical retrieval techniques
show differences of about 2 K when compared to analysis or collocated radiosonde
data in the mid-troposphere (600 – 400 hPa). These differences often increase near the
tropopause and surface of the atmosphere [1].

Artificial Neural Networks (ANNs) are good functional approximators and are po-
tentially well suited to the task of temperature estimation. One of the main features of
ANNs is their ability to generalise; that is, to successfully interpolate between exam-
ples previously seen. Moreover, once trained, ANNs can run at a much higher speed
than iterative matrix methods. A task that is critical to the success of a neural network
in weather forecasting problems is the selection of inputs. At each particular time in-
stant, values exist for a vast number of meteorological variables available including in-
frared and visible satellite readings, ground measurements, humidity, wind speed and
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direction at many different pressure levels in the atmosphere. Use of an extremely large
number of inputs to an ANN makes training the network considerably more difficult
and sharply increases the amount of training data required.

A number of different methods have been used to reduce the size of the input vec-
tor of an ANN. These include correlations between candidate input parameters and
the modelled parameter, schematic analyses and the use of expert advice. Some of
these methods are subjective and do not measure the multivariate dependencies pres-
ent in the system [2][3]. In this study, genetic algorithms (GA), coefficient of deter-
mination (CoD), mutual information (MI), simple neural analysis (SNA) and expert
knowledge (EK) are used for input vector reduction and compared.

2   Genetic Algorithms

Genetic Algorithms (GAs) [4] are search algorithms based on the theory of natural
selection. In this application, each individual (chromosome) in a population is a string
containing 0's and 1's (genes) and describes one possible selection of inputs.  Succes-
sive populations are generated using a breeding process that favours fitter individuals.
The fitness of an individual is considered a measure of the success of the input vector.
Individuals with higher fitness will have a higher probability of contributing to the
offspring in the next generation (‘Survival of the Fittest’).

There are three main operators that can interact to produce the next generation. In
replication individual strings are copied directly into the next generation.  The higher
the fitness value of an individual, the higher the probability that that individual will be
copied. New individuals are produced by mating existing individuals. The probability
that a string will be chosen as a parent is fitness dependent.  A number of crossover
points are randomly chosen along the string. A child is produced by copying from one
parent until a crossover point is reached, copying then switching to the other parent
and repeating this process as often as required.  An N bit string can have anything
from 1 to N-1 crossover points.

Strings produced by either reproduction or crossover may then be mutated.  This
involves randomly flipping the state of one or more bits. Mutation is needed so new
generations are more than just a reorganisation of existing genetic material. After a
new generation is produced, each individual is evaluated and the process repeated un-
til a satisfactory solution is reached.  Because of the need for large populations and a
substantial number of generations, the number of evaluations may be high.

3   Correlation Coefficient and Coefficient of Determination

Pearson’s correlation is a measure of the degree of linear relationship between these
two variables [5].

The coefficient of determination (CoD) is the square of the correlation coefficient
and can only have positive values ranging between 1 for a perfect correlation
(whether positive or negative) to 0 for a complete absence of correlation. The CoD
gives the percentage of the explained variation compared to the total variation of the
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model. For example, if the CoD between X & Y is 0.55 (55%), it can be said that 55%
of the variability of X is explained by the variability in Y [5].

By computing the CoD between each input / output pair and selecting only highly
correlated inputs for each output, one may hope to select a good, if not optimal, set of
inputs.  However, this will only select an effective reduced input set if all the inputs
are independent and no output is in fact a complex function of two or more of the in-
put variables – an assumption that cannot always be relied upon.

4   Mutual Information between Inputs and Outputs

Mutual information (MI) [6] is another measure of the amount of information that one
variable contains about another variable. While the coefficient of determination
measures the linear dependence between two variables, mutual information measures
the general dependence between two variables and is therefore potentially a better
predictor of dependence than the correlation function [7].

The mutual information of independent variables is zero, but is large between two
strongly dependent variables with the maximum possible value depending on the size
of the data set.

Mutual information can, in principle, be calculated exactly if the probability den-
sity function of the data is known. Exact calculations have been made for the Gaus-
sian probability density function [7].  However, in most cases the data is not distrib-
uted in a fixed pattern and the mutual information has to be estimated. In this study
the mutual information between each input and each output of the data set is esti-
mated using Fraser & Swinney’s method [8].

A subset of inputs with high mutual information to the relevant output is selected
to train the neural network. Again this assumes that all the inputs are independent and
that no output is in fact a complex function of two or more of the input variables.

5   Simple Neural Analysis

Simple neural analysis (SNA) attempts to select the most appropriate system inputs to
the final network using either single neurons or networks of neurons. In this paper
only N input, 1-output neurons were used (where N was either 1 or 2).  Either 1 or 2
of the system inputs under consideration were used to train the neuron to predict a
particular system output. After training, the CoD between the actual neuron output
and the ideal system output provides a measure of the importance of these system in-
put(s) to this output. SNA is the only technique of those described in this paper that
can estimate the importance of multiple inputs in a single step. Obviously N cannot be
allowed to become large or combinational explosion occurs. A series of neurons were
also trained using one system input as input and a second system input as the output
so as to identify high related system inputs. System inputs that had a high CoD to one
or more system outputs and which were unrelated to any other system input were con-
sidered as good candidates for use as inputs to the final network.
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6   Expert Knowledge

An expert in the field (EK) selected N inputs that were believed to make a significant
contribution. It was considered difficult to rank the inputs accurately.

7   Methodology

The temperature data for Australia was taken from the TOVS instrument equipped
NOAA12 satellite in 1995. Infrared sounding of 30km horizontal resolution was sup-
plemented with microwave soundings of 150 km horizontal resolution.

This data set was used to evaluate the techniques for selecting the input vector. A
number of single output networks were developed, each estimating the actual tem-
perature at one of 4 pressure levels (1000, 700, 300 & 150 hPa) given the radiances
measured by satellite. These are four of the standard pressure levels (levels 1, 3, 6 and
9) measured by satellite and radiosonde sounders. The input vector of TOVS readings
to be used by these networks was extracted using each of the five techniques de-
scribed above. A common input vector length of 8 was used as initial experimentation
had proved this to be a suitable value. The appropriate target output temperature was
provided by collocated radiosonde measurement.

In general each input was tested against the output for importance and a ranked list
was produced then the top 8 inputs were selected for the input vector. Experimental
details for the four methods used to rank these inputs above are:
• Coefficient of Determination and Fraser and Swinney’s mutual information esti-

mation method involve no user selectable parameters.
• In Simple Neural Analysis, a 1-input-1-output architecture was used and training

continued for 100 passes through the data set with a learning rate of 0.1 and a
momentum of 0.8. These values were chosen based on prior experimentation.

• This general process was not applicable to the GA technique where, as indicated
in Section 2, the input vector was directly represented by a chromosome encod-
ing which was then subjected to evolutionary pressure. The fitness function used
was simply E, the percent correct (|target - actual| < 0.4).  To measure the number
correct for a given chromosome 5 networks were trained using these inputs and
the best result used. The 8-12-1 network uses a learning rate of 0.1 and momen-
tum of 0.8 for 10,000 iterations.

• Parents were selected using a ranked performance order and an elitist strategy.
The GA bred 20 generations with a population size of 50 using a crossover rate
of 0.6 and a mutation rate of 0.05. It was found that there was very little increase
in performance after 20 generations.  Although the inputs selected by 5 GA in-
stances (with different random seeds) were not identical, there was enough con-
sistency to confidently select the set of results that gave the lowest RMS error.
The input vector selected by the GA was evaluated in the same general manner
described above.

• After selecting 8 best inputs using one of the above techniques, these inputs were
assessed by means of an evaluation neural network whose architecture was cho-
sen based on initial experiments. The network used 12 hidden neurons and was
trained using fixed parameters to facilitate comparison between the various tech-
niques. It was trained for 2000 passes through the data set using a learning rate of
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0.1 and a momentum of 0.8. The network was tested after each pass though the
training data with the best result being recorded. The overall performance of this
testing network was assumed to reflect the appropriateness of this particular se-
lection of inputs.

8   Results and Discussion

The results reported are the median RMS error values (degrees Kelvin) obtained from
training the ten evaluation networks at each level and should be a reasonable reflec-
tion of the inherent worth of the input selection. The results using the eight inputs
predicted by the expert (EK) and using the full input vector (all available inputs) are
included in the table for comparison. The spread of RMS errors produced by the ten
evaluation networks is also a performance indicator and is indicated in Table 1 by in-
cluding the highest and lowest errors as + and – values relative to the median.

Table 1. Median and range of RMS Error (K) using the 8 inputs derived from all 5 techniques
and using all inputs  for Levels 1,3 6 & 9.

CoD EK GA MI SNA ALL

Level 1 2.0
4.01.3 +

−
0.0
2.08.3 +

−
2.0
1.03.3 +

−
1.0
1.07.2 +

−
1.0
0.05.2 +

−
1.0
1.09.2 +

−

Level 3 2.0
1.05.3 +

−
3.0
0.06.3 +

−
1.0
1.04.3 +

−
0.0
1.06.3 +

−
2.0
2.01.3 +

−
0.0
1.07.2 +

−

Level 6 2.0
0.05.2 +

−
3.0
1.06.2 +

−
3.0
2.08.2 +

−
0.0
0.04.2 +

−
8.0
0.04.2 +

−
3.0
5.06.2 +

−

Level 9 0.0
1.00.4 +

−
1.0
1.05.3 +

−
0.0
2.08.3 +

−
1.0
0.04.3 +

−
1.0
1.04.3 +

−
1.0
2.09.3 +

−

Table 1 indicates that MI and SNA exhibited fairly similar performance and were
generally better than the other three-vector reduction techniques at most levels. SNA
was marginally better than MI, outperforming it in levels 1 and 3. In three of the four
levels both MI and SNA managed to improve network performance, compared with
using all inputs, as well as reduce the input vector.

Level 3 is interesting in that all five reduction techniques produced networks with
worse performance. An indication of the underlying cause of this phenomenon is that
for this level the individual importance measures of the inputs for all three quantita-
tive techniques (EK and GA provide no such individual measure) were at best 50%
lower and at worst two orders of magnitude lower than for the other levels. This
seems to indicate that the predictive capability at this level is spread more across the
inputs – there is less redundancy of information. It should be noted that at this diffi-
cult level SNA outperformed the other four techniques, doing less “harm”.

A comparison of the individual inputs selected for inclusion by the five techniques
can provide some insight into their manner of operation and the broad relative impor-
tance of the inputs. Table 2 and Figure 1 provide this comparison. As described pre-
viously only CoD, MI and SNA actually rank the inputs and thus select them in an
ordered manner with EK and GA simply specifying the complete set. In Table 2 the
latter two techniques have their inputs presented in numeric order and in Figure 1 they
have all inputs indicated as of ‘equal importance’.
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One feature of Table 2 which is of immediate interest is that although there is con-
siderable similarity between the inputs selected by MI and SNA there are substantial
differences across the techniques. Curiously, the GA selected the same input set for
all but level 1 which was considerably different, and still attained comparable per-
formance. Perhaps these differences indicate considerable underlying information re-
dundancy within the data set as various combinations of inputs can be used with some
success.

Table 2. The 8 inputs derived from the 5 vector reduction techniques for Levels 1,3 6 & 9 in
order of inclusion. (No order exists for EK and GA)

 CoD EK GA MI SNA

Level 1
6, 5, 4, 8, 10, 9,

1, 14
4, 5, 6, 7, 12, 13,

14, 20
1, 3, 7, 15, 17,

18, 19, 21
22, 20, 14, 1, 2,

4, 13, 12
22, 14, 20, 4,

5, 13, 8, 2

Level 3
5, 12, 6, 14, 11,

4, 10, 15
4, 5, 6, 12, 13,

14, 20, 21
0, 3, 6, 8, 14,

16,17, 18
4, 21, 17, 15, 20,

3, 1, 9
21, 11, 3, 15,
10, 20, 22, 1

Level 6
3, 4, 2, 0, 10, 6,

1, 20
2, 3, 4, 14, 15,

20, 21, 22
0, 3, 6, 8, 14,

16,17, 18
14, 20, 4, 3, 15,

13, 22, 12
14, 4, 20, 22,

5, 13, 8, 3

Level 9
2, 3, 4, 6, 10, 9,

7, 8
0, 1, 2, 3, 15, 20,

21, 22
0, 3, 6,8, 14,

16,17, 18
13, 14,5, 4, 8, 6,

12, 20
13, 14, 12, 5,

20, 6, 8, 4

The similarity in input sets selected by the MI and SNA techniques is highlighted in
Table 3. Given the similar performance of these techniques it is not surprising that there
is considerable overlap.

Table 3. Inputs selected by MI & SNA for various levels.

Level MI only Common SNA only
1 1, 12 2, 4, 13, 14, 20, 22 5,8
3 4, 9, 17 1, 3, 15, 20, 21 10, 11, 22
6 12, 15 3, 4, 13, 14, 20, 22 5, 8
9 4, 5, 6, 8, 12, 13, 14, 20

Only input 20 is common at all levels in Table 3 and this input is also the only one
common to all levels in the selections made by the expert (EK, Table 1) thus there
seems to be broad agreement on its importance. This also seems reinforced by its ab-
sence from the poorly performing selections made by CoD at levels 1, 3 and 9. Indeed,
the only level (6) at which CoD’s selection performs well at all has this input included.
It would seem that this highlights the inappropriateness of a model with an underlying
linear bias for this task.
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Fig. 1. Relative Importance of inputs using the 5 different techniques (the higher the peaks, the
more important the input). Level 1 top left, level 3 top right, level 6 bottom left, level 9 bottom
right.

The results obtained above imply that both MI and SNA have some considerable
potential for input vector reduction.  Further experiments were conducted for these
techniques to investigate the possibility of further pruning the number of inputs. The
best 4 inputs were used instead of 8 and the process repeated using 10 evaluative net-
works at different starting positions. The results were surprisingly good, with a small
general degradation in performance as measured by median RMS error.

Multiple Input SNA. As was noted earlier, an assumption underlying the CoD, MI
and SNA techniques as they have been used so far is that the inputs are essentially
independent and that no output is in fact a complex function of two or more of the
input variables. Of the three techniques SNA is the only one that has the capacity to
directly take into account more than one input. By increasing the number of inputs to
the simple neural processing unit, simple combinations of two or more inputs can be
related to the output. The investigation here was restricted to two-input combinations
because combinatorial explosion soon dominates. All 253 two-input combinations
were trained to predict each output and ranked along with the single input results.

Selecting a fixed number of inputs from a ranked list consisting of combinations
along with single entries is somewhat problematical. When considering a ranked entry
which is a combination (in this investigation a pair) it is necessary to ascertain as far
as possible whether or not one of its components is the dominant “information car-
rier”, with the other component(s) contributing minimally, or whether it is truly the
combination which is important. If one component is truly dominant and both com-
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ponents are added, the resultant vector could be reduced in effectiveness because part
of its fixed capacity has been used on an input of only peripheral value, potentially
excluding more useful inclusions. The approach adopted in this investigation was
very simplistic: the ranked list is processed from the highest scoring entry downwards
and a decision is made with respect to each entry as follows as long as the fixed-
length input vector is not full;
1. if the entry is a single input and is not present in the vector add it,
2. if the entry is two inputs not present in the vector add both if the combination

significantly outperforms the single input entries for both components, otherwise
add the dominant (higher performing) one,

3. if the entry is two inputs with one already present in the vector add the other only
if the combination significantly outperforms that one’s single input entry.

For this study, one entry is considered to ‘significantly outperform’ another if it has
a CoD value greater by 0.1 or more.

Although the application of this simplistic attempt to explicitly take account of the
potentially important interactions between inputs did alter the input vector compo-
nents, the only significant effect on performance was to reduce the performance at
levels 1 and 3 to that attained by the initial MI technique. More investigation is re-
quired to develop an effective way to use the extra information available from input
combinations.

Redundancy in the Input Set. The previous section discussed the potential for
relationships between inputs making combinations that were more useful members of
the reduced input vector than sum of their individual components. Another
relationship which can exist is that two or more inputs can be carrying very similar
information (essentially measuring the same thing in a different way). Whilst each
input may individually have a very high ranking it can be counter-productive to add
both. Two versions of the same information would be occupying space in the fixed
length input vector with little increase in performance but potentially excluding a
lower ranked input which adds extra information and does increase performance. A
simple investigation attempted to discover if the selection process could be improved
by taking this into account.

Relationships between all single-input-single-input combinations were tested with
three techniques, SNA, CoD & MI  (of course this analysis was not possible with EK
and GA) and selection of the 8 optimal inputs was adjusted to eliminate inputs which
are highly interrelated. For SNA two-input-single-input relationships were also evalu-
ated. The selection process simply added another test for inclusion in the reduced in-
put vector. If the potential addition was deemed ‘highly related’ to something already
included then it was not added. The definition of ‘highly related’ for this purpose is
somewhat problematical and values for each of the relationship measures were estab-
lished after some initial investigation.

Unfortunately this approach was probably too simplistic (or the definition values
used too conservative) as the performance exhibited by the newly chosen reduced
vectors was generally a little worse for SNA and MI. The CoD performance was mar-
ginally improved, but was starting from a worse point. Further investigation of how to
define ‘highly related’ and how to incorporate this information into the selection pro-
cess is indicated.
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9   Conclusion

In this paper, GA. MI, CoD and SNA are used to select the best inputs to neural net-
works. In order to be able to compare the 4 methods, 8 best inputs were selected for
training of the evaluation neural network. The MI and SNA techniques gave the best
results overall. The results indicate that reducing the input vector using these tech-
niques not only makes training the neural networks more efficient but also that this
may be achieved without significant loss of performance. The exception is Level 3
(700 hPa) where using all inputs provided the best performance. A possible general
indicator of when this might occur lies with the observation that all the individual in-
put-output relationship measures for this level were considerably lower.

The facts that the performance did not dramatically deteriorate when the input
vector was further reduced to contain only four inputs, and that the ‘strange’ selec-
tions of the GA still attained some success, both seem to indicate that there is some
redundancy in the information carried by the full input set. The lack of success of the
attempts to incorporate information on multiple-input combinations and input redun-
dancy is intriguing and bears further investigation and refinement of the simple tech-
niques employed.

Details of the TOVS instrument system and the purpose of the radiance observation as
documented in [9] shows that HIRS channels 0-6, 12 – 16 and MSU channel 2 -4 are
channels that provide better sensitivity to the temperature sounding. HIRS channels 0-
6 have better sensitivity to the temperature of relatively cold regions of the atmos-
phere, HIRS 12 – 16, a better sensitivity to the temperature of relatively warm regions
of the atmosphere and also less sensitive to clouds. MSU channels 2 – 4 have the mi-
crowave channels which probe through clouds and can be used to alleviate the influ-
ence of clouds on the other channels. This information indicates that, for the levels
considered in this paper, channels 0, 1, 2, 3, 4, 5, 6, 12, 13, 14, 15, 16, 20, 21 & 22
will be expected to contribute more towards temperature estimation than the other
channels. Comparing this with the 8 best inputs selected by each technique, it is inter-
esting to note the EK, SNA & MI techniques comply very closely with this observa-
tion. The GA and CoD techniques are the least compliant with a total of at least 10
inputs selected for the 4 levels that do not fall in this range. It is also interesting to
note for further investigation that only the GA selected input 0 with both the SNA and
MI techniques giving it a very low ranking.

Although this investigation has been conducted only on one set of data, these tech-
niques show very promising results and may well be successfully applicable to other data
sets. Obviously future work in this area would include further investigations as outlined
above and extending the application of these techniques to different data sets in order to
gauge their usefulness in a more general context. The ultimate goal is a range of tech-
niques that can be applied in a disciplined and fully automated fashion to any data set to
reduce the size of the input vector a neural network will use to estimate or predict.
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Abstract.  In this paper, adaptive identification and control of nonlinear
dynamical systems are investigated using Two Synaptic Weight Neural
Networks (TSWNN). Firstly, a novel approach to train the TWSWNN is
introduced, which employs an Adaptive Fuzzy Generalized Learning Vector
Quantization (AFGLVQ) technique and recursive least squares algorithm with
variable forgetting factor (VRLS). The AFGLVQ adjusts the kernels of the
TSWNN while the VRLS updates the connection weights of the network. The
identification algorithm has the properties of rapid convergence and persistent
adaptability that make it suitable for real-time control. Secondly, on the basis of
the one-step ahead TSWNN predictor, the control law is optimized iteratively
through a numerical Stable Davidon’s Least Squares-based (SDLS)
minimization approach. A nonlinear example is simulated to demonstrate the
effectiveness of the identification and control algorithms.

1   Introduction

Similar to the Multilayer Feedforward Neural Networks (MFNN), Two Synaptic
Weight Neural Networks (TSWNN) [1] possesses the capacity of universally
approximating nonlinear multi-variable functions [2]. Unlike the former, the output of
the TSWNN is linear with respect to the connection two weights of the network. If the
other parameters, the TSWNN kernels, can be chosen appropriately, the linear least
squares method can therefore be employed to estimate these weights, so the rapid
convergence of the algorithm will be guaranteed. Therefore, the performance of a
TSWNN critically depends upon the chosen kernels.

Wang Shoujue [3] suggested that the kernels were randomly chosen from data
points. This method is clearly simple but raw. An n-means clustering technique was
regarded as a better method for updating the kernels by Feng Cao [4]. Wang [3]
presented Slam algorithm for pattern matching, but it is too complex to match on-line
application. For on-line and adaptive applications of neural network model, some
kinds of recursive identification algorithms are naturally required [5,6,7,8]. A simple
solution is to fix the kernels first using n-means clustering algorithm and to update
only the two sorts of weights in real-time using recursive least squares or least mean
squares algorithm. This can only work well if the variations in the underlying system
are small. It is advantageous to update TSWNN kernels and weights simultaneously.
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Therefore, Wang proposed a hybrid n-means clustering and Givens least squares
algorithm. Given least squares have superior numerical properties.

In this paper, the kernels and weights of the TSWNN are also updated
simultaneously. A novel approach, however, is presented to train the TSWNN.
Specifically, an Adaptive Fuzzy Generalized Learning Vector Quantization
(AFGLVQ) technique is adopted to update the kernels, its weights and recursive least
squares algorithm with variable forgetting factor (VRLS) is used to estimate the
weights. The FGLVQ is a fuzzy modification of the GLVQ clustering algorithm.
Compared with n-means clustering and the GLVQ, this algorithm seems more
insensitive to the disturbance of random initialization. Moreover, it more likely gives
a desirable solution than the other algorithms, and it still keeps the computational
simplicity. We enhance the adaptability of the FGLVQ by giving a new design for the
learning rate. Because the clustering algorithms are originally designed for pattern
recognition and a generic assumption is that a fixed cluster exists for finite data
points, the learning rates are designed to slowly decrease to zero such that these
algorithms can converge to a locally optimal solution. In identification and control of
dynamical systems, the kernels should persistently reflect the variations of the input
sequence. Therefore, the learning rate will be designed to vary proportionally to the
identification error.

VRLS perfectly updates the parameters to follow both slow and sudden changes in
the plant dynamics. Furthermore, the use of a variable forgetting factor with correct
choice of information bound can avoid blowing-up of the covariance matrix of the
estimates and subsequent unstable control. The computational load is relatively small.
Of course, some recursive least squares algorithm with superior numerical properties
can also be used under the consideration of moderate computational load.

Up to the present, the control schemes based on the TSWNN have not been as
many as those based on the other networks such as MFNN, CMAC and recurrent
networks. In this paper, another scheme of adaptive control law will be given. On the
basis of the one-step ahead TSWNN predictor, a numerically stable Davidon’s least
squares-based (SDLS) minimization method is proposed to optimize the control law
iteratively in each sample period. The DLS algorithm possesses relative fast learning
property but suffers numerically ill-conditioned phenomenon. The present SDLS has
overcome the drawback.

2   Two Synaptic Weight Neural Networks
     for Modeling Nonlinear System

Many single-input single-output non-linear systems can be described as the following
model

))(),...,1(),(),...,1(()( uys ntutuntytyfty −−−−= (1)

where y(t) and u(t) are the system output and input respectively; yn and un the lags of

the output and input respectively; and (.)sf  some non-linear function.

The TSWNN is a two-layer processing structure. In the first layer, the neurons are
represented by TSWNN with the kernels ic , which are interconnected by
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weights jiij ww ′, . Factor s, p is chosen. The second layer is essentially a linear

combiner. The overall response of such a network is a mapping RRf m
r →: , that is

∑
=

=
n

i
iiir wcxxf

1
),,()( φθ (2)

where mRx∈ , m is network input vector, niRc M
i ≤≤∈ 1, are the kernels and

RR→:(.)φ . iθ  is the connection weights; and n is the number of neurons.

When the TSWNN is used to approximate the dynamical system (1), define m= ny +
nu and let

)](),...,1();(),...,1([)( uy ntutuntytytx −−−−= (3)

Then, the TSWNN output

))(()(ˆ txfty r= (4)

acts as the estimator of the y(t). Let

)()(ˆ)( tytyte −= (5)

Hence, the goal of training the TSWNN is to make e(t) as small as possible. In this
paper, the function is chosen as function
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jX  is neuron jth input; jj cw ,  are direct weight and kernel weigh; θ  is the threshold;

m is the dimension of input.

3   Hybrid AFGLVQ and VRLS Algorithm

The adaptive identification algorithm for TSWNN model has a hybrid structure
consisting of

1. recursive AFGLVQ sub-algorithm for adjusting the TSWNN kernels;
2. recursive VRLS sub-algorithm for updating the TSWNN weights;

Now, we begin to give the details of the two sub-algorithms.

3.1   Adaptive FGLVQ

3.1.1   FGLVQ
In the GLVQ algorithm, for the winner node i(i= arg min| x(t)-cj(t)|, 1< i< n), the
updating rules of the kernels and its weights are
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For the rest nodes j (j=1,…, n, ij ≠ ), the rules are
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where ∑
=

−=
n

i
i tctxD

1
)()( , 1,ηηo   1 is proportion factor; b(t) is the learning rate

which is chosen satisfy the two conditions: As ∞→t ; 0)( →tb and ∞→)(tb . b(t)

can be taken as

nttbtb /1/)1()( +−= (9)

Unlike the n-means clustering algorithm, where only the winning prototype is
updated, the GLVQ updates all nodes for a given input vector. The learning rules
depend on the degree of the distance match to the winner node; the lesser the degree
of match with the winner, the more is the impact on nonwinner nodes.  The GLVQ is
more robust to initialize. Furthermore, the algorithm can give more reasonable
solution when D>1. But it has been found that GLVQ behaves exactly opposite to
what was desired when D<1.

To overcome this problem, we can give a fuzzy modification of GLVQ. Let Lx be
a loss function which measures the locally weighted mismatch (error) with respect to
the winner
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where jµ  is chosen to be a fuzzy member function as

1

1
2

2 −

= 















−

−
= ∑

n

p
p

j
j

cx

cx
µ (11)

which has the following properties

1. The magnitude of ju  is inversely proportional jcx − ;

2. Each  j is within [0,1];
3. The sum of  j are equal to 1.

Assume 0>− pcx , the gradient of xL  with respect to pc  can be calculated as
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)(2 2
ppc cxnL

p
−−=∇ µ (12)

Thus, the updating equation of the kernels can be rewritten as

( ))()()(2)()1( 2 tctxntbtctc jjjj −+=+ µ (13)

3.1.2   Adaptive Modification of FGLVQ
In adaptive identification and control, since a plant is unknown and the structure of a
given TSWNN is limited, therefore the modeling error exists inevitably. In most case,
the TSWNN with fixed kernels can not universally approximate the plant in
the whole domain with the uniform error accuracy. So the kernels and the weights
should be persistently adjusted to trace the output error simultaneously. Here we give
an updating equation of b(t)

( ))(1/)()( ttbtb o εε += (14)

where 10 << ob , thus 1)(0 << tb . b(t) varies with  )(tε . Of course, when  )(tε
converges to zero, b(t) will tend to zero too.

3.2   Recursive Least Squares with Variable Forgetting Factor

Define the hidden layer output vector at the instant t as

[ ]Tnt ttt )(),...,(),( 21 φφφ=Φ (15)

The connection weight vector at t as

[ ]Tnt ttt )(),...,(),( 21 θθθ=Θ (16)

Thus, tΘ  can be recursively updated by the equations

)(1 tK ttt ε+Θ=Θ + (17)
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(18)

tt
T
ttt PKIP ρ/)(1 Φ−=+ (19)

∑Φ+−= ott
T
tt K /)1(1 2ερ (20)

If minρρ <t , set minρρ =t ; 0>∑ o reflects the amplitude of the noise.
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4   Adaptive Control Law Optimization

The following gives the indirect TSWNN-based adaptive controller. On the basis of
the one-step ahead prediction TSWNN model, we use a numerically stable Davidon's
least squares-based minimization approach to optimize the control law iteratively in
each sample period. Define the predictive control error

[ ])1()1()()1(ˆ)1( +−+−+=+ tytytyte rαα (21)

where )1( +tyr is the reference output signal; 10 << α  is a smoothing factor.

The goal of iteratively optimizing control law is to make e(t+1) small enough to reach
some control accuracy. Let the initial value of u(t) be

)1()( −= tto µµ (22)

and the corresponding output of the TSWNN be

))1(()1(ˆ +=+ txfty oro (23)

where

)]1(),...,();1(),...,([)1( +−+−=+ uyo ntutuntytytx (24)

Similarly, )(tuk denotes the control value at the k iteration instant. The corresponding

output of the TSWNN is

))1(()1(ˆ +=+ txfty krk (25)

where

)]1(),...,();1(),...,([)1( +−+−=+ ukkyk ntutuntytytx (26)

and

[ ])1()1()()1(ˆ)1( +−+−+=+ tytytyte rk αα (27)

The optimization procedure is described as follows.

*   Let maxk be the maximum iteration number and maxe be the desired control

accuracy. Set the initial Hessian matrix 0,10, =<<= khIhH ooo .

*       Let k=k+1. u(t) at the k iteration is calculated by

111 ˆ)()( −−− ∇−= kkkkk eyHtt µµ (28)

1
1

1
1 )ˆ( −

−
−
− +∇+= IyHH ck

T
kck αλ (29)

where 10,10 <<<< cc αλ ; 1ˆ −∇ ky  is the gradient of )1(1 +− tyk with respect to

)(1 tuk− .
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*    If maxkk = or max)1( etek =+  , then stop calculating; Otherwise, go to (2). In the

DLS algorithm, the updating equation for kH is
1

11
1
1 )ˆˆ( −

−−
−
− ∇∇+= k

T
kkck yyHH λ (30)

The item Icα of the equation (29) is not included in the equation (30). It has been

found that when 1ˆ −ky is small and  10 << cλ 0, the kH will become divergent

infinitely as k increases. This can result in numeric instability. In the equation (29),
the finite boundary of kH  is guaranteed.

5   Simulation Results

Consider the first-order non-linear system described by:

)1(
)1(1

)10(
)( 3

2
−+

−+
−

= ku
ky

kyky (31)

The parameters for the proposed algorithm are chosen as
t

coo etbhm 800)(,001.0,21.0,09.0,7 −===== ελ
Simulation results are shown in figures 1 and 2. In figure 1 the problem of set

point tracking of the closed-loop system is shown. Figure 2 indicates growth pattern
(number of rules). As it can be seen, the performance of the closed-loop system is
excellent.
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Fig. 1. Set point tracking; Set point trajectory and output.
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6   Conclusion

In this paper, firstly, we proposed a novel approach to train the TSWNN. An adaptive
fuzzy generalized learning vector quantization (AFGLVQ) technique was adopted to
adjust the kernels of the TSWNN, and recursive least squares with variable forgetting
factor (VRLS) was applied to update the connection weights of the network.
Secondly, on the basis of the one-step ahead TSWNN predictor, a numerically stable
Davidon's least squares-based minimization approach was used to optimize the
control law iteratively in each sample period. The simulations demonstrated the rapid
learning and adaptive property of the identification algorithm and the effectiveness of
control algorithm. The scheme is especially suitable for controlling the SISO
nonlinear systems.
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Knowledge Discovery Using Neural Networks

Khosrow Kaikhah, and Sandesh Doddameti

Department of Computer Science
Texas State University
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Abstract. A novel knowledge discovery technique using neural networks is
presented. A neural network is trained to learn the correlations and relationships
that exist in a dataset.  The neural network is then pruned and modified to
generalize the correlations and relationships.  Finally, the neural network is
used as a tool to discover all existing hidden trends in four different types of
crimes in US cities as well as to predict trends based on existing knowledge
inherent in the network.

1   Introduction

Enormous amounts of data are being generated and recorded for almost any kind of
event or transaction. Advances in data storage and database technology have enabled
us to store the vast amount of data very efficiently.  A small piece of data may be
quite insignificant. However, taken as a whole, data encompasses a vast amount of
knowledge.  A vital type of knowledge that can be acquired from large datasets are
the hidden trends. These hidden trends, which can be expressed as rules or
correlations, highlight the associations that exist in the data. For example, in a
financial institution environment, where information about customer’s characteristics
and activities are maintained, the following trend may exist.

Persons who are between 25-30 years old, having at least a bachelor’s degree with
an income greater than 50K, have greater than 6 entertainment activities and greater
than 10 restaurant activities in each cycle.

Finding these trends, which are specific to the application, represent a type of
knowledge discovery. The acquired knowledge is helpful in understanding the
domain, which the data describes.

We define a machine learning process that uses artificial neural networks to
discover trends in large datasets.  A neural network is trained to learn the inherent
relationships among the data.  The neural network is then modified via pruning and
hidden layer activation clustering.  The modified neural network is then used as a tool
to extract common trends that exist in the dataset as well as to predict trends.  The
extraction phase can be regulated through several control parameters.
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2   Related Research

Andrews et al. in [1] discuss the difficulty in comprehending the internal process of
how a neural network learns a hypothesis.  According to their survey, rule extraction
methods have been categorized into decompositional and pedagogical techniques.
They discuss various techniques including the pros and cons of each method.  The
distinguishing characteristic of the decompositional approach is that the focus is on
extracting rules at the level of individual (hidden and output) units within the trained
Artificial Neural Network. In pedagogical approach to rule extraction, the trained
neural network is treated as a black-box, in other words, the view of the underlying
trained artificial neural network is opaque.  They conclude that no single rule
extraction/rule refinement technique is currently in a dominant position to the
exclusion of all others.

Gupta et al. in [2] propose an algorithm (GLARE) to extract classification rules
from feedforward and fully connected neural networks trained by backpropagation.
The major characteristics of the GLARE algorithm are (a) its analytic approach for
rule extraction, (b) its applicability to standard network structure and training method,
and (c) its rule extraction mechanism as direct mapping between input and output
neurons.  This method is designed for a neural network with only one hidden layer.
This approach uses the significance of connection strengths based on their absolute
magnitude and uses only a few important connections (highest absolute values) to
analyze the rules.

Our knowledge discovery process is both decompositional and pedagogical.  It is
decompositional in nature, since we examine the weights for pruning and clustering
the hidden unit activation values.  It is pedagogical, since we use the neural network
as a black-box for knowledge discovery.  Our approach is neither limited by the
complexity of the hidden layer, nor by the number of hidden layers. Therefore our
approach can be extended to networks with several hidden layers.

3   Our Approach

We have developed a novel process for discovering knowledge in datasets, with m
dimensional input space and n dimensional output space, utilizing neural networks.
Our process is independent of the application.  The significance of our approach lies
in using neural networks for discovering knowledge, with control parameters. The
control parameters influence the discovery process in terms of importance and
significance of the acquired knowledge. There are four phases in our approach: 1)
neural network training, 2) pruning and re-training, 3) clustering the hidden neuron
activation values, and 4) rule discovery and extraction.

In phase one, the neural network is trained using a supervised learning method.
The neural network learns the associations inherent in the dataset.  In phase two, the
neural network is pruned by removing all unnecessary connections and neurons.  In
phase three, the activation values of the hidden layer neurons are clustered using an
adaptable clustering technique.  In phase four, the modified neural network is used as
a tool to extract and discover hidden trends.  These four phases are described in more
detail in the next four sections.
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3.1   Neural Network Training

Neural networks are able to solve highly complex problems due to the non-linear
processing capabilities of their neurons. In addition, the inherent modularity of the
neural network’s structure makes them adaptable to a wide range of applications [3].
The neural network adjusts its parameters to accurately model the distribution of the
provided dataset. Therefore, exploring the use of neural networks for discovering
correlations and trends in data is prudent.

The input and output patterns may be real-valued or binary-valued.  If the patterns
are real-valued, each value is discretized and represented as a sequence of binary
values, where each binary value represents a range of real values.  For example, in a
credit card transaction application, an attribute may represent the person’s age (a
value greater than 21).  This value can be discretized into 4 different intervals: (21-
30],(30-45],(45-65], and (65+]. Therefore [0 1 0 0] would represent a customer
between the ages of 31 and 45.  The number of neurons in the input and output layers
are determined by the application, while the number of neurons in the hidden layer are
dependent on the number of neurons in the input and output layers.

We use an augmented gradient descent approach to train and update the connection
strengths of the neural network. The gradient descent approach is an intelligent search
for the global minima of the energy function.  We use an energy function, which is a
combination of an error function and a penalty function [4]. The error function
computes the error of each neuron in the output layer, and the penalty function drives
the connection strengths of unnecessary connections to very small values while
strengthening the rest of the connections. The penalty function is defined as:
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The network is trained till it reaches a recall accuracy of 99% or higher.

3.2   Pruning and Re-training

The neural network is trained with an energy function, which includes a penalty
function.  The penalty function drives the strengths of unnecessary connections to
approach zero very quickly.  Therefore, the connections having very small values,
values less than 1, can safely be removed without significant impact on the
performance of the network.  After removing all weak connections, any input layer
neuron having no emanating connections can be removed.  In addition, any hidden
layer neuron having no abutting or emanating connections can safely be removed.
Finally, any output layer neuron having no abutting connections can be removed.
Removal of input layer neurons correspond to having irrelevant inputs in the data
model; removal of hidden layer neurons reduces the complexity of the network and
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the clustering phase; and removal of the output layer neurons corresponds to having
irrelevant outputs in the data model.  Pruning the neural network results in a less
complex network while improving its generalization.

Once the pruning step is complete, the network is trained with the same dataset in
phase one to ensure that the recall accuracy of the network has not diminished
significantly.  If the recall accuracy of the network drops by more than 2%, the pruned
connections and neurons are restored and a stepwise approach is pursued.  In the
stepwise pruning approach, the weak incoming and outgoing connections of the
hidden layer neurons are pruned, one neuron at a time, and the network is re-trained
and tested for recall accuracy.

3.3   Clustering the Hidden Layer Neuron Activation Values

The activation values of each hidden layer neuron are dynamically clustered and re-
clustered with a cluster radius and confidence radius, respectively.  The clustering
algorithm is adaptable, that is, the clusters are created dynamically as activation
values are added into the clusterspace.  Therefore, the number of clusters and the
number of activation values in each cluster are not known a priori.  The centroid of
each cluster represents the mean of the activation values in the cluster and can be used
as the representative value of the cluster, while the frequency of each cluster
represents the number of activation values in that cluster.  By using the centroids of
the clusters, each hidden layer neuron has a minimal set of activations. This helps
with getting generalized outputs at the output layer.  The centroid of a cluster c is
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Since dynamic clustering is order sensitive, once the clusters are dynamically
created with a cluster radius that is less than a predetermined upper bound, all
elements will be re-clustered with a confidence radius of one-half the cluster radius.
The upper bound for cluster radius defines a range for which the hidden layer neuron
activation values can fluctuate without compromising the network performance.

The benefits of re-clustering are twofold: 1) Due to order sensitivity of dynamic
clustering, some of the activation values may be misclassified. Re-clustering
alleviates this deficiency by classifying the activation values in appropriate clusters.
2) Re-clustering with a different radius (confidence radius) eliminates any possible
overlaps among clusters.  In addition during re-clustering, the frequency of each
confidence cluster is calculated, which will be utilized in the extraction phase.

3.4   Knowledge Discovery

In the final phase of the process, the knowledge acquired by the trained and modified
neural network is extracted in the form of rules [5], [6]. This is done by utilizing the
generalization of the hidden layer neuron activation values as well as control
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parameters.  The novelty of the extraction process is the use of the hidden layer as a
filter by performing vigilant tests on the clusters.  Clusters identify common regions
of activations along with the frequency of such activities. In addition, clusters provide
representative values (the mean of the clusters) that can be used to retrieve
generalized outputs.

The control parameters for the extraction process include: a) cluster radius, b)
confidence frequency, and c) hidden layer activation level.   The cluster radius
determines the coarseness of the clusters.  The confidence radius is usually set to one-
half of the cluster radius to remove any possible overlaps among clusters.  The
confidence frequency defines the minimum acceptable rate of commonality among
patterns. The hidden layer activation level defines the maximum level of tolerance for
inactive hidden layer neurons.

Knowledge extraction is performed in two steps.  First, the existing trends are
discovered by presenting the input patterns in the dataset to the trained and modified
neural network and by providing the desired control parameters.  The input patterns
that satisfy the rigorous extraction phase requirements and produce an output pattern
represent generalization and correlations that exist in the dataset. The level of
generalization and correlation acceptance is regulated by the control parameters. This
ensures that inconsistent patterns, which fall outside confidence regions of hidden
layer activations, or fall within regions with low levels of activity, are not considered.
There may be many duplicates in these accepted input-output pairs.  In addition,
several input-output pairs may have the same input pattern or the same output pattern.
Those pairs having the same input patterns will be combined, and, those pairs having
the same output patterns will be combined.  This post-processing is necessary to
determine the minimal set of trends. Any input or output attribute not included in the
discovered trend corresponds to irrelevant attributes in the dataset.  Second, the
predicated trends are extracted by providing all possible permutations of input
patterns, as well as the desired control parameters.  Any additional trends discovered
in this step constitute the predicated knowledge based on existing knowledge.  This
step is a direct byproduct of the generalizability of neural networks.

4   Discovering Trends in Crimes in US Cities

We compiled a dataset consisting of the latest annual demographic and crime
statistics for 6100 US cities.  The data is derived from three different sources: 1) US
Census; 2) Uniform Crime Reports (UCR) published annually by the Federal Bureau
of Investigation (FBI); 3) Unemployment Information from the Bureau of Labor
Statistics.

We used the dataset to discover trends in crimes with respect to the demographic
characteristics of the cities.  We divided the dataset into three groups in terms of the
population of cities: a) cities with populations of less than 20k (4706 cities), b) cities
with populations of greater than 20k and less than 100k (1193 cities), and c) cities
with populations of greater than 100k (201 cities). We then trained a neural network
for each group and each of four types of crimes (murder, rape, robbery, and auto
theft), a total of 12 networks.  We divided the dataset into three groups in terms of
city population, since otherwise, small cities (cities less that 20k) would dominate the
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process due to their high overall percentage.  Table 1 includes the demographic
characteristics and crime types we used for the knowledge discovery process.

Table 1. The Categories for the Process

Table 2.  Discrete Intervals

Each category is discretized into several intervals to define the binary input/output
patterns.  For each crime type, three different neural networks are trained for the three
groups of cities (small, medium, and large) to an accuracy of 99% or higher.  Each
network consists of 44 input layer neurons, 60 hidden layer neurons, and 4 to 5 output
layer neurons.  After the training phase, the networks are pruned and clustered.
Although, for each network, about 30% of connections as well as about 5% of hidden
layer neurons were pruned, none of the input neurons were pruned.  This reflects the
importance of all demographic categories we used for discovering trends in crimes.
After phase two and three, all networks maintain an accuracy rate of 99% or higher.
The networks were then used as tools to discover the existing, as well as predicted
trends.  Table 2 represents the discrete intervals for each category.

I1:  City Population
I2:  Percentage of Single-Parent Households
I3:  Percentage of Minority
I4:  Percentage of Young People(between the ages of 15 and 24)
I5:  Percentage of Home Owners
I6:  Percentage of People living in the Same House since 1985
I7:  Percentage of Unemployment
O1:  Number of Murders
O2:  Number of Rapes
O3:  Number of Robberies
O4:  Number of Auto Thefts

Categories      N                                 Intervals

I
1 (small)           5     [0-4k],(4k-8k],(8k,12k],(12k-16k],(16k-20]

I
1
 (medium)       5     (20k-40k],(40k-60k],(60k-80k],(80k-90k],(90k-100k]

I
1
 (large)           5     (100k-130k],(130k-160k],(160k-200k],(200k-500k],500k+

I
2                                             

7     [0-5],(5-7],(7-9],(9-11],(11-14],(14-20],(20-100]
I

3
                       6     [0-5],(5-10],(10-20],(20-40],(40-70],(70-100]

I
4                                             

7     [0-12],(12-13],(13-14],(14-15],(15-17],(17-25],(25-100]
I

5
                       7     [0-40],(40-50],(50-60],(60-70],(70-80],(80-90],(90-100]

I
6
                       6     [0-45],(45-50],(50-55],(55-60],(60-65],(65-100]

I
7                        6     [0-4],(4-6],(6-8],(8-12],(12-20],(20-100]

O
1                                         4      0, (1-5],(5-10],10+

O
2

         5      0, (1-5],(5-10],(10-70],70+
O

3                                5      0, (1-5],(5-10],(10-100],100+
O

4                                5      [0-10],(10-100],(100-500],(500-1000],1000+
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4.1   Trends in Small Cities

The following are the existing trends discovered for small cities.
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The following are the predicted trends discovered for small cities.
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4.2   Trends in Medium Cities

The following are the existing trends discovered for medium cities.
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The following are the predicted trends discovered for medium cities.
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4.3   Trends in Large Cities

The following are the existing trends discovered for large cities.

1) ( ) ( ) ( ) ( )
( ) ( ) ( ) 105605017155550

14111284020500200

1546

2731

≤<⇒≤<∧≤<∧≤<
∧≤<∧≤<∧≤<∧≤<

OIII
IIIkIk

2) ( ) ( ) ( ) ( )
( ) ( ) ( ) 7010605017155550

20141287040500200

2546

2731

≤<⇒≤<∧≤<∧≤<
∧≤<∧≤<∧≤<∧≤<

OIII
IIIkIk

3) ( ) ( ) ( ) ( )
( ) ( ) ( ) 100605017145045

1411864020200160

3546

2731

>⇒≤<∧≤<∧≤<
∧≤<∧≤<∧≤<∧≤<

OIII
IIIkIk

4) ( ) ( ) ( ) ( )
( ) ( ) ( ) 10005008070120450

75402010130100

4546

2731

≤<⇒≤<∧≤<∧≤<
∧≤<∧≤<∧≤<∧≤<

OIII
IIIkIk

The following are the predicted trends discovered for large cities.
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5   Conclusions

For each group of cities (small, medium, large), we are able to discover the existing
trends for each type of crime (murder, rape, robbery, auto theft).  These trends
represent the hidden knowledge and are based on the high level of commonalty
inherent in the dataset.  The desired level of commonalty can be regulated through the
control parameters. In addition, by using the generalizability feature of neural
networks, we are able to discover predicted trends. These trends describe the
demographic characteristics of cities that contribute to each type of crime.  Once
again, the control parameters provide the ability to regulate the desired level of
commonality.  According to the experts in criminal fields, the discovered trends
accurately reflect the reality that exists in US cities.  They were particularly impressed
with the predicted trends, since they can use this knowledge for restructuring their
resources.The knowledge discovery technique can be applied to any application
domain that deals with vast amounts of data such as medical, military, business, and
security.  In medical fields, the data gathered from cancer patients can be used to
discover the dominating factors and trends for the development of cancer.   In military
fields, the data gathered from the enemy can be used to predicate their future
movements.  In business environments, the data gathered from customers can be used
to model the transaction activities of the customers.  In security applications, the data
gathered can be used to predicate and prevent potential intrusions.
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Abstract. For the purpose of gene identification, we propose an approach to
gene expression data mining that uses a combination of unsupervised and
supervised learning techniques to search for useful patterns in the data. The
approach involves validation and elimination of irrelevant data, extensive data
pre-processing, data visualization, exploratory clustering, pattern recognition and
model summarization. We have evaluated our method using data from
microarray experiments in a Hepatitis C Virus transgenic mouse model. We
demonstrate that from a total of 15311 genes (attributes) we can generate simple
models and identify a small number of genes that can be used for future
classifications. The approach has potential for future disease classification,
diagnostic and virology applications.

1   Introduction

The field of bioinformatics involves a close link with a number of diverse research
areas, from genomics and proteomics to computer science, mathematics and in
particular data mining. This collaboration of disciplines has evolved because of: (i)
the advances in data production and acquisition facilities, such as mircroarrays and
high throughput genomics, (ii) the enormous amounts of data that cannot be analyzed
using ordinary tools, and (iii) the strong interest from many groups (research
institutes, hospitals, pharmaceuticals, etc.) who want to benefit from this wealth of
data. Advancements in microarray technology, for example, have overwhelmed
scientists with expression profiles of tens of thousands of genes from a variety of
organisms. Researchers have undertaken many efforts to deal with these issues [5, 6,
8, 13, 15 and 16], and have noticed the lack of powerful and efficient knowledge
discovery tools, along with well defined knowledge discovery strategies.

Knowledge discovery is the process of developing strategies to discover ideally all
previously unknown knowledge from historical or real time data. Microarray related
applications expect that the knowledge discovery process will help, such that one can
(i) identify anomalies of certain genes or experiments, (ii) define relationships
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between genes and their functions based on expression profiles, and (iii) build
diagnosis models for clinical classes, e.g. normal and diseased organs.

With expression profiles from thousands of genes, the specific objectives of this
study were (i) to develop a data mining strategy that can deal with a relatively large
amount of microarray data, (ii) to efficiently search for patterns and meaningful
relations and (iii) to identify genes that can differentiate between mice expressing
Hepatitis C Virus proteins (transgenic) and non-expressing age matched controls
(non-transgenic). We first explain the research problem in section 2. In section 3, we
describe the data collection process and briefly introduce BioMiner software. In
section 4 we give an overview of the data preprocessing. Section 5 describes our
knowledge discovery process and section 6 presents the results. We conclude the
paper in section 7.

2   The Research Problem

Hepatitis C virus (HCV) constitutes a major cause of chronic liver disease around the
world. Approximately 200 million people worldwide are infected with HCV [4, 10,
and 15]. The development of a suitable vaccine against HCV is a complicated and
difficult task due to the broad genetic variability of the virus genome allowing it to
escape control by the host immune response. There have been genomic studies on
HCV using various models [1, 10, 11, 12, 13 and 15]. The lack of good in vitro
models as well as small animal models of infection have hampered medical
researchers’ abilities to characterize the mechanism by which the virus causes liver
damage and to identify correlates of protection.

In this study, transgenic mice expressing HCV core (E1 and E2) proteins were
produced to exhibit liver abnormalities similar to those of natural HCV infections.
Researchers are interested to compare gene expression in the livers of HCV-
transgenic mice to that of non-transgenic mice and correlate this with the pathology.
We obtained gene expression data from HCV-transgenic experiments. We then
applied our data processing and analysis tools and related data mining technology to
examine the data, look into possible anomalies, build explicit models, and identify
important genes. The overall data processing and knowledge discovery process is
illustrated in Fig. 1 and explained in detail in the next sections.

 Microarray 
experiments and 
data collection

Validation, and 
elimination of 
extraneous data 

- Clustering 
- Clusters selection 
- Data reduction 

 Results Analysis 
- Model comparison  
- Gene identification

Fig. 1. Knowledge discovery process in microarray data analysis 

Preprocessing 
- Normalisation 
- Characteristics 
- Statistics 
- Elimination - Validation 

- New experiments 

Pattern 
Recognition 
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3   Microarray Experiments, Data Collection, and Bioinformatics Tools

Microarray experiments were performed at the Division of Virology, Children’s
Hospital of Eastern Ontario. RNA was extracted from the livers of 7 transgenic and 7
non-transgenic mice and analyzed on Mouse cDNA microarrays. Total RNA was
isolated using a Qiagen isolation kit (Mississauga, ON, Canada) and used as a
template to generate cDNA labeled with Cyanine dye-conjugated (Cy3-green or Cy5-
red) dUTP (Amersham Pharmacia). Array images were collected for both Cy3 and
Cy5 using a ScanArray XL 4000 fluorescent scanner (Packard Bio-chip, CA) with 10-
µm resolution to detect Cy3 and Cy5 fluorescence and image intensity data were
extracted and analyzed using QuantArray 3.0 (Packard Bio-chip, CA) software.

The data consisted of seven microarray experiments (biological repeats). Every
data set (array) consisted of 30622 rows of readings of mouse genes, and 578 rows of
controls. There was one pair (Row 1 and 2, 3 and 4, … 31199 and 31200) of duplicate
readings for each gene (clone) or control. Columns specify readings from a non-
transgenic mouse (Cy3, Channel 1) and a transgenic (Cy5, Channel 2), respectively.
These readings include background, intensity and many other experiment related
technical parameters for each channel. Cui and Churchill [3] suggest that for a given
number of arrays, more mice per treatment with fewer arrays per mouse is more
powerful than fewer mice per treatment with more arrays per mouse. Overall, the
amount of data was sufficient to understand the variance across the experiments.

A specialized microarray data pre-processing tool, “Normaliser”, was used to
perform background subtraction, normalisation and filtering of the raw data from
QuantArray. This software is based on the general principles in microarray
informatics and is built as an add-in package for Microsoft Excel 2000. We used
BioMiner data mining software for the rest of data pre-processing and knowledge
discovery experiments reported in this paper. BioMiner has been designed and built in
house to provide support for biologists and bioinformaticians performing data mining
research in functional genomics. One of the key advantages of the software is that all
available forms of data pre-processing and analysis functionalities are integrated into
one environment. The data pre-processing and data analysis modules consist of a
collection of algorithms and tools to support data mining research activities in an
interactive and iterative manner [6 and 16].

4   Data Preprocessing

We started with the raw data from QuantArray that contained experimental results
from Channel (Ch1) and Channel 2 (Ch2). For our knowledge discovery studies, only
background and intensity columns for each channel of each gene were used.
Following a preliminary investigation, Normaliser was used to transform the raw data.
The data before and after normalisation were then compared for validation.
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4.1   Preliminary Investigation and Validation

This process involved dividing the raw data for each array into Odd and Even subsets
representing the duplicates. Using BioMiner, all seven arrays (biological repeats)
were examined for their characteristics, e.g. mean and standard deviation. We
compared characteristics among the arrays to study the variations and distributions.

Two statistics need to be described, Skewness and Kurtosis. Skewness is a measure
of symmetry, or lack of symmetry. A distribution or data set, is symmetric if it looks
the same to the left and to the right of the center point (mean). Kurtosis shows
whether the data is peaked or flat relative to a normal distribution. If the Kurtosis is
not 0, then the distribution is either flatter (< 0) or more peaked (> 0) than normal.

The examinations of various statistics helped us to understand the characteristics of
our data, to identify possible anomalies, and if required to repeat the entire knowledge
discovery process after eliminating certain array experiments. In particular, the
Skewness and Kurtosis of one array (ID number: 12230633) were much higher than
those of other repeats whose values were close to each other. The particular
abnormality of this array will be discussed in detail, in later sections.

4.2   Pre-processing: Background Subtraction, Normalisation, and Filtering

Normalisation, in the context of 2-channel microarray experiments is a transformation
to compensate for systematic biases that exist between the two channels of intensity
data. The normalisation procedures performed are consistent with the microarray
normalisation recommended in [18]. This resulted in 3 new data columns; background
subtracted, normalised, Ch1 and Ch2 intensity columns, and a flag column that was
used for filtering the data. Filtering removed data points identified as anomalous. All
seven microarray experiments were processed by Normaliser using the same settings
to generate data sets of background subtracted, log-transformed, normalised and
filtered intensity values and corresponding relative gene expression values (Log2

ratios) for all 31,200 rows (genes and controls). Following are the steps:
1. Background subtraction using the values computed by the quantitation software

(QuantArray).
2. Flagging the data for:

i Spots with intensity in the 5th percentile or lower in either channel.
ii Spots with intensity in the 98th percentile or higher in either channel.
iii Spots with intensity/background less than 2.5.
iv Spots flagged manually during image quantitation.

3. Conversion of intensities to log2.
4. Pre-filtering the flagged spots for computing the normalisation correction factors.
5. Normalisation correction of Channel-2 intensities using a linear regression of

Ch2 vs. Ch1 log2 intensities by sub-array, such that the slope is 1 and the
intercept is 0.

6. Computing the relative gene expression values (Ch2 log2 intensity – Ch1 log2

intensity).
7. Filtering of flagged data, if required in (Step 9 below).
8. Averaging (mean) of spot duplicates, if required in (Step 9 below).
9. Assembly of intensity and relative gene expression (log2 ratio) data sets of all 7

experiments as follows:
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i Unfiltered, not averaged
ii Unfiltered, averaged
iii Filtered, averaged

4.3   Additional Processing and Validation

The objective of this step was to analyze the characteristics of the data sets after
transformation. The new data sets (Sect. 4.2) were processed accordingly before
applying BioMiner software for validation (Fig. 2). Special attention was paid to the
filtering (Step 7, Sect. 4.2) since this step influences the research through eliminating
some data. Therefore, filtered and unfiltered data sets were separate routes or
directions through the knowledge discovery process. The unfiltered data set was split
into two directions (or sub-routes). In the first sub-route, the paired spot duplicates
(adjacent Odd and Even rows) were averaged as performed on the filtered data. In the
second, the spot replicates were split into two separate data sets (Odd and Even). As
to this second group (or sub-route), comparative examinations were carried out
between the Odd and Even data sets.

Using BioMiner software we observed that pre-processing had substantial effects
on the data distributions. The histograms of Ch1 and Ch2 showed bell-shaped normal
distributions and the scatter plots presented a linear relationship between Ch1 and
Ch2. These were consistent with the objectives of pre-processing. The standard
deviation of the ratio distribution of one array (ID: 12230633) was two-fold greater
than almost all other arrays.  This is the same array that showed considerably higher
Skewness and Kurtosis than other repeats (Sect. 4.1). This “abnormal” array was
flagged to assess its influence on the knowledge discovery process.

We now had three groups of data (Fig. 2) for knowledge discovery experiments:
i Background subtracted, normalised, filtered data sets of seven arrays with

transgenic (Ch2) and non-transgenic (Ch1) readings, and their ratios. For this
group, the value for each gene (row) is the average of odd and even rows.

ii As (i) but unfiltered.
iii As (ii) but split into 2 data sets containing odd and even rows, respectively. The

contents in this group were similar to the other two groups with two channels.
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5   The Knowledge Discovery Process

The knowledge discovery process involved choosing data mining algorithms,
selecting suitable options and understanding what to do before taking the next step.

5.1   Unsupervised Learning – Clustering

Based on the objectives of the study listed in section 1, the first strategy was to apply
an unsupervised learning method (i.e. using the Clustering module of BioMiner) to
identify genes that have certain common properties. This was done on all the data
from the 7 arrays. We used this method to (i) group genes based on a similarity or
distance measure, (ii) identify and select the most important groups (i.e. up- or down-
regulated), and (iii) reduce data dimensionality in order to narrow the search for
patterns (“Data Reduction” in Fig. 1). We used K-Means clustering, where K is the
number of clusters for each run. Two major routes for clustering are described:

(i) Clustering genes of each array on values of the two channels: Filtered, averaged
data sets were selected for this analysis. Here, “difference-in-shape” was used as the
distance measure (Eq. 1). Each cluster is represented as a line connecting Ch1 and
Ch2 centroids (average expression value of genes in the cluster). The slope of each
line reflects the ratio of Ch2 over Ch1 of that cluster. The significance of regulation
was jugged visually based on this slope. For each array, we selected two clusters that
contained the most significantly differentially expressed genes (up- or down-
regulated: Ch2 vs. Ch1). Then, up- or down-regulated groups of all seven arrays were
compared to select the most common genes among them. By experimenting with
different values of K (number of clusters) a specific K was chosen such that the final
output through this route yielded 41 to 159 most significantly modulated genes.

(ii) Clustering genes on the ratios of all seven arrays together: Filtered, averaged
(sub-route a) and unfiltered, averaged (sub-route b) data sets were studied separately.
This time, “difference-in-size” was used as the distance measure (Eq. 2). Since ratios
from seven arrays were used directly for clustering, the significance of differential
expression was also based on the ratios of Ch2 over Ch1. We selected one cluster
with the most positive centroid (up-regulated) and the other with the most negative
centroid (down-regulated), for two sub-routes (a and b), respectively. The k-value was
set in the same manner as in route (i).
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• where both X i [ j] and  X k [ j] are not missing value, ‘c’ is the number of variables for which

neither X i [ j] nor X k [ j] is missing and ‘n’ is the total number of variables for certain attribute.
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5.2   Supervised Learning – Pattern Recognition

To build explicit models from these clusters of genes, classification techniques were
used to identify the most informative genes that can discriminate between transgenic
and non-transgenic mice. The Pattern Recognition module of BioMiner provides
supervised learning techniques including discrimination and prediction algorithms
mainly from the WEKA [17] machine learning toolkit. From this collection, the J4.8
Decision Tree induction algorithm [14] was selected to generate tree structures for
class assignments. Decision trees are easier to understand and interpret by domain
experts, such as biologists, than regression trees (e.g. CART and MART [2, 7 and 9]).
Rules can be derived from decision trees. In addition, decision trees are easier to
combine with domain knowledge and incorporate into knowledge based systems.

Fig. 3 shows the overall process of searching for patterns. Before applying the
decision tree algorithm, three data sets were generated corresponding to the results of
clustering described in the previous section (referred to as “Data Reduction” in Fig.
3). In these data sets, rows (14 or 28 cases) were channels (Ch1 and Ch2) of all arrays
and columns were genes (between 41 to 159 features). An extra column, containing
the label information corresponding to Ch1 or Ch2 (the two classes to be classified),
was the last attribute vector in the data. From amongst all attribute vectors (genes),
the decision tree algorithm selected genes with the highest information value, which
distinguish between the transgenic and non-transgenic mice. The result was a
classification model, which included a threshold for classification along with a
measure of strength.

5.3   Clustering and Pattern Recognition with Exclusion of One Array

During data processing and validation, one mouse array (biological repeat) was
significantly different from the other six (Sect. 4.1 and 4.3). This “abnormality” was
also identified in the results of clustering performed using ratios (Sect. 6). Clustering
and Pattern Recognition were repeated without this array to see if different genes and
models would be generated.

There were no procedural changes for the clustering in Route (i) and Route (ii)
(Sect. 5.1), since only the “abnormal” array was excluded. The reduced gene lists (i.e.
the most differentially expressed genes, Sect 5.1) identified through clustering may be
different, as well as genes (columns) in the corresponding data for pattern recognition
(Fig. 3). Also for pattern recognition, the cases of transgenic and non-transgenic mice
excluded those from the “abnormal” array in this round. Therefore, there were 12, 12
and 24 rows for Route i, iia and iib respectively (Fig. 3).
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6   Results

Using K-Means clustering with a pre-selected number (K) of clusters, we identified
the most significant up- and down-regulated genes common to all or most arrays.
Table 1 shows the number of identified genes in each of the 6 clustering runs. Runs 1
to 3 include data from all 7 replicate arrays, and runs 4 to 6 exclude data from the
“abnormal” array. All clustering runs resulted in a data reduction of between 97.4%
and 99.4% and simplified the search for the most informative genes.

Table 1. Results of clustering (* clustering runs that exclude data from one array)

Run # No. of
clusters (K)

Original genes Genes identified
through clustering

Source of data

1 5 12601 (avg.) 71 Filtered channel intensities
2 11 5756 149 Filtered ratios
3 15 15268 159 Unfiltered ratios
4 (*) 5 12601 (avg.) 41 Filtered channel intensities
5 (*) 11 5756 110 Filtered ratios
6 (*) 21 15268 131 Unfiltered ratios

Fig. 4 is an example of clustering performed on ratios of seven arrays (route ii).
Each curve is a connection of centroids (Y-axis) of one array across the eleven
clusters (X-axis). This shows the “abnormality” of one array (#12230633) that has
been emphasized and investigated during processing and validation (Sect. 4). The
numbers of genes identified through six runs of clustering, with or without this
“abnormal” array were different (Table 1). This demonstrates the influences of

Filtered average of
duplicates

Transposition (normalised data)

14 Rows:
Ch1 and Ch2 of 7 repeats.
Columns:
up and down regulated genes.
(Route iia)

14 Rows:
Ch1 and Ch2 of 7 repeats.
Columns:
up and down regulated genes.
(Route iib)

28 Rows:
Ch1 and Ch2 of Odd and Even
of 7 repeats.
Columns:
up and down regulated genes.
(Route i)

•
•
•

repeats
Data Reduction

Unfiltered average of
duplicates

•
•
•

repeats
Data Reduction

Unfiltered odd rows

Unfiltered even rows
•
•
•

repeats

•
•
•

repeats
Data Reduction

Classification:
models and genes

Classification:
models and genes

Classification:
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Fig. 3. The data preparation and Pattern Recognition process
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including or excluding “abnormal” data on the knowledge discovery process. We
have higher confidence in the genes identified when the “abnormal” array was
excluded.

Following identification of significantly up- or down-regulated genes, we built
models that use one or more of these genes to discriminate the two classes (transgenic
vs. non-transgenic). The decision tree algorithm generated six fairly simple models
from the six sets of significantly regulated genes identified through clustering. All
these models achieved 100% classification accuracy and contained between 1-3 genes
(Table 2). Fig. 5 shows one of the six models, with two genes. In this model, when
gene S57 =< 9.111757, then it is Ch2 (transgenic), otherwise, when S57 > 9.111757
and S101 <= 11.925628 then it is Ch1 (non-transgenic), else, when S57 > 9.111757
and S101 > 11.925628, then it is Ch2.

In the last column of Table 2, a total of 8 genes, from amongst all the genes
identified through clustering, are used for classification. The first three models (Runs
1 to 3) are quite different based on genes included in their decision trees. With the
deletion of the suspected “abnormal” array, the decision trees generated accordingly
(Runs 4 to 6) all agree on S2 as one of the most informative genes. Models 5 and 6
are simpler in that they only involve one gene. The consistency (identification of S2
gene) and simplicity of models appear to validate the deletion of the “abnormal”
microarray experiment. This gene was also highlighted by some preliminary statistical
analyses on these data sets, e.g. t-test with p-value of 0.01.

The Pattern Recognition module may identify additional informative genes via
“discover-and-mask” approach [6 and 16]. Genes discovered in the decision tree are
removed (masked). The remainder of the data is reloaded into BioMiner to generate a
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S57 <= 9.111757: Ch2 (5.0)              Correctly Classified Instances   14   100%
S57 > 9.111757                                                   Incorrectly Classified Instances   0       0%
   |   S101 <= 11.925628: Ch1 (7.0)              Total Number of Instances        14
   |   S101 > 11.925628: Ch2 (2.0)

Fig. 5. An example of classification model
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second decision tree that reports the next informative genes as nodes. This process
may be repeated until (i) a drop in the discriminating accuracy of the decision tree, or
(ii) until none of the remaining genes are able to distinguish the classes.

Table 2. Genes identified in models

Run # Data Sources – Channels (cases) Attributes (genes **) Genes identified
1 Unfiltered odd and even (28) intensities 71 (Run 1) S43, S17 and S66
2 Filtered average (14) ratios 149 (Run 2) S57 and S101
3 Unfiltered average (14) ratios 159 (Run 3) S95 and S66
4 (*) Unfiltered odd and even (24) intensities 41 (Run 4) S2 and S63
5 (*) Filtered average (12) ratios 110 (Run 5) S2
6 (*) Unfiltered average (12) ratios 131 (Run 6) S2
Note:  * cases exclude data from one array; ** genes listed in Table1

7   Conclusions

This paper describes an approach for analyzing large amounts of gene expression
data. The objective was to search for meaningful patterns related to discrimination
between HCV transgenic and non-transgenic mice. The knowledge discovery
experiments performed lead to classification models and the most informative genes.
Looking at the classifiers generated, we can see the genes involved, the particular
thresholds related to each gene in the model, the relationships (greater than or less
than the thresholds), and the strength of these models.

We have tested our method on microarray data of HCV mice experiments. The
approach resulted in identification of a small number of the most informative genes,
from a total of 15311. From the knowledge discovery point of view, a measure of
success is the extent to which the algorithms establish the best models to discriminate
different groups. However, from the medical point of view, success is ultimately
measured in terms of a prediction and diagnosis of the HCV, especially at the clinical
level. The approach proposed in this research has potential for future disease
classification, diagnostic and virology applications.

Also emphasized in our approach are the preprocessing, examination, and
validation of microarray data before in-depth computation and analysis. These
investigations provided us with a clear understanding of the data and resulted in the
discovery of an “abnormal” array experiment. Comparison between the results from
computations with or without the abnormality further highlighted this discovery. We
emphasize that attention should be paid to the results of data quality evaluations, both
before and after normalisation. In many studies on microarray data, validation of data
quality has not been performed prior to gene discovery analyses.
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Abstract. Traditionally protein secondary structure prediction methods work
with aggregate knowledge gleaned over a training set of proteins, or with some
knowledge acquired from the experts about how to assign secondary structural
elements to each amino acid. We are proposing here a methodology that is
primarily targeted for any given query protein rather being trained over a pre-
determined training set. For some query proteins our prediction accuracies are
predictably higher than most other methods, while for other proteins they may
not be so, but we would at least know that even before running the algorithms.
Our method is based on homology-modeling. When a significantly homologous
protein (to the query) with known structure is available in the database our
prediction accuracy could be even 90% or above. Our objective is to improve
the accuracy of the predictions for the so called “easy” proteins (where
sufficiently similar homologues with known structures are available), rather
than improving the bottom-line of the structure prediction problem, or the
average prediction accuracy over many query proteins. We use digital signal
processing (DSP) technique that is of global nature in assigning structural
elements to the respective residues. This is the key to our success. We have
tried some variation of the proposed core methodology and the experimental
results are presented in this article.

1   Introduction

Since the pioneering works of Anfinsen [1973], it is known that the higher-level
structures of proteins are primarily determined by their amino acid sequences.
Commonly referred to as the Protein Folding Problem, the ability to predict higher-
level structures from the sequence remains one of the greatest challenges in
bioinformatics [Bourne and Weissig, 2003]. Protein secondary structure describes the
topology of the chain whereas the tertiary structure describes the three-dimensional
arrangement of the amino acid residues in the chain. Secondary structures aid in the
identification of membrane proteins, location of binding sites and identification of
homologous proteins, to list a few of the benefits, and thus highlighting the
importance of knowing this level of structure [Rost, 2001]. Experimental methods for
structure determination-procedures can be expensive, very time consuming, labor
intensive and may not be applicable to all proteins [Brandon and Tooze, 1999] [Rost,
1998]. Spurred by the importance of determining protein structure and the short-
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comings of the laboratory approaches, significant research has been and continues to
be devoted to the prediction of the higher-level structures, including the secondary
structures, via computational methods.

1.1   Related Works

A simple goal in the secondary structure prediction (termed as Q3) is to determine
whether an amino acid residue of a protein is in a helix, strand/sheet or in neither of
the two, in which case the latter is said to be in a coil (or loop). Published literature
for secondary structure prediction spans over a period of four decades. The first
generation of secondary structure prediction techniques emerged in the 1960’s and
were based on single amino acid propensities where, for each amino acid, the
probability of its belonging to each of the secondary structural elements is being
calculated. The second generation of prediction methods extended this concept by
taking into account the local environment, of an amino acid, into consideration.
Typically, in predicting the secondary structure for a particular amino acid,
information gleaned from segments typically comprising of 3 to 51 adjacent residues
were used in the prediction process. Lim’s [1974], and Chou & Fasman’s [1978]
works fall into this category. Prediction accuracies with the second generation
methods seemed to saturate at around 60% on an average, seemingly because these
methods were local in that only information in a small window of adjacent residues
were used in predicting the secondary structure of an amino acid [Bourne and
Weissig, 2003]. Local information accounts for only around 65% of the secondary
structure information [Rost, 1998]. Since the early 1990’s, the third generation
prediction methods achieved prediction accuracies around 70%. These methods
incorporate machine learning techniques, evolutionary knowledge about proteins and
use relatively more complex algorithms [Pollastri et al., 2002] [Bourne and Weissig,
2003]. The PHD program [Rost and Sander, 1993] [Rost and Sander, 1994], which
uses a system of neural networks, was the first prediction technique to surpass the
70% threshold. Similar performance was later achieved by other systems, which
include JPred2 that combines results from various prediction methods. SAM-T99
[Karplus et al., 1998] utilizes Hidden Markov Models and a simple neural network
with two hidden layers. SSPro uses bidirectional recurrent neural networks [Bourne
and Weissig, 2003] [Baldi and Brunak, 2001].

Most of the above methods target improving the “bottom line” of prediction
accuracy, i.e., they target the average accuracy in predicting as many proteins as
possible. A great challenge is to improve the accuracy for a query protein for which
no significant homologue is available with known structure. However, a user is often
interested in reliably high prediction accuracy for his or her particular query protein in
hand [see discussions in Rost, 2001] rather than in a prediction server that produces
higher prediction accuracies on an average over many proteins. Even when a
significant homologue is available these servers tend to produce an average quality
result because they are trained on a set of proteins including the ones that are not so-
identical to the query. We target this gap in improving the accuracy of prediction for
the so called “easy” cases, with available homologues with known structures. With
more and more structures available in the PDB the homology-modeling based
methods (as ours) are becoming stronger candidates for practical purposes.
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1.2.   Basic Concepts on DSP-Operators Used

Digital Signal Processing (DSP) is an area of science and engineering undergoing
rapid development, largely due to the advances in computing and integrated circuits.
In general terms, DSP is the mathematics, algorithms, techniques and methodologies
employed in analyzing, manipulating and transforming digital signals or time-series
[Openheim and Schafer, 1975]. We map a protein into a digital signal by assigning
numeric values to each amino acid.

Our method employs two fundamental DSP operators for predicting secondary
structure, namely, the convolution and the deconvolution. Convolution is a method of
combining two signals (typically an input signal and a filter) to produce a third signal
(output). Deconvolution is the inverse operation of convolution. Given the output
signal and the filter, the input signal may be calculated by deconvolution, or
conversely given the input and the output signals, the filter can be calculated.

Mathematically, convolution, between signals x and h, is represented by the
following formula, often referred to as the convolution sum,

∑
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−=
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Given input signal x and output signal y, the filter h can be calculated via
deconvolution,
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where H(z), X(z) and Y(z) are polynomial representations of the impulse response (or
the filter), the input signal and the output signal respectively.

We have developed a procedure and conducted a series of experiments to test the
viability of the convolution and deconvolution operators in predicting protein
secondary structure. The primary and secondary structures of a protein are modeled as
input and output signals respectively. The “impulse response” (of the “system”
transforming primary structure into secondary structure) or the filter is determined by
deconvolution. The convolution of the filter and the primary structure of a protein t
yields the secondary structure of  t. The filter in essence encodes a black-box type
“reasoning” behind how the secondary structure is formed out of a primary structure,
as does an artificial neural network (ANN) trained for the same purpose.  As in the
case of ANN-based systems, we do not intend to further study the filters in order to
understand the protein folding problem, rather we just seek for an appropriate filter
for the purpose of prediction.

The convolution and deconvolution algorithms are widely available in many DSP
toolkits, e.g., MATLAB™, and are routinely used in the signal processing
applications. In this sense we are not presenting any new algorithm, rather our work
should be considered as a novel procedure for prediction (to be presented later in this
article) and its implementation.

1.2.1   DSP-Based Approaches to Other Problems in Bio-informatics
Use of DSP-based methodology is not new in bio-informatics. Its usage is rather
gaining some momentum in the field. Elegant representation, efficient algorithms and
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implementations (even on hardware or firmware) make DSP methods attractive for
processing large sequence data

Way back in 1984 Veljkovi et al [1985] conjectured that the biological functions
could be guessed by identifying the peak frequencies of some numerical
representations of bio-sequences.  Although often employed in the analysis of bio-
sequences, our literature review indicates an absence of DSP-based approaches for
any prediction of structures that we have attempted in our work.

An important question in any DSP-based methods is how to map the biological
sequences (e.g., the primary or the secondary structures of proteins for the prediction
problem we are addressing) to numerical time-series. In order to transform an amino-
acid sequence into a discrete time signal, the numeric hydrophobicity value of each
amino acid (an amino acid residue's attraction to water molecules) proposed by Kyte
and Doolittle [1982], is typically substituted for the corresponding residue in the
protein. The justification for using hydrophobicity value is that it is known to be the
single most important parameter in affecting the structure of a protein.

We also have an inverse transformation issue that the previously attacked problems
using DSP did not have to encounter. The inverse transformation involves mapping
the numerical sequences to the corresponding letter-sequences (for secondary
structural elements). Our proposed solution is described later.

2   Proposed Formalism

2.1   The Procedure

Our proposed method is a variation of homology-based method of structure
prediction. By modeling proteins as discrete-time signals and utilizing the convolution
and deconvolution operators, we adopt a rather global view in the secondary structure
prediction, i.e., the whole (or at least a long range) of the amino-acid sequence is
involved in “deciding” the secondary structural element at any position. The
following procedure describes our proposed method.

Suppose the query protein chain is T, whose secondary structure Ts is to be
predicted.

Step 1: Perform a PSI-BLAST search, using the primary amino acid sequence Tp of
the query protein T. The objective is being to locate a set of proteins, P = {P1, P2…}
of similar sequences.

Step 2: Select from P the primary structure Sp of a source protein, with a significant
match to the query protein. A PSI-BLAST search produces a measure of similarity
between each protein in P and the query protein T, and Sp can be chosen automatically
as the protein with the highest such value.

Step 3: Obtain the source protein’s secondary structure, Ss, from the PDB.
Step 4: Align Tp and Sp, to Tpa and Spa respectively. Adjust Ss to Ssa accordingly.
Step 5: Using Spa, create an input signal Si (corresponding to the source protein) by

replacing each amino acid in the primary structure with its hydrophobicity value. The
corresponding output signal So is created by appropriately replacing the secondary
structural elements (SSE’s) in Ssa with some numbers.

Step 6: Identify the corresponding filter Fs that transforms Si to So, by performing
deconvolution between the two (Fs = decon(Si, So)).
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Step 7: Transform the amino acid sequence of the query Tpa into a discrete time
signal Ti

Step 8: Using the motivation behind the homology modeling techniques that the
similar amino acid sequences have similar structures, convolve Ti, with the filter Fs for
the source protein, thereby producing the predicted secondary structure (To =
convolve(Ti, Fs)) of the query protein.

Step 9: The result of this operation To is a vector of numerical values. Apply
appropriate inverse translation (as described in the next subsection) in order to
produce the predicted sequence Tsa of the corresponding SSE’s of the query protein T.

Step 10: Readjust Tsa to Ts to be of appropriate length, by reversing the effects of
alignment originally performed in the Step 4.

2.2   Transformation between Signals and Sequences

As mentioned before the input signal corresponds to an amino acid sequence that
replaces each element of the latter by its hydrophobicity value provided by [Kyte and
Doolittle 1982]. This scheme seems to be the most reasonable one for the structure
prediction purpose.

However, the signal generation corresponding to the sequence of secondary
structural elements are not that straight forward. Initially we have experimented with
some arbitrary numbers for the three secondary structural elements helix, sheet and
coil/other (results are not presented here). Subsequently we have divided the above
procedure into two separate ones for predicting helices and sheets independently. The
transformations for secondary structural elements (helices or sheets) are Boolean in
nature (0 or 1). For example, in the procedure for predicting helices we replace each
position (residue) with a helix as 1 and any other type as 0, while converting from the
secondary structure to an output signal (e.g., from Ss to So above), and vice versa for
reverse transformation (from To to Ts). In an independent run of the experiment for
the same query protein, we predict sheets in a similar fashion, and each position in a
sheet becomes 1 and the rest are 0’s. Subsequently we merge the two predicted
sequences (for helices and sheets), replacing any remaining positions as coils in the
final predicted structure.

Overlap in the two independently predicted sequences of helices and strands could
pose a problem that we did not encounter in the experiments reported here. Heuristics
may be deployed in resolving such conflicts. For example, preference would be given
to the adjacent elements. Thus, a predicted result of cchhhhhcc from the first
procedure, and cccsscccc from the second one could result in ignoring the second
prediction process in favor of the first one, because the smaller length of the latter.
However, since sheets and helices are rarely adjacent to each other the chance of such
erroneous overlapping output from the DSP operators is minimal, as is evidenced in
our experiments.
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3   Experiments

3.1   Experimental Setup

The filter extracted using the deconvolution (over the source protein) is global in its
nature over the respective sequence. The power of using long range influence of the
sequence in predicting for a particular location is well known in the literature and are
being corroborated with a bidirectional recurrent neural network-based system [Baldi
et al, 2001] that drives one of the most accurate secondary structure predicting
servers, the SSpro. However, since we apply the filter developed for the source
protein, without any modification, to the query protein, the similarity between the two
proteins becomes quite important. The major problem here, as with any homology
modeling, is to find a suitable source protein in the PDB with a sufficient degree of
similarity to the query protein.

For this reason we have also developed a modified procedure by somewhat
compromising the global nature of our prediction mechanism. Even when finding a
sufficiently similar source protein to the whole query protein is difficult, a much
better alignment may be available in the PDB for some segments of the query
sequence. In this modified methodology the query protein is segmented into non-
overlapping partitions and the above procedure is run independently on each chunk.
The resulting predictions for all those chunks are then concatenated. The partitioning
is guided from the results of running PSI-BLAST for the whole query sequence.
Actually we have experimented with both the non-partitioning methodology (we call
that set of experiments as the class N) and the partitioning methodology (class P) for
26 arbitrarily chosen proteins from different families.

3.2   Gap Handling in Alignments

It is known that during evolution mutations may change the individual amino acids in
a protein, while the basic structure may remain intact, or at least change at a much
slower rate. In order to incorporate this information into the prediction process,
instead of inserting and leaving gaps in the aligned sequences, the occurrence of a gap
in the query sequence is replaced with the corresponding amino acid in the source
sequence. Similarly, gaps in the source sequence are replaced by the corresponding
gaps in the query sequence.

For example, say, Tp and Sp are the target and base protein sequence prior to
alignment:
Tp : WCSTCLDLACGASRECYDPCFKAFGRAHGKCMNNKCRCYT
Sp : XFTDVKCTGSKQCWPVCKQMFGKPNGKCMNGKCRCYS
The corresponding amino acids in the query sequence, were substituted in the

source sequence, as follows:
Tp : WCSTCLDLACGASRECYDPCFKAFGRAHGKCMNNKCRCYT
Bp : XFSTCLDVKCTGSKQCWPVCKQMFGKPNGKCMNGKCRCYS
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4   Results and Discussion

The following Table 1 shows the result over 26 query proteins. The proteins are
chosen primarily without any bias. However, we were somewhat careful that they
belong to different classes. The secondary structures of the query proteins are actually
available, and we measure the accuracy as the ratio (in percentage) of the correctly
predicted secondary structural elements to the total number of residues in the chain.
The source protein for the query, and the corresponding similarity measure between
the two, are being shown in the second and third columns. They are for the non-
partitioning (N) methods. For the lack of space we will not show the details of the
partitioning schemes, and the corresponding source sequences here. Our results are
compared with the prediction accuracies of three of the best/popular servers. The best
accuracy from our methods as well as the overall best value for each query is
highlighted in each row. The n/a entries indicate we could not perform any
experiment.

It is not difficult to analyze why our method outperforms other competing methods
for most of the proteins (24 out of 26). Our procedure depends on the best source
proteins only, while other methods are typically averaged over a predetermined set of
source ones (for the purpose of training or otherwise). Those methods are targeted to
provide high average performance over many query proteins, while we concentrate on
the proteins that we know we could predict well (where we have suitable source
protein available in the PDB, say, with >=50% similarity). As the PDB grows fast the
chance of finding a good homolg for a query chain increases with time. The primary
power of our scheme comes from its global nature (or the long range-nature in the
partitioning method).

As expected, a better prediction is made using the global non-partitioning (N)
method over the other one, namely, the partitioning method (P). For low similarity-
sources the partitioning method is sometimes better, but not by a large degree.
The average prediction accuracy from Classes N and P were 79% and 80%
respectively, with standard deviations of 17% and 10%. The prediction accuracies for
SS Pro, PHD and SAM-T99 are 78%, 75% and 77%, with standard deviations of 8%,
8% and 7% respectively. As evidenced by the standard deviations, these methods tend
to produce prediction accuracies that are less dispersed or do not exhibit the degree of
variability compared to the DSP technique. If we eliminate 5 query proteins for which
PDB does not have source proteins with 35% or more similarity, then the average
accuracy for classes N and P are 83% and 82%, with the standard deviations 12% and
9% respectively. The same values for the other three methods come to 75%, 76% and
77% average values respectively, with standard deviation values 8% for all those
methods. The average and standard deviation values in our two methods are
somewhat misrepresentative because only a few query proteins with significantly
homologous available source proteins (e.g., query proteins 1PFC and 5TGL over the
class N) produced very low scores. Out of 26 query proteins, the class N of the DSP
scheme predicted 5 proteins with above 90% accuracy, while none of our competitors
crossed that mark for any protein. If we consider only 15 queries with available
homologue of 45% and above similarity, then our method’s (N) average accuracy is
84% (with the standard deviation 15%), the other three produces respectively,
74%(9%), 76%(9%), and 76%(9%). The same four figures for the six queries with
60% or higher similarity are 93%(3%) for DSP, and 76%(8%), 79%(6%), and
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79%(6%) for the other methods. While other methods’ accuracy values do not
increase much with available better homologues, ours does quite significantly.

Table 1.  Prediction accuracy for 26 proteins from PDB

Query
Protein

Source
Protein (N)

Similarity
(N)

Expt Class
N Accuracy

Expt Class
P Accuracy

PHD
Acc.

SSPro Acc. SAM-T99 Acc.

1A1S 1FV0 46% 92% 80% 87% 86% 87%

1CNE 1I7P 48% 77% 76% 76% 78% 75%

1G7D 1FLM 20% 19% n/a 82% 84% 76%

1IH5 1LDF 29% 69% 71% 67% 71% 75%

1IJX 1IJY 45% 94% n/a 79% 79% 79%

1IL9 1ABR 40% 87% 84% 79% 82% 79%

1LE6 1C1J 35% 82% 83% 80% 87% 81%

1MKU 1HN4 77% 93% 92% 76% 80% 82%

1MVX 1ML9 36% 79% n/a 75% 79% 75%

1PFC 1CQK 47% 63% 70% 66% 68% 69%

1PP2 1VAP 71% 92% 89% 66% 77% 77%

1QL8 1TRN 75% 96% 92% 82% 83% 87%

1VZV 1AT3 48% 86% 75% 73% 74% 75%

1XAT 1KK6 38% 82% 65% 72% 77% 76%

1KXC 1VCP 64% 89% 73% 65% 70% 69%

1J5T 1LBF 35% 83% 87% 81% 86% 84%

1TIS 2TSC 45% 76% 73% 68% 68% 68%

1B6U 1G0X 33% 74% 82% 79% 81% 77%

1GG0 1FXQ 45% 80% 75% 80% 86% 85%

5TGL 1LGY 57% 41% 100% 51% 51% 50%

1E9I 1PDZ 51% 87% 90% 77% 80% 80%

1VDR 1TDR 34% 80% 71% 80% 80% 80%

1AI9 1LY3 37% 78% 80% 72% 75% 78%

1I74 1K20 80% 97% 90% 83% 86% 78%

5RNT 1RDS 64% 93% 90% 75% 78% 80%

1IJ9 1GSM 25% 72% 61% 73% 76% n/a
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5   Conclusion and Future Works

The current philosophy within the automated structure prediction activities is to
“achieve as high accuracy for as many queries as possible.” This is somewhat elusive
because in real life one predicts for one protein at a time [Rost, 2001]. The best
average-accuracy producing method may not work well for a particular query at
hand. In order to address this issue the community is moving toward trying to guess
which method will work best for the query at hand and then apply that method. Thus,
the structure prediction-servers are sometimes a combination of multiple methods or
multiple systems. Our present work is a contribution toward this direction by adding a
new method. We have proposed a highly accurate prediction technique for a query
where a significantly homologous source protein is available for deriving the
predictive filter. We have also proved the worth of utilizing digital signal processing
tools in the structure prediction purpose. The bio-informatics community is cautiously
exploring the DSP methodologies but have never before used the latter technique for
the structure-prediction purpose. In this respect our proposal is a novel one and our
results are quite promising.

An obvious direction in our work is to explore why some query proteins with high
enough similarity (with the best available source in the PDB) produces low accuracy
and vice versa. The primary conjecture here would be a convergent (or divergent, as
the case may be) evolutionary distance between the query and the source proteins.
This observation may lead us away from using the PSI-BLAST in finding the source
protein, and use different similarity metric that are being proposed recently.

Another aspect that we need to study is measuring any difference between the
prediction of helices and that of the sheets. We should be doing even better here
compared to the other competing techniques in predicting sheets because of the global
nature of our scheme. We also need to study how accurate we are in predicting the
boundary between the regular structures (helix/sheet) and the non-regular ones (coils).
Our technique could be further fine tuned for improved accuracy from this angle of
prediction. This is because a signal for only the boundaries (between different
structural elements) represents the first derivative of an output signal (corresponding
to a secondary structure), which has a higher frequency content than the original one
that should be easier to handle by DSP. Instead of predicting three units of structural
elements (helix, sheet and coil) we would also like to move to nine units-structure of
the DSSP scheme (termed as “output expansion” in [Rost 2001]). Our methodology is
also quite suitable for other 1D structure prediction purpose, e.g., the solvent
accessibility.

Finally we will enhance the size of our experiments by increasing the number of
proteins we have worked with, in order to make our predictive power more reliable.
The representative proteins listed in the PDB-list database (http://homepages.fh-
giessen.de/~hg12640/pdbselect/) are obvious candidate sets. Trying out different
numbering schemes for signal generation from the primary structure (residue to
number mapping) is also in our future agenda in this research.
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Foundation (IIS-0296042).
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Abstract. The interactions between proteins are fundamental to a broad area of
biological functions. In this paper, we try to predict protein-protein interactions
directly from its amino acid sequence and only one associated physicochemical
feature using a Support Vector Machine (SVM). We train a SVM learning sys-
tem to recognize and predict interactions using a database of known protein
interactions. Each amino acid has diverse features such as hydrophobicity, po-
larity, charge, surface tension, etc. We select only one among these features and
combine it to amino acid sequence of interacting proteins. According to the ex-
periments, we get approximately 94% accuracy, 99% precision, and 90% recall
in average when using hydrophobicity feature, which is better than the result of
previous work using several features simultaneously. Therefore, we can reduce
a data size and processing time to 1/n and get a better result than the previous
work using n features. When using other features except hydrophobicity, ex-
periment results show approximately 50% accuracy, which is not so good to
predict interactions.

1   Introduction

The goal of proteomics is to elucidate the structure, interactions and functions of all
proteins within cells and organisms. The expectation is that this gives full under-
standing of cellular processes and networks at the protein level, ultimately leading to
a better understanding of disease mechanisms.

The interaction between proteins is fundamental to the biological functions such as
regulation of metabolic pathways, DNA replication, protein synthesis, etc [1].  In
biology, it is virtually axiomatic that ‘sequence specifies conformation’ [5] and it
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suggests the following intriguing postulate: knowledge of the amino acid sequence
alone might be sufficient to estimate the propensity for two proteins to interact and
effect useful biological function. Based on this postulate, Bock and Gough [2] pro-
posed a method to recognize and to predict protein interactions from primary struc-
ture and associated physicochemical features using SVM. But Bock and Gough make
learning data by concatenating very large amino acid sequence of proteins several
times for using several features simultaneously. Therefore, their data size for SVM
learning is enormous and the execution time for SVM is very large.

In this paper, we try to predict protein-protein interactions from their amino acid
sequences and only one associated physicochemical feature. Each amino acid has
diverse features such as hydrophobicity, polarity, charge, surface tension, etc. We
select only one among these features and combine it to amino acid sequence of inter-
acting proteins. According to the experiments, we get approximately 94% accuracy,
99% precision, and 90% recall in average when using hydrophobicity feature, which
is better than the result of Bock and Gough [2] using several features simultaneously.
Therefore, we can reduce a data size and processing time to 1/n and get a better accu-
racy than the result of Bock and Gough. When using other feature except hydropho-
bicity, experiment results show approximately 50% accuracy, which is not so good to
predict interactions.

2   Methods and Experiments

Our method is as follows.

2.1 Database of Interacting Proteins

Protein interaction data can be obtained from the Database of Interacting Proteins
(DIP; http://www.dip.doe-mbi.ucla.edu/). At the time of our experiments, the data-
base comprises 15117 entries representing pairs of proteins known to mutually bind,
giving rise to a specific biological function. Here, interacting mean that two amino
acid chains were experimentally identified to bind to each other. Each interaction pair
contains fields linking to other public protein databases, protein name identification
and references to experimental literature underlying the interactions. Fig 1 shows a
part of DIP, where each row represents a pair of interacting proteins (the first and the
fourth columns represent proteins).

Fig. 1. A part of DIP database
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2.2   SVM Learning

SVM learning is one of statistical learning theory, it is used many recent bioinfor-
matic research, and it has the following advantages to process biological data.  [2]: (1)
SVM is computationally efficient [6] and it is characterized by fast training which is
essential for high-throughput screening of large protein datasets. (2) SVM is readily
adaptable to new data, allowing for continuous model updates in parallel with the
continuing growth of biological databases. (3) SVM generates a representation of the
non-linear mapping from residue sequence to protein fold space [7] using relatively
few adjustable model parameters. (4) SVM provides a principled means to estimate
generalization performance via an analytic upper bound on the generalization error.
This means that a confidence level may be assigned to the prediction, and alleviates
problems with overfitting inherent in neural network function approximation [8].

In this paper, we train an SVM to recognize pairs of interacting proteins culled
from the DIP database. The decision rules developed by the system are used to gener-
ate a discrete, binary decision (1 = interaction, -1 = no interaction) based on amino
acid sequence of the putative protein interaction pair where each value of the se-
quence is replaced by one of several features of the corresponding amino acid.

Fig. 2. An example of the format of training data in TinySVM

In this paper, we use TinySVM (http://cl.aist-nara.ac.jp/~taku-ku/software/TinySVM)
and an example of its training data format is in Fig 2. We represent an interaction pair
by concatenating two amino acid sequences of interacting proteins and by replacing
each value of the sequence with a feature value of corresponding amino acid. For
example, in the first row of Example(SVM) in Fig 2, 1st,3rd,4th,6th,8th … amino
acids of concatenated amino acid sequence of an interacting protein pair have hydro-
phobicities.

The performance of each SVM was evaluated using accuracy, precision, and recall
on the unseen test examples as the performance metrics. The accuracy is defined as
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the percentage of correct protein interaction predictions on the test set. Each test set
consists of nearly equal numbers of positive and negative interaction examples. The
precision is defined as the percentage of true positive predictions in all the positive
predictions. The recall is defined as the percentage of true positive predictions in all
the positive interactions.

2.3   Data Partitioning

For experiments, we divide 12000 entries of protein interactions of yeast in DIP into
12 files as in Table 1. For each experiment, we use 2 files as a training set (one for a
positive and the other for a negative interaction sets) and 2 files as a test set (one for a
positive and the other for a negative interaction sets). Thus, we use 4000 interactions
of yeast in DIP for each experiment.

Table 1. Data partitioning of DIP database for experiments

Testing sets are not exposed to the system during SVM learning. The database is
robust in the sense that it represents protein interaction data collected from diverse
experiments. There is a negligible probability that the learning system will learn its
own input on a narrow, highly self-similar set of data examples  [9]. This enhances
the generalization potential of the trained SVM.

2.4  Implementation and Experiments

We develop software methods with C++ for parsing the DIP databases, control of
randomization and sampling of records and sequences, and replacing amino acid
sequences of interacting proteins with its corresponding feature.

To make a positive interaction set, we represent an interaction pair by concatenat-
ing two amino acid sequences of interacting proteins and by replacing each value of
the sequence with a feature value of corresponding amino acid as in subsection 2.2.

Lines File name
1 ~ 1000 1y

1001 ~ 2000 2y
2001 ~ 3000 3y
3001 ~ 4000 4y
4001 ~ 5000 1x
5001 ~ 6000 2x
6001 ~ 7000 3x
7001 ~ 8000 4x
8001 ~ 9000 1w

9001 ~ 10000 2w
10001 ~ 11000 3w
11001 ~ 12000 4w
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To make a negative interaction set, we replace each value of concatenated amino acid
sequence with a random feature value.

We use several features of amino acid such as hydrophobicity, size and polarity.
Hydrohobicity feature is motivated by the previous demonstration of sequential hy-
drophobicity profiles as sensitive descriptors of local interaction sites [10].

Table 2. Experimental results using hydrophobicity.

Model file Test data set Accuracy (%) Precision (%) Recall (%)

1w3y.svm 97.40 95.40 99.60

1w4y.svm 97.05 94.76 99.60

2x3w.svm 99.10 99.59 98.60
model1y3x

2y4x.svm 99.30 99.20 99.40

1y3w.svm 98.65 100.00 97.30

1w4y.svm 98.70 100.00 97.40

2w3x.svm 98.95 99.89 98.00
model1x4y

2y4w.svm 99.05 99.49 98.60

1w3x.svm 81.80 100.00 63.60

1y4x.svm 78.91 99.82 57.94

2x3w.svm 82.75 100.00 65.53
model2w3y

2y4w.svm 84.00 99.56 68.33

1y3x.svm 99.60 99.79 99.40

1x4y.svm 98.35 98.88 97.80

2y3w.svm 98.40 100.00 96.80
model2x4w

2w4x.svm 99.10 98.61 99.60

Average 94.44 99.06 89.84

Table 2 shows the experimental results using hydrophobicity. In Table 2, model
file ‘model1y3x’ means that 1y file in Table 1 is used as a positive training set and 3x
file is used as a negative training set. Test data set ‘1w3y.svm’ means that 1w file is
used as a positive test set and 3y file is used as a negative test set. In this experiment,
we get approximately 94% accuracy, 99% precision, and 90% recall in average using
hydrophobicity feature, which is better than the result of Bock and Gough’s using
several features simultaneously.

When using polarity feature, experiment results show approximately 50% accu-
racy, 39 % precision, and 4 % recall in average. When using size feature, experiment
results show approximately 55% accuracy, 29 % precision, and 12 % recall in aver-
age. Therefore, polarity and size features are not so good to predict interactions.
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3   Conclusions

The prediction methodology reported in this paper generates a binary decision about
potential protein-protein interactions based on amino acid sequences of interacting
proteins and only one associated phycochemical features.

The most difficult thing of our research is to find negative examples of interacting
proteins, i.e., to find non-interacting protein pairs. For negative examples of SVM
training and testing, we use a randomizing method. But we believe this method makes
experimental results worse. Thus finding  proper non-interacting protein pairs is im-
portant to our future research.

Discovering interacting protein patterns using primary structures of known protein
interaction pairs may be subsequently enhanced by using other features such as sec-
ondary and tertiary structure in the learning machine.

With experimental validation, further development may produce robust computa-
tional screening techniques that narrow the range of putative candidate proteins to
those exceeding a prescribed threshold probability of interaction.

Moreover, in the near future, we will parallelize our method on 17-node PC-cluster
and get results more fast, which is very important to deal with enormous biological
data processing.
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Abstract. In this paper, we propose a novel multiagent learning approach for
cooperative learning systems. Our approach incorporates fuzziness and online
analytical processing (OLAP) based data mining to effectively process the
information reported by the agents. Action of the other agent, even not in the
visual environment of the agent under consideration, can simply be estimated
by extracting online association rules from the constructed data cube. Then, we
present a new action selection model which is also based on association rules
mining. Finally, we generalize states which are not experienced sufficiently by
mining multiple-levels association rules from the proposed fuzzy data cube.
Results obtained for a well-known pursuit domain show the robustness and
effectiveness of the proposed fuzzy OLAP mining based learning approach.

1   Motivation and Contributions

Multiagent learning may be modeled by augmenting the state of each agent with the
information about other existing agents [8][10]. When the state space of the task is
small and discrete, the Q-values are usually stored in a lookup table. But, this method
is either impractical in case of large state-action spaces, or impossible with continuous
state spaces. One solution is to generalize visited states to unvisited ones as in
supervised learning. Functional approximation and generalization methods seem to be
more feasible solutions. Unfortunately, optimal convergence of functional
approximation for reinforcement learning algorithms has not been proven yet [1][2].

Also, there are several studies cited in the literature where the internal model of
each other learning agent is explicitly considered. For instance, Littmann [8]
presented 2-player zero-sum stochastic games for multiagent reinforcement learning.
In zero-sum games, one agent’s gain is always the other agent’s loss. Hu and
Wellman [5] introduced a different multiagent reinforcement learning method for 2-
player general-sum games. However, according to both methods, while estimating the
other agent’s Q-function, the agent under consideration should observe the other
agent’s actions and the actual rewards received from the environment. The former
agent must know the parameters used in Q-learning of the latter agent. Finally,
Nagayuki et al [9] proposed another approach to handle this problem. In their Q-
learning method one agent estimates the other agent’s policy instead of Q-function.
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Thus, there is no need to observe the other agent’s actual rewards received from
the environment, and to know the parameters that the other agent uses for Q-learning.

Q-learning has some drawbacks, including modeling other learning agents and
experiencing some states more than needed during the learning phase. Although some
states are not experienced sufficiently, it is expected that an agent has to select an
appropriate action in each state. Also, before the learning process is completed, an
agent does not exhibit a certain behavior in some states which may have been
experienced sufficiently; hence the learning time is increased.  To handle these
problems and the like, we propose a novel learning approach that integrates fuzzy
OLAP based association rules mining into the learning process. OLAP mining
integrates online analytical processing with data mining to substantially enhance its
power and flexibility and makes mining an interesting exploratory process.

OLAP is a technology that uses a multidimensional view of aggregated data to
provide fast access to strategic information for further analysis. It facilities querying
large amounts of data much faster than traditional database techniques, e.g., [3]. Data
mining is concerned with the nontrivial extraction of implicit, previously unknown
and potentially useful information from data. Discovering association rules is one of
the several data mining techniques described in the literature.

Association rules constitute an important class of regularities that exist in
databases. A rule X→Y is generally rated according to several criteria, none of which
should fall below a certain (user-defined) threshold. In common use are the following
measures where DX={T∈D | X⊂T} denotes transactions present in database D and
contain items in X, and |DX| is its cardinality. First, a measure of support defines the
absolute number or the proportion of transactions present in D and contain YX U , i.e.,

||)sup( YXDYX U=→  or 
||

||
)sup(

D
D

YX YXU=→ . Second, the confidence is the proportion of

correct applications of the rule, i.e., ||
||

)(
X

YX

D
D

YXconf U=→ .
Fuzzy sets provide a smooth transition between members and non-members of a

set. Fuzzy association rules are also easily understandable by humans because of the
associated linguistic terms. To find out some interesting and potentially useful fuzzy
association rules with enough support and high confidence, consider a database of
transactions T= {t1, t2, …, tn}, its set of attributes I, and the fuzzy sets associated with
quantitative attributes in I. Each transaction ti contains values of some attributes from
I and each quantitative attribute in I has at least two corresponding fuzzy sets. We use
the following form for fuzzy association rules [7]:
 If   X={x1, x2, …, xp} is A={f1, f2, …, fp} then  Y={y1, y2, …, yq} is B={g1, g2, …, gq},
where A and B contain the fuzzy sets associated with corresponding attributes in X
and Y, respectively.  Finally, for a rule to be interesting, it should have enough support
and high confidence.

The main contributions of the work described in this paper can be summarized as
follows: 1) constructing a fuzzy data cube in order to effectively store and process all
environment related information reported by agents; 2) estimating the action of the
other agent by using internal model association rules mined from the fuzzy data cube;
3) predicting the action of the other agent unseen in the visual environment; 4)
selecting the appropriate action of the agent under consideration by using association
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rules mined from the fuzzy data cube; and 5) generalizing certain states by mining
multiple-level association rules from the fuzzy data cube.

The rest of the paper is organized as follows. Section 2 describes a variant of the
pursuit problem, to be used as a platform for experiments thought this study. Section
3 includes a brief overview of OLAP technology and introduces the fuzzy data cube
architecture. Section 4 presents our learning approach which is based on mining
association rules from the constructed data cube. In Section 5, we describe the
conducted experiments and discuss the results achieved for the considered
environment. Section 6 is the conclusions.

                                                   (a)                           (b)
Fig. 1. a) A sample initial position in 15x15 pursuit domain  b) A sample goal state

2   Pursuit Domain

Samples of the multiagent environment considered in this paper are shown in Fig. 1.
It is a variant of the well-known pursuit domain and has the following characteristics.
First, it is fully dynamic, partially observable, non-deterministic and has a
homogeneous structure. Second, three agents, two hunters and a prey exist in a 15×15
grid world. The initial position of each agent is determined randomly. Third, at each
time step, agents synchronously execute one out of five actions: staying at the current
position or moving from the current position north, south, west, or east. More than
one hunter can share the same cell. However, a hunter cannot share a cell with the
prey. Also, an agent is not allowed to move off the environment. The latter two moves
are considered illegal and any agent that tries an illegal move is not allowed to make
the move and must stay in its current position. Further, hunters are learning agents
and the prey selects its own action randomly or based on a particular strategy such as
the Manhattan-distance measure. Finally, the prey is captured when the two hunters
are positioned at two sides of the prey. Then, the prey and the two hunters are
relocated at new random positions in the grid world and the next trial starts.

3   OLAP Technology and Fuzzy Data Cube Construction

A fuzzy data cube is defined based on the fuzzy sets that correspond to quantitative
attributes. To understand the whole process, consider a quantitative attribute, say x, it
is possible to define at least two corresponding fuzzy sets with a membership function
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per fuzzy set such that each value of attribute x qualifies to be in one or more of the
fuzzy sets specified for attribute x.
Definition 1 (Degree of Membership): Given an attribute x and let },...,,{ 21 l

xxxx fffF =
be a set of l fuzzy sets associated with x. Membership function of the  j-th fuzzy set in

xF , denoted j
xfµ  is a mapping from the domain of x into the interval [0,1]. Formally,
]1,0[→= xf Dj

x
µ .

For every value v of x, if  1)( =vj
xfµ  then v totally belongs to the fuzzy set j

xf . On
the other hand, 0)( =vj

xfµ  means that v is not a member of the fuzzy set j
xf . All other

values between 0 and 1, exclusive, specify a partial membership degree of v in j
xf .  �

The concept described in Definition 1 is used in building a fuzzy data cube as follows.
Definition 2 (Fuzzy Data Cube): Given an association rules mining task involved
with n dimensions, say d1, d2, …, dn of a given data set. The task-relevant data can be
pre-computed and materialized into an n-dimensional fuzzy data cube, such that each
dimension of the cube contains 1

1
+∑

=

k

i
il  values, where k is the number of attributes in

dimension X and il  is the number of membership functions (one per fuzzy set)
associated with attribute xi in dimension X. The last term of the above formula, i.e.,
“+1” represents a special “Total” value in which each cell stores the aggregation value
of the previous rows. These aggregation values show one of the essential features of
the fuzzy data cube structure.  �

Based on this, we propose a fuzzy data cube to hold the fuzzy information that
agents obtain from the environment in real time. Using this cube, we can view the
state space of agents from different perspectives. Also, we can perform multiagent
fuzzy-OLAP mining on this cube in order to handle the states that have not been
experienced sufficiently.

 We employed uniform membership functions in representing the state space of
agents by fuzzy sets. The definitive intervals of each axis are bounded by [-3, 3],
because agent’s visual depth is assumed to be 3 in this paper, unless otherwise
specified. Here, the location of the prey or the other hunter may be considered in more
than one state. For instance, if the hunter observes only the prey at the relative
location (-1, -1), then it obtains four different states with equal weight of 0.25. These
are [(left, down), not available], [(left, middle), not available], [(middle, down), not
available] and [(middle, middle), not available].

The state of a hunter is determined with respect to the x and y directions of the prey
and/or the other hunter.  For instance, having the prey perceived in the interval [-3, 0]
according to the x-direction means that the prey is at the left-hand side of the hunter.
Similarly, if the prey is perceived in the interval [0, 3] according to the y-direction,
then the prey is above the hunter.

Shown in Fig. 2 is a fuzzy cube with three dimensions, representing the internal
model of a hunter; two dimensions of this cube deal with the states of the hunter and
the prey in the visual environment, and the third dimension represents the action
space of the other hunter. In the fuzzy data cube shown in Fig. 2, the dimensions
concerning the state space are values of coordinates x and y, such as [left, down] and
[left, middle], where left shows the x-ordinate, whereas down and middle represent the
y-ordinate. Finally, each cell in the cube shown in Fig. 2 holds what is called sharing
rate, which is computed based on the observed action of the other agent and states.
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Fig. 2. The proposed fuzzy data cube for the
mining process

Fig. 3. The cube generated by rolling up some
dimensions

Proposition 1 (Sharing Rate Computation): Given a fuzzy data cube with 3
dimensions, if the location of the other hunter has membership degrees )( hunterotherxµ

and )( hunterotheryµ  along the x and y axes, respectively, the location of the prey has
corresponding membership degrees )( preyxµ  and )( preyyµ , respectively, and the estimated
action of the other agent has membership degree ),( hunterotheractionµ  then the sharing rate
of all the fuzzy sets to the corresponding cell is computed as:

)().().( hunterotherpreyhunterother actionstatestate µµµ ,where =)( hunterotherstateµ )().( hunterotherhunterother yx µµ

and )().()( preypreyprey yxstate µµµ = .  �
For instance, in case the prey and the other hunter are observed in locations [-2, -2]

and [-2, -1], respectively, and the estimated action of the other agent is 1
othera , then the

values of the cells A and B in Fig. 2 are both computed as  0.510.51 =×× .

4   Employing Association Rules for Multiagent Learning

As mentioned earlier, most of the work already done on multiagent learning assumes
a stationary environment, i.e., the behavior of the other agent is not considered in the
environment. Whereas it is more natural to consider a dynamic environment in the
sense that an agent always learns and each other agent may change its behavior with
time too. In such a case, the standard Q-learning approach is not appropriate.

In the work described in this paper, as a given agent executes an action, the other
agent’s action is also considered. For this purpose, it is necessary to have an internal
model database to hold actions of the other hunter. This database, as presented in the
previous section, is constructed by employing fuzziness and transformed into a fuzzy
internal model data cube structure. This leads to the data cube shown in Fig. 2. In this
cube, as long as a hunter observes new states, i.e., as the learning process continues,
the observed action of the other agent in the corresponding state(s) is updated. So, as
mentioned earlier, each cell of the cube contains the sharing rate calculated with
respect to the given state and the observed action. Finally, in order to explicitly
express the dependency of the other agent’s action, the hunter’s Q-function is adjusted
as described next in Definition 3.
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Definition 3 (Hunter’s Q-Function):  Given a hunter h1, which tries to estimate the
action of an agent h2. The corresponding Q-function is represented as ),,,( otherself aasQ

where s is the state that h1 can observe; )( selfself Aa ∈ and )( otherother Aa ∈  are actions of h1 and
h2, respectively. Here, selfA and otherA  represent sets of all possible actions for h1 and h2,
respectively.   �

According to Definition 3, deciding on whether the action of a given agent is good
or not depends on the action of the other agent. In other words, othera  is a hidden and
major factor in selecting the action selfa . In this study, the action othera  of the other
agent is estimated based on the association rules extracted from the constructed data
cube. If one hunter observes the other hunter in its visual environment, then the
association rule otheras →  can be easily mined from observations of the other hunter’s
past actions. On the other hand, if one hunter could not perceive the other hunter, a
prediction is done based on the following proposition in order to estimate the
direction of the action of the unseen other hunter.
Proposition 2 (predicting the action of the unseen hunter): Given two hunters h1 and
h2, and a prey P, if h1 cannot visualize h2, while P is at a certain location in the visual
environment of h1, then the action of h2 is predicted based on the general trend of the
actions taken by h2 in the visual environment of h1 when P was at the same location. �

For instance, assume that the prey is at location [3, 3] and the other hunter is out of
the visual environment. In this case, a cell of row C of the data cube shown in Fig. 2
is updated with respect to row D, which shows the number of times the prey visited
the location [3, 3], regardless of the position of the other hunter.

To satisfy data mining requirements, the user specifies at the beginning of the
learning process a minimum support value for action count, indicated as count3 in
Fig. 2. It is assumed that a state has been experienced sufficiently if its count value
reaches this minimum support value. Here, the hunter under consideration, say selfa ,
estimates the action of the other hunter based on the highest confidence value.
Otherwise, if a state has not been experienced sufficiently, then selfa

 estimates the
action of the other hunter based on the user specified confidence value, say m. If the
number of occurrences of a state-action pair is less than m, then this action is not
selected in the corresponding state. If there are more actions exceeding the minimum
confidence value in a state, then the possibility of selecting an action ai is computed

as: ∑ ∈
→

→
=

)(
)(

)(
)|(

MinConfAa j

i
i

j
asconf

asconf
sap  where )( iasconf →  is the confidence value of the rule

ias → , and )(MinConfA  is the possible set of actions that exceed the minimum
confidence value of the corresponding agent.

Next we present our approach of utilizing the constructed fuzzy data cube in
mining OLAP association rules that show the state-action relationship. The
dimensions of this data cube contain the state information and the actions of both
hunters. The mining process utilized for this purpose is described in Algorithm 2.
Algorithm 1: (Mining Based Multiagent Learning)
The proposed mining based multiagent learning process involves the following steps:
1. The hunter under consideration observes the current state s and estimates the other

hunter’s action othera  based on the association rules extracted from the fuzzy data
cube. If the occurrence number of Ssk ∈  is greater than the specified minimum
support value, then the action othera , having the highest confidence value, is selected.
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If the occurrence number of ks  is less than the minimum support value, then the
action othera  is selected from the actions exceeding the minimum confidence value in
state ks , based on the value of )|( ki sap .

2. The action selfa  is selected according to the estimated value othera . In a way similar to
the previous association rules mining process, if the count value of a state- othera  pair
is greater than or equal to the minimum support value determined before, then it is
assumed that the relevant state and othera  were experienced sufficiently. In this case,
the hunter under consideration selects the action with the highest confidence value.

3. If the state- othera  pair is not experienced sufficiently, the hunter selects its action with
respect to )|( ki sap ; and step 2 is repeated for each component ks  of the observed
state S. After the action of each component is selected, the action of state S is
determined as: ),,(maxarg otherselfiAa

aasQ
selfself ∈

4. The hunter under consideration executes the action selfa  selected in Step 2 or 3.
5. Simultaneously, the other hunter executes the action *

othera .
6. The environment changes to a new state s1

7. The hunter under consideration receives a reward r from the environment and
updates the data cube as follows:
 All ),( *

otherk asF  cells are updated in the fuzzy internal model data cube.
 All ),,( *

otherselfk aasQ  cells are updated using:
.)[().(.),,()].().(.1[),,( ** γµµαµµα ++−← rhunterotherpreyaasQhunterotherpreyaasQ otherselfkotherselfk

)],,(max ////
/ otherselfk

Aa
aasQ

selfself ∈  where ),(maxarg ///
/ other

Aa
other asFa

otherother ∈
= ,  )().()( preypreyprey yxstate µµµ = ,

and )().()( hunterotherhunterotherhunterother yxstate µµµ = .
8. If the new state s1 satisfies a terminal condition, then terminate the current trial;

otherwise, let ss l →  and go back to step 1.   �
Experiments showed that after the learning process and based on the escaping

policy followed by the prey, some state-action pairs are experienced sufficiently,
while others are never visited. The agent selects its own action based on the
information obtained from the environment. In some states, this information is not
sufficient to mine association rules. In such a case, the information or the data is
generalized from low levels to higher levels. To illustrate this, the new data cube
shown in Fig. 3 is obtained by rolling up the fuzzy data cube shown in Fig. 2 along
the dimensions: Prey and Hunter. Different strategies for setting minimum support
threshold at different levels of abstraction can be used, depending on whether a
threshold is to be changed at different levels [4]. We found it more reasonable to use
reduced minimum support at lower levels. In fact, most of the work done on OLAP
mining considered reduced minimum support across levels, where lower levels of
abstraction use smaller minimum support values.

5   Experimental Results

We conducted some experiments to evaluate our approach, i.e., to test the
effectiveness of learning by extracting association rules that correlate states and
actions. In our experiments, we concentrated on testing changes in the main factors
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that affect the proposed learning process, namely minimum support, minimum
confidence and the multilevel case. Also, to show the superiority of our approach, we
compare it with fuzzy Q-learning, denoted FQL in the figures.

All the experiments have been conducted on a Pentium III 1.4GHz CPU with 512
MB of memory and running Windows 2000. Further, in all the experiments, the
learning process consists of a series of trials and each reported result is the average
value over 10 distinct runs. Each trial begins with a single prey and two hunters
placed at random positions inside the domain and ends when either the prey is
captured (surrounded by hunters) or at 2000 time steps. Upon capturing the prey,
individual hunters immediately receive a reward of 100.

We used the following parameters in the Q-learning process of the proposed
approach: learning rate α=0.8, discount factor γ=0.9, the initial value of the Q-
function is 0.1, the number of fuzzy sets required to model the states is set to 3, and
the visual depth of the agents is set to 3. As FQL is concerned, the following
parameters have been used: 2080 .. →=α , 90.=γ , the initial value of the Q-function is
0.1; the initial value of the internal model function is 0.2, and the Boltzman
distribution has been used for hunters to explore a distinct state.

We performed four different experiments. In the first experiment, the escaping
policy of the prey is random, and the minimum confidence value was set at 0% (the
best value achieved in Fig. 5) until the number of occurrences of each state reached
the minimum support value. Fig. 4 shows the learning curves of the steps required to
capture the prey for different values of minimum support. As can be easily seen from
Fig. 4, the learning curve for the case when minimum support value was set to 4K
(denoted MinSup4K in Fig. 4) converges to the near optimal solution faster than both
MinSup6K and FQL.

Here, it is worth mentioning that the three values plotted in Fig. 4 have been
selected based on extensive analysis of different minimum support values. From the
analysis, we realized that as we increased the minimum support value beyond 4K, the
curves started to follow a trend similar to the curve obtained when the minimum
support value was 4K. This is obvious from comparing the two curves MinSup4K and
MinSup6K. Finally, similar analysis was conducted in selecting the other values
plotted in the rest of the figures presented in this section.
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In the second experiment, we fixed the minimum support and checked the learning
process for different values of minimum confidence. Plotted in Fig. 5 are the learning
curves for different values of minimum confidence with the minimum support fixed at
4K. Discovering the environment is important up to a particular level of confidence
value, i.e., the agent should be given the opportunity to discover its environment.
Further, the solution when the confidence value is set to 0% (labeled Conf(0%) in Fig.
5) not only converges faster, but also captures the prey in less number of steps.
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  Fig. 6. Learning curves of the hunters when the
  prey escapes using Manhattan-distance
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generalized states

In the third experiment, the prey escapes based on the Manhattan-distance to the
located hunter. Comparing the results of this experiment as shown in Fig. 6 with the
results of the previous two experiments, it can be easily observed that each state has
to be experienced more for more complex multiagent environments. Further, it is
enough to select the minimum support value as 6K because the hunter cannot learn
for lower minimum support values, and it is unnecessary to increase the minimum
support value beyond 6K, which also outperforms FQL.

The last experiment is dedicated to the multiple levels case with the prey escaping
using Manhattan-distance. Our goal is to generalize a state that has not been
experienced enough compared to other states. In such a case, the hunter observes the
environment from a higher level and decides on the best action. Here, if the total
count reaches the pre-determined threshold value and the minimum support value of
the current state is below the threshold, then the hunter goes up to a higher level in
order to get more detailed information from the environment. The results of this
experiment for three different total count values are plotted in Fig. 7.

6   Conclusions

In this paper, we proposed a novel multiagent reinforcement learning approach based
on fuzzy OLAP association rules mining. For this purpose, we start by embedding the
fuzzy set concept into the state space in order to decrease the number of states that an
agent could encounter. Then, we defined a fuzzy data cube architecture for holding all
environment related information obtained by agents. Using this cube effectively, we
extracted fuzzy association rules from the past actions of agents. Based on these rules,
we handled two important problems that are frequently faced in multiagent learning.



Fuzzy OLAP Association Rules Mining Based Novel Approach         65

First, we estimated the action of the other agent, even when it is not in the visual
environment of the agent under consideration. Second, we presented a new action
selection method in order for the agents to take the most appropriate action. For this
purpose, we generalized the states that were not experienced sufficiently. In fact,
multiagent learning is a very difficult problem in general, and the results obtained
may depend on specific attributes of the problem. However, experimental results
obtained on a well-known pursuit domain showed that the proposed fuzzy OLAP
mining based learning approach is promising for emerging adaptive behaviors of
multiagent systems. Currently, we are investigating the possibility of applying our
method to more complex problems that require continuous state space and to develop
and improve different corresponding algorithms.
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OIDM: Online Interactive Data Mining ∗
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Abstract. Facilitated by the achievements of various data mining techniques,
both academic research and industrial applications are using data mining tools
to explore knowledge from various databases. However, building a mining
system is a nontrivial task, especially for a data mining novice. In this paper,
we present an online interactive data mining toolbox − OIDM, which provides
three categories (classification, association analysis, and clustering) of data
mining tools, and interacts with the user to facilitate his/her mining process.
The interactive mining is accomplished through interviewing the user about
his/her data mining task. OIDM can help the user find the appropriate mining
algorithm, refine the mining process, and finally get the best mining results. To
evaluate the system, the website of OIDM (2003) has been released. The feed-
back is positive. Both students and senior researchers found that OIDM would
be useful in conducting data mining research.

1   Introduction

Advances in database technologies and data collection techniques including barcode
reading, remote sensing, and satellite telemetry, have incurred the collection of huge
amounts of data. Generally, the information in a database can be divided into two
categories: explicit information and implicit information. Explicit information is the
information represented by the data while implicit information is the information
contained (or hidden) in the data. For example, in a relational database, a tuple in a
“student” table represents explicitly the basic information about a student. Other in-
formation items, such as the relationships between tables and the dependencies be-
tween attributes are also documented in the database. All of them are considered as
explicit information. Traditional database retrieval techniques are used to get this
information. There is also implicit information. For example, the associations be-
tween the birth months of the students and their exam scores are information items
that are implicit but useful. Those information items can be discovered (or mined) but
cannot be retrieved. Data mining techniques are developed for this purpose. Such an
operation is referred to as data mining or knowledge discovery in databases (KDD)
(Agrawal and Srikant, 1994; Cendrowska, 1987; Fisher, 1987; Holte, 1993; Quinlan,
1993; Wu, 1995). Data mining can be defined as the discovery of interesting, implicit,
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and previously unknown knowledge from large databases (Fayyad et al., 1996). It
involves techniques from machine learning, database systems, data visualization,
statistics, and information theory.

Two questions need to be answered in order to perform a data mining task effec-
tively and efficiently. 1) For a specific data set, what is the most suitable data mining
algorithm? Nowadays, various algorithms have been developed to deal with different
problems (such as classification, clustering, and association mining). Even classifica-
tion could imply very many different algorithms, such as C4.5 (Quinlan, 1994), CN2
(Clark P., and Niblett, 1989), and HCV (Wu, 1995). This question becomes even
more difficult for a data mining novice. 2) How could the user be actively and inter-
actively involved in the mining process? Since the background knowledge from the
user is crucial to the usefulness of the final mining results. Unfortunately, even
though research in data mining has made substantial progresses, rare efforts have
been made to solve these critical issues.

In this paper, we design an online data mining toolbox − OIDM, which provides
three categories (classification, association analysis, and clustering) of data mining
tools and interacts with the user while performing data mining tasks. OIDM combines
normal functions of an expert system: asking questions, integrating evidence, algo-
rithm recommendation, and summarizing the results. The interactive property is ac-
complished through interviewing the user and integrating the feedback from the user.
OIDM can iteratively and progressively help the user find the best mining results for
his/her data mining tasks. Initially the user may have no knowledge about either data
mining or what can be discovered from his/her data. By interacting with the user and
analyzing his/her answers to a set of well-designed questions, OIDM can gradually
refine the user requirements and fulfill the task. OIDM is particularly useful for data
mining beginners and can also facilitate data mining experts in their data mining
research.

Instead of developing a new mining algorithm, OIDM is constructed on existing
data mining algorithms, as our goal is to free the user from programming and to in-
volve the user into an active mining process. OIDM has the following features:

• It’s a programming-free toolbox. No programming work is required from the
user.

• The interactive mechanism involves the user into a deeper level of the sys-
tem during the mining process.

• Multi-layer result summarization presents the mining results in a progressive
way, which helps the user in interpreting the mining results.

2   Related Work

Interactive data mining is not a new concept, especially when data mining is per-
ceived from the statistical point of view (Hand, 1994). To select an optimal learning
algorithm for a certain task, two popular mechanisms exist: 1) One approach is to
learn a decision tree for the applicability of the available algorithms based on the data
characteristics (Brazdil et al., 1994), and 2) Another approach is a user-centered
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mechanism used in the Consultant part of the MLT-project (Craw, 1992). The survey
(Verdenius 1997), which dealt with the question of how companies can apply induc-
tive learning techniques, concluded that the process of machine learning should pri-
marily be user-driven, instead of data- or technology driven. Such a conclusion can
also be found among many other papers (Brodley and Smyth 1995).

In the early 1990s, several researchers at the University of Aberdeen conducted a
research project − CONSULTANT (Craw, 1992; Graner et al., 1992; Kodratoff et al.,
1992). CONSULTANT is employed to help the user find the best classification tool
for a specific dataset. CONSULTANT questions the user about the task to be solved,
gathers data and background knowledge, and recommends one or more learning
tools. However, with an interactive mechanism, CONSULTANT can only deal with
the classification problems.

To facilitate knowledge acquisition, a model needs to be predefined in the toolbox.
This is generally acknowledged in the knowledge elicitation community: “The main
theories of knowledge acquisition are model-based to a certain extent. The model-
based approach covers the idea that abstract models of the tasks that expert systems
have to perform can highly facilitate knowledge acquisition” (Heijst et al, 1992). To
enhance the flexibility of a CONSULTANT-like mechanism in model construction,
White and Sleeman (1998) introduced MUSKRAT (Multistrategy Knowledge Re-
finement and Acquisition Toolbox), which includes an advisory system coupled with
several knowledge acquisition tools and problem solvers. MUSKRAT compares the
requirements of the selected problem solver with the available sources of information
(knowledge, data, and human experts). As a result, it may recommend either reusing
the existing knowledge base, or applying one or more knowledge acquisition tools,
based on their knowledge-level descriptions.

Although helpful in involving the user into the mining process, the above tech-
niques only address data mining problems through machine learning techniques. To
broaden the meaning of interactive mining, other research efforts have been made, in
which interactive mining can be facilitated by visualization techniques (Ware, 2001),
active data mining (Motoda, 2002), or decomposing a problem into subtasks where
different mining mechanisms could be involved (Robert, et al., 1997).

Ware (2001) proposed a graphical interactive approach to machine learning that
makes the learning process explicit by visualizing the data and letting the user “draw”
decision boundaries in a simple but flexible manner. A similar research effort can be
found in Hellerstein (1999). However, even though these visualization techniques
could make data mining more intuitive, it may decrease the mining efficiency in han-
dling realistic problems where data mining could be very complicated and involve
different mining mechanisms. To address this problem, Robert et al. (1997) proposed
an approach which involves systematically decomposing a data mining process into
subtasks and selecting appropriate problem-solving methods and algorithms. A simi-
lar problem in statistics has been conducted by Hand (1994).

In the OIDM project, we adopt a CONSULTANT-like mechanism to facilitate in-
teractive data mining, and an interaction model is defined in advance. The reasons for
using a predefined model are as follows:
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1. It’s simple for system management. Adding a new data mining algorithm
can be accomplished by minor modifications in the system model.

2. It can help generate a compact solution for interactive mining. Though inter-
active, an efficient system should not require the user to answer dozens of
questions before he/she can get the results. Being cooperative is the users’
willingness but not his/her responsibility. To be practical, the interactive
process should be as compact as possible, which means it can guide the user
to achieve what they want in a few steps.

Although OIDM is similar to CONSULTANT, there are two differences between
them. First, OIDM provides a broader range of data mining tools, which cover classi-
fication, clustering and association analysis. Second, the goal of OIDM is to help the
user find the best learning result not just the best learning tool.

3   System Design

To design an interactive data mining toolbox, which is practical and efficient in han-
dling realistic problems, three goals need to be achieved

• Interactive. Interaction between the user and the system is the channel
through which the system can collect information from the user. Further-
more, it is a good way to let the user know more about the mining task and
the underlying data mining algorithms.

• Complete. To be a complete solution, the system must be able to collect all
the necessary information from the user before the algorithm selection. The
user should be provided with as many choices as possible for each question.

• Compact. To be a compact solution, the system should only post the indis-
pensable questions to the user. A compact design should make the data
mining process as intuitive as possible.

3.1   System Workflow

The system framework of OIDM is shown in Figure 1. It runs by following a prede-
fined model. First, OIDM recommends to the user one specific mining algorithm
through the Algorithm Selection Module (Section 3.2). Once the algorithm is se-
lected, OIDM asks the user to provide input data. The user can choose to upload data
files or paste the data in the given text areas on OIDM. Based on the input data,
OIDM constructs the input files, which conform to the selected algorithm through the
Data Processing Module (Section 3.3). After the data processing stage, OIDM runs
the mining algorithm on the input data and provides the user with the results through
a Multi-level Summarization Mechanism (Section 3.4). The user may find the results
not satisfactory. To refine the results, the user can choose to tune the parameters
through the Parameter Tuning Module (Section 3.5) or select a different algorithm.
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By doing this, OIDM can not only guide the user to select the right mining tool, but
also provide experimental comparisons between different mining mechanisms or
different parameter settings of the same algorithm. OIDM will follow this iterative
workflow until useful mining results are found.
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Fig. 1. System workflow of OIDM

3.2   Algorithm Selection Module

OIDM consists of the following seven typical mining algorithms, which cover three
popular categories of data mining problems: Classification, Clustering and Associa-
tion Analysis. In this section, we introduce the interaction model that is used to guide
the user in selecting a mining algorithm. The functionalities of the system can be
easily extended through adding more mining algorithms.

• C4.5 (Quinlan, 1993): A decision tree construction program.
• C4.5Rules (Quinlan, 1993): A program that generates production rules from

unpruned decision trees.
• HCV (Wu, 1995): An extension matrix based rule induction algorithm.
• OneR (Holte, 1993): A program that constructs one-level rules that test one

particular attribute only.
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• Prism (Cendrowska, 1987): An algorithm for inducing modular rules.
• CobWeb (Fisher, 1987): An incremental clustering algorithm, based on

probabilistic categorization trees.
• Apriori (Agrawal and Srikant, 1994): An algorithm for mining frequent

itemsets for boolean association rules.
These seven algorithms are organized into a hierarchy, as shown in Figure 2, to

help the user clarify their mining task. Algorithm selection follows this hierarchy. If
the user has no knowledge about data mining or is not sure about which algorithm is
the most suitable, the system can help him/her choose one through providing some
typical mining tasks and asking the user to choose a similar one.

Data M ining Tools 

Clustering Tools Classification Tools 

Tree 
Construction 

Tools 

Association Analysis Tools

Rule 
Generating 

Tools 

C4.5Rules, OneR, 
Prism , HC V

Apriori CobW eb 

C4.5 

Fig. 2. Algorithm selection model

3.3   Data Processing Module

All data mining software packages require the input data follow a specific data format
(such as csv – a comma delimited format) before the algorithm can actually run on
the given datasets. Furthermore, most algorithms require the user to provide some
domain knowledge for the raw data such as what are the possible values for a par-
ticular nominal attribute. OIDM provides the Data Processing Model (DPM) to help
the user. DPM can extract domain knowledge automatically from the input data and
ask the user to refine the domain knowledge if necessary. Through asking the user a
serial of common questions (such as which attribute will be treated as the class label,
and whether a specific attribute is nominal or continuous), DPM can convert the
original data file (if the field delimiter is other than the comma) and construct input
files that meet a specific algorithm’s input format automatically. The only input from
the user would be the data files and answers for some specific questions. Two com-
mon input files can be generated through DPM: arff (for the WEKA package) and
names&data (for C4.5 and HCV).
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3.4   Multi-level Summarization Module

Summarizing the mining results can be very useful, because some mining mecha-
nisms generate complicated results. For example, it’s quite common to generate more
than 100 classification rules in a typical classification problem. Consuming the whole
results at one time is unnecessary sometimes. Consequently, instead of showing the
whole details of the mining results, we use a Multi-level Summarization Model,
which provides the user with two levels of results. At the first level, general informa-
tion of the mining results is provided, such as the classification accuracy, the cover-
age of the results, and the statistical information. From this information the user can
easily get the performance information of the selected algorithm. If the user is par-
ticularly interested in a specific result, he/she can drill into the second-level results
which include the details of the mining results, such as the classification rules, clus-
ters, and the coverage and accuracy of the association rules. By using the multi-level
summarization module, the system can be more informative and practical.

3.5   Parameter Tuning Module

To improve the mining results, OIDM provides two types of interactions: 1) selecting
different types of mining algorithms, and 2) setting different parameters for a specific
algorithm (Figure 1). Experienced users usually know which mining algorithm to use
before launching OIDM. Therefore, parameter tuning is more useful to them. OIDM
provides a unique set of common parameters for each mining algorithm. Conse-
quently, different parameter tuning options are presented based on the selected algo-
rithm. Brief explanations for the parameters are also provided. The default parameter
values are provided initially. For detailed explanations of the parameters, the user
may refer to the online algorithm manuals, which are also linked on OIDM.

4   An Example Run of OIDM

In this section, we present a demonstration where OIDM is used to solve a classifica-
tion problem.

1. Start Trip:

2. Q: Which data mining tool would you like to use?
(a) Clustering;  (b) Classification;  (c) Association Analysis;  (d) Not Sure

    A: Not Sure

3. Q: Which of the following categories of problems is your problem similar to?
(a) Segment a customer database based on similar buying patterns.
(b) Find out common symptoms of a disease.
(c) Find out whether customers buying beer will always buy diapers.
(d) None of the above.

    A: (b) Find out common symptoms of a disease.
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4. Q: Would you prefer the output in the form of:
(a) A Decision Tree; (b) A Set of IF-THEN Rules

    A: (a) A Decision Tree

5. Q: Which classification tool would you like to use?
(a) C4.5

    A: C4.5

6. Data Uploading Page (Figure 3)

    

Fig. 3. Data uploading page Fig. 4. Data processing page

    

Fig. 5. Multi-level result page     Fig. 6. Parameter tuning page

7. Data Processing Page (Figure 4)

8. Result Page (Figure 5)

9. Q: Are you satisfied with the results?
(a) Yes; (b) No

A: (b) No

10. Q: Choose a different method?
(a) Choose a different method; (b) Tune Parameters

    A:  (b) Tune Parameters
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11. Parameter Tuning Page (Figure 6)

12. Result Page (Figure 5)
Q: Are you satisfied with the results?

(a) Yes; (b) No
A: (a) Yes

13. Start Page

5   System Evaluation

To evaluate the system, we have released the website of OIDM online and collected
the feedback from the users. Basically, all suggestions conclude that OIDM is a useful
toolbox. It is expected that two types of people would be particularly interested in
OIDM: 1) Students who have taken a data mining or artificial intelligence course and
are interested in conducting research in data mining. Their feedback indicates that
OIDM is helpful in understanding the basic concepts of data mining and the different
algorithms. 2) Senior researchers whose feedback suggests that OIDM is helpful in
generating preliminary experimental results and conducting data mining research.

In summary, the above feedback suggests that OIDM is a promising toolbox,
which could benefit both junior and senior researchers from different perspectives.

6   Conclusion

Recent development in computer network and storage techniques has raised the
problem of mining knowledge from large databases generated from both academic
research and industrial applications. However, although the extracted knowledge
could be very valuable, the efforts in mining are nontrivial, especially for novices in
data mining.

In this paper, we have designed a toolbox − OIDM, which supports online interac-
tive data mining, through which the user can get optimal mining results without any
programming work. OIDM can interact with the user and help him/her fulfill the
learning task. Interactive, complete, and compact are the three goals that guide the
system design of OIDM. At the beginning, the user may be ignorant about either the
data mining process or the knowledge in the data, and OIDM can take specific steps
according to the information gathered from the user and perform the learning task
automatically until satisfactory results are found. Compared with other similar tool-
boxes, OIDM possesses the following unique and useful features. (1) OIDM is a
toolbox which can deal with three types of data mining problems (classification,
clustering and association mining), whereas most other toolboxes only address one
type of data mining problems, and they recommend the best algorithm. (2) The inter-
action model of OIDM is compact. In other words, it can guide the user to find the
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right algorithm in only a few steps. (3) OIDM uses a Multi-level Summarization
mechanism to present the mining results, which is useful in helping the user under-
stand the results. The evaluation results suggest that, although data mining is a com-
plex task, OIDM can make it simple and flexible through actively involving the user
in the mining process.
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Abstract. In recent years, the procedure of manufacturing has become more
and more complex. In order to meet high expectation on quality target, quick
identification of root cause that makes defects is an essential issue. In this
paper, we will refer to a typical algorithm of mining association rules and
propose a novel interestingness measurement to provide an effective and
accurate solution. First, the manufacturing defect detection problem of
analyzing the correlation between combinations of machines and the result of
defect is defined. Then, we propose an integrated processing procedure RMI
(Root cause Machine Identifier) to discover the root cause in this problem.
Finally, the results of experiments show the accuracy and efficiency of RMI are
both well with real manufacturing cases.

1   Introduction

In recent years, the procedure of manufacturing is becoming more and more complex.
In order to meet high expectation on yield target, quick identification of root cause
that makes defects occur is an essential issue. Therefore, the technologies of process
control, statistical analysis and design of experiments are used to establish a solid
base for well tuned manufacturing process. However, identification of root cause is
still very hard due to the existence of multi-factor and nonlinear interactions in this
intermittent problem. Traditionally, the process of identifying root cause for defects is
costly. Let’s take the semiconductor manufacture industry as an example. With huge
amount of semiconductor engineering data stored in database and versatile analytical
charting and reporting in production and development, the CIM/MES/EDA systems in
the most semiconductor manufacturing companies help users to analyze the collected
data in order to achieve the goal of yield enhancement. However, the procedures of
semiconductor manufacturing are sophisticated and the collected data among these
procedures are thus becoming high-dimensional and huge. In order to deal with the
large amount and high-dimensional data, the data mining technologies are thus used
to solve such problems. In this paper, we will refer to a typical algorithm of mining
association rules and propose a novel interestingness measurement used to evaluate
the significance of correlation between combinations of machines and defect to
provide an effective and accurate solution. First, the manufacturing defect detection
problem, which comprises candidate generation problem and interestingness
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measurement problem, of analyzing the correlation between combinations of
machines and the result of defect is defined. Then, we propose an integrated
processing procedure RMI (Root cause Machine Identifier) to discover the root cause
in this problem. The RMI procedure consists of three sub-procedures, data
preprocessing procedure, candidate generation procedure and interestingness ranking
procedure. The purpose of data preprocessing procedure is mainly used to transform
raw data into the records to be considered. After that, the candidate generation
problem can be efficiently coped with by the candidate generation procedure. Finally,
for the interestingness measurement problem, the interestingness of each candidate
machineset generated from candidate generation procedure is calculated by our
proposed interestingness measurement, and the one with highest value is treated as the
root cause, by the interestingness ranking procedure.

2   Related Work

Data mining, which is also referred to as knowledge discovery in database, means a
process of the nontrivial extraction of implicit, previously unknown and potentially
useful information from databases [7][13]. According to the classes of knowledge
derived, the mining approaches may be classified as finding association rules [1-
4][8][18-20][28], classification rules [6][22][23][27], clustering rules [9][15][17][29],
etc [10][13]. Among them, finding association rules in transaction databases is most
commonly seen in data mining.

Conceptually, an association rule indicates that the occurrence of a set of items (or
itemset) in a transaction would imply the occurrence of other items in the same
transaction [1]. The processing procedure of mining association rules can be typically
decomposed into two tasks [2]: (a) discover the itemsets satisfying the user-specified
minimum support from a given dataset, i.e. finding frequent itemsets, and (b) generate
strong rules satisfying the user-specified minimum confidence from the frequent
itemsets, i.e. generating association rules. The task (a) is used to obtain the
statistically significant itemsets, and the task (b) is used to obtain the interesting rules.

The major challenge is how to reduce the search space and decrease the
computation time in task (a). Apriori algorithm, introduced in [2], utilizes a level-wise
candidate generation approach to dramatically prune the itemsets without satisfying
the user-specified minimum support, and then derives the association rules which
satisfy the user-specified minimum confidence from the remaining ones (i.e. from
frequent itemsets). Although significant itemsets can be efficiently discovered by
Apriori algorithm, only few of them may be interesting for users. Therefore, to design
a useful interestingness measurement is becoming an important research issue
[3][7][13][26]. Confidence, the most typical interestingness measurement for
association rule mining, measures the conditional probability of events associated
with a particular rule. There are many efforts thus attempt to propose other effective
interestingness measurements [3][11][14][21][25][26]. In [21], Piatetsky-Shaprio
proposed a domain-independent interestingness measurement Formula (1) to evaluate
the interestingness of discovered rules:
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Under a form of rule A→B, let N be the total number of tuples in the database, |A|
be the number of tuples that include the antecedent A, |B| be the number of tuples that
include the consequent B, and |A&B| be the number of tuples include A and B. The
range of this interestingness measurement is between –0.25 and 0.25.

3   Problem Formulation

In a general manufacturing process, the manufacture of a product may require a multi-
stage procedure. In each stage, it may have more than one machine doing the same
task. Products may therefore be passed through different machines in the same stage.
We can thus define our problem as follows. Suppose a shipment consists of k identical
products {p1, p2, …, pk} and each product should pass through l stages <s1, s2, …, sl>
sequentially. A stage may contain one or more identical machines which do the same
task. Therefore, let M = {mij | 1 ≤ i ≤ l, 1 ≤ j ≤ σi} be a set of machines in the
manufacturing procedure with l stages, where mij denotes the jth machine in ith stage
and σi is the number of identical machines in the ith stage. A manufacturing process
relation r = {t1, t2,…, tk} based on a schema (PID, S1, S2, …, Sl, D) can be used to
record the sequentially processing procedure for each product, including the machine
in each stage and its finally testing result, where PID is an identification attribute used
to uniquely label the products, Si = <mij, ti>, 1 ≤ i ≤ l, is a context attribute used to
record the pair of the processing machine in ith stage and the timestamp after this
stage, and D is a class attribute used to represent whether the product p is a defect or
not. For Example, Table 1 shows a manufacturing process relation used to record a
three-stage procedure for a shipment consisting of five products. The tuple with PID
= 1 shows that the Product 1 passes through stage 1 by <m11, 1>, stage 2 by <m21, 3>,
and then stage 3 by <m31, 10>, and its testing result is defective. The other tuples have
similar meaning.

Table 1. An example of a three-stage procedure for five products

PID S1 S2 S3 D
1 m11, 1 m21, 3 m31, 10 1
2 m12, 5 m21, 8 m32, 12 0
3 m11, 2 m22, 7 m31, 13 1
4 m11, 4 m22, 6 m32, 14 1
5 m12, 7 m21, 11 m31, 15 0

3.1   Decomposition of Manufacturing Defect Detection Problem

The goal of manufacturing defect detection problem is used to discover the root cause
machineset from the given data. The key idea of this problem is to find out the
machineset which is rather relative to defect. The first challenge is how to design an
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effective interestingness measurement to evaluate the correlation between
machinesets and defect. Moreover, the computation costs of enumerating all
combinations of the machines and then evaluating these machinesets are relatively
enormous. The second challenge is how to develop a pruning strategy to remove the
machinesets which have not enough evidence to be a root cause to reduce the search
space and decrease the computation time. As the results, this problem can be
decomposed into two sub-problems, candidate generation problem and
interestingness measurement problem. The candidate generation problem focuses on
how to generate the candidate machineset, and the interestingness measurement
problem focuses on how to identify the root cause machineset.

In the candidate generation problem, we refer to typical algorithms in mining
association rules to generate possible machinesets for root cause. Just like frequent
itemsets generation in association rules mining, a level-wise processing procedure is
required to generate the combinations of machines above a certain threshold, which
are called candidate machineset. Instead of counting fractional transaction support of
itemsets in association rules mining, counting defect coverage of machinesets is
introduced in this procedure. The defect coverage of a machineset denotes a
percentage of the number of defects that the target machineset involves in the
products.

Example 2: For each machine in Table 1, the defect coverage is shown in Table 2.
The first tuple shows that three products, p1, p3 and p4, pass through m11 and all of
them are defective. The defect coverage of m11 is thus 60%.

Table 2. The defect coverage for each machine in Table 1

Machine Involved Products Defect Coverage
m11 p1, p3, p4 60%
m12 p2, p5 0
m21 p1, p2, p5 20%
m22 p3, p4 40%
m31 p1, p3, p5 40%
m32 p2, p4 20%

Therefore, given a user-specific minimum defect coverage, in the first pass the
candidate generation procedure will calculate the defect coverage of individual
machines and retain ones of them that are more than user-specific minimum defect
coverage as candidate 1-machinesets (a machineset consists of one machine). In the
second pass, we generate the machineset consisting of 2 machines by joining the
candidate 1-machinesets and then retain the 2-machinesets that satisfy the minimum
defect coverage constraint. In subsequent passes, the candidate machinesets found in
the previous pass are treated as a seed set for this pass. This process continues until no
new candidate machinesets are generated.

Example 3, continuing Example 2, suppose the user-specific minimum defect
coverage is 40%, and m12, m21 and m32 are then removed since their defect coverages
are all less than 40%. All candidate 1-machinesets are thus shown in Table 3. The first
tuple shows that the defect coverage of m11 is 60%, and the corresponding defective
products are p1, p3 and p4
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Table 3. The defect coverage and the information of defective products for each candidate
1-machineset

Machine Defect Coverage Defective Products
m11 60% p1, p3, p4

m22 40% p3, p4

m31 40% p1, p3

Next, 2-machinesets, {m11, m22}, {m11, m31} and {m22, m31}, are generated by joining
the candidate 1-machinesets in Table 3 to next level. The defect coverages of these
three 2-machinesets and their related information of defective products can be
calculated by utilizing the information of defective products in Table 3. For example,
the defect coverage and the information of defective products for {m11, m22} are 40%
and {p3, p4}. The results are shown in Table 4.

Table 4. The defect coverage and the information of defective products for 2-machinesets
{m11, m22}, {m11, m31} and {m22, m31}

Machine Defect Coverage Defective Products
m11, m22 40% p3, p4

m11, m31 40% p1, p3

m22, m31 20% p3

{m22, m31} is removed since its defect coverage is less than the user-specific minimum
defect coverage. The candidate 2-machinesets are thus shown in Table 5.

Table 5. The defect coverage and the information of defective products for each candidate
2-machineset

Machine Defect Coverage Defective Products
m11, m22 40% p3, p4

m11, m31 40% p1, p3

In the third level, the only one 3-machineset {m11, m22, m31} is generated by joining
the candidate 2-machinesets in Table 5. However, since {m22, m31} is not included in
the set of candidate 2-machinesets, it is removed according to above-mentioned
Apriori property. Consequently, all candidate machinesets are generated as shown in
Table 6.

Table 6. The defect coverage and the information of defective products for all candidate
machinesets

Machine Defect Coverage Defective Products
m11 60% p1, p3, p4

m22 40% p3, p4

m31 40% p1, p3

m11, m22 40% p3, p4

m11, m31 40% p1, p3

Although that a candidate machineset has high defect coverage is statistically
significant, it may not have high possibility to be root cause. In [21], Piatetsky-
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Shaprio proposed a domain-independent interestingness measurement as shown in
Formula (1) to evaluate the discovered rules. Such equation indicates the degree of
“when antecedent A appears, consequent B appears, too”. Therefore, if we regard A as
a certain machineset and B as the defect, then by the equation the degree of
correlation between a machineset and the defect can be calculated. However, it does
not consider characteristics of manufacturing process; we thus introduce an additional
measure function called continuity for enhancement.

The continuity is a measure used to evaluate the degree of continuity of defects in
the products in which a target machineset is involved. The higher value of continuity
means that the frequency of defect occurrence in the involved products is higher and
the corresponding machineset have higher possibility to be the root cause. This
enhancement is due to the observation that the defects in the involved products for
root cause machineset often occur continuously in the real world. It can be calculated
by the reciprocal of the average distance of each pair of neighboring defects in the
involved product sequence as Formula (2)
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where X = (x1, x2, …) denotes a sequence consisting of the defective products in the
involved product sequence P = (p1, p2, …) for a machineset (i.e., X is a subsequence of
P), |X| denotes the number of defective products, α(xi) denotes the defective product xi

is the k-th product in the involved product sequence if α(xi) = k, and d(α(xi),α(xi+1)) is
the distance of α(xi) and α(xi+1) and it can be easily calculated by α(xi+1)−α(xi).

Example 4: Table 7 shows the involved product sequences, defective product
sequences and calculated continuities for two machines m1 and m2, respectively. The
first tuple shows that the involved product sequence is (p1, p3, p4, p5, p6) and the
defective product sequence is (p1, p3, p5), and therefore the continuity of m1 can be
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continuity of m2 is 0 since the number of the defects is 0.

Table 7. The calculated continuities for two machines m1 and m2

Machine Involved Product
Sequence

Defective Product
Sequence

Continuity

m1 (p1, p3, p4, p5, p6) (p1, p3, p5) 0.67
m2 (p2, p4, p6) 0

We can easily extend the interestingness measurement φ by multiplying continuity
and φ together as Formula (3):
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Consequently, the extended interestingness measurement φ′  is used to each of

candidate machinesets discovered in the candidate generation procedure, and then
sorting these candidate machinesets by the calculated values. The machineset with
highest interestingness value is treated as the root cause machineset.

Example 5: Continuing Example 4, the corresponding φ’ for each candidate
machinesets can be calculated by multiplying continuity and φ together. The results
are shown in Table 8. Since the candidate machineset m11 has highest interestingness
value, it will be treated as the root cause machineset.

Table 8. The calculated φ’ for the candidate machinesets in Table 6

Machine φ Continuity Interestingness φ’
m11 1 1 1
m22 0.67 1 0.67
m31 0.167 1 0.167

m11, m22 0.67 1 0.67
m11, m31 0.67 1 0.67

3.2   An Integrated Processing Procedure: Root cause Machine Identifier (RMI)

After the manufacturing defect detection problem is generated according to the above
method, an integrated processing procedure called Root cause Machine Identifier
(RMI) is proposed to solve this problem. At first, The RMI procedure will get “pure”
data from the raw data in the operational database by a data preprocessing procedure.
After that, by the candidate generation procedure, all candidate machinesets (i.e. the
machinesets satisfying user-specified minimum defect coverage) can be generated
from the preprocessed records. Finally, by the interestingness ranking procedure, the
interestingness of each candidate machineset is calculated by the proposed
interestingness measurement φ’, and the one with highest value is treated as the root
cause machineset.

4   Experimental Results

In our experiment environment, we implement RMI procedure in Java language on a
Pentium-IV 2.4G processor desktop with 512MB RAM, and nine real datasets
provided by Taiwan Semiconductor Manufacturing Company (TSMC) are used to
evaluate the accuracy. Since root cause machinesets of these nine real datasets have
been identified, this information can be used to evaluate the accuracy of RMI.

Table 9 shows the related information for the nine real datasets after the data
preprocessing procedure. For example, the first tuple shows that the first dataset
called Case 1 has 152 products and each one passes through 1318 stages to be
finished, and there are 2726 machines in that.
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Table 9. Related information for the nine real datasets

Case name Data size (Products*Stages) Number of machines
Case 1 152*1318 2726
Case 2 277*1704 4370
Case 3 239*1436 2004
Case 4 126*1736 4437
Case 5 139*1676 4410
Case 6 114*1250 3485
Case 7 53*1176 2414
Case 8 484*1420 3381
Case 9 106*1266 2618

In the accuracy evaluation, we set the minimum defect coverage ranging from 0.4
to 0.6. The results are shown in Table 10. It shows the rank of the root cause
machineset among all candidate machinesets generated by RMI. Note that “X” means
can’t discover the root cause machineset.

Table 10. Accuracy result of RMI for the nine datasets

Case
Name

Rank
(min_def_cov=0.4)

Rank
(min_def_cov=0.5)

Rank
(min_def_cov=0.6)

Case 1 10 5 2
Case 2 1 X X
Case 3 16 7 3
Case 4 1 1 1
Case 5 1 1 X
Case 6 4 4 4
Case 7 167 101 62
Case 8 1 1 X
Case 9 2 2 X

By RMI, the root cause machineset in most of datasets can be ranked in the top five with
suitable minimum defect coverage, except the Case 7. This major reason is that only 53
products are given in Case 7, and therefore the root cause machineset is not significant
comparing with others.

5   Conclusion

Identification of root cause for defects in manufacturing can not only reduce the
manufacturing cost, but also improve the performance of a manufactory. However,
traditional methodologies of identifying the root cause are restricted or depend on
experiences and expertise. In this paper, we refer to typical association rule mining
algorithms to propose an integrated processing procedure called RMI to provide an
effective and accurate solution. By the level-wise candidate generation procedure, the
RMI can efficiently generate the candidate machinesets for root cause, the
interestingness of each generated candidate machineset is then calculated by our
proposed interestingness measurement, and the one with highest value is consequently
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treated as the root cause by the interestingness ranking procedure. From the
experiment results in the real datasets, the accuracy of our proposed interestingness
measurement always outperforms other ones.
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Abstract. Alternative ways of energy producing are essential in a reality where
natural resources have been scarce and solar collectors are one of these ways.
However the mathematical modeling of solar collectors involves parameters
that may lead to nonlinear equations. Due to their facility of solving nonlinear
problems, ANN (i.e. Artificial Neural Networks) are presented here, as an
alternative to represent these solar collectors with several advantages on other
techniques of modeling, like linear regression. Techniques for selecting
representative training sets are also discussed and presented in this paper.

1   Introduction

Due to the hydrographic basins situation around the world associated with a constant
population increasing, a new reality can be noticed, where alternative ways of energy
producing have essential importance. Solar energy systems are one of these ways.

Solar energy systems, specifically water heaters, have considerable importance as
substitutes of traditional electrical systems. In Figure 1, an example of water heater,
called thermosiphon system, is schematically represented. The solar collector
(collector plate) is the most important component in a thermosiphon system.

The performance of thermosiphon systems has been investigated, both analytically
and experimentally, by numerous researches [1-3]. The formula used to calculate the
solar collector efficiency is the following:

extern

inoutp

GA
TTcm )( −

=
&

η  .
(1)

 In the formula above, η is the thermal efficiency, m& , the flow rate, cp, the heat
capacity of water, Tout, the output temperature of water, Tin, the input temperature of
water, G, the solar irradiance and Aextern, the area of the collector.

Verwendete Distiller 5.0.x Joboptions
Dieser Report wurde automatisch mit Hilfe der Adobe Acrobat Distiller Erweiterung "Distiller Secrets v1.0.5" der IMPRESSED GmbH erstellt.
Sie koennen diese Startup-Datei für die Distiller Versionen 4.0.5 und 5.0.x kostenlos unter http://www.impressed.de herunterladen.

ALLGEMEIN ----------------------------------------
Dateioptionen:
     Kompatibilität: PDF 1.3
     Für schnelle Web-Anzeige optimieren: Nein
     Piktogramme einbetten: Nein
     Seiten automatisch drehen: Nein
     Seiten von: 1
     Seiten bis: Alle Seiten
     Bund: Links
     Auflösung: [ 2400 2400 ] dpi
     Papierformat: [ 595 842 ] Punkt

KOMPRIMIERUNG ----------------------------------------
Farbbilder:
     Downsampling: Ja
     Berechnungsmethode: Bikubische Neuberechnung
     Downsample-Auflösung: 300 dpi
     Downsampling für Bilder über: 450 dpi
     Komprimieren: Ja
     Automatische Bestimmung der Komprimierungsart: Ja
     JPEG-Qualität: Maximal
     Bitanzahl pro Pixel: Wie Original Bit
Graustufenbilder:
     Downsampling: Ja
     Berechnungsmethode: Bikubische Neuberechnung
     Downsample-Auflösung: 300 dpi
     Downsampling für Bilder über: 450 dpi
     Komprimieren: Ja
     Automatische Bestimmung der Komprimierungsart: Ja
     JPEG-Qualität: Maximal
     Bitanzahl pro Pixel: Wie Original Bit
Schwarzweiß-Bilder:
     Downsampling: Ja
     Berechnungsmethode: Bikubische Neuberechnung
     Downsample-Auflösung: 2400 dpi
     Downsampling für Bilder über: 3600 dpi
     Komprimieren: Ja
     Komprimierungsart: CCITT
     CCITT-Gruppe: 4
     Graustufen glätten: Nein

     Text und Vektorgrafiken komprimieren: Ja

SCHRIFTEN ----------------------------------------
     Alle Schriften einbetten: Ja
     Untergruppen aller eingebetteten Schriften: Nein
     Wenn Einbetten fehlschlägt: Warnen und weiter
Einbetten:
     Immer einbetten: [ /Courier-BoldOblique /Helvetica-BoldOblique /Courier /Helvetica-Bold /Times-Bold /Courier-Bold /Helvetica /Times-BoldItalic /Times-Roman /ZapfDingbats /SMinionPlus-Regular /Times-Italic /Helvetica-Oblique /Courier-Oblique /Symbol ]
     Nie einbetten: [ ]

FARBE(N) ----------------------------------------
Farbmanagement:
     Farbumrechnungsmethode: Farbe nicht ändern
     Methode: Standard
Geräteabhängige Daten:
     Einstellungen für Überdrucken beibehalten: Ja
     Unterfarbreduktion und Schwarzaufbau beibehalten: Ja
     Transferfunktionen: Anwenden
     Rastereinstellungen beibehalten: Ja

ERWEITERT ----------------------------------------
Optionen:
     Prolog/Epilog verwenden: Nein
     PostScript-Datei darf Einstellungen überschreiben: Ja
     Level 2 copypage-Semantik beibehalten: Ja
     Portable Job Ticket in PDF-Datei speichern: Nein
     Illustrator-Überdruckmodus: Ja
     Farbverläufe zu weichen Nuancen konvertieren: Ja
     ASCII-Format: Nein
Document Structuring Conventions (DSC):
     DSC-Kommentare verarbeiten: Ja
     DSC-Warnungen protokollieren: Nein
     Für EPS-Dateien Seitengröße ändern und Grafiken zentrieren: Ja
     EPS-Info von DSC beibehalten: Ja
     OPI-Kommentare beibehalten: Nein
     Dokumentinfo von DSC beibehalten: Ja

ANDERE ----------------------------------------
     Distiller-Kern Version: 5000
     ZIP-Komprimierung verwenden: Ja
     Optimierungen deaktivieren: Nein
     Bildspeicher: 524288 Byte
     Farbbilder glätten: Nein
     Graustufenbilder glätten: Nein
     Bilder (< 257 Farben) in indizierten Farbraum konvertieren: Ja
     sRGB ICC-Profil: sRGB IEC61966-2.1

ENDE DES REPORTS ----------------------------------------

IMPRESSED GmbH
Bahrenfelder Chaussee 49
22761 Hamburg, Germany
Tel. +49 40 897189-0
Fax +49 40 897189-71
Email: info@impressed.de
Web: www.impressed.de

Adobe Acrobat Distiller 5.0.x Joboption Datei
<<
     /ColorSettingsFile ()
     /AntiAliasMonoImages false
     /CannotEmbedFontPolicy /Warning
     /ParseDSCComments true
     /DoThumbnails false
     /CompressPages true
     /CalRGBProfile (sRGB IEC61966-2.1)
     /MaxSubsetPct 100
     /EncodeColorImages true
     /GrayImageFilter /DCTEncode
     /Optimize false
     /ParseDSCCommentsForDocInfo true
     /EmitDSCWarnings false
     /CalGrayProfile ()
     /NeverEmbed [ ]
     /GrayImageDownsampleThreshold 1.5
     /UsePrologue false
     /GrayImageDict << /QFactor 0.9 /Blend 1 /HSamples [ 2 1 1 2 ] /VSamples [ 2 1 1 2 ] >>
     /AutoFilterColorImages true
     /sRGBProfile (sRGB IEC61966-2.1)
     /ColorImageDepth -1
     /PreserveOverprintSettings true
     /AutoRotatePages /None
     /UCRandBGInfo /Preserve
     /EmbedAllFonts true
     /CompatibilityLevel 1.3
     /StartPage 1
     /AntiAliasColorImages false
     /CreateJobTicket false
     /ConvertImagesToIndexed true
     /ColorImageDownsampleType /Bicubic
     /ColorImageDownsampleThreshold 1.5
     /MonoImageDownsampleType /Bicubic
     /DetectBlends true
     /GrayImageDownsampleType /Bicubic
     /PreserveEPSInfo true
     /GrayACSImageDict << /VSamples [ 1 1 1 1 ] /QFactor 0.15 /Blend 1 /HSamples [ 1 1 1 1 ] /ColorTransform 1 >>
     /ColorACSImageDict << /VSamples [ 1 1 1 1 ] /QFactor 0.15 /Blend 1 /HSamples [ 1 1 1 1 ] /ColorTransform 1 >>
     /PreserveCopyPage true
     /EncodeMonoImages true
     /ColorConversionStrategy /LeaveColorUnchanged
     /PreserveOPIComments false
     /AntiAliasGrayImages false
     /GrayImageDepth -1
     /ColorImageResolution 300
     /EndPage -1
     /AutoPositionEPSFiles true
     /MonoImageDepth -1
     /TransferFunctionInfo /Apply
     /EncodeGrayImages true
     /DownsampleGrayImages true
     /DownsampleMonoImages true
     /DownsampleColorImages true
     /MonoImageDownsampleThreshold 1.5
     /MonoImageDict << /K -1 >>
     /Binding /Left
     /CalCMYKProfile (U.S. Web Coated (SWOP) v2)
     /MonoImageResolution 2400
     /AutoFilterGrayImages true
     /AlwaysEmbed [ /Courier-BoldOblique /Helvetica-BoldOblique /Courier /Helvetica-Bold /Times-Bold /Courier-Bold /Helvetica /Times-BoldItalic /Times-Roman /ZapfDingbats /SMinionPlus-Regular /Times-Italic /Helvetica-Oblique /Courier-Oblique /Symbol ]
     /ImageMemory 524288
     /SubsetFonts false
     /DefaultRenderingIntent /Default
     /OPM 1
     /MonoImageFilter /CCITTFaxEncode
     /GrayImageResolution 300
     /ColorImageFilter /DCTEncode
     /PreserveHalftoneInfo true
     /ColorImageDict << /QFactor 0.9 /Blend 1 /HSamples [ 2 1 1 2 ] /VSamples [ 2 1 1 2 ] >>
     /ASCII85EncodePages false
     /LockDistillerParams false
>> setdistillerparams
<<
     /PageSize [ 595.276 841.890 ]
     /HWResolution [ 2400 2400 ]
>> setpagedevice



88 L.E. Zárate et al.

Fig. 1. Schematic diagram of a thermosiphon system

Mathematical models [1-5] have already been presented as a way of calculating the
efficiency of solar collectors; however the non-linearity nature of those models makes
their application discouraging. Linear regression [3] has been proposed as a way of
modeling solar collectors, instead of those complex mathematical models. But linear
regression may introduce significant errors when used with that purpose, due to its
limitation of working better only with linear correlated values.

In the last years, ANN (i.e. Artificial Neural Networks) have been proposed as a
powerful computational tool. Some researches [5] and [10] have already discussed
their use in the representation of thermosiphon systems. ANN have several
advantages on other techniques, including their performance when dealing with
nonlinear problems, their capacity of learning and generalizing, the low time of
processing that can be reached when trained nets are in operation etc.

This paper is organized in four sections. In the second one, solar collectors are
physically described. In the third section, the use of ANN in the representation of
solar collectors and statistical techniques of training sets selection are discussed. And
in the fourth section, conclusions are presented.

2   Physical Description of the Solar Collector

The working principles of thermosiphon systems are based on thermodynamic laws
[6]. In those systems, water circulates through the solar collector due to the natural
density difference between cooler water in the storage tank and warmer water in the
collector. Although they demand larger cares in their installation, thermosiphon
systems are of extreme reliability and lower maintenance. Their application is
restricted to residential, small commercial and industrial installations.
Solar irradiance reaches the collectors, which heat up water inside them, decreasing
the density of heated up water. Thus cooler and denser water forces warm water to the



Neural Representation of a Solar Collector with Statistical Optimization 89

storage tank. The constant water flow that happens between the storage tank and the
collector results in a natural circulation, called “thermosiphon effect”.

In a very similar way that it happens during the day, thermosiphon tends to realize
the opposite process during the night, cooling water. In order to avoid this opposite
effect, a minimum height between the collector and the storage tank is expected to be
established. This height is typically 30cm.

3   Neural Representation of the Solar Collector

Multi-layer ANN have been used in this work. The values of entries are presented to
the hidden layer and satisfactory answers are expected to be obtained from the output
layer. The most suitable number of neurons in the hidden layer is still a non-solved
problem, although researches discuss some approaches. In [7], the suggested number
of hidden neurons is 2n+1, where n is the number of entries. In the other hand, the
number of output neurons equals the number of expected answers from the net.

Input water temperature (Tin), solar irradiance (G) and ambient temperature (Tamb)
are variables used as entries to the ANN. The output water temperature (Tout) is the
wanted output from the net. In this work, ANN represent the thermosiphon system
according to the following formula

out
ANN

ambin TGTTf  →),,(  .
(2)

The structure of the ANN in this work is schematically represented as shown in the
Figure 2. The net contains seven hidden neurons (i.e. 2n+1) and one neuron in the
output layer, from which the output water temperature is obtained.

Tamb

Tin

G

ToutANN

Fig. 2. Schematic diagram of the net used in this work

Supervised learning has been adopted to train the net, specifically, the widely used
algorithm known as backpropagation. Nonlinear sigmoid function has been chosen, in
this work, as the axon transfer function:

∑−
+1

1=
x Weigthsexp Entries

f (3)

Backpropagation algorithm uses a training set, from where inputs and wanted outputs
may be extracted. For each parameter of the chosen training set, the weights of the net
are adjusted in order to minimize errors obtained in the outputs values.
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3.1   Collecting Data from the Solar Collector

Data have been collected by means of experiments under specific standards [9],
during three days in different ambient situations, and refer to a typical solar collector.
Figure 3 shows the relation between the output water temperature (Tout) and the hours
of collecting (hours). It can be observed that collected data cover several situations.

In order to verify the non-linearity of the data, Figures 4, 5 and 6 have been built.
However those graphics demonstrate that there is linearity in the collected data.
Although linear regression gives a valid approach, this work tries to demonstrate that
ANN are capable of estimating output temperatures with more precision.

The total number of collected data equals 633 (a sample of those data is shown in
Table I.1, in the appendix). A subset containing 30 data has been removed from the
initial set, with the purpose of been used in the validation process of the net, as shown
in the next sections. 603 data still remain in the training set.

   Fig. 3. Collected water output temperatures                          Fig. 4. Tamb x Tout

Fig. 5. Tin x Tout                                 Fig. 1. Solar irradiance X Tout
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3.2 Preparing Data for Training

Pre-processing input data is a process of considerable importance for the performance
of ANN. In this work, the following procedure has been applied to collected data,
before the use of them in the net structure:
1. Data values have been normalized in order to be within the interval [0.2, 0.8].
2. The following formulas have been used in the normalization process:

)minL - max(L / )L - (L  L)(L mínonof a == (4)

mínnnonf b L * )L - (1  maxL * L  L)(L +== (5)

The formulas above must be applied to each variable of the training set (e.g. Tamb,
Tin, G), normalizing all their values.

3. Lmin and Lmax have been computed as follows

)(*))/(( supinfsupmin LLNNNLL sis −−−= (6)

minsupinfmax ))/()(( LNNLLL si +−−= (7)

where Lsup is the maximum value of that variable, Linf is its minimum value, Ni and
Ns are the limits for the normalization (in this case, Ni = 0.2 and Ns = 0.8).

3.3   Selecting Data for Training

The actual training set contains 603 data, but a reduction in its size may be beneficial,
decreasing the time spent in the training process and also maintaining the capacity of
generalization of the trained net. The literature [8] suggests some techniques to build
small better-defined training sets. Even if smaller, trainings sets must cover all the
possible situations that may happen in the problem or, at least, a major part of them.

The following formula has been borrowed from statistics area and has been used in
this work to calculate suitable sizes of training sets

))1(*(*
2

ff
e
z

n −





= (8)

where n is the size of the set, z is the reliance level, e is the error around the average
and f is the population proportion.

Fixing z in 90%(z = 1.645), f in 0.5 and varying e from 0.04°C to 0.1°C, several
sizes of training sets have been calculated (Table 1). It is extremely important to
emphasize that errors values considered here are not the maximum errors of the net.

Table 1. Calculated set sizes

Value e 0.04 0.05 0.06 0.07 0.08 0.09 0.1
Set size 423 271 188 139 106 84 68
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The following procedure has been adopted to build trainings sets with each one of
the calculated sizes, selecting the necessary quantities of data among the 603 data:
1. For each variable of the net, the maximum and the minimum values found in the

set have been selected.
2. The operation point of the problem (i.e. the most representative parameter in the

set) has been chosen and added to the new training set.
3. The remaining elements have been randomly selected, with the purpose of reaching

the calculated size for each training set.
Eight training sets of different sizes (seven presented in Table 1 and the original

one of 603 data) have been built. The most representative of them must be chosen.

3.4 Training Process

Several nets have been trained with each one of the different training sets. The net has
been configured with 7 neurons in the hidden layer, learning rate equivalent to 0.08,
maximum error of 0.05 and all the initial weights on zero. The necessary number of
iterations to train each of the nets is presented in Figure 7.
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Fig. 7. Number of iterations in the training of each net

Table 2 presents the average errors obtained in the validation process of each
trained net. For the validation process, the 30 previously separated data has been used.

Table 2. Average error of the validation process of each trained net

Size set 68 84 106 139 188 271 423 603
Error 0.8544 0.6005 0.7367 0.5616 0.7328 0.5831 0.6674 0.6213

The training set composed by 84 data has been chosen, because the net trained with
it maintains a satisfactory capacity of generalization (better than the one trained with
603 data), despite of the fact of spending a larger number of iterations.

In order to verify the performance of the chosen net, another net has been trained
with the training set of size 84 and the same initial configuration. However, the
maximum tolerable error has been changed and now it is equivalent to 1°C (0.016 in
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normalized values), and the weights have been initialized with random values instead
of a constant zero value. Figure 8 shows the results of that new training.

Fig. 8. Real (o) and ANN (+) output temperatures

3.5   Validation Process

Table I.3 (in the appendix) shows the data set used to validate the trained net and also
shows the output of the net trained with 84 data and its errors. A comparison between
validation processes involving nets trained with 84 and 603 data is shown in Table 3.
In Figure 9, the results of the validation process are graphically shown.

Fig. 9. Results of the validation process of the net trained with 84 data
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Table 3. Comparison of errors obtained in the process of validation for different nets

Error (°C) with 84 sets Error (°C) with 603 sets
Minimum 0.043265 0.02185
Maximum 1.475292 0.70706
Average 0.625579 0.27365

Error values obtained in the validation process of the net trained with 84 data are
greater than the ones of the net trained with 603 data; however, its average error is
lower than 1°C, as recommended by INMETRO (National Institute of Metrology and
Industrial Quality - Brazil). Above all, the number of iterations in the training with 84
and 603 data, with the last configuration, are, respectively, 412800 and 7.7 million.

3.6   Verification of Results

For the analysis by means of linear regression, Equation (9) has been used:

G
TT

UFF ambin
LReR

)(
)(

−−= ταη (9)

FR(τα)e equals 66.662 and FRUL, 809.89. FR corresponds to collector heat removal
factor, (τα)e, to transmittance absorptance product and UL, to collector overall loss
coefficient. Tin is the input water temperature, Tamb, the ambient temperature and G,
the solar irradiance. Equation (9) calculates efficiency when linear regression is used.

The solar collector efficiency can be calculated by means of ANN since the output
water temperature is obtained. Once trained, a net can estimate values of output water
temperature for parameters not present in the training process and, consequently, the
efficiency can be calculated. Table I.2 (appendix) shows a sample of real efficiency
values and their respective estimated values.

For the 84 data (containing Tin, Tamb, G, Tout) used by the net in its training, the real
efficiency values have been calculated using Equation (1). Linear regression and the
net (trained with those 84 data) have been used to calculate efficiency too, with their
already mentioned respective manners of doing that. With real and estimated values
of efficiency, errors of each one of the both techniques can be calculated. Table 4
shows a comparison between those error values of ANN and linear regression.

Table 4. Error values in the calculation of solar collector efficiency

Efficiency calculation Errors of ANN (%) Errors of LR (%)
Minimum 0.0003 0.0671
Maximum 8.9414 10.5667
Average 2.2710 2.1041

Standard deviation 2.0374 2.0823

Even though the average error obtained in the linear regression technique is lower
than the one obtained in ANN technique, the standard deviation value indicates that
the error values of ANN are less dispersed than the error values of linear regression.
It can be also noticed that a smaller better-defined training set has not prejudiced the
generalization capacity of the net, once its errors are satisfactory.
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4   Conclusions

A possible use of Artificial Neural Networks has been proposed in this work for the
representation of a solar collector, alternatively to other techniques already used with
the same purpose. Figure 8 graphically represents the performance of the trained net
in the training process, and Table 3 shows its errors in the validation process, with 30
parameters not seen during the training. Efficiency values, calculated using outputs of
the trained net, are shown in Table 4.

Analyzing Tables 3 and 4, it can be noticed that the size reduction of the training
set, by means of statistical techniques, has maintained the generalization capacity and
low error values of the net, besides its contribution in decreasing the time spent in the
training. Table 4 also shows a comparison between ANN and linear regression in the
calculation of solar collector efficiency. Linear regression errors are more dispersed
than ANN ones, indicating that ANN are an advantageous alternative. Thus, ANN
have been considered a satisfactory alternative in the proposed problem.

Since the size reduction of the training set has been profitable and the use of ANN
instead linear regression presents advantages, future works in the same area are being
planned. One of them includes the use of other techniques in the selection of data for
the training set. In other future works, ANN will be used in the modeling of many
kinds of solar collectors, each one with its own geometrical parameters.
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Appendix

Table I.1. Sample of the trainig set

Tamb Tin G Tout
27.02 38.09 1003.38 45.04
24.99 23.72 767.35 29.95
24.07 23.06 921.81 30.35
26.76 37.92 1012.9 45
25.08 27.14 909.19 33.96
24.88 24.79 942.41 31.74
23.55 30.25 922.83 36.91
23.41 22.68 969.89 30.25
24.51 22.86 939.96 29.92
23.09 32.85 927.03 39.19

Table I.2. Comparison of efficiency
values

Efficiency ANN Linear
regression

0.649205 0.658952 0.660887
0.577049 0.565908 0.589940
0.571363 0.597309 0.581160
0.585377 0.595684 0.581360
0.619978 0.600094 0.649054
0.613144 0.657389 0.653534
0.603335 0.578951 0.607819
0.578527 0.595848 0.581105
0.657918 0.655221 0.656952
0.476594 0.561617 0.467298

Table I.3. Validation data set

Tamb Tin Irradiance Tout ANN Tout ANN error ANN error (%)
23.75 20.35 743.61 26.89 27.68 0.51 1.87
23.86 20.78 781.23 27.36 28.29 0.55 1.99
24.43 20.96 811.62 27.65 28.85 0.78 2.78
24.7 21.24 850.34 28.04 29.70 0.43 1.47
24.45 22.62 871.81 29.41 30.75 0.20 0.65
24.73 25.66 881.77 32.07 33.01 0.16 0.47
24.76 26.02 908.71 33.01 37.85 0.33 0.87
25.37 28.53 883.55 35.54 38.92 0.34 0.88
25.66 31.61 968.54 38.69 41.39 0.61 1.50
25.6 34.74 1007.28 41.38 41.48 0.62 1.52
25.92 34.98 1065.36 42.17 42.32 0.72 1.74
26.76 37.92 1012.9 45 42.73 0.85 2.04
26.95 38.1 1044.55 45.11 45.89 1.26 2.82
25.95 38.19 789.12 43.35 46.03 0.91 2.02
23.41 22.68 969.89 30.25 46.31 1.04 2.29
23.71 22.85 949.8 30.41 44.22 0.92 2.12
23.76 22.93 941.18 30.44 45.76 1.11 2.48
24.1 23.01 931.59 30.39 30.51 0.19 0.61
24.31 23.16 903.18 30.31 30.52 0.24 0.81
22.95 24.47 878.18 31.12 30.63 0.21 0.69
23.29 30.17 916.35 36.79 30.43 0.50 1.68
23.11 32.97 933.2 39.4 47.45 1.40 3.03
23.46 43.48 967.66 49.45 47.57 1.48 3.20
23.89 53.33 977.22 58.63 58.02 0.58 0.99
23.81 57.86 953.49 62.13 34.08 0.13 0.37
24.51 22.85 943.37 29.86 34.05 0.10 0.31
24.62 22.95 934.9 30.11 44.92 1.07 2.44
25.1 27.13 911.55 33.95 52.56 1.25 2.44
24.92 29.38 891.62 35.88 30.16 0.04 0.14
24.43 35.41 855.87 41.03 30.07 0.24 0.79
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An Experiment in Task Decomposition and Ensembling
for a Modular Artificial Neural Network
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Abstract. Modular neural networks have the possibility of overcoming com-
mon scalability and interference problems experienced by fully connected neu-
ral networks when applied to large databases. In this paper we trial an approach
to constructing modular ANN's for a very large problem from CEDAR for the
classification of handwritten characters. In our approach, we apply progressive
task decomposition methods based upon clustering and regression techniques to
find modules. We then test methods for combining the modules into ensembles
and compare their structural characteristics and classification performance with
that of an ANN having a fully connected topology. The results reveal improve-
ments to classification rates as well as network topologies for this problem.

Keywords: Neural networks, modular neural networks, stepwise regression,
clustering, task decomposition.

1 Introduction

Feed forward neural networks that have fully connected topologies have in the past
had successful application in the problem areas of classification and regression. How-
ever their success in part favors databases where the data predominantly describes its
classification as a clear function of its features. In addition it has been established in
the studies of Quinlan and Collier [12], [4] that neural networks also require condi-
tions of high feature independence to learn optimally. The use of these networks is
therefore dependant upon certain conditions that the data may present itself. Adverse
conditions that may degrade a neural networks performance may be resolved by ap-
propriate structuring of the network topology.

In recent times, the structured topologies of modular artificial neural networks have
attracted growing interest for overcoming the problems encountered by fully con-
nected networks. This interest especially follows from the spiralling accumulation of
complex and high dimensional data and the potential for the extraction of useful
knowledge from it [5], [6], [10]. The development of modular artificial neural net-
works in recent reported studies suggest their appropriateness for their application in
these circumstances. Modular artificial neural networks can reduce the complexity in
problems arising from data having a multiple function quality that cause the condition
of  learning interference that occurs within fully connected topologies. The difficulty
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to date has been to find a means to suitably modularize network topology for large
and difficult problems.

This work experiments with an approach based upon task decomposition. This is
where a large task for solving a large problem is represented in terms of a number of
sub tasks. Each sub task becomes a module that specialises in some part of the prob-
lem. There are two questions that arise with any approach being:
• how to decompose a problem where little or no knowledge exists?
• how many subtasks are sufficient for adequate solving of the problem?
We contribute towards answering these questions in our approach.

In this work, task decomposition is considered as the decomposition of a complex
function into a number of simpler functions. Each of these smaller functions becomes
the modules for our ensembles. The task decomposing process we will follow will use
commonly used data processing conventions of clustering and regression and include
the following operations:
• data selection
• feature selection
• feature refinement

We experiment with different methods for defining modules formed through this
process and assess how they contribute overall to the performance of an ensemble of
modules for several sub tasks. Where there are several modules trained for the same
subtask, we trial three methods for their combination and compare the result for gen-
eralizing over test data. We then ensemble modules trained for different subtasks us-
ing a small neural network to combine their outputs and compare their characteristics
with that of a fully connected neural network. The purpose of this work is to find a
basis for a modularising process for large and complex tasks and an indication for the
extent of task decomposition to achieve optimal classification rates. For our experi-
ments we have chosen the problem of handwritten character classification for its suit-
able size and complexity.

2 Background

The early work of Rueckl and Cave [13] demonstrated the increased learning effi-
ciency a neural network has with a modularized topology compared with one that was
fully connected when learning the `what and where task'. This problem concerned it-
self with the recognition of a character that may present itself in one of many orienta-
tions that were represented within a grid of pixels. It was discovered that by separat-
ing the problem into two sub problems of recognition and location and by organizing
the network's topology into two modules having separate hidden layers, the network
benefited from improved learning and was able to classify more effectively. Follow-
ing this work, there have been many investigations over the past decade into how to
structure a network's topology in terms of modules to suit a variety of problems.
     Schmidt [14] observes that networks of modules are either one of two types. Net-
works can be composed of multiple networks called modules where each has learned
a separate part of the problem. These networks are commonly referred to as a mixture
of experts. The outputs of each expert network are combined in a decision process
that determines the contribution of each to the overall problem. The decision process
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may base itself upon a statistical approach such as the majority voting principle or a
neural network that learns each expert's contribution such as the gating network de-
scribed by Jacobs [9]. The other type of modular network described by Schmidt are
those that are generally considered as not fully connected. Modules within these net-
works are defined as regions of the network that appear more densely connected and
which are loosely connected to one another. Such networks are typical of those net-
works whose architectures are found though an evolutionary process. Examples of
these networks appear in the work of Boers and Kuipers [2], [3], and Pal and Mitra
[11]. In these networks the distribution of connections is the result of an applied ge-
netic algorithm searching for optimal connectivity between neurons or sub network
structures.
     Although modular neural networks can be generally described as having a refined
topology this may not necessarily mean that these networks are simplifications of the
fully connected network, sometimes referred to as a monolithic neural network. Hap-
pel [8] demonstrates that for some problems, an increase in connections between neu-
rons is needed to achieve effective learning, which results in highly complex archi-
tectures. On the other hand Boers [2] has found that modularization may not provide
the most optimum topology. Amongst the population of network structures evolved
for Rueckl's [13] `what' and `where' problem, a simple 2 layered artmap had produced
a result similar to Rueckl's original modular solution.
    In this work we organize modules into ensembles where their outputs are input to a
single combining module in a similar style to the mixture of experts model. This work
concentrates on the problem of modularizing the task of alphabetic character classifi-
cation.
    A single definition for modularity within a modular artificial neural network has
not as yet been found. Modularity has mostly resulted from a task decomposition pro-
cess where an overall task is divided into subtasks. A module that is implemented by
a small MLP represents each subtask. An overview of the most common approaches
to task decomposition and designs for modular neural networks is given by Auda and
Kamel [1].
    What has been consistently emerging from this area of research is their suitability
for application to very large databases. Schmidt [14] has demonstrated that even by
choosing the modules within a network random selection and optimization, the ten-
dency to achieve a more efficient network grows with the size of the dataset. Ac-
cording to Boers [2], these networks generally have better learning efficiency with re-
spect to training times and training stability. In general, the modular neural network
achieves higher classification rates but this is dependant not only upon satisfactorily
defining the modules but also according to Auda and Camel [1], on how they are to be
trained and connected. Depending on one's approach on how to modularize, the result
should be in terms of a highly structured topology.
    Modular neural network technology may also benefit another area of research
where an efficient and effective means is sought to extract an explanation from an ar-
tificial neural network trained in a particular task. A trained neural network can be re-
garded as a black box. How it makes a decision based on its inputs is unclear. Its
knowledge is incomprehensibly represented by weight values and transfer functions.
This field of research attempts to translate this sub symbolic state into interpretable
rules. One of the problems here to be overcome however is also that of scalability.
Large problems incur the extraction of numerous rules and the search for relevant
rules becomes increasingly difficult computationally. In short, Craven [5] and Golea
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[7], explain that current rule extraction techniques struggle with large fully connected
networks to find compact sets of understandable rules. Pal [11] asserts that the ex-
traction of rules can be greatly assisted by a more structured network and demon-
strates the effectiveness of his modularizing technique based upon a soft computing
framework of hybridized technologies.

3 Methodology

Our approach to decomposing the task of character recognition is to create modules or
small neural networks that are dedicated to recognizing a particular character and that
its function can distinguish this character from others. We estimate that by correctly
defining the modules to preform their task then an ensemble of modules coupled with
a decision network should classify characters with a greater accuracy than a fully
connected neural network would. We examine the results of our experiments at two
levels:
• The first level compares four cases of modularisation. The cases are sequenced to

allow a series of operations to be added. These operations involve applications of
clustering and regression techniques to condition data and find the inputs for mod-
ules.

• The second level begins with training a benchmark fully connected neural network
trained to classify characters but primarily concerns itself with creating and train-
ing ensembles of character modules found for each case. The results for these en-
sembles are then compared with that obtained for the benchmark.

We analyse the results at both levels to relate the progression of module development
to gains in ensemble classification accuracy. We also observe the details of topology
both for character modules and for the ensembles such as the number of inputs, hid
den neurons and connections they have to perform their task to assess the limits for
our modularizing process.

For our experiments, we initially chose to scale the classification task of 26 alpha-
betic characters to 8 characters and we report the results relative to them. This subset
of characters has been decided upon to contain those characters that are most repre-
sented by number of examples. Altogether there were 2462 examples to represent the
8 characters that were divided into 1462 examples for the training set and 1000 exam-
ples for the test set. The results for the experiments were averaged over 10 trials
where training and test sets were drawn from randomized examples.

Module training details – Modules are implemented as three layered, feed forward
and fully connected neural networks that use a sigmoid transfer function. Matlab 6.5
was used to train networks of modules in a PC environment using resilient back-
propagation. The hidden layer for each neural network was grown using a succession
of training cycles to add additional neurons. The number of hidden neurons was fixed
when no further improvement in classification accuracy was observed.
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Fig. 1. Progressive module development at each case

Level 1 - Details of Module Definition Experiments

Case1 - Modularization at the character level.  Modules are created for each char-
acter using all of the 100 available features of the feature vector for inputs. Each char-
acter module is trained with the training set where the examples for this character are
distinguished from the others.
Case 2 - Modularization at the character level with feature reduction.  In this case
modules are created for each character with a reduced number of inputs. This follows
with the application of a stepwise regression algorithm to find the most relevant sub-
set of features that are associated with the examples for a particular character. The al-
gorithm proceeds in steps in entry mode that adds features one at a time if the signifi-
cance of the subset is improved by 0.05 or more and rejects the inclusion of a feature
if the significance alters in excess of 0.1.
Case 3 - Modularization within character level with feature reduction.  This case
explores modularization within the examples for a character. Fig. 1 illustrates the pro-
cess for defining case 3 modules. The examples are clustered with a self organizing
map SOM into 4 groups. The value of 4 has been chosen to reflect a moderate number
of clusters and is also influenced by the estimated number of handwriting styles that a
character may be formed with. It is only desired to observe the usefulness of cluster-
ing at this point in developing our approach and the determination of an optimal num-
ber will be left for future consideration. The inputs for each cluster are found through
stepwise regression similarly to the modules of case 2. For the purposes of regression,
the examples for this cluster are distinguished from the remainder of the training and
test sets, which also includes the examples from the other 3 clusters. Modules so de-
fined become the submodules of the decision module. Each submodule undergoes the
training process until complete. At this stage the training set is propagated through the
submodules where the decision module trains to associate their outputs with the char-
acter class.
Case 4 - Modularization within character level with feature reduction and cor-
relation reduction.   Case 4 modules have been defined similarly as for case 3 mod-
ules with the addition of further reduction of the input feature set by removing those
features that are highly correlated to another. Referring to fig. 1 for case 4 module
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definition an additional process followed feature reduction by stepwise regression.
This consideration investigates the conditions with which correlated features can be
removed. This process involves searching a correlation matrix produced for the fea-
ture subset found in the previous step for highly correlated feature pairs. Three ex-
perimental rules were constructed for deciding which feature should be removed from
the subset.

Let A, B be feature pairs having a correlation in excess of 0.7.
• If A is correlated to any other feature above lower limit=0.5 then remove A from

feature subset.
• If B is correlated to any other feature above lower limit=0.5 then remove B from

feature subset.
• A or B is not correlated to any other feature above lower limit then remove A from

feature set if P value greater than B otherwise remove B.
The upper and lower correlation limits have been set by trial and error in prior ex-
perimental determination.

Comparison study. Modules for a particular character developed in each of the four
cases are compared for their classification accuracy and structural details. That is the
number of hidden neurons and network connections there are for the module to per-
form its subtask.

Where there are several modules existing for the same subtask such as the sub-
modules of case 3 and case 4. A means is sought to combine their outputs into one so
that a comparison can be made with case 1 and case 2 modules. We trial three differ-
ent methods and select the highest classifying one for use as a decision module in our
comparison tests. The three methods are outlined in fig. 2.
•   Combining method 1: is based upon the majority vote principle. On the basis of

two or more submodule outputs that strongly indicate the classification of a par-
ticular character, the higher value is output from the combining process otherwise
the lowest value is output.

•   Combining method 2: the outputs are multiplied by a weighted value. This value
results from the number of training set examples there are from the clustering
process that defines this submodule divided by the total number of examples for
the four submodules.

•   Combining method 3: a small neural network inputs the submodule outputs and
trains to associate the inputs with an output character classification.

Level 2 - Module Ensemble Experiments

Level 2 looked at propagating the accuracy obtained for modules at the character level
to the ensemble level. Experiments were conducted to train ensembles of all eight
character modules found for each case and compare the training and test set accuracy
for each case. To combine the modules for each case, a neural network module inputs
their outputs and trains to learn to associate their output status with one of eight char-
acter classifications. For comparison purposes a fully connected neural network was
trained with the same dataset and serves as a benchmark.
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4 Results and Discussion

The tasks at level 1 to evaluate modules resulting from methods described for case 1
to case 4 modularisation with reference to fig. 2, reveal overall a tendency for im-
proved test set accuracy for each of the cases with the exception of case 4  having a
slight decrease. The immediate reduction of average connection numbers referring to
fig. 3 in case 2 to that of case 1 is expected as the result of feature selection due to re-
gression. This trend is not carried through to case 3 and case 4 where both cases show
large increases in connections relative to case 1 modules.

           Fig. 2. Avg. module accuracy                          Fig. 3. Avg. module connections

         Fig. 4. Avg. hidden neurons                                Fig. 5. Avg. reduction to features

This trend is accompanied by a sharp increase in the number of hidden neurons for
both cases as indicated in fig. 4. However it was noted that the numbers of hidden
neurons in a submodule of case 3 or case 4 be comparable to the number in a case 2
module. When considering case 3 submodules together, the total number of hidden
neurons should therefore be optimally less than or equal to four times the number in a
case 2 module. The average number of hidden neurons observed is greater than six
times the number, which may suggest the presence of a false cluster. This circum-
stance may well improve by decreasing the number of clusters.
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     Fig. 6. Avg. improvement to connections                    Fig. 7. Avg. feature reduction

When assessing the possible gain in terms of test accuracy improvement to feature re-
duction for modules relative to case 1 in fig. 6, case 4 modules appeared to follow the
trend of case 3 modules for six of the eight characters with a slightly lower ratio. Con-
sidering this and the improved feature reduction of these modules over case 3 mod-
ules and being closer to that of case 2 modules that is indicated in fig. 7, case 4 mod-
ules may perform better given an optimal number for the submodule clustering. This
would verify that further reduction of features from the input space on the basis of
their correlation with other features is plausible but requires further investigation. The
test classification to feature reduction ratio plotted for the four cases of character
module in fig.5 indicates overall in favour of case 3 module development.

           Fig. 8. Avg. ensemble accuracy                       Fig. 9. Avg. Combination accuracy

Combining the sub modules of case 3 and case 4 immediately shows a marked loss of
test set accuracy for both the summing of weighted inputs method and the majority
voting process. See fig. 8. Although the voting process improves the result over the
weighting method, it does not preserve the learning at the sub module level. Linear
recombination of sub module outputs does not appear to be supported for this dataset.
The use of a neural network to combine the submodule outputs outperformed the
other two methods and was the choice to use for the comparison tests between cases.
In level 2 experiments for module ensembles, the test set results in fig. 8 indicate im-
proving accuracy from case 1 through to case 3. This trend also improves upon the
benchmark result.
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5 Conclusion

In this study we have applied our approach to successfully decompose the problem of
handwritten alphabetic character classification. We have decomposed the transitional
representation of this dataset into components we refer to as modules. The ensembles
of modules found for each defining case, show a comparative increase in test set clas-
sification accuracy favouring modules found using both clustering and step wise re-
gression to those found using only regression. Further, the ensembles improve upon
the benchmark fully connected neural network when comparing test set accuracy and
topology. The case three ensemble having an average test set accuracy of 90.43% and
the benchmark having 87.3%. The case four ensembles show the likely possibility for
improved structure with a comparative reduction of inputs with a reasonable preser-
vation of test accuracy. At present you task decomposition approach is limiting at
case 3 modularisation.

The result of the trial that compared methods for combining submodules developed
for the same task showed in favour of using a small neural network to combine the
submodule inputs. Case three modules produced an indicative comparative result with
an average test score of 99.42% compared with 89.39% for the majority vote and
85.24% for weighted contribution.
     In summing our approach we follow a two fold process of module creation and
module refinement. The approach separates the examples associated with each char-
acter into subsets. Submodules are formed initially by clustering each subset and then
a step-wise regression procedure is applied to refine the module inputs. Suitably sized
neural networks are then found to represent the submodules and to combine their out-
puts, for both submodules having a common subtask and for ensembles of modules
having different subtasks
    The success of our approach has been observed for the reduced dataset of hand-
written characters and the implication for the construction of a complete artificial
modular neural network classifier for 26 characters is supported by the results of our
experiment.. It is expected that an improvement to both network topology and gener-
alization will result over the use of one large fully connected neural network.
    Further work needs to be undertaken to confirm our method to assess its suitability
for broader application. Tests will need to be carried out with different representations
of data for other problems of varying dimensionality. Our approach is expected to im-
prove from further experimentation to find an optimal number of clusters for each
subtask.

References

1. Auda, G., Kamel M., Modular Neural Networks: A Survey, International Journal of Neu-
ralSystems, Vol 9, (1999) 129-151.

2. Boers, E.J.W., Kuipers, H., Biological Metaphors and the Design of Modular Artificial
Neural Networks, Masters Thesis, Leiden Univesity, Netherlands, (1992).

3. Boers, E.J.W., Kuipers, H., Happel, B.L.M., Sprinkhuizen-Kuyper, I.G., Designing
Modular Artificial Neural Networks, Computing Science in the Netherlands,
Proc.(CSN'93),Ed.: H.A.Wijshoff, Strichting Mathematisch Centrum, Amsterdam, (1993)
87-96.



106 B. Ferguson, R. Ghosh, and J. Yearwood

4. Collier, P.A., Waugh, S.G., Characteristics of Data Suitable For Learning With
Connectionist and Symbolic Methods, Dept. of Computer Science, University of Tasma-
nia, (1994).

5. Craven, M., Shavlik, J., Rule extraction: Where do we go to from here?, Working paper
99-1, University of Wisconsin Machine Learning Group, (1999).

6. Fayyad, U. M., Data Mining and Knowledge Discovery: Making sense out of Data, IEEE
Expert Intelligent Systems and Their Applications, Vol 11, (1996) 20-26.

7. Golea, M., Tickle, A., Andrews, R., Diederich, J., The truth will come to light, IEEE
Transactions on Neural Newtorks, Vol 9, (1998) 1057-1068.

8. Happel, B., Murre, J. M., Design and evolution of modular neural network architectures,
Neural Networks, Vol 7, (1994) 985-1004.

9. Jacobs, R.A., Jordan, M.I., Barto, A.G., Task decomposition through competition in a
modular connectionist architecture: The what and where vision tasks, Cognitive Science,
Vol 15, (1989) 219-250.

10. Nayak, R., Intelligent Data Analysis: Issues and Challenges, Proc. of the 6th. World
Multi Conferences on Systematics, Cybernetics and Informatics, July 14-18, 2002, Flor-
ida USA.

11. Pal, S., Mitra, S., Rough Fuzzy MLP: Modular evolution, rule generation and evaluation,
IEEE Transactions Knowledge and Data Engineering, Vol 15, (2003) 14-25.

12. Quinlan J.R., Comparing Connectionist and Symbolic Learning Methods, Dept. of Com-
puter Science, University of Sydney, (1993).

13. Rueckl, J., Cave, K. R., Kosslyn, S. M., Why are `what' and `where' processed by sepa-
rate cortical visual systems? a computational investigation, Journal of Cognitive Neuro-
science, Vol 1, (1989) 171-186.

14. Schmidt, A., A modular neural network architecture with additional generalisation abili-
ties for high dimensional input vectors, Masters Thesis, Manchester Metropolitan Univer-
sity, (1996).



R. Orchard et al. (Eds.): IEA/AIE 2004, LNAI 3029, pp. 107-117, 2004.
© Springer-Verlag Berlin Heidelberg 2004

The Effect of Deterministic and Stochastic VTG Schemes
on the Application of Backpropagation to Multivariate

Time Series Prediction

Taeho Jo

SITE, University of Ottawa
800 King Edward, Canada

tjo018@site.uottawa.ca
http://www.site.uottawa.ca/~tjo018

Abstract. Since 1990s, many literatures have shown that connectionist models,
such as back propagation, recurrent network, and RBF (Radial Basis Function)
outperform the traditional models, MA (Moving Average), AR (Auto Regres-
sive), and ARIMA (Auto Regressive Integrated Moving Average) in time series
prediction. Neural based approaches to time series prediction require the
enough length of historical measurements to generate the enough number of
training patterns. The more training patterns, the better the generalization of
MLP is. The researches about the schemes of generating artificial training pat-
terns and adding to the original ones have been progressed and gave me the
motivation of developing VTG schemes in 1996. Virtual term is an estimated
measurement, X(t+0.5) between X(t) and X(t+1), while the given measure-
ments in the series are called actual terms. VTG (Virtual Term Generation) is
the process of estimating of X(t+0.5), and VTG schemes are the techniques for
the estimation of virtual terms. In this paper, the alternative VTG schemes to
the VTG schemes proposed in 1996 will be proposed and applied to multivari-
ate time series prediction. The VTG schemes proposed in 1996 are called de-
terministic VTG schemes, while the alternative ones are called stochastic VTG
schemes in this paper.

1   Introduction

Time series prediction is the process of forecasting a future measurement by analyz-
ing the pattern, the trends, and the relation of past measurements and the current
measurement [1]. Time series prediction is studied in the several fields: data mining
in computer science, industrial engineering, business management & administration
and other fields. The domains of time series prediction are various from financial area
to natural scientific area: stock price, stock price index, interest rate, exchanging rate
of foreign currencies, the amount of precipitation, and so on. The traditional ap-
proaches to time series prediction are statistical models: AR (Auto Regressive) , MA
(Moving Average), ARMA (Auto Regressive Moving Average), and Box-Jekins
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Model [1]. These models are mainly linear models and the trends of time series
should be analyzed before applying them to time series prediction.

Literatures have shown that neural-based approaches, such as back propagation,
RBF (Redial Basis Function), and recurrent network, outperform the traditional ap-
proaches (statistical models) in the performance of predicting future measurements.
In the neural based approaches, back propagation is used most commonly; it has the
ability of universal approximation [2]. In 1991, A.S. Weigend and D.E. Rumelhart
proposed the first neural based approach, back propagation, to time series prediction
[3]. N. Kohzadi presented that back propagation outperforms one of statistical mod-
els, ARIMA, in the performance of forecasting the price of cow and wheat flour, in
1996 [4]. D. Brownstone presented that back propagation is more excellent than multi
linear regression in forecasting stock market movement [5]. M. Milliaris also pre-
sented that back propagation is over one of traditional models, Black-Scholes model,
in the performance of forecasting of S&P 100 implied volatility [6]. Note that Black-
Scholes model is most commonly applied to predict S&P 100 implied volatility in the
statistical models [6]. A.U Levin proposed back propagation in the selection of the
beneficial stocks [7]. In 1997, J. Ghosn and Y. Bengio predicted the profits of the
stock using neural network [8]. So, These literatures show that neural-based ap-
proaches should replace the statistical ones to time series prediction.

The neural-based approaches require the enough length of historical data. Essen-
tially, neural networks require many training patterns enough for the robust generali-
zation [2]. Training patterns for the neural network, what is called time delay vectors,
are generated from the time series in the training period by sliding window. The
longer the historical length of time series in training period, the more the training
patterns generated. The number of training patterns influences the generalization
performance.

Actually, training patterns are not always given enough for the robust generaliza-
tion. It is necessary to maintain the robust generalization performance, although
training patterns are not enough. It is proposed that the generalization performance is
improved by generating derived training patterns from the original ones and adding
the derived training patterns to the original ones. Here, let’s assume that the training
patterns given originally are called natural training patterns, while the training pat-
terns generated from them are called artificial training patterns. The use of both natu-
ral training patterns and artificial training patterns for training the neural network
improves its generalization performance. In 1993, Abu-Mustafa proposed the use of
hints, the artificial training patterns generated by the prior knowledge about the rela-
tions between input vector and output vector of the natural training patterns [9]. In
1995, Abu-Mustafa presented that hints contributed to reduce the prediction error in
forecasting the exchange rate between USD (US Dollar) and DM (Deuch Mark) [10].
In 1994, D.A. Cohn, Z. Ghahramami, and M. J. Jordan proposed active learning, in
which the neural network is trained by generating several artificial training patterns
from each natural training pattern, simultaneously [11]. In 1995, A. Krogh and J.
Vedelsby applied active learning to multiple neural networks [12]. In 1996, G. An
proposed the scheme of generating artificial training patterns by adding noise to each
natural training pattern and training the neural network with both artificial ones and
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natural ones [13]. And he validated that his scheme contributed to reduce the gener-
alization error through the sine function approximation and digit recognition [13]. In
1997, S. Cho, M. Jang, and S. Chang proposed the scheme of training neural network
with the natural training patterns and the artificial ones. The artificial training patterns
are called virtual samples, in which input pattern is randomized and the output pattern
is determined with the committee of neural networks [14]. D. Saad and S.A. Solla
applied the combination of An’s scheme and weight elimination in the process of
training the neural network [15]. Y. Grandvalet, S. Canu, and S. Boucheron proved
that G. An’s scheme improve the generalization performance theoretically [16].

As mentioned above, Abu-Mustafa’s scheme needs the prior knowledge about the
natural training patterns; this scheme can not work without the prior knowledge. Ac-
tually, the prior knowledge to generate hints is not always given. In the D.A. Cohn’s
scheme and Cho’s scheme, the generation of artificial training patterns is rule of sum
and very heuristic. The effect of both schemes depends on the process of generating
the artificial training patterns. Except Abu-Mustafa’s scheme, almost mentioned
schemes are validated through toy experiments: the function approximation [13][14]
and robot arm kinematics [14].

In 1996, T.C. Jo proposed VTG (Virtual Term Generation) schemes of improving
the precision of time series prediction by estimating the midterm X(t+0.5) between
X(t) and X(t+1) [17]. Virtual term is the estimated value of X(t+0.5), between X(t)
and X(t+1), while actual term is the given term in the time series [17]. VTG (Virtual
Term Generation) means the process of estimating virtual terms, and VTG schemes
are the techniques of estimating virtual terms. In 1997, T.C. Jo proposed the several
schemes of estimating midterms and applied them to forecasting the annual number
of sunspots [18]. All of the proposed VTG schemes contributed to reduce the pre-
dicted error [18]. In 1998, T.C. Jo applied the VTG schemes to multi-variable time
series prediction: the prediction of monthly precipitation in west, middle, and east
area of the State, Tennese of USA [19]. In 1999, T.C. Jo applied the VTG schemes to
forecasting S&P 500 stock price index in financial area [20].

The VTG schemes in [17] and [18] are called deterministic VTG schemes in this
paper. Deterministic VTG schemes means the method of estimating virtual terms with
a particular equation. The deterministic VTG schemes proposed in [17] and [18] are
mean method, 2nd LaGrange method, and 1st Taylor method. Mean method is the
scheme of estimating the virtual term X(t+0.5) by averaging the adjacent actual terms,
X(t) and X(t+1). Second LaGrange method is the scheme of estimating virtual terms
with the equation derived from 2nd Lagrange interpolation. All of deterministic VTG
schemes reduced the prediction error compared with the case of naïve neural-based
approach: the neural-based approach to time series without VTG.

In this paper, alternative VTG schemes will be proposed and compared with the
deterministic ones. These VTG schemes are stochastic ones: uniform VTG scheme,
normal VTG scheme, and triangle VTG scheme. Stochastic VTG schemes are the
methods of estimating virtual terms with random value, while deterministic VTG
schemes do not use random values to estimate virtual terms. The estimated values are
variable to each trial of VTG with same scheme in stochastic VTG schemes, while the
estimated values are constant to each trial of VTG with same scheme in deterministic
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VTG schemes. The advantage of stochastic VTG schemes over the deterministic VTG
schemes is the diversity of virtual terms with same scheme. This advantage means
that the stochastic VTG schemes have the potential possibility of optimizing the esti-
mated values of virtual terms with several trials or evolutionary computation. Another
advantage over the deterministic VTG schemes is simplicity in its application to
VTG, except mean method. Both second LaGrange method and first order Taylor
method are more complicated than mean method or the stochastic VTG schemes. The
estimated value of each virtual term is between two adjacent actual terms; the value is
almost mean of them. In this paper, the basis of the stochastic VTG schemes is mean
method in deterministic VTG schemes; the estimated value of each virtual term is
determined by adding the mean of the adjacent actual terms and random value. The
stochastic VTG schemes proposed in this paper are uniform method, normal method,
and triangle method, based on the distribution for generating random values.

The model of neural network applied to time series prediction in this paper is
backpropagation. The model, backpropagation, is used most commonly in the models
of neural network. Although there are many models of neural networks in the world,
backpropagation is applied to majority of fields in supervised learning. The reason of
using backpropagation commonly is that the model is implemented most easily in the
models of neural network in the world. The learning algorithm of backpropagation
will be included in [2], and skipped in this paper.

In the organization of this paper, both kinds of VTG schemes will be described in
the next section. In third section, two application methods of backpropagation to
multivariate time series prediction, separated method and combined method, will be
described [21]. In fourth section, conditions, procedure, and results of experiment to
compare couple kinds of VTG schemes will be presented. The data used in the ex-
periment is the artificial time series generated from a dynamic system, Mackay Glass
equation. In the fifth section, the meaning and discussion of this studies and remain-
ing tasks to improve the proposed scheme will be mentioned as the conclusion of this
paper.

2  VTG Scheme

In this section, the schemes of estimating virtual terms will be described. There are
two kinds of VTG schemes; one kind is deterministic VTG schemes proposed in [17]
and [18], the other kind is stochastic VTG schemes proposed in this paper. Determi-
nistic schemes are the schemes of estimating each virtual term with a particular equa-
tion, while stochastic schemes are the schemes of estimating each virtual term with an
equation and a random value. Deterministic VTG schemes consist of mean method,
second order LaGrange method, and first order Taylor method. And stochastic VTG
schemes consist of uniform method, normal method, and triangle method.
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2.1   Deterministic VTG Scheme

This section will describe the VTG schemes proposed in 1996 and 1997: mean
method, 2nd Lagrange method, and 1st Taylor method [17] [18]. In mean method, a
virtual term, is estimated by averaging the two values, X(t) and X(t+0.5) like the
Eq.(1).

))1()((
2
1)5.0(ˆ ++=+ tXtXtX (1)

In 2nd LaGrange method, two 2nd polynomials, )(21 xP  and )(22 xP  are constructed
based on Lagrange interpolation like the following this, in the assumption that the
given points are ))X(t))X(tX(t))( 2  ,2(  ,1  ,1(  ,  ,0 ++ and ))X(tX(t))))X(t( 1  ,2(  ,  ,1(  ,1  ,0 +− .

The virtual term, )5.0( +tX  is estimated by averaging values of )5.0(21P  and )5.1(22P ,
like Eq. (2).
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The nodes in the output layer generated the probability of the category given the set
of words as the input pattern. Therefore, output pattern is a numerical vector consist-
ing of normalized vales from 0 to 1, like the backpropagation. The process of com-
puting a vector consisting of probability of each category from the set of words se-
lected from a particular document is called generalization, and will be discussed in the
subsection 3.

2.2  Stochastic VTG Schemes

The base equation of stochastic VTG schemes is eq.(3).
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In the above equation, the estimated value of X(t+0.5) is the summation of a random
value,ε , and the average of two adjacent actual terms. The consideration of the sto-
chastic VTG schemes is the method of generating a random value, ε .

Uniform method of stochastic VTG schemes is the scheme of estimating each vir-
tual term with the summation of the average of adjacent actual terms and a random
value generated from the uniform distribution in figure 1.

Fig. 1. This figure is the uniform distribution for a stochastic VTG (Virtual Term Generation)
scheme

In figure 1, the estimated value of each virtual term from X(t) to X(t+1) with con-
stant probability. The x-axis means the random value, ε , while y-axis means the
probability of generating each random value ε . The probability is constant to all
random values within the given range.

The second stochastic method, normal method, is the method of estimating virtual
term with the summation of their average and the random value, ε , is generated
based on normal distribution. In its parameters, mean is 0 and the standard deviation
is ))()1((2/1 tXtX −+ .

The third stochastic method, triangle method, is the scheme of estimating each
virtual term with the summation of their average and the random value based on the
distribution in the figure 2. Unlike the uniform distribution, this scheme has the most
probability that the estimated value of a virtual term, X(t+0.5) is the average of two
adjacent actual terms, X(t) and X(t+1).

Fig. 2. This figure is the triangle distribution for a stochastic VTG (Virtual Term Generation)
scheme
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3   The Application of MLP

This phase is to predict the value of future by composing training  sample from a time
series including virtual terms. For first, the neural approach to time series prediction
is mentioned.

Without virtual terms, the time series is like the following this.
X1(1), X1(2), .... ,X1(T)
X2(1), X2(2), .... ,X2(T)

............................
Xn(1), Xn(2), .... ,Xn(T)

The training pattern from the above time series is like the following this in separate
model, with the shift of 1 step[10]. These patterns are composed like that from uni-
variate time series in [1][3]. In this case, the variables belonging to the given time
series are independent among them.

input: [Xk(t-d), Xk(t-d+1), .... , Xk(t-1)]
output: Xk(t)

But in combined model, the training pattern from above time series is like the fol-
lowing this and the variables included in the time series are influenced among them.

input:[ X1(t-d), X1(t-d+1), .... ,X1(t-1), ..... , Xn(t-d), Xn(t-d+1), .... ,Xn(t-1)]
output: Xk(t)

With virtual terms, the time series is like the following this.
X1(1), X1(1.5), .... ,X1(T)
X2(1), X2(1.5), .... ,X2(T)

............................
Xn(1), Xn(1.5), .... ,Xn(T)

The training pattern from the above time series including virtual terms is made like the
following this in separate model. This case is same to that in univariate time series
presented in [2], [12], [13], and, [19].

input: [Xk(t-d), Xk(t-d+0.5), .... , Xk(t-1)]
output: Xk(t)

In combined model, the training pattern from the time series including virtual terms is
like the following this.
input: [ X1(t-d), X1(t-d+0.5), .... ,X1(t-1), ..... , Xn(t-d), Xn(t-d+0.5), .... ,Xn(t-1)]
output: Xk(t)

4   Experiment and Results

In order to validate the insertion of this paper, conditions, procedures, and results of
this experiment will be described in this section. Both kinds of VTG schemes are
applied to multivariate time series prediction, and both separated model and com-
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bined model mentioned in the precious section are applied to neural-based approaches
to multivariate time series prediction. The data of time series used in this experiment
is artificial time series generated from the Lorenz equation, a dynamic system. The
model of neural network used in this paper is back propagation, which is used most
commonly in the models of neural network. In this experiment, both VTG schemes
are compared with naïve neural based approach and An’s scheme of generating artifi-
cial training patterns proposed in [13].

The time series data is generated from the following equation called Lorenz equa-
tion.

))()(()( 121 txtxtx −=∆ σ
)()()()()( 31212 txtxtxtxtx −−⋅=∆ ρ

)()()()( 3213 tbxtxtxtx −=∆
Three variables are determined and 1000 terms in the time series are generated

from the above equation. Training period is from 1 to 700 and test period is from 701
to 1000.  In the above equations, σ , ρ , and b are given parameters. In this

experiment, three groups of time series data are used by modifying these parameters
The neural model of this experiment is back propagation. The architecture of this

model is presented like the table 1.
Table 1. This table summarizes the architecture of back propagation in this ex-

periment

Table 1. The architecture of back propagation in this experiment

Input
Nodes

Hidden
Nodes

Output
Nodes

Separated Naïve Approach
An’s Scheme

10 10 1

Both VTG Schemes 19 10 1
Combined Naïve Approach

An’s Scheme
30 10 1

Both VTG Schemes 57 10 1

In the case of time series including virtual terms, d-1 virtual terms are included in
the sliding window, if the size of sliding window is d. The total number of terms
within the sliding window becomes 2d-1. The learning rate of this mode is set 0.1 and
the initial weight is given at random. The training epochs is fixed to 5000 in any case.
The measurement of the time series prediction is prediction error, MSE (Mean Square
Error)

The results of the first group of time series data are presented like the table 2. The
parameters of this data is given as ,25.2,99.0 == ρσ and 775.1=b .
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Table 2. This table presents the result of the first group with parameters

,25.2,99.0 == ρσ and 775.1=b , and each entry in this table is MSE *10-4

1st Variable 2nd Variable 3rd Variable
�� �� �� �� �� ��

No VTG 4.967 1.418 4.713 1.778 2.125 1.521
An (0,0.05) 3.332 1.416 3.380 1.456 2.912 1.213
An (0,0.1) 3.313 1.319 3.295 1.434 2.918 1.092
Mean 1.085 0.9360 1.263 0.7791 1.082 0.6758
2nd Lag 1.049 0.6681 0.9181 0.9123 1.049 0.6543
1st Tayor 0.2727 0.08016 0.3318 0.4968 0.6092 0.4525
Uniform 0.9594 0.07418 1.114 0.1325 0.9645 0.8247
Gaussian 1.252 0.2341 1.198 2.919 1.055 0.9826
Triangle 0.9813 0.2312 1.462 1.578 0.9252 0.7420

The results of the second group are presented in the table 3. Its parameter of the
above equation is given as ,20.2,94.0 == ρσ and 650.1=b

Table 3. This table presents the result of the first group with parameters

,20.2,94.0 == ρσ and 650.1=b , and each entry in this table is MSE *10-4

1st Variable 2nd Variable 3rd Variable
Separated Combined Sepa-

rated
Com-
bined

Sepa-
rated

Combined

No VTG 1.842 0.9126 1.890 0.9794 1.387 2.603
An (0,0.05) 1.470 0.8828 1.459 0.9426 1.023 1.425
An (0,0.1) 1.458 0.8509 1.464 0.9321 1.012 1.490
Mean 1.074 0.6785 1.058 0.7426 0.5327 0.4990
2nd Lag 0.6791 0.4998 0.6320 0.6252 0.4644 0.4472
1st Tayor 0.7668 0.2371 0.4816 0.2746 0.4709 0.2504
Uniform 0.9206 0.5911 1.354 0.6226 0.4757 0.4980
Gaussian 0.8193 0.6206 1.383 0.6644 0.6562 0.5992
Triangle 0.9417 0.6570 0.7412 0.6804 0.6035 0.5842

The results of the third group are presented in the table 4. Its parameter of Lorenz
equation is given as ,30.2,90.0 == ρσ  and 0.1=b
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Table 4. This table presents the result of the first group with parameters

,30.2,90.0 == ρσ and 0.1=b , and each entry in this table is MSE *10-4

1st Variable 2nd Variable 3rd Variable
�� �� �� �� �� ��

No VTG 5.164 1.796 5.245 3.574 2.961 1.711
An (0,0.05) 3.739 1.796 3.845 2.834 2.028 1.469
An (0,0.1) 3.722 1.697 3.853 2.771 2.128 1.524
Mean 1.514 1.267 1.659 1.687 1.406 1.043
2nd Lag 1.436 0.8027 1.269 1.754 1.394 0.8479
1st Tayor 0.2587 0.1273 0.2016 0.2133 1.072 0.6377
Uniform 1.340 0.8361 1.348 1.579 1.434 0.9399
Gaussian 1.660 1.288 2.353 1.924 1.578 1.222
Triangle 1.883 1.294 2.089 1.821 1.550 1.066

From table2 to table 4, An’s scheme improved the performance of time series pre-
diction about 10-20% compared with naïve approach. Deterministic VTG schemes
improved its performance even more than 50%; the prediction error is reduced less
than half of the naïve approach and An’s scheme. Stochastic VTG schemes improved
its scheme compared with naïve neural-based approach and An’s scheme outstand-
ingly but are little inferior to the deterministic schemes except mean method.

5   Conclusion

This paper proposed the alternative VTG schemes and showed that these schemes
reduced prediction error compared with naïve neural based approach and An’s
scheme and they are comparable with deterministic VTG schemes proposed [17] and
[18]. The proposed VTG schemes have advantages over deterministic VTG schemes;
stochastic VTG schemes have the diversity in the estimation of virtual terms. This
provides the potentiality of the application of evolutionary computation to optimize
virtual terms. The optimization of virtual terms means the maximization of prediction
performance. Although the stochastic VTG schemes are little inferior to the determi-
nistic VTG schemes in general, the optimization of virtual terms with evolutionary
computation will improve the prediction performance compared with the determinis-
tic VTG schemes.
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Abstract. An approach using clustering in combination with Rough Sets and
neural networks was investigated for the purpose of gene discovery using
leukemia data. A small number of genes with high discrimination power were
found, some of which were not previously reported. It was found that subtle
differences between very similar genes belonging to the same cluster, as well as
the number of clusters constructed, affect the discovery of relevant genes. Good
results were obtained with no preprocessing applied to the data.

Keywords: computational intelligence, rough sets, clustering, virtual reality,
feed-forward and probabilistic neural networks, data mining, leukemia

1   Introduction

This paper addresses the problem described in [7]: “How could an initial collection of
samples from patients known to have certain types of leukemia be used to classify
new, unknown samples?”. Related works include [6], [5]. This paper investigates one,
of the possibly many, computational intelligence approaches. Partition clustering is
combined with rough sets, virtual reality data representation, generation of non-linear
features and two kinds of neural networks. The goals are: to investigate the behavior
of the combination of these techniques into a knowledge discovery process and to
perform preliminary comparisons of the experimental results from the point of view
of the discovered relevant genes.

2   Data Mining and Soft-Computing Techniques

2.1  Clustering Methods

Clustering with classical partition methods constructs crisp subpopulations (non
overlapping) of objects or attributes. Two such algorithms were used in this study: the
Leader algorithm [9], and the convergent k-means [1]. The leader algorithm operates
with a dissimilarity or similarity measure and a preset threshold. A single pass is
made through the data objects, assigning each object to the first cluster whose leader
(i.e. representative) is close enough to the current object w.r.t. the specified measure
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and threshold. If no such matching leader is found, then the algorithm will set the
current object to be a new leader; forming a new cluster. This technique is fast,
however, it has several negative properties. For example, i) the first data object
always defines a cluster and therefore, appears as a leader, ii) the partition formed is
not invariant under a permutation of the data objects, and iii) the algorithm is biased,
as the first clusters tend to be larger than the later ones since they get first chance at
“absorbing” each object as it is allocated.

The k-means algorithm is actually a family of techniques, where a dissimilarity
measure is supplied, together with an initial partition of the data (e.g. initial partition
strategies include: random, the first k objects, k-seed elements, etc). The goal is to
alter cluster membership so as to obtain a better partition w.r.t. the measure. Different
variants very often give different partition results. However, in papers dealing with
gene expression analysis, very seldom are the specificities of the k-means algorithm
described. For the purposes of this study, the convergent k-means variant was used,
which has the advantages of i) within groups sum of squares always decreases, and ii)
convergence of the method if Euclidean distance is used.

2.2  Rough Sets

The Rough Set Theory [11] bears on the assumption that in order to define a set, some
knowledge about the elements of the data set is needed. This is in contrast to the
classical approach where a set is uniquely defined by its elements. In the Rough Set
Theory, some elements may be indiscernible from the point of view of the available
information and it turns out that vagueness and uncertainty are strongly related to
indiscernibility. Within this theory, knowledge is understood to be the ability of
characterizing all classes of the classification.

More specifically, an information system is a pair ),( AU=A where U is a non-

empty finite set called the universe and A is a non-empty finite set of attributes such
that VUa a→: for every Aa∈ . The set V a  is called the value set of a . For example,

a decision table is any information system of the form }){,( dAU ∪=A , where

Ad∈ is the decision attribute and the elements of A  are the condition attributes. For
any AB ⊆  an equivalence relation )(BIND  defined as

)}'()(,|)',{()( 2 xaxaBaUxxBIND =∈∀∈= , is associated.

In the Rough Set Theory a pair of precise concepts (called lower and upper
approximations) replaces each vague concept; the lower approximation of a concept
consists of all objects, which surely belong to the concept, whereas the upper
approximation of the concept consists of all objects, which possibly belong to the
concept. A reduct is a minimal set of attributes AB ⊆ such that )()( AINDBIND =
(i.e. a minimal attribute subset that preserves the partitioning of the universe). The set
of all reducts of an information system A  is denoted )(ARED . Reduction of

knowledge consists of removing superfluous partitions such that the set of elementary
categories in the information system is preserved, in particular, w.r.t. those categories
induced by the decision attribute.
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2.3  Virtual Reality Representation of Relational Structures

A virtual reality, visual, data mining technique extending the concept of 3D
modelling to relational structures was introduced in http://www.hybridstrategies.com
and  [15]. It is oriented to the understanding of large heterogeneous, incomplete and
imprecise data, as well as symbolic knowledge. The notion of data is not restricted to
databases, but includes logical relations and other forms of both structured and non-
structured knowledge. In this approach, the data objects are considered as tuples from
a heterogeneous space [16], given by a Cartesian product of different source sets like:
nominal, ordinal, real-valued, fuzzy-valued, image-valued, time-series-valued, graph-
valued, etc. A set of relations of different arities may be defined over these objects.
The construction of a VR-space requires the specification of several sets and a
collection of extra mappings, which may be defined in infinitely many ways. A
desideratum for the VR-space is to keep as many properties from the original space as
possible, in particular, the similarity structure of the data [4]. In this sense, the role of
l is to maximize some metric/non-metric structure preservation criteria [3], or
minimizing some measure of information loss.

2.4  Neural Networks

Two kinds of neural networks were used in this study: a hybrid stochastic-
deterministic feed forward network (SD-FFNN), and a probabilistic neural network.
The SD-FFNN is a hybrid model based on a combination of simulated annealing with
conjugate gradient [10], which improves the likelihood of finding good extrema while
containing enough determinism. The Probabilistic Neural Network (PNN) [14] is a
model based on bayesian classification using a generalization of Parzen’s method for
estimating joint probability density functions (pdf) from training samples. This
network is composed of an input layer, a pattern layer, a summation layer, and an
output layer.

3   Experimental Setup

The dataset used is that of [7], and consists of 7129 genes where patients are
separated into i) a training set containing 38 bone marrow samples: 27 acute
lymphoblastic leukemia (ALL) and 11 acute myeloid leukemia (AML), obtained from
patients at the time of diagnosis, and ii) a testing set containing 34 samples (24 bone
marrow and 10 peripheral blood samples), where 20 are ALL and 14 AML. Note that,
the test set contains a much broader range of biological samples, including those from
peripheral blood rather than bone marrow, from childhood AML patients, and from
different reference laboratories that used different sample preparation protocols.
Further, the dataset is known to have two types of ALL, namely B-cell and T-cell. For
the purposes of investigation, only the AML and ALL distinction was made. The
dataset distributed by [7] contains preprocessed intensity values, which were obtained
by re-scaling such that overall intensities for each chip are equivalent (A linear
regression model using all genes was fit to the data).



Gene Discovery in Leukemia Revisited: A Computational Intelligence Perspective 121

In this paper no explicit preprocessing of the data was performed, in order to not
introduce bias and to be able to expose the behavior of the data processing strategy,
the methods used, and their robustness. That is, no background subtraction, deletions,
filtering, or averaging of samples/genes were applied.

A series of staged experiments were performed, using the training (DTr) and test
(DTe) data and are explained in the following subsections. Each stage feeds its results
to the next stage of experiments, yielding a data analysis, processing stream. For each
clustering solution, training and test subsets of the original raw data were constructed
using cluster-derived leaders. The training set was discretized with a boolean
reasoning algorithm, and then reducts and decision rules were computed.  The test set
was discretized according to the training cuts, and classified using the training
decision rules (Fig-1).

Fig. 1. Data processing strategy combining clustering with Rough Sets analysis.

Stage 1 – Selection of Representative Genes

Experimental Suite (1):  [l-leaders]
DTr was transposed and z-score normalized to D’Tr. Then the leader algorithm was

applied on D’Tr for the purpose of clustering the genes (using Euclidean distance and
the closest leader criterion). A series of distance thresholds were used for cluster
formation {0, 0.2, 0.280, 0.2805, 0.2807, 0.3, 0.4, 0.58}. Each of them induce a
partition on D’Tr. After that, the set of leaders were used for constructing subsets of
the training data DTr, referred as DTr,l-leaders. The same was done with the test set, DTe.

Experimental Suite (2): [k-leaders]
For this approach D’Tr was used as input to a convergent k-means algorithm with

Euclidean distance, and centroid upgrading after each relocation, up to a maximum of
20 iterations (only). In order to make the results comparable with those given by the
aforementioned l-leaders, the number of clusters formed (k) was chosen to be the
same as those obtained for the respective l-leader. Then k-leaders are created from the
clustering result, by selecting the closest member of the cluster w.r.t. its
corresponding cluster centroid. Subsets of the training data DTr were formed, now
using the k-leaders. They will be refered to as DTr,k-leaders and the same k-leaders were
used for constructing a subset of the test set (DTe,k-leaders).
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Stage 2 – Creation of Predictors from Training Data

Experimental Suite (1): Rough Sets methods [l-leaders]
DTr,l-leaders was discretized using a boolean reasoning algorithm with a global method

[13], [2] to create cut points (CTr,l-leaders) and a discretized form of the actual training
data Dd

Tr,l-leaders. It is known that discretization exerts a large influence on the results of
machine learning procedures, but for all experiments conducted here, the
discretization method was kept constant. Rough Sets was then applied to Dd

Tr,l-leaders in
order to calculate the reducts; and their associated rules (RTr,l-leaders) were computed via
an exhaustive algorithm seeking full discernibility [2]. Then, the test data DTe

described in terms of the same l-leaders was discretized using the cuts found for the
training set (CTr,l-leaders) giving a discretized test set Dd

Te,l-leaders. Finally, the rules (RTr,l-leaders)
found with the training data (Dd

Tr) were applied to (Dd

Te) in order to perform the
classification of the new cases (computation of a confusion matrix). Global
accuracies, as well the accuracies related to the individual classes are reported.

Experimental Suite (2): Rough Sets methods [k-leaders]
The same process described in Experimental Suite (1), was performed but with the

k-leaders in order to obtain CTr,k-leaders, D
d

Tr,k-leaders, and the resultant RTr,k-leaders.

Stage 3 – Virtual Reality Representation of Data Sets

Two experiments were made:
Experiment (1): A VR-space with the union of the training (DTr) and the test (DTe) sets
was computed. The class membership information (ALL/AML) as well as the  kind of
sample (training/test) was included in the visualization. This representation is a 3-
dimensional version of the original 7129-dimensional space of the raw unprocessed
data. The dissimilarity measure on the original space was ((1/g)-1), where g is defined
in [8], with a representation error defined in [12].

Experiment (2): A VR-space with the union of the sets DTr,l-leaders,  DTe,l-leaders was
computed (i.e. a subset of the original gene expressions that were measured on the
patient samples for both training and test). In this case, the visualization includes
ALL/AML class membership, training/test data distinction information and convex
hulls wrapping the AML and ALL classes allowing a better appreciation of the
discrimination power of the selected genes w.r.t. the classes. The information system
in the VR-space formed from the 3D-coordinates (the non-linear attributes derived
from those of the original space), and the decision attribute, was used for the next
processing stage.

Stage 4 – Building and Applying a Classifier to the Leukemia Data

Experiment (1): A hybrid SD-FFNN with 2 hidden nodes with hyperbolic tangent
activation function, and 2 output nodes with a linear activation function was trained
using mean squared error on the VR-space information system. The network was then
applied to the test data set.
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Experiment (2): A probabilistic neural network with 3 inputs and 2 outputs (the
hidden layer comprised by each of the examples from the training set), and gaussian
kernel with various variances was trained. The network was then applied to the test
data set.

4   Results

The situation of the raw data (training and test sets together) as given by all of the
7129 genes is shown in Fig-2.

 

Fig. 2. Snapshot of the Virtual Reality representation of the original data (training set with 38
samples + test set with 34, both with 7129 genes). Dark objects= ALL class, Light
objects=AML class. Spheres = training and Cubes = test. Representation error = 0.143,
Relative error = 3.56e-6.

Despite the low representation error associated with the VR-space (which indicates
that the VR representation effectively captures the overall data structure), there is no
visual differentiation between the ALL and AML classes. Clearly, there are too many
noisy and unrelated genes, masking and distorting the potentially relevant ones.

The results of Experimental Suite (1) (according to the tandem, Stage 1- Stage 2)
are presented in Table-1. Several distance thresholds were used for partition
clustering with the leader algorithm, which induced clusters of different sizes (0
distance implies using all of the original genes). It is interesting to see that despite the
known limitations of the leader clustering, high accuracies are obtained with only four
genes. Moreover, some of the genes are able to resolve one of the classes (ALL)
perfectly, but care should be taken when interpreting these results, as criticisms
questioned the correctness of the class labels of the data.
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Table 1. Leader clustering results on the test set.

AccuracyDistance
Threshold

Nbr. of
Clusters

Reducts
General ALL AML

0 7129 { X95735_at} 0.912 0.9 0.929
0.2 1126 { X95735_at} 0.912 0.9 0.929

0.280 778 { X95735_at } 0.912 0.9 0.929
0.2805 776 { X95735_at } 0.912 0.9 0.929
0.2807 775 { D26308_at, M27891_at } 0.912 1 0.786

0.3 725 { D21063_at, M27891_at } 0.853 0.95 0.714
0.4 549 { D26308_at, M27891_at } 0.912 1 0.786

0.58 403 { D26308_at, M27891_at } 0.912 1 0.786

When only four genes are used for describing the original data, as determined by the
reducts in Table-1, the VR-space situation w.r.t. class differentiation changes
completely (Fig-3). That is, a complete visual separation of the ALL and AML classes
is obtained, as shown by the convex hulls wrapping the classes. Upon closer
inspection, it is found that the boundary objects in the proximity zone between the
two classes are test samples. Therefore indicating that resampling and cross validation
could be used to improve classification errors. This is confirmed by the results of the
SD-FFNN and the PNN neural network models applied to the VR-space data. Both of
them had a general accuracy of 0.882 with individual accuracies of 0.9 for ALL and
0.875 for the AML classes, respectively.

The VR-space shows that the training set is more compact than the test set,
confirming the biological diversity of the latter, which was previously mentioned. As
described in Section 3, in this case, the attributes are the non-linear transformation of
the four selected genes composed by the union of all reducts found, which minimize
the similarity structure difference.

On another note, the results of Table-1 expose the dangers involved in non-careful
use of clustering. That is, it is not necessarily true that similar genes imply similar
relevance w.r.t. class differentiation; or in other words, just because genes are
similarly expressed it does not mean that they may be equally useful in distinguishing
between ALL and AML (maybe due to subtle differences between genes). Therefore,
clustering can sometimes be misleading (see the differences between a 775 and 776
clustering solution). This effect is even more acute considering the fact that the
biological literature tends to report using much smaller numbers of clusters when
processing gene expression experiments.

The results of Experimental Suite (2) are presented in Table-2. The overall
accuracies are higher than those obtained with the leader algorithm. Genes
{X95735_at and M27891_at are found again, but two new genes emerged
(X55715_at and U89922_s_at). The pair {U89922_s_at, M27891_at} was the best,
from the point of view of both the general and the class-wise accuracies. The gene
U14603_at is also an important complement to M27891_at, making a second best.

The situation produced by the best gene pair is depicted in Fig-2, showing that a
complete class separation is potentially possible using only these two genes.

From the discovered relevant genes, {M27891_s_at} is shared with [5] and [7],
{X95735_at} is shared with [7] and [6].
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Fig. 3. Snapshot of the Virtual Reality representation of the original data (with selected
genes {X95735_at, D26308_at, D21063_at, M27891_at}). Dark objects= ALL class,
Light objects=AML class. Spheres = training and Cubes = test. Representation error =
0.103, Relative error = 4.63e-10.

Table 2. k-means Clustering Results on the test set

AccuracyNbr. of
Clusters

Reducts
General ALL AML

7129 { X95735_at} 0.912 0.9 0.929
1126 { X95735_at} 0.912 0.9 0.929
778 { X95735_at} 0.912 0.9 0.929
776 { X95735_at} 0.912 0.9 0.929
775 { X95735_at} 0.912 0.9 0.929
725 { X55715_at, M27891_at } 0.882 0.95 0.786
549 { U89922_s_at, M27891_at } 0.971 1 0.929
403 { U14603_at, M27891_at } 0.941 0.95 0.929
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Fig. 4. Gene U89922_s_at vs. gene M27891_at for all patients in both the training and test sets.
A complete separation of the ALL and AML classes is obtained.

5  Conclusions

Good results were obtained despite no preprocessing being applied to the data. Subtle
differences between very similar genes belonging to the same cluster, as well as the
number of clusters constructed, affect the discovery of relevant genes. Representative
extraction using l or k-leaders both proved to be effective when used in tandem with
Rough Sets methods; as demonstrated by the small number of genes with high
discrimination power that were discovered. More thorough studies are required to
correctly evaluate the impact of both the number of clusters and their generation
process on the subsequent data mining steps. Also important, is the determination of
appropriate ways for using these techniques in order to maximize their combined
effectivity.

Visual exploration of the results (when focusing on selected genes) was very
instructive for understanding the properties of the classes (size, compactness, etc.),
and the relationships between the discovered genes and the classes. The visualization
also helped explain the behavior of the neural network models, and suggests the
potential for existence of better solutions.

Further experiments with this approach are necessary.
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Cell Modeling Using Agent-Based Formalisms
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Abstract. The systems biology community is building increasingly complex
models and simulations of cells and other biological entities. In doing so the
community is beginning to look at alternatives to traditional representations
such as those provided by ordinary differential equations (ODE). Making use of
the object-oriented (OO) paradigm, the Unified Modeling Language (UML) and
Real-time Object-Oriented Modeling (ROOM) visual formalisms, we describe a
simple model that includes membranes with lipid bilayers, multiple
compartments including a variable number of mitochondria, substrate
molecules, enzymes with reaction rules, and metabolic pathways. We
demonstrate the validation of the model by comparison with Gepasi and
comment on the reusability of model components.

Keywords: bioinformatics, agent-based modeling

1   Introduction

Researchers in bioinformatics and systems biology are increasingly using computer
models and simulation to understand complex inter- and intra-cellular processes. The
principles of object-oriented (OO) analysis, design, and implementation, as
standardized in the Unified Modeling Language (UML), can be directly applied to
top-down modeling and simulation of cells and other biological entities. This paper
describes how an abstracted cell, consisting of membrane-bounded compartments
with chemical reactions and internal organelles, can be modeled using tools such as
Rational Rose RealTime (RRT), a UML-based software development tool. The
resulting approach, embodied in CellAK (for Cell Assembly Kit), produces models
that are similar in structure and functionality to several research tools and
technologies but with greater expressive power. These include the Systems Biology
Markup Language (SBML) [1], CellML [2], E-CELL [3], Gepasi [4], Jarnac [5],
StochSim [6], and Virtual Cell [7]. We claim that this approach offers greater
potential modeling flexibility and power because of its use of OO, UML, ROOM, and
RRT. The OO paradigm, UML methodology, and RRT tool, together represent an
accumulation of best practices of the software development community, a community
constantly expected to build more and more complex systems, a level of complexity
that is starting to approach that of systems found in biology.

All of above approaches make a fundamental distinction between structure and
behavior. This paper deals mainly with the top-down structure of membranes,
compartments, small molecules, and the relationships between them, but also shows
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how bottom-up behavior of active objects such as enzymes, transport proteins, and
lipid bilayers, is incorporated into this structure to produce an executable program.

We do not use differential equations to determine the time evolution of cellular
behavior, as is the case with most cell modeling systems. Differential equations find it
difficult to model directed or local diffusion processes and subcellular
compartmentalization [8]. Differential equation-based models are also difficult to
reuse when new aspects of cell structure need to be integrated.

CellAK more closely resembles Cellulat [9] in which a collection of autonomous
agents (our active objects – enzymes, transport proteins, lipid bilayers) act in parallel
on elements of a set of shared data structures called blackboards (our compartments
with small molecule data structures). Finally, we note that agent-based modeling of
cells is becoming an area of increasing research interest and importance [8, 9].

This paper consists of 4 further sections. The next section introduces the Real-Time
Object- Oriented Methodology (ROOM). A CellAK model is then described that uses
the concepts of inheritance, containment, ports and connectors. Having introduced the
model, a validation section is provided. The paper concludes with a review of key
messages and references to future work.

2   The ROOM Formalism

David Harel, originator of the hierarchical state diagram formalism used in the
Unified Modeling Language (UML) [10], and an early proponent of visual formalisms
in software analysis and design [11], has argued that biological cells and multi-
cellular organisms can be modeled as reactive systems using real-time software
development tools [12,13].

Complexity in reactive systems arises from complicated time-varying interactions
over time. The structure of a reactive system consists of many interacting
components, in which control of the behavior of the system is distributed amongst the
components and the locality of these interactions is of considerable importance.  Very
often the structure itself is dynamic, with components being created and destroyed
during the system’s life span, see [13 p.5].

The Rational Rose RealTime (RRT) tool is a software instantiation of Real-time
Object-Oriented Modeling (ROOM) [14] methodology. Software developers design
software with RRT using UML class diagrams by decomposing the system into an
inheritance hierarchy of classes and a containment hierarchy of objects. Each
architectural object, or capsule as they are called in RRT, contains a UML state
diagram that is visually designed and programmed to react to externally generated
incoming messages (generated within other capsules or sent from external systems),
and to internally-generated timeouts. Messages are exchanged through ports defined
for each capsule. Ports are instances of protocols, which are interfaces that define sets
of related messages. All code in the system is executed within objects’ state diagrams,
along transitions from one state to another. An executing RRT system is therefore an
organized collection of communicating finite state machines. The RRT run-time
scheduler guarantees correct concurrent behavior by making sure that each transition
runs all of its code to completion before any other message is processed.

The RRT design tool is visual. During design, to create the containment structure,
capsules are dragged from a list of available classes into other classes. For example,
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the designer may drag an instance of Nucleus onto the visual representation of
EukaryoticCell, thus establishing a containment relationship. Compatible ports on
different capsules are graphically connected to allow the sending of messages. UML
state diagrams are drawn to represent the behavior of each capsule. Other useful UML
graphical tools include use case diagrams, and sequence diagrams. External C++, C,
or Java classes can be readily integrated into the system.

The developer generates the executing system using visual programming, dragging
and dropping objects onto a graphical editor canvas. RRT generates all required code
from the diagrams, and produces an executable program. The executable can then be
run and observed using the design diagrams to dynamically monitor the run-time
structure and behavior of the system.

The powerful combination of the OO paradigm as embodied in the UML and
ROOM visual formalisms with the added flexibility of several embedded
programming languages, bundled together in a development tool such as RRT,
provide much that is appropriate for biological modeling.

To summarize, benefits of the CellAK that are of use in cell and other biological
modeling that have been identified so far in this paper include: support for
concurrency and interaction between entities, scalability to large systems, use of
inheritance and containment to structure a system, ability to implement any type of
behavior that can be implemented in C, C++ or Java, object instantiation from a class,
ease of using multiple instances of the same class, and subclassing to capture what
entities have in common and how they differ.

3   The Model

3.1   Classes, Capsules, and Containment

The purpose of the small example system described here is to model and simulate
metabolic pathways, especially the glycolytic pathway that takes place within the
cytoplasm, and the TCA cycle that takes place within the mitochondrial matrix. It also
includes a nucleus to allow for the modeling of genetic pathways in which changes in
the extra cellular environment can effect changes in enzyme and other protein levels.
The model is easily extensible, to allow for specialized types of cells.

Figure 1 shows a set of candidate entities organized into an inheritance hierarchy,
drawn as a UML class diagram. Erythrocyte and NeuronCellBody are particular
specializations of the more generic EukaryoticCell type. CellBilayer,
MitochondrialInnerBilayer, and MitochondrialOuterBilayer are three of potentially
many different subclasses of LipidBilayer. These three share certain characteristics
but typically differ in the specific lipids that constitute them. The figure also shows
that there are four specific Solution entities, each of which contains a mix of small
molecules dissolved in the Solvent water. All entity classes are subclasses of
BioEntity.
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Figure 2 shows a different hierarchy, that of containment. This UML class diagram
shows that at the highest level, a EukaryoticCell is contained within an
ExtraCellularSolution. The EukaryoticCell in turn contains a CellMembrane,
Cytoplasm, and a Nucleus. This reductionist decomposition continues for several
more levels. It includes the dual membrane structure of a Mitochondrion along with
its inter-membrane space and solution and its internal matrix space and solution. Part
of the inheritance hierarchy is also shown in these figures. Each Membrane contains a
LipidBilayer, but the specific type of bilayer (CellBilayer, MitochondrialInnerBilayer,
MitochondrialOuterBilayer) depends on which type of membrane (CellMembrane,
MitochondrialInnerMembrane, MitochondrialOuterMembrane) it is contained within.

3.2   Specifying Adjacency

A model is constructed of capsules, which are instances of classes shown in Figure 1.
Capsules are arranged in a containment hierarchy as shown in Figure 2. Connectivity
between capsules determines adjacency; i.e. how changes in the state of one capsule
affect another. Changes occur through the exchange of messages.

In a EukaryoticCell, CellMembrane is adjacent to and interacts with Cytoplasm,
but is not adjacent to and therefore cannot interact directly with Nucleus. Interactions
between CellMembrane and Nucleus must occur through Cytoplasm. It is important to
have a structural architecture that will place those things adjacent to each other that
need to be adjacent, so they can be allowed to interact.

 

Fig. 1.  UML Diagram for BioEntities
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Adjacency is represented using protocols. A protocol is a specific set of messages
that can be exchanged between capsules to allow interaction. The Configuration
protocol has two signals - ConfigSig and MRnaSig. When the simulation starts, the
Chromosome within the Nucleus sends a ConfigSig message to the Cytoplasm, which
will recursively pass this message to all of its contained capsules. When an active
object such as an Enzyme receives the ConfigSig message, it determines its type and
takes on the characteristics defined in the genome for that type. When a Solution such
as Cytosol receives the ConfigSig message, it extracts the quantity of the various
molecules that it contains, for example how many glucose and how many pyruvate
molecules. In addition to being passed as messages through ports, configuration
information may be also be passed in to a capsule as a parameter when it is created.
This is how the entire Mitochondrion containment hierarchy is configured. In this
approach, Nucleus is used for a purpose in the simulation that is similar to its actual
role in a biological cell. The MRnaSig (messenger RNA signal) message can be used

Fig. 2.  Containment Hierarchy
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to reconfigure the system by creating new Enzyme types and instances as the
simulation evolves in time.

The Adjacency protocol allows configured capsules to exchange messages that will
establish an adjacency relationship. Capsules representing active objects (Enzymes,
PyruvateTransporter and other types of TransportProtein, LipidBilayer) that engage in
chemical reactions by acting on small substrate molecules, will send SubstrateRequest
messages. Capsules that contain small molecules (types of Solution such as Cytosol,
ExtraCellularSolution, MitochondrialIntermembranesol, Matrixsol) will respond with
SubstrateLevel messages. Figure 3 is a capsule structure diagram that shows
EukaryoticCell and its three contained capsules with named ports and connector lines
between these ports. The color of the port (black or white) indicates the relative
direction (in or out) of message movement.

Figure 3 represents a significantly simplified model; the final model includes all of
the capsules shown in Figure 2. The full model was omitted here owing to space
considerations.

Defining the desired behavior of the system is achieved by specifying patterns of
message exchange between capsules.

In the sample model, the glycolytic pathway is implemented through the multiple
enzymes within Cytoplasm, all acting concurrently on the same set of small molecules
within Cytosol. The TCA metabolic pathway is similarly implemented by the concurrent
actions of the multiple enzymes within Matrix acting on the small molecules of the
Matrixsol. Movement of small molecules across membranes is implemented by the
various lipid bilayers. For example, lipidBilayer within MitochondrialOuterMembrane
transports pyruvate from the Cytosol to the MitochondrialIntermembranesol, and
pyruvateTransporter within MitochondrialInnerMembrane transports pyruvate across this
second membrane into the Matrixsol.

 

Fig. 3.  Eukaryotic Cell Capsule Structure
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Fig. 4.  Enzyme state machine

3.3   Enzyme Behaviour

Figure 4 shows the UML state diagram representing the behavior of an Enzyme active
object. When first created, it makes the initialize transition. As part of this transition it
executes a line of code that sends a message out its adj port. When it subsequently
receives a SubstrateLevel response message through the same adj port, it stores the
SmallMolecule reference that is part of that message, creates a timer so that it can be
invoked at a regular interval, and makes the transition to the Active state.

The state diagrams for lipid bilayers and transport proteins are similar, but include
additional states because they need to connect to two small molecule containers, one
inside and the other outside.

3.4   Kinetics and Enzyme Reactions

Enzyme reactions can take various forms. In this paper, we consider the simplest case,
in which an enzyme irreversibly converts a single substrate molecule into a different
product molecule. More complex reactions include combining two substrates into one
resulting product, splitting a single substrate into two products, and making use of
activators, inhibitors, and coenzymes.

In the C++ code that implements irreversible Michaelis-Menten kinetics [15
p.148+], [4] below, sm-> is a reference to the SmallMolecule data structure that is
located in Cytosol, while gene-> refers to a specific gene in the Chromosome. All
processing by active objects makes use of these two types of data, data that they know
about because of the two types of message exchange that occur during initial
configuration.
1. Irreversible, 1 Substrate, 1 Product, 0 Activator, 0 Inhibitor, 0 Coenzyme
2. case Irr_Sb1_Pr1_Ac0_In0_Co0:
3.  s = sm->molecule[gene->substrateId[0]].get();
4.  nTimes = enzymeLevel * ((gene->substrateV * s) / (gene->substrateK + s));
5.  sm->molecule[gene->substrateId[0]].dec( nTimes );
6.  sm->molecule[gene->productId[0]].inc( nTimes );
7.  break;
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The gene in CellAK is encoded as a set of features that includes protein kinetic
constants. For example, in the code above, gene->substrateV refers to V the
upper limit of the rate of reaction, and gene->substrateK is the Michaelis
constant Km that gives the concentration of the substrate molecule s at which the
reaction will proceed at one-half of its maximum velocity.

3.5   Validation

While the main focus in CellAK has been on a qualitative model, its accuracy is
comparable to Gepasi, a tool that does claim to produce accurate quantitative results.
In addition to the practical value of having CellAK generate accurate results, these
also help to validate its design and implementation.

A simplified Glycolytic Pathway model was run in parallel using CellAK and
Gepasi. The model includes the ten standard enzymes of glycolysis, and the eleven
standard substrate and product metabolites [137 p.308]. All enzymes are implemented
as irreversible, and there are no activators, inhibitors or coenzymes. Nine of the
enzyme reactions convert one substrate into one product. The sole exception is the
fourth enzyme reaction (Aldolase) that converts one substrate (Fructose-1,6-
biphosphate) into two products (DihydroxyacetonePhosphate and Glyceraldehyde-3-
phosphate). The results of this experiment are shown in Figure 5, where three of the
metabolites are named and the other eight are clustered together at the bottom of the
figure.

The greatest percentage difference is 4.06% for DihydroxyacetonePhosphate, the
absolute quantity of which decreases to a much lower value than for any of the other
metabolites. When the maximum difference is recorded at 460 seconds its value is
around 2500 (2658 Gepasi, 2550 CellAK) in contrast with values between 30,000 and
230,000 for all other metabolites at that time. This relatively high difference for may
be due to round-off and other errors associated with relatively small values, or it may
be because of differences in the updating algorithm used at each timestep. It has been
shown that there can be significant differences depending on whether synchronous or
asynchronous updating is significant differences depending on whether synchronous
or asynchronous updating is used [16].

There is exponentially more Glucose in the CellAK model with the passage of time
than in the Gepasi version. In CellAK the cell bilayer constantly replenishes the
amount of Glucose in the cytosol by transporting it at a low rate from the extra
cellular solution. This low rate, as currently implemented, is not sufficient to keep the
Glucose quantity constant in the cytosol. In both the Gepasi and CellAK results, the
Glucose level reaches a value of around 4800 (4690 Gepasi, 4902 CellAK) after 1000
seconds.

The other metabolite with an reasonable difference is 3-PhosphoGlycerate. In both
the Gepasi and CellAK results, it decreases from 100,000 to around 12,000 (12179
Gepasi, 11909 CellAK) after 1000 seconds.
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4   Conclusions

This paper has described a modeling approach and tool, CellAK, developed using
principles from agent-based modeling that is suitable for application to sophisticated
cell modeling. We have demonstrated the validation of the model against Gepasi. The
visual nature of the tool is considerably simpler to understand when compared to
conventional differential equation based models and, being container based, can more
effectively support system level models proposed by Tomita. We believe that this
paper clearly confirms the value of agent-based modeling reported in [137]. Further,
we have reused several of the classes and protocols in models of neurons with
considerable success.

Clearly other modeling work is possible. Other active objects in CellAK
(polymers) are also composed of repeating units of monomers. Becker [137 p.30]
states that there are three major types of polymers in a cell. This suggests a general
principle. Active objects have an influence on other active objects in CellAK by
having an effect on their constituent monomers. This enhancement should now be
implemented for enzymes, transport proteins, and other proteins in CellAK. However,
proteins are considerably more complex than lipid bilayers. The amino acids that
constitute a protein are coded for in the DNA, the order of amino acids is of critical
importance, and the string of amino acids folds into a three-dimensional shape. The
behavior of a protein is therefore an extremely complex function of its fine-grained
structure. A more tractable problem is found in the interactions of proteins with each
other, such as when one protein regulates (activates or inactivates) another protein
through the process of phosphorylation [137 p.158], which involves a relatively
simple reversible structural modification (a change in the fine-grained structure of
another protein). The approach described in this paper could be applied relatively
easily to the modeling of networks of such interacting proteins.

Fig. 5.  CellAK vs Gepasi Results
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Abstract.  Many small RNAs have known 2-D structural elements.  The aim of
the project is to search and identify new potential small RNAs and regulatory
elements in genomic databases using known 2-D conformations.  The first
experimental implementation was to attempt to identify the yeast mitochondrial
5S rRNA in the yeast, Saccharomyces cerevisae, nuclear genome. A descriptor
was designed to identify sequences that maintain most of the conserved
elements in all known 5S rRNAs.  This search identified only one compatible
sequence in the yeast genome. This sequence fell within a non-coding region of
chromosome V.  Experimental verification of this RNA is being carried out. A
second experiment is to identify RNase MRP/P homologs. A descriptor was
designed to search for the highly conserved cage structure.  Extensive use of
distributed processors was made to perform this search, dividing the sequence
database into smaller chunks of individual chromosomes.

1   Introduction

RNA molecules have characteristic secondary and tertiary structures, which accounts
for their diverse functional activities [1].  These structures can be grouped together as
a part of collection of RNA structural motifs.  The known 2-D conformations of these
small RNA molecules include base-paired helices, single stranded loops, internal and
external bulges and pseudoknots. RNA molecule consists of base sequence and highly
complex and characterized structural elements. The non-coding RNAs such as
ribosomal RNAs (rRNAs) and transfer (tRNAs) and other functional RNAs such as
ribonuclease (RNase) P have constrained structural motifs.  The motifs may have
short or long-range base pair interactions responsible for varied functional activities
of these different molecules. A complete RNA molecule may be comprised of a
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combination of one or more of base paired helices with unpaired single stranded
nucleotide regions present in between them. Highly specific structural motifs include
base pairing interactions in between helices with other structures such as E-loops,
tetraloop and pseudoknots.

The aim of this study was to search and identify new potential small RNAs of
interest in genomic databases using conserved 2-D conformations. The approach was
to encode secondary structural patterns of RNA to describe the complexities present
in an efficient way and identify sequences that have the capability of adopting the
given secondary structure pattern.  For this purpose, a software program known as
“RNAMotif” was implemented to search the desired RNA [1-2] structures in genomic
databases.  RNAMotif was developed by Thomas C. Macke and David A. Case at
Department of Molecular Biology, The Scripps Research Institute, La Jolla, CA [2].
The selection of RNAMotif was done over other similar softwares such as RNAMOT
and RNABOB. This is because RNAMotif is a further extension of both these
softwares and gives more flexiblity to postscreen the initial results due to
incorporation of scoring section which is absent is other softwares.

RNAMotif makes use of special coding language known as a “descriptor”.  The
descriptor provides a blueprint for the 2-D conformations that the RNAMotif software
identifies.  Thus input to RNAMotif is a description of structural patterns and
sequence contained in that structure which forms the part of the descriptor.
Description file consist of four sections called parameters, descriptor, sites and score.
The default or global variables that are used in the whole descriptor module are
defined in the parameters section.  The sites section allows users to specify relations
among the elements of the descriptor while the score section ranks matches to the
constraint based upon criteria defined by the user.

2   Experimental Design and Result

As a positive control and for testing purposes, a descriptor for tRNA was encoded
and RNAMotif was operated over whole yeast genome. Search specifications
implemented for this test run were based upon the structural motifs and conserved
positions present in tRNA structure. The results obtained by test runs showed that
descriptor designed for tRNA was able to identify almost all known tRNAs in the
yeast genome database [3].  Further investigation was made to determine the reason
we failed to identify the few remaining known tRNAs. All of these tRNAs were
determined to contain an intron. This resulted in overall increase in the length of the
tRNA sequence and hence a failure to fit into the maximum length given in the search
criteria.
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2.1   Screening for Potential Mitochondrial 5S rRNA Encoding Sequences

The 5S rRNA is a highly conserved and ubiquitous component in bacteria,
chloroplasts, and eukaryotic cytoplasmic ribosomes.  However, a 5S rRNA in
mitochondrial (mt) ribosomes has only been identified in a handful of organisms [4].
So far a mt 5S has been identified only in plants, certain algae and some protist.  A 5S
species has not been detected in either fungal or animal mitochondria.  In order to
identify potential mt 5S rRNAs in fungi we designed a descriptor for 5S rRNA taking
into consideration all structural specifications and conserved positions present,
including those found in the mitochondrial variants.  A general 5S rRNA structure is
comprised of 5 base paired helices and 9 single stranded loops.  Each helix of 5S
rRNA was given a reference name, h1, h2, h3, h4 and h5, and single stranded loops
were named as A, B, C, D, E, F, G, H and I. The search conditions were enforced to
identify only those sequences matching exactly with known motif specifications of 5S
rRNA.  For this, each helical and single loop element was constrained by approximate
maximum and minimum length and conserved positions wherever known [5]. The
conditions applied in descriptor part of RNAMotif for 5S rRNA in textual form are
described in Table 1.

In addition, out of the sequences which matched the search criteria, only those
sequences were selected which have a ‘'CG'’ at fourth and fifth position from the last
position of the C loop. The above conditions formed the descriptor and score section
of RNAMotif software algorithm. Please refer to
 http://web.syr.edu/~gvnarale/appendix.html to view the exact RNAMotif code
implemented for this search.

Table 1. Constraints used to search for mt 5S rRNA.

Feature Minimum Length Maximum Length
Helix h1 9 13
Loop A 3 4
Helix h2 4 6
Loop B 2 4
Helix h3 4 6
Loop C 13 20
Loop D 3 4
Loop E 1 1
Helix h4 5 10
Loop F 1 4
Helix h5 5 10
Loop G 3 8
Loop J 0 4
Loop I 0 4

The search for potential 5S rRNA using RNAMotif produced only one hit in whole
yeast genome database. The sequence fell in the non-coding region of chromosome
V. The candidate was especially promising in this context when RNAMotif identified
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only one sequence out of entire yeast genome database and the identified sequence
matched all the criteria imposed in the search.  In addition, the candidate RNA
contained many conserved features found in other mitochondrial 5S rRNAs that were
not in the search criteria.  These included a loop C of exactly 13 nucleotides that is
conserved in all mt 5S rRNAs (see Fig. 1).  In addition there were many specific
nucleotides in this loop and the adjoining helix III that are conserved throughout the
mt 5Ss.  We are currently in the process of verifiying expression of the candidate
RNA in yeast and examining whether it localizes to the mitochondrial compartment.
In addition, we are deleting the coding region in the yeast chromose and will examine
the phenotype of the mutant strain.  Identification of a nuclear encoded mt 5S rRNA
in yeast would be exceptionally exciting.  This would necessitate import of the RNA
into the mitochondria for it to function with the ribosome.

2.2   Identification of RNase MRP/P Homologs

Attempts are also being made to identify more complex structures such as the RNA
components of RNase MRP/P and their homologs. RNase P is universal enzyme for
generating mature 5’ end of tRNAs.  RNase MRP has a role in processing precursor
rRNA cleaving in the internal transcribed spacer 1 between 18S and 5.8S rRNA
moieties [6] and in mitochondrial DNA replication [7].  The RNase MRP/P structure
is complicated by the presence of a pseudoknot. This conserved “cage” structure has
been extensively analyzed, and is conserved in all known P and MRP RNAs [8-10].
Similar approach was applied to search for MRP/P homologs as was applied to 5s
rRNA. The algorithm was designed in a way to identify a number of helices and
single strands present in known MRP structure. The bases at specific positions, which
are conserved across MRP/P homologs of different species, were also enforced in the
Score section of program. The use of parallel processing is being used for this search.
The yeast database was divided into smaller chunks of individual chromosomes and
RNAMotif was operated with different database chunk using an LSF batch system.
The results from this analysis will be discussed.

3   Future Studies

After identifying a potential 5S rRNA using RNAMotif, the further step is to
experimentally verify the identified sequence to be the mt 5S rRNA. This will include
examination of expression levels, subcellular localization, deletion of the
chromosomal coding region and examination of mitochondrial ribosomal association.
Successful confirmation will warrant a similar analysis of other fungi and metazoans.

The presence of other RNase MRP and P homologs has long been speculated but
never demonstrated [11].  In addition, standard search paramaters for these RNAs
would assist their identification in newly sequenced genomes.  Because of their low
degree of sequence identity and high degree of structural conservation, they are ideal
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candidates for this analysis.  Further refinement of our search parameter should allow
more efficient scans without the need for parallel processing.
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Fig. 1.  Predicted structure of the potential S. cerevisiae mt 5S rRNA.  Helixes are numbered I-
V, and loops are lettered A-H.  The universally conserved CG is outlined in black.  Nucleotides
in the conserved helix 3 and loop C that match the 5S mitochondrial consensus are in outline
(Bullerwell et al., 2003).

Acknowledgements. This work was supported by grant number GM64634 from the
National Institute of General Medical Sciences.

References

1. Macke, T., Ecker, D., Gutell, D. Gautheret, D. A., Case, D. A., Sampath, D. A.:
RNAMotif, an RNA secondary structure definition and search algorithm. Nucl. Acids Res.
29 (2001) 4724-4735.

2 Macke, T., Case, D.: RNAMotif User’s Manual, Department of Molecular Biology, The
Scripps Research Institute, La Jolla, CA  (2001).

3. Dolinski, K., Balakrishnan, R., Christie, K. R., Costanzo, M. C., Dwight, S. S., Engel, S.
R., Fisk, D. G., Hirschman, J. E., Hong, E. L., Issel-Tarver, L., Sethuraman, A.,
Theesfeld, C. L., Binkley, G., Lane, C., Schroeder, M., Dong, S., Weng, S., Andrada, R.,
Botstein, D., and Cherry, J. M.:  "Saccharomyces Genome Database"
http://www.yeastgenome.org/  (2003).

4. Bullerwell, C. E., Schnare, M. N., Gray, M.W.:  Discovery and characterization of
Acanthamoeba castellanii mitochhondrial 5S rRNA.  RNA (2003) 9: 287-292.



Computational Identification of RNA Motifs in Genome Sequences 143

5. Szymanski, M., Barciszweska,  M. Z., Erdmann, V. A., Barciszweska, J.: 5S ribosomal
RNA Database.  Nucl. Acids Res. 30 (2002) 176-178.

6. Schmitt, M. E., Clayton, D. A.: Nuclear RNase MRP is required for correct processing of
pre-5.8S rRNA in Saccharomyces cerevisiae.  Mol. Cell. Biol. 13 (1993) 7935-7941

7. Stohl L. L., Clayton, D. A.: Saccharomyces cerevisiae contains an RNase MRP that
cleaves at a conserved mitochondrial RNA sequence implicated in replication priming.
Mol. Cell. Biol. 12 (1992) 2561-2569.

8. Forster, A. C., Altman, S.: Similar cage-shaped structure for the RNA components of all
ribonuclease P and ribonuclease MRP enzymes.  Cell 62 (1990) 407-409

9. Schmitt, M. E., Bennett, J. L., Dairaghi, D. J., Clayton, D. A.: Secondary structure of
RNase MRP RNA as predicted by phylogenetic comparison.  FASEB J. 7 (1993) 208-
213.

10. Schmitt, M. E.: Molecular modeling of the three-dimensional architecture of the RNA
component of yeast RNase MRP.  J. Mol. Biol. 292 (1999) 827-836

11. Reilly T. H., Schmitt, M. E.: The yeast, Saccharomyces cerevisiae, RNase P/MRP
ribonucleoprotein endoribonuclease family.  Mol. Biol. Reports 23 (1996) 87-93.



R. Orchard et al. (Eds.): IEA/AIE 2004, LNAI 3029, pp. 144-153, 2004.
© Springer-Verlag Berlin Heidelberg 2004

An Extensible Framework for Knowledge-Based
Multimedia Adaptation

Dietmar Jannach, Klaus Leopold, and Hermann Hellwagner

University Klagenfurt,
9020 Klagenfurt, Austria

{dietmar.jannach, klaus.leopold, hermann.hellwagner}@uni-klu.ac.at

Abstract.  Multimedia content is becoming increasingly important in many
areas not only for pure entertainment but also for commercial or educational
purposes like, e.g., distance learning or online training. In parallel, the rapid
evolution in the hardware sector brought up various new (mobile) end user
devices like pocket PCs or mobile phones that are capable of displaying such
content. Due to the different capabilities and usage environments of these
devices, the basic multimedia content has to be adapted in order to fit the
specific devices' capabilities and requirements, whereby such transformations
typically include changes in the display size or quality adaptation. Based on the
capabilities of the target device that can be expressed using recent multimedia
standards like MPEG-21, these adaptation steps are typically carried out by the
video server or a proxy node before the data is transferred to the client. In this
paper, we present a software framework and implementation of such a
multimedia server add-on that advances state-of-the-art technology in two
ways. First, the framework supports the integration of various (already existing)
multimedia transformation tools based on declarative interface and semantic
capability descriptions in a way comparable to Semantic Web Services
approaches. Second, by using the components' capability descriptions and the
usage environment of the end user device, we employ a knowledge-based
planning approach for dynamically constructing and executing the needed
transformation program for a specific multi-media content request.

1   Introduction

The importance of multimedia content provision over the Internet has been steadily
increasing over the last years whereby the most prominent application domains can
for instance be found in the entertainment sector and in the areas of distance
education and online training. Quite naturally, the field will continuously evolve as
bandwidth limitations will be decreasing and new (mobile) end user devices will open
new opportunities for multimedia-based applications. In a traditional multimedia
content provision architecture, the content, e.g., a video, is stored on one or more
servers or network nodes and streamed to the client in a certain data format and
encoding. However, the variety of the new end user devices, user preferences, and
other application-specific requirements like mobility show that future multimedia
environments must be more flexible and adapt the content to the client's needs when
transferring it over the network 3.
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In a simple scenario, a high quality video stream is stored at the server in a given
format and a request for this video is received. Assume that the request comes from a
mobile client that uses a PDA (Personal Digital Assistant) and a low-bandwidth
connection. Then, it is not reasonable to transfer the whole video in high quality or
resolution, respectively, and leave the adaptation to the client. Transferring the large
video file or "fat'' stream would cause higher network traffic and, on the other hand,
client-side transformation would consume a large portion of the limited processing
power of the handheld device. Thus, an intelligent network node like, e.g., a video
server or proxy will transform the video into an appropriate format before sending it
to the client. The transformation steps invoked include, e.g., spatial adaptation of the
display size, quality reduction, or greyscaling.

Current and emerging multimedia standards like MPEG-4 9 and MPEG-21 2
address the adaptation problem by providing tools to perform adaptation on
multimedia streams, e.g., layered encoding, fine granular scalability, or bitstream
syntax description. In this paper we describe the architecture and implementation of
an intelligent multimedia server add-on that is capable of dynamically adapting a
given media file to the current client's needs and capabilities. Based on declarative
descriptions of the usage environment of the current session and the description of an
extensible set of already existing media transformation tools, our module dynamically
generates and executes "transformation plans'' on the multimedia content. Due to the
nature of the used algorithms and the extensibility of the description formats, the
system is capable of transforming content in arbitrary ways and, on the other hand, is
open for the incorporation of new tools that support, e.g., emerging multimedia
standards.

The paper is organized as follows. In the next section, we give an overview of the
usage scenario and describe our approach by means of an example. Next, we present
implementation and algorithmic details and finally discuss how the described
approach for knowledge-based program construction based on predefined modules
and functions is related to the field of Semantic Web Services and Software re-use.

2   Example Problem

Figure 1 shows the general architecture of multimedia content provision over the
Internet, where different clients can access content that is stored on dedicated servers
in the network where also the adaptation modules are located. In the following, we
will describe a simple but realistic example in order to demonstrate the functionality
of our generic adaptation module. For presentation purposes, we will utilize a pseudo
notation instead of the technical internal representations (in XML).  First, there is a
description of the content file, in our case a video, expressed by MPEG-7 media
description meta data 10. The description contains information about, e.g., encoding,
color, or resolution of the video. On the other hand, together with the client request,
there is a description of the client's preferences on these parameters, which is
contained in the Usage Environment Description which is also part of the
forthcoming MPEG-21 Digital Item Adaptation standard (see Table 1).
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Fig. 1. Multimedia provision over the Internet

Table 1.  Example for content- and usage environment descriptions

Content description: Usage environment description:
type : video stream
codec : mpeg-4 Visual ES
color : true

    resolution : 640 x 480

codec : mpeg-1
color : false
resolution : 320 x 240

In order to transform the given video to the target state described in the usage
environment, a set of manipulating operations have to be performed, e.g., decode the
video, remove the color, change the resolution, and encode it in the required format.
In fact, there are a lot of commercial and open source tools and libraries available that
can perform these individual steps for different multimedia files, but in general, none
of them can do all of the required transformations on different multimedia formats in
one step. The main goals of our framework are to provide a mechanism to easily
incorporate the functionality of different tools and to come up with a design that is
general enough to cope with situations where, for instance, new description attributes
or transformations are required.  Therefore, we base our approach on declarative
capability descriptions of the available transformation functions that are contained in
libraries (plug-ins), whereby these descriptions contain the function name with the
parameter descriptions as well as the preconditions and effects of the execution of the
function on the content file1. The following example shows parts of the description of
a spatial scaler and a greyscaler module.

Given all descriptions, the goal is to come up with a sequence of adaptation steps
that transform the original video into the target state. In our framework we adopt a
knowledge-based approach that employs a standard state-space planner (see, e.g. 4)
for the computation of the plan. Once a plan is constructed, the meta-information in

                                                          
1  These descriptions of pre-conditions and effects are similar to action descriptions in classical

state-space planning.
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the capability descriptions is used to actually invoke the correct functions with the
correct parameters from the corresponding software libraries.

module : Scaler.so
function : spatialscale
Inparameters:
  fb, width, height,
  newwidth, newheight
Outparameters:
  newfb
Preconditions:
  isFrameBuffer(fb),
  codec(fb,mpeg4ves),
  resolution(fb,width,height)
Effects:
  isFrameBuffer(newfb),
  resolution(newfb,newwidth,newheight)

 module : Colorutils.so
function : greyscale
Inparameters:
  fb
Outparameters:
  newfb
Preconditions:
  isFrameBuffer(fb),
  color(fb,true)
Effects:
  isFrameBuffer(newfb),
  color(fb,false)

A possible plan for the example problem can be described as follows, whereby the
adaptation is executed on framebuffer fb1 and the adapted framebuffer is fb5: In order
to fit the client's usage environments, the frame buffer is first decoded, then the size is
reduced to 320x240 and color is removed, and finally the framebuffer is encoded
again.

Transformation sequence:
1: decode(fb1,mpeg4ves,fb2)
2: spatialscale(fb2,640,480,320,240,fb3)
3: greyscale(fb3,fb4)
4: encode(fb4,rgb,fb5)
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Fig. 2. Adaptation overview

Note, that besides the meta-data for generating the adaptation plan, the capability
descriptions also contain a mapping from the symbolic names to concrete function
implementations in the dynamically linked libraries (*.so or *.dll) and their respective
parameter lists. Given this information, we are able to load the libraries and then
dynamically invoke these transformation functions on the original multimedia stream.
Figure 2 shows an overview of the architecture and the individual components of our
framework.
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3   The Planner Component

One of the major design goals for the described multimedia adaptation framework is
to be as generic as possible and open for future extensions both with respect to new
content adaptation tools as well as with respect to the terminology used in the
capability and content descriptions. As an example, in the emerging MPEG standards,
a set of terms is defined2 that can be used to describe the client's usage environment
like preferred movie genre of the user or the device's capabilities. Due to the fact that
this vocabulary is subject to changes and extensions, we adopt a knowledge-based
approach that is capable of operating on arbitrary sets of such symbols.

The main idea of this approach is to view the multimedia transformation task as a
classical "state space planning problem" (see e.g., 4). Such a planning problem
typically consists of a set of facts (ground symbols) that describe the given situation,
i.e., the start state and the target situation (the goal state), as well as a set of possible
actions that change the current situation. Each of the actions is described in terms of
its preconditions that must be met such that the action can be applied, and a
description of the effects of the execution of the action.  A plan consists of an ordered
sequence of parameterized actions that transfer a system from the start state to the
goal state. The mapping of the standard planning problem to our multimedia
transformation problem is quite straightforward. The start state corresponds to the
description of the existing multimedia file or stream, the target state is given by the
usage environment description of the current client. The actions correspond to the
available multimedia transformation steps whereby the preconditions and effects are
included in the tool's capability description (see examples above).

3.1   Implementation

In a first proof-of-concept implementation, we used a light-weight Prolog realization
of a means-ends planner with goal regression 43. Over the last years, significant
advances in the field of AI-based planning were made 1 which made the state space
planning approach suitable for large real-world problems. In addition, a common
language for describing planning problems (PDDL - Planning Domain Description
Language 7) was established in the community and is nowadays standard for most
planning tools, e.g., the Blackbox 8 system. Currently, we are working on the
integration of such a high-performance planner that also supports the PDDL format.

An important integration aspect for multimedia transformation planning lies in the
fact that the different inputs for the planning process stem from different sources and
come in different (non-PDDL) formats: Both the media description information and
the usage environments are defined in an ISO-standardized XML format, i.e., they use
predefined sets of tags that can be quite easily translated automatically into the
required PDDL representation. At the moment, we are using a proprietary XML-
based representation for the capability descriptions that is translated into the internal
planner presentation. However, note that the integration of a new media
                                                          
2 The syntax is defined using XML-Schema descriptions.
3 AMZI! Logic Server is used as the Prolog inference engine, see http://www.amzi.com.
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transformation tool into our framework requires that a capability description file is
made available. These descriptions have to be constructed by hand and it is the
responsibility of the engineer that the preconditions and effects of the program
execution are defined in a valid and complete manner. Valid means that only function
symbols are used that are allowed in the MPEG standards, which can be checked
using standard XML-validation; complete means that all of the required preconditions
and effects are listed, whereby no automatic check is possible in general. Note
however, that in the error case where the action description uses undefined symbols,
the planner will produce no plans that include such an action but try to use other
transformation plug-ins to reach the goal state. In fact, the planning mechanism works
with arbitrary symbols such that any extensions of the allowed terms (e.g., a new
codec) or plug-ins do not affect the implementation of the domain-independent
planning algorithm and framework.

4   Evaluation and Optimizations

The complexity of such planning problems depends heavily on the length of the
computed plans and on the number of available actions. Our experiments show that
the length of the required transformation sequences is rather short, i.e., it typically
does not exceed five or six steps. In our test scenario with around twenty different
transformation actions, plans of such a length can be computed in a few milliseconds
for all cases where a plan exists. On the other hand, the un-optimized planner
implementation needs less than one second to determine that no such plan exists. Note
that in general there are no hard real-time restrictions for plan generation in our
application scenario because once a transformation plan is computed it is valid for a
long time during video streaming. A new plan might be computed if, e.g., the client’s
bandwidth changes. Nonetheless, besides the integration of a high-performance
solver, other improvements in the planning component are possible. First, there are
several possible plans to reach the same goal state and the quality, i.e., effectiveness
of the plan can depend on the order of the plan steps. As an example, for performance
reasons it might be reasonable to reduce the video’s size before the color is reduced,
although the inverse order would also result in the same desired video format. At the
moment, this knowledge is encoded as heuristics in the knowledge base but future
versions will possibly require a more elaborated approach. The second research
challenge concerns situations where no plan can be found that exactly produces the
desired format. In these cases we need mechanisms to define how an acceptable
solution for the client looks like. Other performance improvements can be reached
more simply with the means of, e.g., a plan cache: Once a plan is computed, we can
store this plan together with the client's preferences and the media content description
and access the plan immediately once a similar request is received.
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5   Plan Execution Module

After successful computation of the plan, the corresponding audio, video, and image
processing tools have to be invoked by the plan execution module (see Figure 2) on
the original media files in correct order using the correct parameter sets. The main
aspects for developing the plan execution module are:

• We have to incorporate and utilize already existing multimedia manipulation
libraries like the FFMPEG-toolkit4.

• We need an approach where we can easily plug in new tools without
changing the core that, for instance, implements new standards or faster
algorithms.

• For performance and interoperability reasons, the plan execution modules
have to interface to C and C++ software components.

Typically, extensibility of a framework is reached by defining a software interface
that describes the function signatures that a plug-in has to implement. At run time, the
registered plug-ins are loaded and only methods defined in the interface are used.  The
plug-in module then performs its tasks whereby the invoking software component
does not have to be aware of any internals of the newly added component. Given that
there are already existing libraries to be incorporated and there are lots of vendors and
software providers we cannot assume that a shared interface (using C++, in our case)
is available. Consequently, we would have to implement wrapper components for
each of the used modules manually that map the function calls from the interface to
the concrete implementations in the libraries. In order to overcome these limitations,
in our framework we specify the required details like function name and parameter
lists for invoking the concrete software modules in the tool's capability descriptions as
described above. The major challenge in this setting lies in the fact that the plan
execution module must cope with the addition of new modules and capability
descriptions and the information on the low-level function invocation is only available
in textual form. When using C or C++ as programming language, however, there is no
built-in means for dynamic class loading as in programming languages like Java.
Consequently, a wrapper component for each new tool has to be written, compiled,
and linked to the plan execution module. In our framework, however, we adopt an
approach that bypasses this problem by using a combination of dynamic library
loading and generic argument lists construction for C functions based on a public
available C library5 where parameter lists and return value types are externally
supplied in text files, i.e., in the capability descriptions of the transformation tools.
The main function invocation routine for this process is sketched in Listing 1 below.

When executing the individual steps of the plan, it is important to note that the
input for one function can correspond to the output of a previously called function.
Typically, the already partially adapted multimedia file or stream is handed from one
plan step to another. For the implementation of argument passing, we use lookup
tables that contain all the symbols that are used in the generated plan that store the
actual variable values after each transformation step.

                                                          
4 see http://www.ffmpeg.org
5 See www.gnu.org,"ffcall" library
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Listing 1 Dynamic function invocation

(1) libname = getLibraryNameForTool(...)
(2) funcname = getFunctionNameForTool(...)
(3) handle = loadLibrary(libname)
(4) f = getAddressForSymbol(handle,funcname)
(5) for each parameter specified
(6)     determine type and value of parameter
(7)     add param to generic param-list
(8)     callFunction(f,param-list)

6   Relation to Semantic Service Mark-Up with DAML/S

The idea of describing the capabilities of a software component, i.e., its specification,
in a formal manner is not new. Besides the standard use of formal specifications in the
requirements engineering phase, such specifications can for instance be used to
(partially) automate the software reuse process (13). In these approaches, the
functionality and behavior of the components of an existing software library are
explicitly described using a formal language like Z 6 or in terms of, e.g., input-output
pairs. Quite independently, in the last years another field emerged where formal
descriptions of component or function behavior play an important role: Semantic Web
Services. The goal of these efforts is to extend the Web which was once more or less a
large repository of text and images − with information-providing and world-altering
services accessible over the Internet. As these services are to be located and executed
by computer programs or agents, they must be made available in a computer-
interpretable way 12. While the technical basis for inter-operation with standard Web
Services is already laid with the definition of XML-based exchange formats and
protocols like SOAP and WSDL6, a really intelligent service-providing Web requires
that the properties, capabilities, and effects of execution of the available services are
explicitly defined. The standard example scenario for the approach 12 is from the
domain of vacation planning: the agent's goal is to compose a complete travel
arrangement where the individual steps include, e.g., hotel reservations or flight
booking and there are several alternative providers for hotel rooms or other required
resources. Ontologies 5 − simply speaking, a common understanding of the terms and
their interrelationships − are the basis for any communication in distributed and
heterogeneous environments. DAML-S7 is such an ontology having its roots in the
Artificial Intelligence field and is evolving as a de facto standard for semantic service
markup that facilitates automatic discovery, invocation, composition as well as
monitoring of Semantic Web Services 13. DAML-S can be used to describe what a
service does (Profile), how the service works (Process) and how it is actually
executed (Grounding), whereby this information is contained in several XML
resources.

Quite obviously, there is a strong relationship with our work on dynamic
multimedia adaptation, particularly in the way the behavior of the services is specified

                                                          
6 Simple Object Access Protocol and Web Service Description Language (www.w3c.org)
7 www.daml.org
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(input, output, preconditions, and effects). Nonetheless, there are some important
facets of the two approaches to be discussed in more detail.

Service Discovery. In our approach, the complete adaptation of the multimedia
content takes place on one dedicated multimedia server. Although it would in
principle be possible to design simple "transformation services" as modular,
distributed Web Services, we feel that such a scenario is not realistic or desirable for
our application domain.

Domain ontologies. In current research efforts on Semantic Web Services the
problem of establishing a common "domain ontology" is not adequately addressed. If
we consider the travel arrangement planning service, it is assumed that all providers
of some Web Service in the domain not only use the same vocabulary (for instance,
the word/concept reservation) but also associate the same meaning to these terms. In
the domain of video adaptation, however, we have the advantage that the terminology
as well as the semantics of the involved concepts (like resolution) is already clearly
defined in the evolving and existing MPEG multimedia standards.

Grounding. In the grounding part of a Semantic Web Service description, each
process of the Web Service is related to one or more WSDL operations whereby the
needed WSDL definitions for the low-level message exchange can be constructed
from the DAML-based service descriptions. In our framework, grounding
corresponds to the mapping of each plan step to a function call to the transformation
libraries in the C/C++ libraries and the generation of adequate wrappers for module
invocation.

As a result, we argue that the basic approach used for describing Semantic Web
Services can be generalized and adopted in other areas of software development like
software re-use based on behavior specifications or automated program construction.
The main advantages of such an approach lie in the fact that with DAML and OIL
(Ontology Inference Layer) an underlying mechanism and corresponding tool support
for the definition and integration of domain ontologies are already available. While in
our domain the application of DAML-S as core representation mechanism for
describing component capabilities is quite straightforward and part of our current
engineering work, our current research focuses on the generalization of the Semantic
Web-Services techniques for software re-use and automated, knowledge-based
program construction. We therefore see our work as a step towards this direction and
the domain of multimedia adaptation as a promising field for evaluation of such an
approach.

7   Conclusions

In this paper we have presented a framework that supports dynamic composition and
execution of multimedia transformations using existing software libraries. Based on
declarative descriptions of the available libraries and the requirements of the clients, a
knowledge-based planner computes a sequence of required transformation steps.
These transformations are then executed on the given multimedia source and the
transformed content is then shipped to the client in the required format. The described
approach was validated in a proof-of-concept implementation using standard
multimedia manipulation libraries and a state-space planning engine.
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Methods for Reducing the Number of Representatives
in Representation Choice Tasks

N.T. Nguyen and C. Danilowicz

Department of Information Systems, Wroclaw University of Technology, Poland
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Abstract. A representation choice problem is based on the selection of an ob-
ject (or objects) called a representative (or representatives), which should at
best represent a given set of objects. For solving this problem in the most of
cases one defines a distance function between objects and representation choice
functions (choice criteria). However, it often happens that the number of repre-
sentatives is too large, what in many practical situations is not convenient for
decision making processes and information management. In this paper the
authors propose 3 methods for solving the problem of representatives number
reduction. Some examples illustrating these methods are also included.

1   Introduction

The representation choice problem is one of the well known problems of consensus
theory [1],[2]. A set Y can be called a representation of a set of objects (alternatives)
X, if it consists of one or more objects (alternatives) not necessarily from X and, ac-
cording to a particular set of previously accepted requirements, all objects from Y can
be interpreted as the best representatives of objects from X. Thus an element of Y is
called a representative of X.

Representation choice tasks are solved in many practical situations. To make the
choice very often one can only use his (her) knowledge and intuition. For example, in
the mayor election a voter votes for a candidate who is, in the opinion of the voter, a
good organizer and has many experiences in managing; during a vacation stay in
some place we choose those postcards which in our opinion, best describe the place
for sending to our friends. However, very often without using complex methods and
algorithms realization of representation choice tasks is not possible. Below we give an
example.

Consider a distributed information system. In each site of this system there is an in-
formation agent, the task of which is based on selection of WWW pages and making
their access for users. For realizing the choice the agent often uses the criterion of
maximal relevance, which is a complex one. More concretely, for an user the agent
must choose those WWW pages which in its opinion, the user will regard as relevant.
Thus a chosen page is a representative of the set of all pages in the agent’s database. If
the sites of this system have users with identical profiles, then it is reasonable to con-
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sider retrieval results of all agents. If in opinion of an agent the pages chosen by other
agents may be relevant for some its user, then the agent should supply to the user all
the pages found by its colleagues in the form of the representation of these pages. If
the representation contains very large number of pages, then it is not accepted by the
user because he usually expects concise information. More reservations of the user
may have place when the representation elements (i.e. representatives) are not consis-
tent thematically, because such situation means that relevant pages are dropped among
non-relevant pages. This non-satisfying representation may be improved by changing
choice criterion or making an additional choice by other criterion. The aim of this
process is to reduce the number of representatives. One of proposed criterion may rely
on such requirement that the representatives must fulfil the criterion of consistency of
relevance of all agents. However, it is not good idea because experienced users know
that the join of results generated by different search engines in WWW often is empty.
Other solution of this problem may be based on selection of the representation on the
basis of relevance confirmed by users referring to the pages supplied to them by
agents. In this case it is more probably that users of other sites are satisfied with the
information they obtain. Here we will not develop the subject of information search in
Internet. This example is only an illustration of problems related to adjusting repre-
sentatives number to realization of the aim which we want to achieve using represen-
tation choice methods. Adjusting in this sense means the reduction of representatives
number.

The methods for representation reduction will be presented in Section 4. The above
example also shows that representation choice methods may be useful in solving com-
plex problems related to information retrieval in web-based systems [4]. Representa-
tion choice methods have also many other applications in practice. Here we mention
some of them:
• In analysis of experts’ information, where several independent experts are asked

to solve the same problem. If they produce different solutions, then it is needed to
determine the representation of these solutions, and next to accept one of its ele-
ments as the final solution of this problem [7];

• In weather forecasting, where weather predictions for particular regions can be
constructed from sets of parameters sent by different sites of a geographical
monitoring system. If some of the values of involved parameters are independ-
ently collected by different sites of this system, it can be necessary at the practical
level to construct representations for existing value collections. For example, this
happens when periods of rainfall for a particular geographical region are deter-
mined on the base of data coming from different sites of a water monitoring sys-
tem [16],[20];

• In reconciling states of autonomous agents’ knowledge of their external world.
For instance, in such a system each member can be provided with a different
model of current states of particular parts of the external environment. In conse-
quence, some of these agents can believe that particular objects possess particular
features, and at the same this fact can be denied by the remaining parties of this
multiagent system. Therefore, in order to reach a common goal all agents can be
forced to negotiate the common state of their knowledge. This means that a cer-
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tain policy for determining a unified representation of a set of independent mod-
els may be needed in practical settings [6], [9].

This paper presents a brief outline of representation choice methods (Section 2).
The main part is included in Sections 3 and 4, where the authors describe the repre-
sentation reduction problem and present 3 methods for reduction. Some conclusions
are given in Section 5.

2   Outline of Representation Choice Problem

Formally, let U denote a finite universe of objects (alternatives), and let Π(U) denote
the collection of all non-empty subsets of U. By k∏̂ (U) we denote the set of k-

element subsets (with repetitions) of the set U for k∈N, and let ∏̂ (U)=
0>k
U k∏̂ (U).

Each element of set ∏̂ (U) is called a profile which in fact is a set with repetitions. We
present here some elements of the algebra of this kind of sets. An expression
A=(x,x,y,y,y,z) is called a set with repetitions with cardinality equal to 6. In this set
element x appears 2 times, y 3 times and z - 1 time. Set A can also be written as
A=(2∗x,3∗y,1∗z). The sum of sets with repetitions is denoted by symbol ∪&  and is
defined in the following way: if element x appears in set A n times and in B n' times,
then in their sum A ∪& B the same element should appear n+n' times. For example, if
A=(2∗x,3∗y,1∗z) and B=(4∗x,2∗y), then  A ∪& B=(6∗x,5∗y,1∗z). A set A with repetitions
is a subset of a set B with repetitions (A⊆B) if each element from A does not have a
greater number of occurrences than it has got in set B. For example (2∗x,3∗y,1∗z) ⊆
(2∗x,4∗y,1∗z).

In this paper we assume that the structure of the universe U is known as a distance
function δ: U×U→ℜ+, which satisfies the following conditions:

a) Nonnegative:   (∀x,y∈U)[δ(x,y)≥0]
b) Reflexive:        (∀x,y∈U)[δ(x,y)=0 iff x=y]
c) Symmetrical:    (∀x,y∈U)[δ(x,y)=δ(y,x)].

Let us notice that the above conditions are only a part of metric conditions. Metrics
is a good measure of distance, but its conditions are too strong [8]. A space (U,δ)
defined in this way does not need to be a metric space. Therefore we call it a distance
space. For the use in next sections we define the following parameters:

Let X, X1, X2∈ ∏̂ (U), x∈U, and
δ(x,X)= Σy∈X δ(x,y),
δn(x,X) = Σy∈X [δ(x,y)]n for n∈N,

∑ ∈ δ−δ=δ Xy Xx
Xcard

yxXx 2)],(
)(

1),([),( .

Let us now present an axiomatic approach to representation choice problem. In or-
der to achieve it, let us define several classes of choice functions and show the rela-
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tionships between these classes. By a representation choice function in a distance
space (U,δ) we mean a function:   c: ∏̂ (U) → 2U.

For X∈ ∏̂ (U), the set c(X) is called a representation of the profile X, where an
element of c(X) is called a representative (or consensus) of the profile X. Let C denote
the set of all representation choice functions in space (U,δ).

Definition 2. A representation choice function c∈C satisfies the postulate of:
1.  Reliability (Re) iff

c(X)≠∅
2.  Consistency (Co) iff

(x∈c(X))  ⇒  (x∈c(X ∪& (1∗x)))
3.  Quasi-unanimous (Qu) iff

(x∉c(X))  ⇒  ((∃n∈N)(x∈c(X ∪& (n∗x))
4.  Proportion (Pr) iff

(X1⊆X2 ∧ x∈c(X1) ∧ y∈c(X2))  ⇒  (δ(x,X1)≤δ(y,X2))
5.  1-Optimality (O1) iff

(x∈c(X))  ⇒  (δ(x,X)=
Uy∈

min δ(y,X))

6.  n-Optimality (On) iff
(x∈c(X))  ⇒  (δn(x,X)=

Uy∈
min δn(y,X)) for n≥2.

Remark: The above postulates are accepted conditions for representation choice func-
tions. Although they are rather intuitive, an additional clarification can be helpful. The
postulate Reliability assumes that a representative for each (nonempty) profile should
always exist. However, the question of whether the representative is a good one or not
for a given profile, requires further conditions. Reliability is a known condition for
consensus choice function. The postulate Consistency states that if some element x is
in a representation of a profile X, then once this element is again added to X, the rep-
resentation should still contain x. Consistency is a very important requirement for
consensus functions, because it enables users to understand a consensus rule's behav-
ior, if the results of separate choices are combined. In the literature some authors have
used the consistency defined by Condorcet [1] "... if two disjoint subsets of voters V
and V' would choose the same alternative using (social choice function) f, then their
union should also choose this alternative using f". Consistency has appeared in every
work related to consensus problems. In a broad set-theoretic model for consensus
methods has been presented, in which the fundamental role of consistency could be
appreciated. For representation choice problems we propose a different definition of
consistency, which seems to be more suitable than Condorcet consistency [3],[11] but
in this section we will show the relationships between these notions. According to the
postulate Quasi-unanimity, if an element x is not any representative of a profile X,
then it should be a representative of a set X' containing X and n elements x for some n.
In other words, each element from U should be chosen as the representative of a pro-
file X if it occurs in X enough times. The postulate Proportion is a natural condition
because the bigger the profile, the greater is the difference between its representative
and its elements. Particular attention should be paid to the two final postulates. The
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postulate 1-Optimality [5],[12],[15] requires the representative to be as near as possi-
ble to elements of the profile. The postulate n-Optimality for n=2, on the other hand,
states that the sum of the squared distances between a representative and the profile's
elements should be minimal. Notice that the number δ  defined above is a measure of
the uniformity of distances between some element x to the elements of profile X. It is
an intuitive condition that the representative should not only be nearest to the versions,
but should also generate the most uniform distances to them. As it will be stated be-
low, the postulate 2-Optimality specifies a representation choice functions which, to a
certain degree, satisfy this condition. Notice also that there are other well-known pos-
tulates defined in the literature such as faithful, unanimity [3] or Condorcet' consis-
tency [11], but as it will be shown later, they are some interesting consequences of
postulates proposed here. The postulates P1-P4 have been shown to be very important
properties of the following representation choice functions [15]:

        cn(X) = {x∈U: δn(x,X) = 
Uy∈

min δn(y,X)}, and

        )(Xc  = {x∈U: ),( Xxδ  = 
Uy∈

min ),( Xyδ } for X∈ ∏̂ (U), n∈N.

These functions and the postulates are analysed in detail in work [15].
In works [4], [10], [14]-[20] a methodology for consensus choice and its applica-

tions in solving conflicts in distributed systems is presented. This methodology could
be partitioned into 2 parts. In the first part general consensus methods which may
effectively serve to solving multi-value conflicts are worked out. For this aim a con-
sensus system, which enables describing multi-value and multi-attribute conflicts is
defined and analyzed (it is assumed that the attributes of this system are multi-value).
Next the structures of tuples representing the contents of conflicts are defined as dis-
tance functions between these tuples. Finally the consensus and the postulates for its
choice are defined and analyzed. For defined structures algorithms for consensus
determination are worked out. Besides the problems connected with the susceptibility
to consensus and the possibility of consensus modification, are also investigated. The
second part concerns varied applications of consensus methods in solving of different
kinds of conflicts which often occur in distributed systems. The following conflict
solutions are presented: reconciling inconsistent temporal data; solving conflicts of the
states of agents’ knowledge about the same real world; determining the representation
of expert information; creating an uniform version of a faulty situation in a distributed
system; resolving the consistency of replicated data and determining optimal interface
for user interaction in universal access systems. An additional element of this work is
the description of multiagent systems AGWI aiding information retrieval and recon-
ciling in the Web, for which implementation the platform IBM Aglets is used.

3   Representation Reduction Problem

In many practical applications one is interested in achieving a small number of repre-
sentatives (that is small number of elements of the representation). The reason is sim-
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ple, representatives enable to make decisions, the smaller the number of them is, the
more unambiguous is the final decision.

For reduction needs we generalize the definition of representation choice functions
cn and c  given in Section 2 by adding an additional argument. That is by a represen-
tation choice function we understand the following function:

R: ∏̂ (U) × Π(U)  →  2U

such that R(X,Y) ⊆ Y for all X∈ ∏̂ (U) and Y∈Π(U). Set X is called a profile and set Y
is called a choice domain. Thus we have cn(X) = Rn(X,U) and )(Xc = ),( UXR . 

Let R = { R , Rn for n=1,2,…} be the set of all defined representation choice func-
tions.

The subject of our interests is relied on modification of the profile X and domain Y
so that the cardinality of representation R(X,Y) is small. For this aim we accept the
following assumption: For each profile X all elements of universe U are distinguish-
able, that is for each pair y,z∈U (y≠z) there exists an element x∈X such that
δ(y,x)≠δ(z,x). Owing to this assumption each element of U should generate a different
set of distances to the elements of the profile.

Following we give an example which should illustrate this problem.

Example 1. From a set of candidates (denoted by symbols A, B, C...) 4 voters have to
choose a committee (as a 1 or 2-element subset of the candidates’ set). In this aim
each of voter votes on such committee which in his opinion is the best one. Assume
that the votes are the following: {A,B}, {A,C}, {B,C} and {A}. Let the distance be-
tween 2 sets of candidates is equal to the cardinality of their symmetrical difference.
In this case the universe U is equal to the collection of all 1 or 2-element subsets of
candidates’ set. Using function R1 (the most practically applied function) to determine
the representation of profile X={{A,B}, {A,C}, {B,C}, {A}} from domain Y being the
collection of all 1 or 2-element subsets of  {A,B,C}, we obtain the following represen-
tatives: {A,B}, {A,C} and {A}. One can notice that the number of the representatives
is equal 3 and thus the choice result is not unambiguous. It is then needed to reduce
the representatives number in some way.

Below we present the reduction methods and some their properties.

4   Methods for Reduction

In this section we present some methods for reducing the number of representatives in
the representation of a set.

4.1   Method 1: Choice by Additional Criterion

This method is based on using an additional criterion (choice function) to the previous
for achieving smaller representation. For example, after making choice for profile X
and domain Y on the basis of function R1 one can use function R2 for which the do-
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main is not X but R1(X,Y). Thus the result of choice should be R2(X,R1(X,Y)). Of
course we have: R2(X,R1(X,Y)) ⊆ R1(X,Y). In the most of cases there should be
R2(X,R1(X,Y)) ⊂ R1(X,Y).

By D(X,y) we denote the set of all distances from and element y of domain Y to
elements of profile X, that is

D(X,y) = {δ(x,y): x∈X}.
The following property is true:

Theorem 1. For each profile X∈ ∏̂ (U) and domain Y∈Π(U) the following equalities
are true:

a) R1(X,R2(X,Y)) = R (X,R2(X,Y))
b) R2(X,R1(X,Y)) = R (X,R1(X,Y))
c) There exists such a natural number n that representation Rn(X,R1(X,Y))

has exactly 1 element if and only if for all y,y’∈R1(X,Y), y≠y’ we have
D(X,y) ≠ D(X,y’).

The above theorem shows essential properties of choice made by additional crite-
ria. Namely, if in the first step one choose representation by function R1 and next by
function R2 then the result is the same as in the case when firstly the choice is made by
function R and next by function R2. The similar result is in the case when firstly the
choice is made by function R2 and next by function R1. Finally, if all representatives
chosen by function R1 are distinguishable, then there exist such n that using function
Rn as the second criterion gives exactly one representative. This is also true for all
other functions used as the first choice criterion.

Example 2: For the profile in Example 1 if in the second step we use function R2 then
the result will contain not 3 but 2 representatives, which are {A,B} and {A,C}. Besides
notice that D(X,{A,B}) = D(X,{A,C}), that is representatives {A,B} and {A,C} are not
distinguishable. In this case it is not possible to determine such n that representation
Rn(X,R1(X,Y)) has exactly 1 element.

4.2   Method 2: Additional Choice by Adding Representatives to Profiles

In this method we propose the choice in 2 steps: In the first the representation is cho-
sen on the basis of some criterion If the number of representatives is large, then we
create a new profile by adding all the representatives to the previous profile, and next
to use the same or other criterion to make the second choice. This method is very
effective because in the second choice the number of representatives is always equal
1. We have the following:

Theorem 2. For each profile X∈ ∏̂ (U), domain Y∈Π(U) and function R∈R the num-
ber of elements of set R((X ∪& R(X,Y)),Y) is equal 1.

The following example illustrates the method:

Example 3: From the Example 1 it follows that R1(X,Y) = {{A,B}, {A,C}, {A}}. After
adding these representatives to the profile we have new profile
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X’ = {{A,B}, {A,B}, {A,C}, {A,C}, {B,C}, {A,D}, {A}},

for which R1(X’,Y) = {A}, that is R1(X’,Y) contains exactly 1 representative.

4.3   Method 3: Additional Choice by Reducing Profiles

In this method we propose to reduce the representatives number by moving from the
profile those elements which “spoils” its consistency. The problem of measuring con-
sistency of profiles has been analyzed in works [6],[13] in which the authors propose
some consistency functions. One of these functions is the following:

Co(X) = 1- 
),(max

),(

,

,

yx

yx

Uyx

Xyxk
δ

δ

∈

∈∑2
1

where k=card(X).

Let E(y,X) = ∑ ∈ δXxk yx ),(1 .

One can notice that

                      Co(X) = 1 - 
),(max

),(

,
yx

XyE

Uyx

Xyk
δ

∈

∈∑1

.

Thus the element x of profile X for which E(x,X) = max{E(y,X): y∈X} should most
“spoil” its consistency. That is if we remove this element from X then the consistency
of new profile should increase.

The reduction method we propose in this subsection is based on several steps of
representation choice. At the first step, we make the choice on the basis of function R1.
If the number of representatives is large in the second step we remove from the profile
the element which most “spoils” the consistency of X and make the second choice for
this profile using still function R1. And so on, the process should be stopped when the
number of representatives is equal to 1. The following example should illustrate this
method.

Example 4: With the same assumptions from Example 1, let us consider the profile
X={{A,B}, {C}, {B,C}, {A,C}, {A}, {D}}. We can notice that the representation
choice using function R1 gives 3 representatives: {A }, {A,C} and {C}. For reducing
this number we notice that the last vote, that is {D}, most spoils the profile consis-
tency because the value E({D},X) is maximal. After removing this element, we have
the following profile X’ = {{A,B}, {C}, {B,C}, {A,C}, {A}}, for which the represen-
tation choice on the basis of function R1 give only one representative {A,C}.

5   Conclusions

In this paper 3 methods for solving the problem of representation reduction are pre-
sented. It contains also some results of the analysis of these methods. These results
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enable to choose a proper method dependently from real situations. The contents of
the algorithms for realizing this task are rather simple but their computation complex-
ity is in large degree dependent from the complexity of algorithms for choice using
particular functions. The future works should concern the analysis of the consequences
of applications of these methods. This analysis should show the relationships between
a representative after reduction and a representative before performing this process.
The results of this work should be useful in designing and implementing intelligent
user interfaces [19].
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Abstract. In this paper, we propose a method to incrementally maintain all-
nearest neighbors on road network. The nearest neighbor on road network is
computed based on the path length between a pair of objects. To achieve an ef-
ficient maintenance process of all-nearest neighbors on road network, the cost
of path search should be decreased. A method is proposed for efficient path
search by minimizing the search region based on the previous results and heu-
ristics.

1   Introduction

There are many researches to compute all-nearest neighbors (ANN) for spatial data-
bases [1]. This work can be regarded as a kind of spatial join. The spatial join opera-
tion is similar to the join operation in relational databases. It is defined on two sets of
objects, and computes a subset of the Cartesian product of two sets, determined by a
spatial predicate, which prescribes a certain spatial relationship between objects in the
result.

For example, there are a source dataset S and a target dataset P. To compute the
all-nearest neighbors for S means that to do distance semi-join with S and P, results in
finding the nearest neighbors (NN) in P for all objects in S. The distance semi-join
can be implemented using a NN algorithm: for each object in S, NN computation is
performed in P, and the resulting array of distances is sorted once all neighbors have
been computed. However, how to maintain the result when there is a change of the
two sets was seldom discussed: e.g., there is a new object added to P. This mainte-
nance work is needed especially when the semi-join has been done on an underlying
spatial or geographical distance.

In this paper, we center on the maintenance method of ANN result set based on an
underlying geographical distance: the path length between objects on the road net
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work. On road network, the nearest neighbor based on the path length between ob-
jects may be different from that based on the straight-line distance. We give an exam-
ple of road network in Fig.1: s1 and s2 are objects in the source dataset S, and p1 and
p2 are objects in the target dataset P. It can be directly observed that the target object
p1 is nearer to s1 than p2 on the straight-line distance: however, by comparing the
path lengths among them, the nearest neighbor for s1 is p2, and that for s2 is also p2.
Therefore, ANN is a set {(s1, p2, Ps1p2), (s2, p2, P s2p2)}, where Psipj means the path
length between si and pj.

S1 

S2 

p1 p2 

           

p1 
 

p2 
 

PSp2 

PSp1 

R1=PS1p2 

S2 
 

1 
 PS2p2 

R2=PS2p2 

      (1)         (2)

Fig. 1. All-nearest neighbors of sets S and P are different when there is an underlying geo-
graphic distance. (1) ANN on 2D space; (2) ANN on road network.

The computation of ANN on road network is a special spatial join which relates to
not only the spatial attributes of objects in the two datasets, but also relates to the
situations of road networks which these objects are located on. Because any spatial
structure is implemented based on the spatial attributes of objects, the path length
based on a network between spatial objects is regarded as an inside property of ob-
jects which is independent of the spatial attributes in spatial structures. Therefore, to
take advantages of spatial structure, how to bridge the inside property of object with
the spatial attributes is the main point of this paper.

2 Propositions for Bridging NN Search on 2D Space and Road
Network

There are many spatial data structures: typical one is R-tree [2], proposed for efficient
accessing to spatial dataset. And also many R-tree-based methods for solving NN
queries have been proposed [3, 4]. However, because R-tree is created based on the
coordinates of spatial objects, in 2D space, NN search based on R-tree uses straight-
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line distances among objects as a standard, actually. While NN search on road net-
work should use path length as a standard, which is not only decided by spatial rela-
tions but also the connection relations among objects [5]. Considering the high effi-
ciency of R-tree for spatial queries, we give two propositions for bridging the
straight-line distance and the path length on road network, which lead to an efficient
NN search on road network.

[Proposition 1.] For a source point S and a target object p, when the path length
from S to p is r, if any target object is nearer to S than r, it can only be found inside a
circle region, denoted as r-region, whose center is S and where radius is r (the cir-
cular area in Fig. 2(1)).

We leave the proof out in this paper, as it comes from the fact that any road seg-
ment outside r-region can only lead to a path longer than r from S.
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Fig.2. Search regions generated based on straight-line distance of objects on 2D space and path
length between objects on road network. (1) r-region for NN search on road network; (2) p-
region for path search on road network.

[Proposition 2.] For two points S and p on the road network with straight-line
distance d, to test whether there is a path shorter than r from S to p can be based on a
path search region, denoted as p-region. Inside p-region, the sum of both the
straight-line distance between any nodes and S and that between this node and p is
not longer than r (the elliptic area in Fig. 2(2)).

In Fig.2 (2), for an easy description we define the coordination for them. The ori-
gin O is on the center of line sp, the x-axis passes along line sp, and the y-axis is
perpendicular to the x-axis on the origin O. p-region is defined as:

}.)2/()2/(|),{(),( 2222 rydxydxyxrdregionp ≤+−+++=− (1)

This means that when the straight-line distance between s and p is d, if there is any
path shorter than r from s to p, all the road segments on this path could only be found
inside p-region (d, r). This proposition comes from the fact that any road segments
outside p-region can only result in a path longer than r from s to p.
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3 Maintenance of All-Nearest Neighbors on Road Network

To achieve an efficient maintenance of all nearest neighbors on road network, we first
observe ANN set on 2D space and that on road network.

ANN set on 2D space can be regarded as a set of circle regions, which are gener-
ated for every object in S (see Fig. 3 (1)). Here, we call these circles as NN-regions
for S. Assuming that all the objects in S and P are indexed by R-tree, respectively,
when a new target object pn is inserted into P, whether the insertion of pn leads to a
modification to ANN will be tested:

1) Find out all NN-regions which pn is located in. We call these regions as influ-
ence regions;

2) Compute the straight-line distance between pn and all the center objects of in-
fluence regions;

3) Modify the radii of these influence regions with the new distance, and set pn as
new NN. The modified ANN is depicted in Fig.3 (2), where NN-region for s1,
(s1, p1, d1), is an influence region by inserting pn: pn is new NN for s1, and NN-
region of s1 is changed to (s1, p1, d1’). There is only one influence region of pn ,
so the maintenance of ANN is completed.
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Fig. 3. NN-regions for ANN set on 2D space. (1) ANN for S and P; (2) new ANN generated
after p

n
 has inserted into P.

ANN on road network also generates a region for every object in S: however, the
region is r-region defined in the previous section, because the path length between
objects decides NN.  Therefore, when pn is inserted into P, the modification to ANN
should also be based on the path length.

In Fig. 4, we depict the situation of ANN on road network. Being different from
the situation of 2D space, when pn is inserted into P, not all the r-regions which pn is
located in are modified with new NN. Though the modification can be started from
searching the r-regions which pn is located in, the following test steps should be based
on the road network—to compute the path length between pn and those centers of
influence r-regions. If new path is shorter than the old (radius of r-region: r), pn is the
new NN, and r-region is modified; otherwise, no modification should be done to
ANN.  Here, the centers of influence r-regions are S1 and S3, therefore, the paths from
S1 to pn and S1 to pn are computed. However, only the r-region of S3 is modified with
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the new radius. Some algorithms, such as Dijkstra’s algorithm [6], can realize the
path search. However, the cost of path search is related to the scale of road network.
When the scale is large, in other words when there are a great number of road seg-
ments in the road network, the path search would be a cost process.
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Fig. 4. NN-regions for ANN set on road network: modification of ANN results in NN-region
modification when a new p is inserted into P.
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Fig. 5. p-region for testing new NN on road network.

To solve this problem, we adopt p-region (defined in Section 2) for an efficient
path search. Here, we generated p-region (d, r) for an influence r-region, where d is
the straight-line distance between pn and the center of influence r-region, and r is the
radius of the influence r-region.

In Fig.5, we give an example of p-region. Because pn can be set as the new NN for
S1 only when there is a path shorter than r1, the path search from S1 to pn only needs to
be done inside p-region. p-region is an ellipse decided by r1 and the two nodes S1 and
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pn. Here, the area of p-region (dn, r1) can be approximated as formula (2) and the rela-
tion between areas of p-region and r-region can be computed as formula (3).
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As the path search can be limited to a smaller subset of road segments inside p-
region, the cost is quite decreased. The maintenance of ANN on road network can
also be realized efficiently.

4 Conclusion

In this paper, we defined search regions in ANN maintenance process.  R-region is
used to filter the candidate for inside attribute test—shortest path search, and p-region
is used to test the inside attribute of spatial objects. The maintenance of ANN based
on road network can be realized efficiently. Moreover, our method can be used to
other kinds of ANN maintenances, which are based on some underlying distances
different from the straight-line distance but with some relations to it.
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Abstract. This paper discusses the use of knowledge for the interpretation of
signal data in a laboratory prototype system known as ELEXSA (ELINT
Exploitation for Situation Awareness). ELEXSA uses knowledge intensive
techniques to yield information products that aim to assist a military
commander to comprehend the significance of detected entities, their
relationships with own force platforms, and the effects of those relationships
relative to the commander’s goals.  The core interpretation components of
ELEXSA are structured in the manner of the λJDL information fusion model.
These components make intensive use of corporate knowledge bases detailing
the capabilities of military systems, models of operational concepts and of the
physics of propagation of radar signals. An illustration is provided which shows
how an ELEXSA information product is constructed. Technical issues are
identified and future directions of this work are also presented.

1   Introduction

The detection and analysis by passive sensing systems of radar signals emitted by
military platforms (vessels, aircraft and land-based systems) provides an important
source of surveillance data that is known as ELINT (Electronic Intelligence [1]). The
output of such sensors typically includes the parameters of detected emissions and the
location of the radar emitter. Interpretation of this data is usually required for it to be
used by a military commander.

For example, in a military conflict, adversary radars that are associated with
weapon systems can pose a lethal threat to own force platforms. Planning a safe
passage through a radar protected region or planning a mission to disable a threat
radar site requires understanding of the capabilities of threat systems and their
relationship to the characteristics and capabilities of own force platforms.  Obtaining
this understanding generally requires expertise in signal interpretation as well as
knowledge of military systems. While military commanders are expert in tactics and
military systems, they may only have limited skills for interpreting signal data.  This
paper discusses a laboratory prototype system known as ELEXSA (ELINT
Exploitation for Situation Awareness) which is being developed by Australia’s
Defence Science and Technology Organisation (DSTO).
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ELEXSA’s inputs are parametric descriptors of radar signals intercepted by passive
sensors.  ELEXSA uses knowledge intensive techniques to yield information products
that aim to assist a military commander to comprehend the significance of detected
entities, their relationships with own force platforms, and the effects of those
relationships relative to the commander’s goals.

Section 2 presents the information architecture supporting ELEXSA. Section 3
describes the ELEXSA components for signal interpretation and Section 4 outlines
technical issues and areas for further research.

2   ELEXSA and EXC3ITE

The Experimental Command, Control, Communications and Intelligence Technology
Environment (EXC3ITE) is a DSTO demonstrator aiming to develop and leverage the
use of middleware in distributed information systems. The benefits of middleware
architectures include evolvability, reuse, scalability, and reliability, and thereby offers
significant cost savings in developing a large information infrastructure.

The three layer information architecture developed in EXC3ITE shown in Figure 1
provides the framework  for ELEXSA. The  Data  Layer  includes  connectivity to
real and synthetic data sources. The ELEXSA interpretation components fall within
the analysis services of the Business Logic Layer. The Visualisation Layer includes
web based services that enable ELEXSA’s human-computer interface.

Fig. 1. The Information Architecture

ELEXSA has been successfully demonstrated to yield near real-time information
products derived from radar signals intercepted by distributed uninhabited aerial
vehicles [2]. Future work may extend the ELEXSA concept to include other business
logic functions indicated in Figure 1, such as fusing data from a variety of sensor
types.
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3   The Business Logic

The core interpretation components of ELEXSA are structured in the manner of the
λJDL [3] information fusion model.  λJDL comprises three levels of abstraction:
Object, Situation and Impact.  These levels incorporate different entities and
computation processes. At each level computational processes (termed fusion even if
there is only one kind of sensor data) yield assessments.  Object Fusion is the process
of utilising one or more data sources over time to assemble representations of the
objects of interest in an area of interest and yields Object Assessments.  Situation
Fusion is the process of utilising one or more data sources over time to assemble
representations of the relations of interest between objects of interest in an area of
interest and yields Situation Assessments.  Impact Fusion is the process of utilising
one or more data sources over time to assemble representations of the effects of the
situations in the area of interest, relative to own force goals and yields Impact
Assessments.

3.1   Object Assessments

ELEXSA develops Object Assessments through a data driven sequence of processes
stimulated by the arrival of signals. These processes include: Emitter Creation or
Update, Emitter and Platform Identity Candidate Generation, Enrichment and
Pruning.

 Emitter and Platform Identity Candidates are generated by matching signal
parameters with entries in corporate databases. The Enrichment process fills in details
in the candidate platform data structure using values in databases cataloging military
capabilities.   Typical attributes sought during enrichment include: co-located
emitters, mobility limits, radar cross section and weapon lethality details.  The
Pruning phase matches the Enriched Platform Identity Candidate descriptors against
heuristic rules to remove inadmissible candidates, for example candidates with
sovereignty that are deemed inconsistent with the detected location.

If more than one platform is postulated at a location, they are only merged into a
single entity if there is knowledge indicating that the aggregation is realistic, such as
that the adversary does co-locate the particular identified emitters. In the case of an
ambiguity that cannot be resolved, the current ELEXSA implementation continues
with a set of platform candidates and can provide  “worst case” values if required.

The enriched platform descriptor forms the Object Assessment.  Visualisation of
Object Assessment attributes, such as lethality ranges, aim to assist a military
commander to comprehend the significance of detected entities.

3.2   Situation Assessments

ELEXSA develops Situation Assessments through a goal driven sequence of
processes initiated by the commander, or by computations deriving an impact
assessment.  ELEXSA currently evaluates the following situations:

• Detection range by adversary radar systems of own force platforms
• Lethal capability of a protected site against an own force platform
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• Lethal capability of an own force platform against an adversary site
• Weapon launch range of own force platform against a protected site
Evaluation of the detection range, for example, requires the use of data such as the

radiated power of the threat radar that was derived during enrichment of sensed data,
as well as values such as own force platforms radar cross section, which needs to be
found in a knowledge base. These derived values comprise a Situation Assessment.
Visualisation of Situation Assessments such as depicting the range that a threat radar
can detect an own force platform aims to assist a military commander to comprehend
the relationship between detected entities and own force platforms.

3.3   Impact Assessments

ELEXSA develops Impact Assessments through a goal driven sequence of processes
initiated by the commander.  Currently ELEXSA supports the generation of the
following Impact Assessments:

• Protection of a strike platform by a jamming mission
• Safe route
• Covert route
Computation of Impact Assessments can require Object Assessment attributes, the

evaluation of Situation Assessments, information that can be supplied by the
commander or data that has to be found in the information architecture.

For example, to plan an airborne strike mission against a threat radar site,
ELEXSA would need to know the available strike aircraft, the weapons that can be
launched by the aircraft, the range at which the weapon should be released and the
maximum lethality range of weapon systems associated with the threat radar site.

If the strike platform needs jamming protection for safe ingress to disable the
threat radar site, ELEXSA would also need to know the available jamming aircraft,
the jammers capable of jamming the threat radar system which can be carried by the
jamming aircraft, the range at which the jamming aircraft would be effective against
the threat radar during each stage of the mission and the possible effects of terrain
shielding.

The range at which the jamming aircraft would be effective against the threat
radar can be computed from the radar cross section of the strike platform, the weapon
launch range of the strike platform (that is, point of closet ingress), the radiated power
of the adversary radar, the signal processing strategy of the adversary radar, the
radiated power of the jamming emitter, the jamming strategy, and the physics of radar
propagation.

Figure 2 shows an ELEXSA visualization of an Impact Assessment for this
jamming goal and associated Situation Assessment. The computed values are also
displayed on the screen for an operator to verify system performance.

Visualisation of Impact Assessment aims to assist a military commander to
comprehend the effects of the relationships between own and adversary platforms
relative to the commander’s goals.
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Fig. 2. An ELEXSA Visualisation

4   Issues and Further Research

This paper has detailed an information architecture and computational strategies for
computing object, situation and impact assessments. These computational strategies
use knowledge available within the information architecture. However, these
strategies also have to know how to find such knowledge, and having located it, how
to interpret it for appropriate use within the strategy. The information architecture
shown in Figure 1 does include discovery and profile services. Implementation of
such services requires a degree of sophistication in the structure of compliant
knowledge bases. The corporate knowledge sources used by ELEXSA are in general
legacy systems that lack such sophistication. Further work is required in the
integration of legacy systems for the benefits identified in Section 2 to be fully
realized.

The current data processing boundary between ELEXSA and sensing systems
makes the sensing activity responsible for all the signal measurement activities and
ELEXSA for all information processing activities. To maximize the synergies
between ELEXSA and DSTO activities in distributed sensing systems [4] this
boundary could be moved towards the sensor, with ELEXSA performing some signal
measurement functions for fusing intercepts from distributed sensors. Research is
required not only in the combination of such data (which may arrive with significant
latencies), but also in how ELEXSA could exploit the concept of data pedigree in the
management of uncertainty and ambiguity in product formation.
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To further the ELEXSA concept, a wider breadth of situation and impact
assessments is needed. This involves further knowledge elicitation, representation and
formation of computational strategies. It may also involve fusing multiple kinds of
sensor data.

A desired output of further research is a careful evaluation of how well ELEXSA’s
visualizations enable a military commander to comprehend the significance of
detected entities, their relationships with own force platforms, and the effects of those
relationships relative to the commander’s goals.

Acknowledgement. The author would like to acknowledge the work of Mark Nelson,
Tim Cawley and Holger Kohler of DSTO’s Information Sciences Laboratory in
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Abstract. In this paper, we try to apply a combinatorial auction protocol to a
coalition formation among agents to solve complex problems. This paper fo-
cuses on a scheduling problem that considers various constraints as a complex
problem. Constraints on scheduling can be expressed as combinations of items
(time slots) in a combinatorial auction. Agents bid for necessary combinations
of time slots to satisfy users’ requirements. We formalize a combinatorial auc-
tion for scheduling as an MIP (Mixed Integer Programming) problem, which
integrates the constraints on items and bids to express complex problems. We
have experimentally confirmed that our method can obtain a socially preferable
schedule in practical time.

1   Introduction

Auctions have been studied in the field of Electronic Commerce (EC). Various studies
on auctions have already been made, and many protocols and methods have been
developed [2, 3, 5, 9]. The purpose of our work is to apply auction protocols and
methods developed in EC studies to a coalition formation among agents.

We focus on a scheduling problem considering various constraints as a complex
problem. We are currently attempting to construct a scheduling system based on a
multiagent. In our system, each agent makes bids based on user’s preferences on
events. Agents must determine a consistent schedule by resolving conflicts among
agents’ preferences expressed by bids. To construct the scheduling systems, we must
propose appropriate problem formalization and methods for finding an optimal solu-
tion. In this paper, we formalize a scheduling problem as a combinatorial auction. An
appropriate schedule can be obtained by solving the winner determination problem in
a combinatorial auction. A combinatorial auction protocol [11] is one of the most
notable auction protocols for dealing with preferences over multiple items. The winner
determination problem is one of determining the optimal allocation of items that can
maximize the auctioneer’s revenue. Since the winner determination problem is a com-
plicated optimization problem, it can be re-defined as a scheduling problem.
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When a scheduling problem is formalized as a Constraint Satisfaction Problem
[13], we need particular methods to relax over-constrained problems. On the other
hand, because of the formalization as a combinatorial auction, we can obtain an ap-
propriate solution according to an economical rationality without having to use such
particular methods.

The basic idea behind our formalization is that a scheduling is compared to an auc-
tion for winning time slots. This perspective is intuitively and easily understandable
for users. In our formalization, a schedule can be represented as combinations of items
(time slots). Agents bid for necessary combinations of time slots to satisfy users’ re-
quirements. In this paper, we deal with various constraints, e.g., the date and time,
participants, the order of events, and the interval of events. The greater the variations
of bids considering some constraints becomes, the more time-consuming the compu-
tation time for finding solution becomes. Nevertheless, decreasing the number of bids
reduces the expressiveness of representing a scheduling problem. Therefore, we for-
malize a combinatorial auction for scheduling as an MIP (Mixed Integer Program-
ming) problem, which integrates the constraints on items and bids to express prob-
lems. This integration solves the trade-off between the computation time to find a
solution for a combinatorial auction and the expressiveness to represent a scheduling
problem.

A combinatorial auction is appropriate for adjustment of time slots. Considering
each time slot as an item, we can use a combinatorial auction protocol to effectively
deal with events, each of which needs sequential multiple time slots. Without the
dealing with combination of items, an agent might obtain multiple time slots that do
not increase his/her utility by obtaining them simultaneously. For example, [8] uses a
combinatorial auction protocol to determine arrival and departure times of airplanes.
In this work, each time needs sequential multiple time slots. Because a combinatorial
auction allows complementary preferences over multiple time slots to be explicitly
represented, i.e., sequential time slots are worthy and distributed ones are worthless,
time slots can be efficiently allocated to each airplane.

The rest of this paper is organized as follows. In Section 2, we describe the outline
of a combinatorial auction. In Section 3, we propose our basic formalization that rep-
resents a scheduling problem as a combinatorial auction. In Section 4, we describe the
formalization based on an MIP. In Section 5, we experimentally evaluate a scheduling
based on our formalization. We discuss related work in Section 6, and finally, we
make some concluding remarks.

2   Combinatorial Auctions

In a combinatorial auction [11], bidders can bid on combinations of items. The items
are assigned in order to maximize the auctioneer’s revenue. A combinatorial auction
protocol can increase both the bidders’ utility and the auctioneer’s utility.

To find a revenue maximizing allocation, the auctioneer must solve the winner de-
termination problem (i.e., the problem of determining what items each bidder gets).
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Let G denotes a set of items and A denotes a set of bidders. The highest bid for a com-
bination of items S is defined as:

b (S) = max
i∈A

bi(S)

where bi(S) represents bidder i’s bidding on the combination S ⊆G. Then, the optimal
allocation of items is the solution of the following formula:

χ
b (S)

S ∈χ

where χ  is defined as follows:

χ = {S ⊆ G | S ∩ S'= ∅ for every S,S '∈ χ}

Namely, χ  is a set of allocations of items and an identical item never been in com-
binations included in χ .

3   Solving a Scheduling Problem as a Combinatorial Auction

3.1   Definition of Scheduling Problem

We deal with a scheduling problem which consists of several events (e.g., meeting sched-
uling, computer resource sharing). During the scheduling, it is necessary to adjust each
agent’s schedule, i.e., agents must stagger the start and the end time of events or cancel
some of them. For a scheduling, each agent declares constraints and a valuation for each
event. We consider three constraints on each event, (1) a list of participants, (2) the length,
and (3) the duration of an event. Namely, the start time of an event is not be fixed.

In this paper, each participant and resource (e.g., meeting room, classroom) is repre-
sented as r, and a set of them is represented as R = {r1, r2, ...}. For simplicity, the word
“resource” is used to represent a participant and resource. The schedule of each resource
consists of some time slots, each of which is a unit of the schedule. For example, when we
assume one time slot means one hour in the real world, one day is represented as a set of 24
time slots. Each time slot is denoted as ti. The time goes by in the increasing order of i, that
is t1 is preceded by t2. The j-th time slot of resource ri is denoted by tij . Let Tj be a set of j-th
time slots for all resources and Tj{r1,r2,...,rk} be a set of j-th time slots of resources r1, r2, ..., rk.
Fixing event means that a certain agent, which is a host of an event, wins some required
time slots. Assuming that an agent wants to hold a meeting with three other agents from
14:00 to 15:00, the host must win one time slot “14:00-15:00” of the others and a meeting
room simultaneously. That is to say, winning time slot tij means to purchasing the right to
restrict ri  during a duration of time tij . ri’s schedule Ei is denoted as follows:

Ei = {ei1,ei2,...,ein} (n ≥ 0)
eij = (Cij ,Rij ,vij )

where eij denotes each event and is distinguished by parameters, Cij , Rij , and vij . Cij is
a set of constraints on time and is represented using logic symbols; it includes the start
time Tij

0 , the end time Tij
1 , and the length of the event, Tij

1 − Tij
0 . For example, when the

argmax∑
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start time is between ta and tb, the end time is between tc and td, and the length is be-
tween l0 and l1, the constraint on time is represented as Cij = (ta ≤ Tij

0   ≤ tb) ∧ (tc ≤ Tij
1  ≤

td) ∧ (l0 ≤ Tij
1 − Tij

0  ≤ l1). Rij denotes a set of resources for eij; it is a subset of R, i.e., Rij

⊆  R. vij is the valuation for eij.

In addition to constraints of each event, we deal with constraints among multiple
events. To put it concretely, “number constraint” and “order constraint” are intro-
duced. The number constraint is for selecting m events from n events. Given that E is
a set of all events, the number constraint is represented as |E’0 | = m, |E0| = n, and E’0

⊆  E0 ⊆  E. This constraint enables exclusivity among events to be expressed. The
order constraint is for specifying an order and an interval between two events. For
example, the order constraint ei1 <l ei2 means that the end time of ei1 is l slots ahead of
the start time of ei2.

3.2   Formalization of a Scheduling as a Combinatorial Auction

In this section, we formalize a scheduling problem described in Section 3.1 as a com-
binatorial auction. A time slot is regarded as an item in an auction. A bid is placed for
a set of time slots that is required by a certain event. Note that one event may generate
multiple alternative sets of time slots. When an event requires two sequential time
slots from ti0, ti1, and ti2, for example, there are two possible alternatives, i.e., {ti0, ti1}
and {ti1, ti2}. A set of alternative sets of time slots is denoted by ATij =
{ ATij

1, ATij
2,..., ATij

k }, where ATij
k  denotes the k-th alternative for eij. Since agents can bid

for all possible combinations in a combinatorial auction, detailed preferences con-
cerning the time and date of an event can be represented. To represent the bid, possi-
ble combinations of items are enumerated and a valuation is allocated to each of them.
A set of combinations of items, Si, that agent ri can bid for is as follows:

 

Si = Sij
j |eij ∈Ei

U

Sij = {Sij
1 ,Sij

2,...,Sij
k}

  

Sij
k = TlR j

l |til ∈ATij
k

U ∪{dij}

The event dij is a dummy item to express exclusivity among alternatives for identical
events. Sij is a set of alternatives for eij. A certain alternative Sij

k  consists of a dummy
item and time slots for resources Rj which are restricted by Sij

k . For instance, a certain
event eij = ((one slot from {t1, t2}), {r1, r2}, 100) generates a set of alternatives {{t11,
t21, dij}, {t12, t22, dij}}. ”one slot from {t1, t2}” can be represented as {( t1

0 ≤ Tij
0 ≤ t2

0) ∨
( t2

0 ≤ Tij
1 ≤ t2

1 )} ∧ ( Tij
1 − Tij

0 =1), where t1
0  and t1

1 ( t2
0  and t2

1) denote the start time and
the end time of a time slot t1 (t2), respectively. The allocation of the valuation enables
various preferences to be represented. If an agent wants to hold an event eij earlier, it
should set the difference in valuation between two bids, i.e., a bidding price for {t11,
t21, dij} is 110 and for {t12, t22, dij}} is 100.








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The final schedule is a solution of the following formula:

argmax
χ

vij

j |Sij ∈χ

(1)

Here, χ  is defined as follows:

χ = {Sij ⊆ Si | Sij ∩ S'= ∅ for every Sij ,S'∈ χ} (2)

The solution can be obtained by using various search techniques. In our work, we
adopt the LDS (Limited Discrepancy Search) [4] and use the algorithm described in
[10], which can quickly search for a high quality solution.

4   Introduction in Constraints to a Combinatorial Auction

To represent the number and order constraint based on the formalization described in
Section 3, we must enumerate all possible combinations that take such constraints into
consideration. As a result, the computation time increases exponentially since there is
a dramatic increase in the number of combinations of items. Therefore, another way to
express constraints, without having to enumerate combinations, is needed. In this
section, we try to express a combinatorial auction as a Mixed Integer Programming
(MIP) problem to avoid explosive increases in combinations of items.

4.1   Formalization of a Combinatorial Auction as an MIP Problem

First, we formalize a combinatorial auction as an MIP problem according to [1]. It is
assumed that there are m items denoted by M = {g1, g2, ...., gm} and n bids denoted by
B = {b1, b2, ..., bn}. The bid is denoted by bi = < Si, pi >, where Si is a set of items and
Si ⊆  M; pi is a bidding price for Si and pi ≥ 01. The winner determination problem in a
combinatorial auction can be formalized as follows:

max pixi

i=1

n

(xi ∈ {0,1})

xi ≤1
i|g j ∈Si

(g j ∈ M)

If bi wins, xi = 1, if not, xi = 0. Namely, to obtain the solution, agent should solve the
above problem and regard bi as a winning bid when xi = 1.

                                                                

1  p
i
 is calculated from the valuation v

ij
 for S

i
. In this paper, we do not discuss a calculation

method of it.

∑

∑
∑
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4.2   Representation of Number Constraint

The number constraint is represented such that the number of winning bids must be n’0
(n’0 ≤ n0) or less for a set of n0 bids B0 ⊆  B. The definition is given as:

xi ≤ n'0
i|bi ∈B0

The number constraint is useful for managing the exclusivity of bids that are gener-
ated from an identical event. The variation of bids for a certain event e is denoted as
Be = {bei|bei is a bid for event e, bei ∈  B}. The number constraint for exclusivity is
represented as follows:

xi + xBe
=1

i|bei ∈Be

(3)

Here, if all bids included in Be do not win, xBe = 1, and if not, xBe = 0. Though it is pos-
sible to represent the constraint without xBe , i.e., xi ≤1

i|bei ∈Be

, xBe   is required in order to

represent the order constraint.

4.3   Representation of Order Constraint

The order constraint is one for describing the order of multiple events and the interval
between them. In this section, an example case regarding the order and interval be-
tween two events, e1 and e2, is given. It is assumed that e1 <l e2; that is, the end time of
e1 is l slots ahead of the start time of e2. Be1 and Be2 are a set of bids for events e1 and
e2, respectively. Let tbi

0
 be the start time of event e required by bi and tbi

1
 be its end

time required by bi.

f = − tbi

1 xi

i|bi ∈Be1

+ tbi

0 xi

i|bi ∈Be2

≥ l (4)

If either bid for both events does not win, equation (4) will not be satisfied. For exam-
ple, when a bid for e1 wins the item and a bid for e2 does not win,

− tbi

1 xi

i|bi ∈Be1

< 0 and tbi

0 xi

i|bi ∈Be2

= 0

Accordingly, equation (4) is not satisfied. To solve this problem, we use equation (5):

f + (max{tbi

1 | bi ∈ Be1
} + l)xBe2

≥ l (5)

Even if  tbij

0 x j

i|bi ∈Be2

= 0 , equation (4) will be satisfied since xBe2 to equation (3).

We can set the minimum interval lmin and maximum interval lmax by describing the
interval between events as lmin ≤ f ≤ lmax. For instance, considering e1 and e2, which
require one time slot from t1, t2, and t3 and same participants, we represent the order

∑

∑

∑

∑ ∑

∑ ∑

∑
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constraint for these two events. Moreover, e2 is lmin = 1 slot. In this case, the constraint
is described as follows:

−x11 − 2x12 − 3x13 + 2x22 + 3x23 + 4 xBe2
≥1

x1i

i|bi ∈Be1

3

≤ 1, x2i + xBe2
i|bi ∈Be2

3

= 1

x11,x12,x13 : the variables for e1

x21,x22,x23 : the variables for e2

4.4   Formalization of a Combinatorial Auction with Constraints

A combinatorial auction can be formalized regarding some combinations of items and
all constraints:

max pixi

i=1

n

(xi ∈ {0,1})

xi ≤1
i| t j ∈Si

(t j ∈ M = {t1,t2,...,tm})

c11x1 + ...+ e1n xn + xn+1 =1
……

cd1x1 + ...+ ednxn + xn+d =1
t11x1 + ...+ t1n xn + t1n+1xn+1 ≥ l1

……
tr1x1 + ...+ trn xn + trn+1xn+r ≥ lr

Fig. 1. A Scheduling Problem based on our Formalization

∑ ∑

∑
∑
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tij =
tbi

1 : bi is a bid for a precedent event

tbi

0 : otherwise

According to the above formalization, constraints on the number of items, exclu-
sivity of bids, and the order of events can be represented. The purpose is to maximize
the sum of the valuations of successful bids.

Figure 1 shows simple example which represents a scheduling problem based on
our formalization. In this example, we assume that there are events e1 and e2 (e1 <1 e2)
each of which require one time slot from t1, t2, t3. The variation of bids for events e1

and e2 are denoted as Be1 = {b11, b12, b13} and Be2 = {b21, b22, b23}, respectively. Each of
the columns indicates variables with respect to a bid excepting the two columns on the
right. The first three rows (t1, t2, t3) indicate the status of each time slot. For instance,
variable x11 is required by bid b11. Each of these three rows is constrained according to
the formalization, that is “≤ 1”. The fourth and fifth rows (combined as row “XOR”)
are used to deal with the number constraints, more specially exclusivity. Here, the
value of variables xBe2 and xBe1 is set according to equation (3), i.e., if x11+ x12 + x13 = 1,
xBe1 = 0. Thus, even if all the bids for event e1 cannot win, the fourth row can satisfy
the constraint. The last row is used to deal with the order constraint. Here, according
to equation (5), the coefficient of xBe2 is the sum of the maximum number of time slots
“3” and interval “1”. Given that b12 and b21 are accepted, the values of x11, x12, x13, x21,
x22, x23, xBe1 , and xBe2 can be set to 0, 1, 0, 1, 0, 0, 0, 0, respectively. In this case, the
order constraint is not satisfied, since (−1× 0 ) + ( −2 ×1) + ( −3× 0) + (1×1) + ( 2 × 0) +
( 3× 0) + ( 4 × 0) ≥1. Thus, our formalization can represent that b12 and b21 are never
accepted simultaneously. In the end, solving a scheduling problem comes down to
finding the value of each variable which can satisfy all constraints, while the sum of
valuations of successful bids must be maximized. To solve the problem represented in
the form of a variable table Figure 1, we use the MIP solver offered by GLPK (GNU
Linear Programming Kit) [6].

Fig. 2. Computation time over number of bids using LDS

cij

1: bi ∈ Bei

0 : otherwise
=
{

{
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Fig. 3. Valuation over number of agents (MIP: 1800 sec.)

5   Evaluation

Our scheduling method was experimentally evaluated in terms of the computation
time, the valuation, and the satisfaction rate. Satisfaction rate means the ratio of won
events to all desired events. The number of time slots per agent was set to 40 (the sum
of normal working hours in a week). The scheduling problem was generated  ran-
domly under uniform distribution. Though the number of participants and the length
of every event were fixed, the start times were unfixed. For each number of agents, we
generated 10 problem instances where we varied the number of agents from 2 to 50.
The problem was solved in two ways; using the LDS method based on the formaliza-
tion described in Section 3, and using the MIP solver based on the formalization de-
scribed in Section 4. Because solving a problem by using an MIP solver takes a lot of
time, the calculation was terminated 1800 seconds (30 minutes) after. The best solu-
tion at that time was used. The results of the experiments are shown in Figure 2, Fig-
ure 3, and Figure 4. All experiments were performed on a PowerMac G4 (PowerPC
G4 1GHz, 512MB) with a program written in Java and C.

Fig. 4. Satisfaction rate over number of agents (MIP: 1800 sec.)
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Figure 2 shows the computation time using LDS. This figure indicates that our
method enables the largest problem to be solved in practical time. Although there are
50 agents in the largest problem, the computation time is about 210 seconds. This is
sufficiently acceptable for use in practical scheduling systems.

Figure 3 shows the valuation using LDS, the MIP solver, and the LP (Linear Pro-
gramming) solver which can obtain an optimal solution. In our experiments, the MIP
solver can achieve better than 95% of the optimal solution through LP. Since the so-
lution is calculated within a real number in LP, a unit of the schedule would be di-
vided in the solution, e.g., “an event eij can be held during 2.5 time slots.” Then, prac-
tically, it is impossible to use the solution obtained by LP. Generally, the valuation of
possible optimal solutions is between the valuation of the MIP solution and LP solu-
tion. Therefore, we can consider that the MIP solution is almost optimal. Moreover,
the LDS method can always achieve about 80% of the MIP solution. Figure 4 shows
the satisfaction rate using the LDS method and MIP solver. As shown in this figure,
the MIP solver can achieve a sufficient rate to use in practical scheduling. The LDS
method can also achieve a high rate in all problem sets, but it is insufficient compared
with the rate using the MIP solver. In Figure 4, as the number of agents increases, the
satisfaction rate rises. This is because the ratio of private events to all events is in-
creased due to the fixed number of shared events. The LDS method can find a solution
with a small amount of effort compared with the MIP solver, but this solution is in-
adequate. However, the MIP solver performs well on the quality of the solution and
the satisfaction rate. We think both of methods can be practically used. We should
select the method based on the purpose. If agents desire to obtain a semi-optimal so-
lution, they should use the MIP solver. Moreover, if agents need to express detailed
preferences to obtain more satisfactory solutions for his/her user, the MIP solver is the
appropriate way. However, if semi-optimal solutions are not necessarily desired and
high computation costs are to be avoided, agents can solve the problem by LDS. But,
we think that the waiting time for MIP solutions is not serious compared with the
difficulty of solving the problem manually.

6   Related Work

The existing work on solving the meeting scheduling problem includes [12, 13]. In
[12], each user’s preferences are represented by values and weights for some attributes
of each meeting. The scheduling is executed using a contract net protocol and a voting
method. This method depends on heuristics; thus, whether it is possible to apply them
to a large-scale problem is open to discussion. In [13], the scheduling problems are
formalized as a Distributed Valued Constraint Satisfaction Problem. In this formaliza-
tion, the user’s preferences are represented by some constraints and weight. However,
they use an ad hoc constraint relaxation method for an over-constrained problem.
Therefore, the quality of solution cannot be guaranteed. In this paper, we improve the
expressiveness of user’s preferences by representing them as bids for them and con-
straints on a schedule. Moreover, for constraint relaxation, our method is based on an
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economical rationality; i.e., it is not ad hoc. Accordingly, we may possibly obtain a
socially preferable schedule.

Hunsberger [7] uses a combinatorial auction protocol as a method for conflict
resolution among agents. They use a combinatorial auction protocol for task planning.
Namely, each agent places bids on possible tasks by considering the constraint on the
date and time of each task. To determine the schedule, they use a search method that
applies the algorithm described in [11]. In contrast, for determining the schedule, we
use an MIP which enables us to consider several types of constraints.

7   Conclusion

In this paper, we formalized a scheduling problem considering many constraints as a
combinatorial auction. Our contribution is that we represent every detailed constraint
on the events by representing them for bidding within the framework of the Mixed
Integer Programming (MIP) Problem. By solving the problem as a combinatorial
auction, we were able to guarantee that the obtained schedule was the appropriate one
and that it did not include impossible events. In our basic formalization, since many
bids might be generated in a scheduling process, the computation time tends to be
long. Therefore, we re-formalized a combinatorial auction as an MIP problem. As a
result, the problem could be represented as a simple variable table. We could repre-
sent various constraints without creating a combinatorial explosion in the number of
bids and obtain an appropriate schedule in practical time. We applied the LDS method
and MIP solver to obtain a solution. We concluded that scheduling using the MIP
solver based on our formalization is an efficient way of obtaining a semi-optimal
schedule and solving the trade-off between the computation time to find a solution for
a combinatorial auction and the expressiveness to represent a scheduling problem.

In this paper, we do not consider each agent’s budget. Thus, to win desired event, a
certain agent should bid at an expensively high price. One future direction of this
study is how to allocate the budget to each agent at the initial state.
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Abstract. A home network is a typical distributed and pervasive environment,
which makes monitoring the status of all devices in the home and controlling
such devices within a reliable time constraint both difficult and complex. Ac-
cordingly, for effective data communication with various distributed devices,
the current paper presents the design architecture for a multi-agent-based home
network management system with an extended tuple space concept, including
real-time characteristics. In addition, a prototype is implemented based on the
proposed architecture.

1   Introduction

A home network is a typical example of a fully distributed ubiquitous system and
pervasive computing application that consists of various consumer devices and appli-
ances with heterogeneous communication protocols and system softwares. As such, a
home network management system needs to satisfy the following conditions. First, it
should be able to remotely monitor the status of all devices in the home and effec-
tively control devices within limited timing constraints. Second, it should be a reli-
able, regardless of the network load. Third, it should be a multi-agent (e.g. fire detec-
tion service agent, video stream recording agent, device management and control
agent, GUI agent, etc.) based distributed system for controlling distributed devices
effectively. Finally, it should be a user-friendly system for all types of users in the
home. Thus, building a home network management system is both difficult and com-
plex.

Based on the current home network industries, several communication protocols
and middlewares have already been introduced and embedded into home appliances.
As regards protocols, the IEEE1394 protocol is used for home theatre services[4],
LonTalk or CAN(Controller Area Network) is used for home automation and device
control[5, 6], and Bluetooth or irDA is used to support wireless mobile devices in the
home or office. Meanwhile, for middlewares, HAVi, Jini, or VESA is used in home
networks to cope with a distributed network environment.
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However, none of these middlewares can meet the problems involved in implement-
ing a network management system in the home. For example, HAVi and VESA are only
dedicated to IEEE1394 devices and have no global repository to store the status infor-
mation on all the devices in the home. Though Jini has an advanced repository scheme,
its application network can become unreliable depending on the traffic, as it has a
lookup server centralized repository architecture, plus it only supports web- based pro-
tocols, such as TCP/IP, HTTP, and FTP and has no idea about the variety of protocols
used in a home network.

Accordingly, a tuple space[1] has been suggested as a solution to these problems,
since it is a suitable network middleware for ubiquitous computing and includes spaces
that represent a loosely coupled communication model for distributed application pro-
gramming, where each process can communicate without considering the others. Thus,
because a tuple space is appropriate for any application that has distribution or reposi-
tory requirements[11],  it can be applied to home networks[2]. Tuple space solutions,
such as T Space[7] and JavaSpaces[8] that are extensions of  the basic Linda Tuplespace
framework, have been suggested as appropriate for real distributed networks. Yet, the
internal message commands of a tuple space are too simple to realize reliable data com-
munications between controlling devices and controlled devices in a home network. In
addition, there is no consideration of priority and periodic or sporadic tasks in real-time
constraints.

Therefore, the current study suggests an extended tuple space to solve these problems,
and explains a multi-agent based home network management system using the proposed
extended tuple space. First, the basic home network architecture is introduced in Section
2, then Section 3 discusses the concept of an extended tuple space for specific use in a
home network environment. The design architecture of the proposed multi-agent-based
home network management system using the extended operations in a tuple space is
described in Section 4, along with a prototype implementation based on the proposed
concept. Finally, some conclusions are given in Section 5.

2   Replicated Tuple Space-Based Home Network Architecture

Fig. 1 shows the proposed replicated tuple space model in a home network, as men-
tioned in another paper[2]. In this figure, the home network consists of several room
subnets(sub-networks), where each room server has multiple control applications and
agents that manage real devices and a tuple space that is shared by several agents and
control applications. All the tuple spaces in the home network are interconnected to each
other through an event-messaging model. In this architecture, any changes in the device
status and control commands in one room server are transferred to all the other servers,
that is, the data for each tuple space is replicated in all the other spaces. As such, an
agent can autonomously manage a specific device using the distributed tuple spaces and
the status of all devices can be transparently accessed, regardless of the agent’s location.
Because of this location transparency, a newly attached device or agent can easily obtain
information on another agent by either reading or taking information from the local
tuple space. As a result, all agents are loosely coupled to each other. Therefore, this
architecture can provide a more reliable and intelligent service based on easy access to
the information in the local tuple space.
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Fig. 1. Replicated tuple space in home network

3   Extended Real-Time Tuple Space Architecture

3.1  Requirements of Tuple Space in Home Network

To realize the proposed home network architecture mentioned in the previous section,
certain extended operations need to be newly defined on top of the basic operations in
the current tuple space concept.

First, a home network includes various consumer devices and services that each
have a dead line and transmission priority level. For example, in a fire detection sys-
tem, the events and commands of an alarm device must have a higher priority than
those of other devices. In this case, the tuple space should store tuples along with
their priority, and transfer tuples according to their priority to the control application
within a dead line.

Second, the tuple space needs the support of an intelligent update mechanism for
status information to reduce the network load. The data flows in a home network are
classified into control commands, event, and status information, plus status informa-
tion is divided into periodic and sporadic data. To reduce the network load, an ex-
tended update operation is needed that only updates the periodic or sporadic status
information when any meaningful change occurs. Moreover, in the case of periodic
status information, update-time adjusting is also useful to reduce the network load.

Third, the tuple space must support a transaction mechanism guaranteeing that the
control sequence is operated at once. Most device control commands in a home net-
work make a request and wait for a response. In this case, the command provokes
“take” and “write” operations successively, while the response also creates “take” and
“write” operations in order. In the middle of this transaction, if other devices make a
request to the device involved in the original transaction, the control sequence can
become disordered, making the systems unreliable. Therefore, in a home network,
distributed group transactions are required.
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3.2   Overview of Proposed Architecture

The current study suggests new architecture and extended operations for a tuple space
to realize the requirements mentioned above. Fig. 2 shows the proposed extended
tuple space architecture for a home network that consists of a priority-based event
channel, space manager, network manager, and tuple space.

Extended Tuple Space Space
Manager

Priority Based
Event Channel

Network
Manager

Control
App.

Control
App.

Agent

read, write, take, bind, event

Fig. 2. Proposed extended tuple space architecture with real-time characteristic

The tuple space acts as temporal database that contains the control commands and
status information generated by agents and control applications in the form of a tuple.
The space manager is the interface for the tuple space and supports both the basic
operations, such as read, write, and take and the extended operations for control
transactions. In addition, the space manager plays a part in event managing by trans-
mitting an event to the software elements in the control server. The priority-based
event channel[3] then routes all requests, responses, and events to the software com-
ponents of the control server, such as the space manager, agents, control applications,
and network manager. The event channel schedules the requests based on their prior-
ity using a priority queue and prioritized threads to guarantee real-time requirements.
Meanwhile, the network manager controls the network connections and serializes or
de-serializes the tuple object to configure distributed networks. As such, in this ar-
chitecture, all communication data and control commands between the software com-
ponents are registered in a tuple space and scheduled by the priority-based event
channel.

3.3   Real-Time and Load Reduction Data Updating Operation

To support the priority-based event scheduling and intelligent update mechanism for
periodic or sporadic status information, an extended “write” tuple space operation is
proposed.
write(tuple(“data_class”,“device_name”,“device_position
”,“status”,… ), priority, update_time,
min_offset_value, max_offset_value);
The "data_class” field in a tuple parameter indicates the data classification, such as

control command and status data, while the “priority” parameter represents the im-
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portance of the device management when being scheduled by the priority-based event
channel. Thus, based on the “priority” parameter, each event can be separated and
processed according to its priority. The “update_time” parameter, which is managed
by the space manager, indicates the minimum update period to maintain system reli-
ability. If an agent reads a tuple within the “update_time” period, the space gives a
cached tuple. If the “update_time” has expired, the space manager sends a refresh
event to the control application and a new tuple is recorded in the tuple space. The
“min_offset_value” and “max_offset_value” parameters indicate the minimum and
maximum offset value, respectively, for updating the tuple space. As such, these
parameters help the space manager to discard data that does not exist within the offset
boundaries, thereby preventing frequent updating of the “update_time” parameters
with unnecessary data.

3.4   Reliable Data Transaction Management Operation

As mentioned in Sect. 3.1, since the tuple space needs to support a transition mecha-
nism guaranteeing the control sequence, a new tuple space operation is proposed
called “bind”.
bind(tuple1, tuple2, tuple3, priority);
The tuple1, tuple2, and tuple3 parameters represent tuples related to a specific

transaction, where tuple1 is the parameter for taking, tuple2 is the parameter for
writing, and tuple3 is the parameter representing the result of a binding transaction.
Then, the priority parameter represents the binding priority

Remote- Controller
Agent Tuple Space TV

Agent
VTR

Agent

bind (tuple1, tuple2, 
tuple3, priority)

take (tuple1)

write (tuple2)

block tuple2, tuple3

take (tuple2)

return error

event (tuple2)

Internal
Operationtake and write (tuple3)

event (tuple3)

unblock tuple2, tuple3

Fig. 3 Sequence example of binding transaction

In this operation, two applications take part in the “bind” operation and use two
tuples. When a controlling (source) application creates a “bind” operation, the space
manager throws the event to the controlled (target) application. When the controlled
application receives the “bind” operation from the space manager, it performs the
request and writes the result of the request in the tuple space. The space manager then
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returns OK to the first control application. The space manager protects the tuples
involved in the “bind” operation by checking their priority. If other agents or appli-
cations create a “take” or “write” operation in the tuple, the space manager returns a
null. Yet, in the case of a “read” operation, the space manager returns the tuple.
However, during a “bind” operation, the space manager blocks the application, then
when every process has been completed, it returns OK. If a higher priority agent or
application interrupts an ongoing “bind” operation, the space manager returns an
error to the current application and the “bind” operation is canceled.

Fig. 3 shows a sequence example of a binding transaction, where a remote-
controller sends a command to the VTR agent and receives a response. As such, the
remote-controller agent creates a “bind” operation in the tuple space. This figure also
shows that a lower priority operation is disregarded in the tuple space, and the space
returns an error. However, if the TV agent’s tuple command had had a higher priority
than the “bind” operation, the tuple space would have returned an error to the re-
mote-controller agent and cancelled the bind relation, then the tuple space would have
performed the operation with the higher priority, although not shown in Fig.3.

4   Case Study: Multi-agent-Based Home Network Management
 System

4.1   Home Network Prototype Configuration

The proposed extended real-time tuple space architecture was implemented in a home
network, as shown in Fig. 4. Three subnets were organized as the real testbed of a
home network, and each subnet was connected to an IEEE1394-based backbone net-
work through individual room servers. Two tiny diskless SBCs(Single Board Com-
puters) based on an X86 CPU were used as the first and second room servers, and one
PC with a TI IEEE1394 adaptor board was used as the third room server.

IEEE 1394 LonWorks 
Digital 
input 

Digital 
output  Digital 

Camcorder

IEEE 1394 
IEEE L

Digital 
VCR 

IEEE 1394
Internet 

EtherNet 
irDA 

irDA

Subnet 1
Subnet 2

Subnet 3

Digital
input 

Digital
output 

Fig. 4. Hardware configuration of home network prototype
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The core components in subnet 1 and 2 were implemented under a Linux operating
system with JDK. For the backbone and subnet, MotionIO OHCI-104 IEEE1394
adaptors were installed into the room servers[2] for subnet 1 and 2. In addition, a DI-
10(for digital input devices) and DO-10(for digital output devices) were connected
into each room server as LonTalk-based control network nodes. Gesytec’s LonTalk
adaptor boards were used to accommodate a LonTalk network in the subnet. Two
digital multimedia devices (Sony DCR-TRV510 digital camcorder and Sarotech
FHD-353 80GB HardBox) were used as the IEEE1394-based home devices and con-
nected to each subnet. The room server in subnet 3 used Windows OS with jdk1.3,
which was connected to the Internet through an Ethernet adaptor. To support the
proposed extended tuple space, the T Space implemented by IBM was used, while the
space manager was implemented as a wrapper of T Space. For example, the “bind”
operation mentioned above was implemented using two swap operations of T Space.
However, all the device drivers for each protocol adaptor were implemented in C and
connected to Java using a JNI(Java Native Interface).

Based on the hardware configuration shown in Fig. 4, the proposed extended real-
time tuple space architecture was tested by implementing home network management
agents. Two kinds of agent program were used to implement user-friendly manage-
ment under the proposed tuple space. The first agent was for editing and archiving the
GUI(Graphical User Interface) icons of new consumer devices into the home net-
work. This GUI editor agent is used by appliance manufacturers or home network
suppliers to maintain their products remotely. The other agent was for remote con-
trolling and monitoring the consumer devices in the home network using the GUI
icons built by the GUI editor agent. These agents cooperated with each other through
the tuple spaces. Next, the embodiment of the tuple space and operational architecture
of the two agents are explained.

This multi-agent-based home network management is a typical application of the
proposed tuple space, as shown in Fig 1. All agents can pursue their tasks without con-
sidering other agents or subnets by communicating with the repository in the subnet to
which they belong. The synchronization and coordination between the agents or other
subnets are then asynchronously solved by the distributed tuple spaces.

4.2   Embodiment of Space Manager with Real-Time Tuple Space

As the space manager duplicates the state information and control functions into dis-
tributed resource repository spaces, a distributed data structure can be easily designed
to reflect the local structure.

Fig. 5 shows a coarse granulated example of a classification hierarchy of consumer
devices in a home network. There are a lot of common control variables and status
variables in consumer devices. The following is an example of device status informa-
tion in a tuple space according to the modeling information:
(“Light”,Room2,5 ,”On”,6,050401/113442,3,8,Lon,GE,”PowerOn-ON”)
(“TV”,Room2,2,”On”,6,050401/113442,3,8,iLink,Samsung,”,”PowerOn-OFF,Channel,…”)
(“AirCon”,Room2,1,”On”,6,050401/113442,3,8,Lon,LG”PowerOn-Off, TempLevel,…”)
(“Camcorder”,“Room1”,5,“On”,6,050401/113442,4,5,iLink,Sony,“RW,PLAY,FF, STOP,…”)
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The information in a tuple space is highly abstracted and coarse information about
each device. Since all the control functions for a device are defined in its subnet, if an
agent wants to control a particular device in a home network, it has to look-up the
control variables for the target device in the device tuple in the repository of the target
subnet, then the agent can invoke the control functions using a remote method invo-
cation through the help of the device proxies in the target subnet.
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Fig. 5. Object-oriented hierarchy of consumer devices in home network

Each space manager shown in Fig. 2 supports the extended real-time tuple-based
operations of retrieving and archiving device registry information for application
agents in the subnet or device proxies inside a subnet. For example, a light manage-
ment application agent can control the light status as follows: write(tuple(“Light”,
Room2, 5, ”Off”, …), priority, update_time, min_offset_value, max_offset_value).
Consequently, this distributed real-time tuple space model connects all physical and
virtual device proxies and provides transparent access to all devices in the home net-
work, regardless of the physical location of a device.

4.3   Graphical User Interface Editor Agent

The GUI agent is an agent that runs under the proposed real-time tuple space and
builds GUIs for newly defined devices in the network. This agent has several func-
tions for building a GUI, including an icon editor, GUI composer, and common li-
braries for status variables and control functions.

Fig. 6 illustrates the user interface of a working GUI agent. Some libraries include
commonly used status variables and control variables according to the object-oriented
modeling result of device information. Using the elements in each library, the user
can pick a status variable or control function icon, then drop it into a newly designed
device. For example, a VTR GUI consists of 5 control functions - forward, rewind,
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record, stop, play, and one status variable - power(on/off). Plus, the user can also
design a new status variable icon, control function icon, and RMI(Remote method
invocation) program using the icon editor.

To deposit the designed GUI into the home network, the user presses the
b(broadcast) button on the far right. Then, the agent converts all the GUI information
into a tuple-based representation and broadcasts it to all tuple space managers in the
distributed tuple space. In the case of the control functions, the agent sends the con-
trol codes to the target subnet, then registers them in the device pool of that subnet.

     

A GUI
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Space
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Local
Tuple
Space

Device
Info

Event
Channel

Remote
Control

Application

Remote
Tuple
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Tuple
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Status
variables

ACK event
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Control
variables

ACK event

Fig. 6. User interface and event sequence diagram of GUI editor agent

As shown in the sequence diagram in Fig 6, the agent archives the newly designed
device information, including the GUI icons, in the local tuple space through the
space manager. At this time, the space manager broadcasts the device information to
all tuple space managers in the home network. Then, the control variables for the
newly defined device are sent and registered in the device pool of the subnet to which
the controlled device belongs.

4.4   Home Network Management Agent

Fig. 7 shows a Java Beans-based user interface for a home network management
agent. Users can invoke this agent using a display device, such as a TV or PC without
considering the location of the display device or other agents running on the home
network.

The icons in the right-hand window can be built using the GUI editor agent men-
tioned above or by the manufacturers of the device according to standard guidelines
defined in the proposed middleware. Using the icons, the user can easily control a
device by pressing the sub icons within the large circled icons. For example, to turn
off lamp 1 in a subnet(room), press the “Power(P)” sub icon within the icon
“lamp/1”. The left-hand window shows some status information for the home net-
work, such as the current number of agents, plus a list of active devices and their
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status, as simple text. The middle window shows the list of devices in a particular
subnet and the icons for handling group-based commands and graphical icons for the
devices.

Fig. 7. User interface of home network management agent

Fig. 8 shows the event sequences after the activity of a home network management
agent. First, the agent looks-up (using a read operation in a tuple space) all the re
source information from its local tuple space and repeats the look-up activity item-by-
item according to the device constraints. When the user controls a device using the
GUI, the agent invokes a remote method mapped to the selected control variable.
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Device Info

Control
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timeout

Event

Device Info

ACK Event

Fig. 8. Event sequence describing activity of home network management agent

5   Conclusion

The current paper proposed the extended tuple space architecture and operations to
support the real-time characteristics of a home network. The proposed update man-



198 M.J. Lee et al.

agement in a tuple space using an extended write operation can reduce the network
load, while the proposed bind operation can support reliable actions in the control
processes and guarantee the transaction sequence. The proposed architecture was
implemented and tested in a home network prototype environment. According to the
case study implemented for a multi-agent-based home network management system,
a user-friendly and convenient multi-agent application development was demon-
strated under the proposed extended real-time tuple space architecture. Based on this
architecture, the use of other control applications, such as fuzzy or feedback control,
will also be investigated in a home network,
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Abstract. Agent-based technologies are used to develop concurrent systems
running in open environment. Research in multiagent systems is concerned
with modelling and designing of communication between autonomous agents
to make it successful. This work applies to negotiation as a form of communi-
cation between agents and concurrency of this process. We propose multi-
aspect negotiation, which may be run concurrently between agents in autono-
mous bilateral negotiation threads using different negotiation strategies. High
level Petri nets are known model to design concurrent and distributed systems
working in the open environment such as the Internet. We have presented how
to use the Petri nets formalism to design negotiating system. On the basis of
implemented real-world application we have carried out an experiment, which
shows the relationship between chosen strategies and negotiation effectiveness
and verbosity.

1   Introduction

When designing multiagent systems we have to pay attention to automatic conflict
resolving. This is one of the most important fields in the area of Distributed Artificial
Intelligence. It is used both in simple and complex problem solving. Each autono-
mous entity of the system bases on its inner knowledge and data in decision taking. It
only sometimes is able to use directly other system knowledge. An access to other
agents’ skills and knowledge is available in information exchange or negotiation
process. These processes may take place only when an agent can formulate its needs
that are understandable to the other agent. Another problem arises here: how to estab-
lish an acceptable price to both sides of negotiated subject? It is necessary to design
the communication language, which supports information transfer and proper identi-
fication of information content. To provide communication we use point to point
negotiations, in which agreements may be reached relatively easily, due to two enti-
ties attendance only. This kind of negotiation can be run concurrently by every entity
in multiagent system. The coordination between negotiation threads is controlled in
two ways: the agent itself controls negotiation state and system state is controlled by
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system rules. This research is concerned with finding out what is the relationship
between negotiation strategy, number of negotiated aspects and the result of negotia-
tion. We have examined several strategies and tactics and analysed their influence on
negotiation success.

2   Negotiation in Multiagent Systems

Multiagent system may be defined as a common platform where autonomous part of
software can communicate, co-operate and reach their particular aims. In this paper
we concentrate on co-operation between agents without going into details about sys-
tem formal representation. We base on definitions of the multiagent systems and
software agents presented in [3].

In agent-based systems, where autonomous agent compete with other agents, there
often conflict situations arise. It is caused by autonomy and distribution of interacting
agents, lack of centralized control and limited or lack of resources. Each autonomous
agent determines its own goal, which is often in conflict with goals of other agents
[1]. The designers of agent systems should predict such situations and prepare some
mechanism, which could manage to resolve conflicts. The simplest way to do this is
to implant negotiation mechanism into a communication protocol. Negotiation is
defined as a process, “by which group of agents communicate with one another to try
and come to a mutually acceptable agreement on some matter” [9]. Negotiation
mechanism used in agent systems usually consists of protocols, strategies and deals.
While constructing this mechanism we should take under consideration the following
criteria: adequacy, efficiency, simplicity and agent’s motivation to negotiate [10].

2.1   Negotiation Mechanism

Negotiation mechanism should be designed and judged by the following criteria [13]:
- Adequacy - have to be provided both in quantitative and qualitative sense. Nego-

tiation mechanism must be constructed in complete way, giving all agents possi-
bility to act in several ways. Every agent should be treated equally. Designed
mechanism has to be rational, looking both from agent and system perspective.

- Efficiency - negotiation mechanism has to be Pareto optimal, that is there are no
other result, that increases the value of negotiated matter to one agent and at the
same time leaving the value for other agents at least at the same level,

- Self-motivation – some motivating functions should be provided to increase
agents’ activity to co-operate,

- Simplicity – communication language and negotiation mechanism have to be
designed in simple way, should be easy to implement and easy to understand.
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2.2   Negotiation Protocol

Negotiation protocol describes principles and rules of interaction between agents. To
design the protocol we use existing low-level communication protocols and focus on
definition of communicates semantics and we specify:
- number and types of participants,
- negotiation states and conditions of  change,
- making offers sequence,
- types of possible deals.

2.3   Negotiation Strategy

Negotiation strategy is a set of rules and functions that is used in negotiation process.
The strategy covers aims and manners to reach the mutually acceptable state of the
system. In this paper we focus on two strategy types:
- time-dependent – the agreement has to be reached before specified moment in

time or in specified numbers of iterations;
- resource-dependent – an agent has an access to limited resources or skills that is

why it does not weaken its demands below specified level.
There also exist other types of strategies e.g. imitating strategies, where an agent
wants to mislead other agents to maximize their own gain by minimizing gains of
other agents.

In [10] we presented the formal model of negotiation, which was worked out on
the basis of [2]. Some features of this model we present below. There exist a finite set
of negotiating agents S={A, B, .., N}  and a finite set of aspects being under negotia-
tion (e.g. price, colour, delivery time). For the simplification, the aspects are num-
bered from 1 to m. Each aspect may have continuous values (e.g. delivery time) or
discreet (e.g. colour names). During the negotiation process, the agents evaluate
scoring function value for the contract and decide what to do next. When the value is
acceptable, the agent tries to finalize the contract. Otherwise, the agent generates the
counter offer. The scoring function has two arguments: a possible value of the aspect

j and the moment of time; i
jV  : [minj, maxj], t → [0, 1]. Different functions may be

used for each aspect. Basing on agent profile we have to determine relative impor-

tance of aspect j to agent i ( i
jw ). These weights are normalized according to formula:

1w
j

i
j =∑ . Scoring function for the whole contract may be defined as

∑ ⋅=
j

j
i
j

i
j

i xVwV )( , where xj is a value of an aspect j

We have analysed three basic types of scoring functions. First function’s type (1) is
linearly weakened with time. This function is used in simple linear strategies. Second
scoring function’s type (2) is used in time dependent strategies. Using this strategy,
an agent is softening its position faster when the time of negotiation is close to be run
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out. The third type of scoring function (3) is used in resource dependent strategies. It
is used, when an agent wants to reach an agreement but it is limited with owned re-
sources. The agent is weakening its position to the minimum value and never exceeds
it. Basing on these functions we can model different strategies depend on what we
want to achieve. In the real-world application pure strategies are very rare that is why
mixed strategies are used.

In all equations listed below ci is a constant (i∈{1, 2, 3, 4}).

21)( cxcxf += (1)

4
3

21 )()( ccxcxf c +−= (2)

4
)3(2

1)( cecxf cxc += − (3)

Fig. 1. Types of analysed scoring functions. One can observe different pace of decreasing
function’s value.

2.4   Negotiation Deals

The deal is defined as a result of the negotiation process. Below we describe basic
types of negotiation deals [13], [14]. “Pure deals” are reached when every aspect of
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the deal is approved by both agents. “Mixed deals” are similar to “pure deals”, but in
mixed deals execution plan is not specified. “All-or-nothing deals” are the special
case of the mixed deals. There exist a job to be done and this job is indivisible and
could be performed only by one agent. This deal brings profits to both sides but hires
only one party to do the job. Another type of deals is “semi-cooperative deals”. Final
agreement in these deals is not possible to achieve but the agents decide to cooperate
as long as possible. This kind of deals brings only partial accomplishment of the aim
to both agents. And finally, “conflict deals” are a special kind of deals when no
agreement is reached.

3   Petri Nets

In recent years we have noticed constant development of Petri nets theory. To over-
come some drawbacks of classic Petri nets high level Petri nets (HLPN) have been
developed. There are many different kinds of these nets (e.g. coloured, timed, object,
stochastic) and each of them is applied to a certain kind of system. HLPN’s originate
from the idea of simple Petri nets and are expanded of some set of new features.
These features make HLPN very attractive tool to model and simulate complex sys-
tems. Several frameworks and methodologies using Petri nets have been developed to
model and simulate multiagent systems [4], [5], [7], [12], [16]. HLPN may be defined
as:

namesiablevarofsetV;nsinscriptioarc\)V(A:X

functionmarkinginitialOP:M

functionweightI:W

;functioncapacity;P:C
arcsinhibitor)TP(I

arcs)PT()TP(A
stransitionT

placesP
)F,G,O,X,M,W,C,I,A,T,P(HLPN

*
0

I

0I

−−∅℘→

−→

−ℵ→

ℵ→
−×⊆

−×∪×⊆
−
−

=

)transitionofbindingsoutput(functionbindingF

)transitionofbindingsinput(functionguardG

)colours(objectsofsetO

−

−

−

HLPN’s are very appropriate method to model true concurrency in distributed sys-
tems. Another advantage of HLPNs is the ability to model multiagent systems on
different stages of system development: from the simplest model where an agent is
associated with the transition that occurs in the net to the hierarchical model that
consists of autonomous nets.
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HLPNs are advantageous because:
- can be used as a specification of the system or a presentation;
- have the ability to describe simultaneously states and actions using very few

primitives;
- integrate the description of data manipulation with the description of synchroni-

sation and control;
- represent true concurrency;
- support abstraction and refinement (object, hierarchical),
- provide multiple use of shared code.

4   Modelling Negotiations between Agents Using Petri Nets

As an example we want to present negotiation between two agents modelled by place
transition nets (P/T nets).

Fig. 3. The state of the system after a transition “Send offer” fired by Agent B. Agent A evalu-
ates the offer and agent B waits for counteroffer, acceptance or rejection.
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Let us consider two agents: A – which wants to buy a car and B – which want to sell a
car. These two agents exchange offers with each other. Agent A has a goal G and
wants from agent B to serve G (send a specific car). This process is run until approval
or rejection of the offer. The pace of negotiation depends on negotiation mechanism,
especially on agent’s strategy. This simple example shows the practical use of Petri
nets and formal model of negotiation to design and describe negotiation process. This
abstract model can be defined in more detailed way. Each transition may be described
as a subnet. So we can design complex models using simple and easy to understand
graphical representation. The presented formal model of negotiation allows us to
define the set of negotiation aspects, scoring functions and importance weights.

5   Multi-aspect, Bilateral Negotiation in Car-Seller Application

5.1   System Description

In this section we present an implemented multiagent system. Our system is placed in
car selling domain. We have used Java programming language and JAFMAS frame-
work architecture. JAFMAS is a Java – Based Framework for Multi Agent Systems,
which provides coherent development of this kind of systems. JAFMAS was created
by the researchers from Department of Electrical and Computer Engineering and
Computer Science at the University of Cincinnati [6]. In our system agent communi-
cate with other agents through direct announcements and through messages to all
agents in multicast mode. When two agents (buyer and seller) start bilateral conver-
sation, they switch from the multicast mode to the direct one. During the conversa-
tion, the agent can change the state of conversation thread depending on message
content, meeting some conditions like state of other concurrent conversations or
change of agent’s goal. While constructing the answer the agent may choose from
several available rules. The chosen rule has to be appropriate to the present state of
conversation and to negotiation strategy. In our system negotiation mechanism is
integrated with communication language. While negotiating, the agent can be in two
active states: “trade” and “wait”. “Accepted” and “rejected” are final states of the
conversation (see Figure 4).
Hypothetical run of the negotiation thread may be as follows. Buying agent sends a
message to the community of agents announcing that it wants to buy a specific car
and waits for proposals. Then the seller may send a proposal message and the nego-
tiation threads starts between these two agents. Each agent can run concurrently sev-
eral threads. The negotiation thread is running to the moment, when one agent sends
the approval to the other agent and waits for the commitment. To commit the deal we
use two-phase commitment protocol.
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Fig. 4. Possible states of negotiation thread. The “Wait” state is necessary for two-phase com-
mitment. It may also be transitional state between “Trade” and “Accept” or “Reject”. When the
thread is in “Wait” state, the other threads cannot end with success.

Each negotiation thread may concern many aspects. The buyer decides which aspects
are important for him and such multi-aspect negotiation is run. There are two types of
the aspects:
- Continuous – a set or range of possible values is infinite (e.g. price, delivery

time),
- Discreet – a set of domain values is finite and rather sparse (e.g. colour, equip-

ment).

Table 1. Examined aspects

Aspect name Aspect type Set (or range) of values
Price Continuous Range: [0$,1 000 000$]
Colour Discreet Set: {White, Green, Blue, Red, Black};
Model Discreet Set: {Fiat Stilo, Ford Focus, Opel Astra, Peugeot 307,

VW Golf};
Equipment Discreet Set: {Standard, Comfort, Elegance}

We created three profiles using aspects presented in Table 1:
- P1 containing price and model,
- P2 containing price, model and equipment,
- P3 containing all of above listed aspects.
The experiment was conducted in each aspect profile for three types of various strate-
gies:
- S1 is a pure linear strategy,
- S2 is a time-dependent strategy,
- S3 is a resource-dependent strategy.
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In the Figure 5 we can observe the hypothetical run of the negotiation thread from
agents’ point of view.

Fig. 5. Scoring function values in time from agents’ point of view. Solid line denotes the scor-
ing functions’ values of own offers and dotted line denotes the values of other agent’s offers
Agent A reaches acceptable state earlier than the agent B, because the value of agent B offer is
grater than the value of its own previous offer.

5.2   Experiment’s Results

The complete results’ description can be found in research report [11]. We have made
the following remarks:

Remark 1. When increasing a number of aspects, the percent of successful negotiation
threads increases. While the agents negotiate using more aspects they can better fit
the other hand’s offers.

Remark 2. When increasing a number of aspects, the standard deviation value of
successful negotiation steps’ number decreases. It is a result of more stable negotia-
tion. The greater number of negotiation aspects causes the better awareness of negoti-
ated subject.

Remark 3. When increasing a number of aspects, the number of negotiation steps
logarithmically increases. The greater number of aspects results in increasing possi-
bilities of changing agent’s offer. It causes that negotiation lasts longer. Despite
greater verbosity there is good idea to achieve better successfulness.
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6   Conclusions

In this paper we have presented approach to analyse and develop bilateral, multi-aspect
negotiations used in multiagent system. The role of negotiation is not only to resolve
conflicts between agents, but also to enforce agents’ social behaviour. Petri nets are very
suitable formalism to describe concurrent systems without deadlocks. The experiment,
which has been conducted, has shown that there is a strong relationship between variety
and number of used aspects and effectiveness of negotiation. Despite decreasing effi-
ciency we suggest using several aspects to achieve successful negotiation. The next step
in research is to find pareto optimal solutions for negotiation threads.
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Abstract. Today, multi-agent systems (MAS) play an important role in the in-
formation technology. To develop these systems requires the developer to deal 
with several issues and to implement many of the system components, such as 
protocols, name services and agents’ functionalities. Although, there are several 
agent building toolkits that can help developers to effectively develop MAS 
and allow them to focus more on the application specific domains, it is difficult 
for developers to select the appropriate one. This paper provides an evaluation 
of Java Agent Development (Jade) framework, Zeus Agent Building Toolkit 
(Zeus) and JACK Intelligent System (Jack); with special focus on the following 
main criteria: Java support, performance evaluation, development support and 
performance on message transport system. 

1   Introduction 

Reinforcement learning Many multi-agent systems are developed for different domains 
in business and research sectors. Using multi-agent systems toolkits facilitates the proc-
ess of developing such systems quickly and efficiently. But, there exist a large number 
of multi-agent toolkits [10,11], which makes it difficult to select an appropriate one. 
Therefore, it becomes necessary to analyze and compare these toolkits and help devel-
opers to choose the most appropriate toolkit. One of the main problems of these tools, 
they show significant differences among them in terms of design concepts, classes pro-
vided and performance. There have been few attempts by some researchers to compare 
these tools. For example, in [4] the focus was on evaluating a single multi-agent toolkit. 
The Agenticities project [7] is an initiative to deploy the worldwide test-bed of agent 
platforms and services based on FIPA agent standard. In this project, the main focus was 
however on function testing and not on performance testing. The EvalAgents project 
aimed at evaluating the agent building toolkits on Java support, mobility, security and 
development support area [5]. In another direction, Camacho et al. [2] performed ex-
periments to test and compare the performance on Zeus, Jade and Skeleton-agent 
frameworks, using the meta-search engine workload. Although, they performed useful 
experiments there was little work has been done on the performance measure of the 
message transport system of toolkits. We strongly believe that one of the main key com-
ponents of the toolkits is the message transport system. We also believe that the second 
most important and challenging issue in multi-agent systems’ platforms is the transport 
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layer for agent communication [4]. Towards this end, we developed a benchmark to 
compare Jade, Zeus and Jack agent building toolkits performance on the message 
transport system (MTS). We implemented a prototype of a sample system using each 
of these toolkits to measure their performance. The evaluations of these toolkits were 
performed on a notebook pc with Intel Pentium 4 1.6 GHz processor, 256 MB RAM 
with a JDK running Windows XP. 

2   A Benchmark Description 

Several A set of evaluation categories to evaluate multi-agent toolkits was described 
in [12]. Communication that provides the languages and protocols to exchange mes-
sages between the agents and the scalability that provides the system’s ability in han-
dling more agents are the key features of multi-agent systems. One appropriate per-
formance measure is to calculate the time required to send and receive a message 
between agents. We developed a benchmark with the capability to calculate the aver-
age roundtrip time (ART) that is required for a message to travel from an agent (called 
it sender) to another agent (called it receiver) and back to the sender. This can be 
described formally as in equation (1):  

 
ART =  (tj – ti )/m .     (1) 

 
Where, ti refers to the initial time when message i is sent by the sender (i.e., start 

time), tj refers to the time when message j is received by the sender (i.e., end time), m 
refers to the number of messages sent during the time that laps between tj and ti , and 
the unit of ART is millisecond.  

The messages’ workflow between the sender and receiver agents can be described 
as follows. First, the sender formulates a message and sends it to the receiver. At the 
same time an alarm is activated to record the starting time. Meanwhile, the sender 
waits for the arrival of the message. As soon as the receiver agent receives the mes-
sage it sends it back to the sender. In our experiments, the sender agent sends up to 
4000 messages. When the sender reaches this number; it records the time as the end 
time of sending messages. In order for an agent to calculate the number of messages 
sent and received per second, M, the following equation (2) is used. 

 
M = 1000/ART .     (2)  

 
Java method long System.currentTimeMillis() is used to measure the time requires 

the benchmark to divide the result by 1000 to convert the time into milliseconds. The 
benchmark tests the scalability of each toolkit by monitoring the performance of the 
toolkit, while the number of couple (sender and receiver) agents is increased. During 
the tests, the ith sender communicates with ith receiver by exchanging 4000 messages. 
To make the comparisons and calculations more specific, each message’ content field 
is filled exactly with a string of 7 characters, similar to that in [3].    
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The agent creation/destruction degrades the system performance and affects the value of 
the performance matrix that we are interested in. Therefore, three intervals are identified 
while the benchmark is running, as shown in Figure 1. In this figure, Na(t) refers to the 
number of active agents and N is the total number of agents. The solid line shows the num-
ber of agents that are actually sending messages. The dotted line shows the number of 
created agent. During T1 all agents are sequentially created and started utilizing the CPU 
time, and after a short period of time (solid line) they began to exchange messages. In this 
phase, we observed that the measurements are distorted due to the following reasons: the 
measured ART tends to get lower (i.e., faster exchange) because not all couples are created 
yet; the ART tends to appear higher (i.e., slower exchange) because the agent’s creation 
takes CPU time. During the interval T2, all couples are created and are ready to exchange 
messages. Within the interval T3, the measurement is again influenced by the lower number 
of agents competing for the CPU time and by the agent destruction time. Similar behaviour 
is observed during the interval T1. In our experiments, we focused on the messaging sub-
system performance without considering the effects on ART [3]. 

 
 
 
 
 
 

Fig.  1.  Number of agent vs. time & Number of active agent vs. time 

The time interval Tm identifies that the system is under ‘full load’. Thus, the benchmark 
measures the system performance during this time. During this interval, the number of 
messages exchanged between the agents starts at 2000 messages and ends with 6000 mes-
sages. According our repeatedly test, we know that when one agent has exchanged 2000 
messages, other agents are all working on exchanging message which means the system is 
under ‘full load’. In order to get more precision result to reflect MAS real performance on 
MTS, 4000 messages have to be exchanged during measuring time. The timing system 
calls in Java are also considered as a major effect on the system total performance. In order 
to minimize this effect on the ART, only one agent is assigned the function of recording the 
timing when the benchmark is running. On the other hand, other agents can only re-
ceive/send messages and run as a workload simulator that produces system stress. The 
proposed performance matrix consists of three fields, namely: the number of active agents, 
the average message round trip time, and the number of sent and received messages per 
second. 

3   Implementations and Experimental Results 

3.1   JADE 

Jade (Java Agent Development framework) is a software framework that facilitates 
the development of multi-agent systems in compliance with the FIPA specifications. 

Na(t) 
  N 

T2 

Tm 

T1 T3 
t
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Jade is a developed by the research institute of Telecom Italia, CSELT S.P.A. The 
platform is available in version 3.0b1 as of March 2003. It is an open source and can 
be downloaded for free from Jade website [6]. Jade supports Java for development 
and execution. The Jade platform supplies some tools for graphical administration 
and application development. Jade is a distributed agent platform, which can be split 
among several hosts. One Java application is implemented and therefore only one 
java virtual machine is executed on each host. Agents are implemented as Java 
threads and live within agent containers that provide the runtime support to the agent 
execution. Jade supports intra-platform agent mobility, including transfer of both the 
state and the code of the agent. It also supports the execution of multiple, parallel and 
concurrent agent activities via the behaviour model. 

The following provides a detailed description of Jade performance on the message 
transport system (MTS). In our experiments, two cases are considered. In the first 
case, the communication between agents is established when both agents are living in 
the same container. In the second case, the communication between agents is estab-
lished when agents are living in different containers. Each JVM is the basic container 
of agents that provides a complete run time environment for agent execution and 
allows several agents to concurrently execute their tasks on the same host [3].  

Table 1 shows the performance results when all agents run in the same container. 
These results reveal that Jade has good performance on the message transport system 
when agents are living in the same container. 

 
Table  1. MTS Performance results for Jade on one container 
Number of 

active agents 
ART  

(millisecond) 
Number of messages 

(per second) 
2 0.453 2222 
4 0.803 1250 
8 1.648 606 

16 3.5775 279 
32 8.955 112 

 
Figure 2 shows the change of ART and the number of messages sent and received 

with respect to the increase in the number of agents. These figures demonstrate a 
linear relationship between the time required for the message to travel back and forth, 
and the number of increased couple agents. When the number of active agents in-
creases, it requires more threads to run. Consequently, more agents became compet-
ing for CPU time; thus the performance decreases. 
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Fig.  2. MTS Performance results for Jade on one container 
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Table 2 shows Jade performance on the message transport system: agents are liv-
ing in two containers is poorer than that when agents are living in the same container. 

Table  2. MTS Performance result for Jade on two containers 
Number of 

active agents 
ART  

(millisecond) 
Number of Messages 

(per second) 
2 12.75 78 
4 22.74 44 
8 38.70 26 

16 107.37 9 
32 243.9 4 

The change of ART and the number of messages sent/received with respect to the 
increase in number of agents, when the agents live in two different containers, is 
shown in Figure 3. Although, there is no clear relationship that can be derived in this 
case, we can observe that as the number of active agents increases require more 
threads to run and compete for CPU time that made the performance to get lower. 
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Fig.  3. MTS Performance result for Jade on two containers 

 
Jade uses different mechanism to transport messages between agents that live in 

the same containers and agents that live in different containers. This results into a 
performance differences. Jade optimizes on agents localization and uses event passing 
when the agents are in the same containers. However, when the communication hap-
pens between agents on two different containers, Jade uses RMI to send the messages 
and has lower performance compared to that on one container. 

3.2   ZEUS 

Zeus agent building toolkit is a toolkit for constructing collaborative multi-agent 
applications. Zeus is developed at the British Telecom (BT) Labs’ intelligent systems 
research group. The platform is available in version 1.03b as of May 2000. It is an 
open source and can be downloaded for free from the website [9]. Zeus supports Java 
for development and execution. Zeus has an agent building environment, a suite of 
tools that facilitate the construction of multi-agent systems. It generates the executa-
bles for the agents automatically. Zeus is a FIPA-compliant platform. All Zeus agents 
communicate using messages that obey the FIPA 1997 ACL specification. Zeus pro-
vides the agent with a component library, which allows the agents to communicate 
and coordinate with other agents. 
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The same experiments performed on Jade are also performed on the Zeus toolkit, 
which include the two cases mentioned previously. The performance results when all 
agents run in the same container are as shown in Table 3. These results show that 
there is no much difference between 2 couple and 4 couples of agents. 

Table  3. MTS Performance result for Zeus on one container 

Number of 
active agents 

ART  
(millisecond) 

Number of messages 
(per second) 

2 100.945 10 
4 103.5 10 
8 149.9 7 

16 264.7 4 
32 519.375 2 

The relationship between the number of agents and ART and the number of mes-
sages sent and received are shown in Figure 4. Consider that these results are re-
corded when the agents are in one container. We observe from these figures that 
when 4 couples of agents are running, the total processing time reaches up to 45%. 
While, when 8 couples of agents are running, the total processing time reaches up to 
90%. This is again makes it clear that when the number of active agents increases, 
more threads are required to run and compete for CPU time. Thus, the performance 
becomes lower. 
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Fig.  4. MTS Performance result for Zeus on one container 

The performance results for Zeus on the message transport system when agents are 
living in two different containers are shown in Table 4. These results reveal that there 
is only a slight difference in performance between agents when they live in the same 
container and agents when they live in different container.  

Table  4. MTS Performance result for Zeus on two containers 

Number of 
active agents 

ART  
(millisecond) 

Number of messages 
(per second 

2 100.84 10 
4 101.77 10 
8 123.7 8 

16 332.9 3 
32 680.2 1 

 
The relationship between the number of agents and ART and the number of mes-

sages sent and received are shown in Figure 5. The communication mechanism is the 
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same as for agents on one container or on different containers. Each agent has a mail-
box component that implements its communication mechanism. The mailbox is used 
for creating and reading TCP/IP sockets for sending and receiving messages. The 
performance measured in the case of two containers is lower than that of one con-
tainer. This is because of the fact that two JVMs consume more processor time than 
one JVM. 
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Fig.  5. MTS Performance result for Zeus on two containers 

3.3   JACK Intelligent Agents 

Jack intelligent agent is a commercial agent oriented development environment. It is a 
product of Agent Oriented Software Group and the platform is available in version 
4.1. It should be noted that it is not an open source, however there is a trial version for 
60 days that can be downloaded from this website [8]. Jack is a development envi-
ronment that is built on top of Java and acts as an extension of Java that offers classes 
for implementing agent behaviour. It provides GUI for defining agents within pro-
jects. The GUI allows the developers to modify the agents’ views, belief sets, capa-
bilities and plans. Jack also contains an object browser (JACOB) that provides object 
modeling for communication of objects between agents and inputting of agents [1]. 
Jack intelligent agents are autonomous software components that have explicit goals 
to achieve or events to handle according the theoretical Belief Desire Intention (BDI) 
model of artificial intelligence. In addition, it supports local communication and re-
mote communication with different mechanism. Jack does not conform to FIPA stan-
dard. 

We performed the same experiments, which includes the two cases. The perform-
ance results when all agents run in the same container are shown in Table 5.  
 

Table  5. MTS Performance result for Jack on one container 
Number of 

active agents 
ART  

(millisecond) 
Number of messages 

(per second) 
2 1.675 597 
4 3.08 325 
8 6.07 165 

16 11.9 84 
32 24.08 42 
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Figure 6 shows the change of ART and the number of messages sent and received 
with respect to the increase in the number of agents. We can observe from these re-
sults that there is a linear relationship between the time required for the message to 
take a roundtrip and the number of couple of agents increased. 
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Fig.  6. MTS Performance result for Jack on one container 

Table 6 shows the performance of Jake on the message transport system when 
agents are living in two different containers is poorer than that when agents are living 
in the same containers. 
 

Table  6. MTS Performance result for Jack on two containers 
Number of 

active agents 
ART  

(millisecond) 
Number of Messages 

(per second) 
2 4.34 230 
4 8.24 121 
8 14.77 68 

16 29.89 33 
32 59.51 17 

 
Figure 7 shows the change of ART and the number of messages sent and received 

with respect to the increase in number of agents; when the agents live in two different 
containers. We observe from these results that there is a linear relationship between 
the time required for the message to take a roundtrip and the number of couple of 
agents increased. ART approximately doubles as the number of active agents doubles. 
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Fig. 7. MTS Performance result for Jack on two containers  

Jack uses different mechanisms to transport messages between agents that live in 
the same containers and agents that live in different containers. This results into per-
formance differences. When agents share the same container, the routing of messages 
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between them is trivial. In this case, the sender agent only needs to know the receiver 
agent’s address to send the message accordingly. When agents are running in the 
different containers, Jack uses DCI network as communication layer to allow agents 
to communicate. This network layer allows agents to communicate through ports 
using a Jack transport protocol; UDP with guaranteed reliability. This makes it clear 
that Jack has lower performance on two containers as compared to that on one con-
tainer. 

4   Comparison 

This section provides a comparison between the three agent building toolkits includ-
ing Jack, Zeus and Jade. First, all of these toolkits provide Java support.  Only Jade 
and Zeus are available for free with reasonable documentation that developers can 
use. Zeus and Jade are FIPA-compliant agent platforms. Jack does not make use of 
any pre-existing standard agent communication language. Jade uses an agent model 
and Java implementation that offer good runtime efficiency and software reuse. Con-
versely, Zeus offers very powerful means to graphically design multi-agent systems, 
with the desired interactions. Jack provides an excellent GUI for defining agents 
within projects. Jack includes all components of the Java development environment 
as well as offering specific extensions to implement agent behaviour. Figure 8-a 
shows the performance results of the three toolkits when all agents live in the same 
container. From these results we draw the following conclusions: Jade provides better 
performance on the message transport system than Jack and Zeus.  
 

 
Fig. 8.  (a) Performance results for Jade, Jack and Zeus on one container of MTS,  (b) Perform-
ance results for Jade, Jack and Zeus on two containers of MTS 

 
Figure 9 shows the performance results of the three toolkits when the agents live in 

different containers. From these results we draw the following conclusions: Jack 
provides better performance on the message transport system than Jade and Zeus. 
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5   Conclusions and Future Work 

Agent building toolkits facilitate the process of developing multi-agent systems. This 
paper compared Jade, Zeus and Jack multi-agent toolkits and proposed a benchmark 
to evaluate them. The implementations of sample tests of the multi-agent systems for 
the benchmark have demonstrated how different toolkits might support the develop-
ers. The agent building toolkits provide their own architecture and build-up method-
ology to deploy multi-agent systems. Based on our investigations, it is recommended 
that Jade can be used when the application requires agents to live in the same con-
tainer, because it provides better performance. Alternatively, it is recommended using 
Jack when the application requires agents to live in different containers.  

In the future, we will continue to work on other agent building toolkits, using the 
same test measurements as well as incorporating other important issues. Furthermore, 
we will design and implement user friendly interfaces that allow developers to find 
the most appropriate toolkits based on their required needs. 
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Abstract. The oil well instrumentation generates a set of process variables,
which must analyzed by the experts in order to determine the well state. That
implicates a highly cognition task where the information generated is very im-
portant for maintenance tasks, production control, etc. In other way, the natural
energy of an oil field can not be enough to lift the fluids. In these case is neces-
sary to use another procedure to lift the oil, for example gas. That is an inter-
esting case to be modeled by an artificial intelligence technique. Particularly, in
this paper we propose an Artificial Immune System for fault detection in gas
lift oil well. Our novel approach inspired by the Immune System allows the ap-
plication of a pattern recognition model to perform fault detection. A signifi-
cant feature of our approach is its ability to dynamically learning the fluid pat-
terns of the ‘self’ and predicting new patterns of the ‘non-self’

1   Introduction

When the natural energy of an oil field is not enough to fluid lift, we need a secondary
recovery procedure on the well (normally, this is called artificial lift) [2, 12]. For this
case, we can use different techniques such as artificial lift by gas (ALG) [2, 12]. The
idea of the ALG is to inject gas, and in this way to lighten the fluid. The design of this
system must be made very carefully. One of the aspects to consider is the fault detection
[2, 4]. On the other hand, the immune system is a collection of cells and organs able to
perform tasks with characteristics such as pattern recognition, learning, noise tolerance,
distributed detection, and memory, with the purpose of maintaining the physical integ-
rity of an individual [8, 11, 13, 15, 20]. The problem that the immune system solves
may be described as the distinction between self and non-self entities, being the self
entities the internal cells and molecules produced by the body, while the non-self enti-
ties correspond to potentially harmful foreign entities such as viruses, parasites and
bacteria. In recent years, some immunity based computational models have been suc-
cessfully developed [3, 4, 6, 8, 9, 10, 14, 15, 17, 18, 21], showing an enormous potential
for practical applications to other fields such as computer security and pattern recogni-
tion [6, 7, 14, 16, 19]. In this paper we discuss an immunocomputational framework to
define a fault detection system for a gas lift oil well. Particularly, we propose a fault
detection system based on immune system ideas for gas lift oil well.
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2   Theoretical Aspects

2.1   Artificial Immune Systems

In the recent years, a novel approach has begun to emerge which is the use of con-
cepts from immunology to solve problems [8, 11, 13, 15, 20]. The human immune
system has a very distributed and adaptive, novel pattern recognition mechanism. The
body recognizes its own cells from those of the invaders [20]. In general, the purpose
of the immune system is to protect the body against infection and includes a set of
mechanisms collectively termed humoral immunity. The immune system uses learn-
ing, memory, matching, diversity, distributed control and associative retrieval to solve
recognition and classification tasks [20]. In particular, it learns to recognize relevant
patterns, remember patterns that have been seen previously, and uses combinatorics
to construct pattern detectors efficiently. The immune system also remembers suc-
cessful responses to invasions and can re-use these responses if similar pathogens
invade in the future. Matching refers to the binding between antibodies and antigens.
Diversity refers to the fact that, in order to achieve optimal antigen space coverage,
antibody diversity must be encouraged. Cloning and hypermutation maintain the
diversity of the antibody set. Distributed control means that there is no central con-
troller, rather, the immune system is governed by local interactions between cells and
antibodies. The antibodies are present through out the body without any central con-
trol and thus defend the body by this interaction in a distributed fashion. These re-
markable information-processing abilities of the immune system provide several
important inspirations to the field of computation [8, 11, 13, 15, 20].

There are many more features of the immune system, including adaptation, idio-
typic network and protection against auto-immune attack. The immune system must
maintain a diverse repertoire of responses because different pathogens must be elimi-
nated in different ways. To achieve this, the immune system constantly creates new
types of responses. These are subject to selection processes that favour more success-
ful responses and ensure that the immune system does not respond to self-proteins.
Lymphocytes are subject to two types of selection process. Negative selection, which
operates on lymphocytes maturing in the thymus (called T-cells), ensures that these
lymphocytes do not respond to self-proteins. The second selection process, called
clonal selection, operates on lymphocytes that have matured in the bone marrow
(called B-cells). Any B-cell that binds to a pathogen is stimulated to copy itself. The
copying process is subject to a high probability of errors (“hypermutation”). The
combination of copying with mutation and selection amounts to an evolutionary algo-
rithm that gives rise to B-cells that are increasingly specific to the invading pathogen.

2.2   Gas Lift Well

When we search oil (exploration), we need to use scientifique methods to determine
the subsoil characteristic. In this way, we can know if there is a region with an
accumulation of hydrocarbon. When the hydrocarbon has been detected, the
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exploitation of the oil field starts. It consists in bringing the oil to the surface using
the natural energy of the oil field or other methods (for example gas artificial lift).
Normally, at the beginning the natural energy of the oil field allow the oil lift, but
when the oil field is old we need to use other techniques: gas artificial lift, mechanical
pump, hydraulics pump, and so forth. The gas artificial lift technique is a technology
based on the injection of gas to allow the fluid of the oil to go to the surface. The gas
comes from compression plants, through a gas distribution system. The last part is
composed by gas multiples (MLAG) and pressure high multiple (MAP). In general
the gas goes to the oil well, and its injection is controlled by control equipment that is
in the surface and subsoil. We need to inject the optimal quantity of gas to obtain the
minimal pressure to allow the fluid lift. During the perforation, there is a cementation
phase to glue a tube called ‘casing’. Inside of it we include another tube called
‘tubing’. This last tube is used to transport the oil from the oil field to the surface [2].
With the data from the pressure table of the “Casing” and “Tubing” we can determine
the next information [2, 4]: 1. Surface Restriction: a high pressure of the “Tubing”; 2.
Freezing: a fault in the gas injection or small quantity of recovery fluid due to the
freezing of the tubes; 3. Sandy or coat well: not continuos lift; 4. Frequent cycles of
very fast lift: small pressure of the “Casing”; 5. Far cycles with intermittent lift: small
fall of the pressure of the “Casing”; 6. Valve work bad: fall and climb of the pressure
of the “Casing”; 7. Valve does not work: the pressure of the “Casing” is smaller than
the pressure of operation of the valve.

3   Our Fault Detection System

This section introduces our fault detection system based on the AIS. In essence, the
immune system is used here as inspiration to create an unsupervised machine-
learning algorithm. We develop a detection mechanism by maintaining immune cells
that detect an anomaly. Our approach works in two phases: at the beginning is gener-
ated the lymphocyte (outline operation phase). Then, our system is included in the
environment (inline operation phase) to detect the anomalies.

3.1   Outline Operation Phase

This phase is based on the negative selection algorithm to generate the B and T lym-
phocytes, where the cells that reactions with the self organism are eliminated. The
macro-algorithm is: i) Recollection of data in normal state. ii) Pre-processing of data.
iii) Representation of data. iv) Save the "self cells". v) Generation of detectors.

Recollection of Data in Normal State
We use the normal and abnormal condition patterns presented in [2, 4] like reference
model. Each pattern is a set of registers “Tubing-Casing” (see Figure 1). Some of the
diagnostic with these patterns are: i) Norma Operation: small variation of the "Tub-
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ing" and "Casing" pressure (Figure 1.a); ii) Low Production: The "Tubing" pressure
increases and the "Casing" pressure is stabled (Figure 1.b); iii) Emulsion: the "Tub-
ing" and "Casing" pressures have small opposite tip; iv) Freezing Gas: high varia-
tions of the “Tubing” pressure and the "Casing" pressure is stabled.
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Fig. 1. Registers of the Tubing-Casing Pressures

For this phase, we have used the normal operation pattern (see Figure 1.a) to build the
patterns to be used by the IAS.

Pre-processing of Data
We have defined a new representation of data, because our system uses information
from different wells. In this way, we can unify the scale of the input values into the
interval [-1,1]. We define a matrix (D[PxC]), where P is the number of data of each
pattern (each data is a couple “Casing – Tubing” pressure) and C are the variables (in
our case C=2, Casing and Tubing pressures). We use 80% of the normal condition
patterns for generation of the detectors and 20% to test our system (to detect abnor-
mal condition operations). The maximum and minimum value of each variable is
determined using the set points of them. The parameters α and β define the fraction
above or below of the set point that determine the maximum and minimum of each
variable, respectively. Then, the transformation for each data of D is:
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where:

ij
kD  is the value of the row j, column i, of the pattern k modified. with:

( )Pj K,2,1∈ ; ∈i  (1,2); ∈k  (1..3)

i
kmax  is the maximum value of the variable or column i of the pattern k:
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kmin  is the minimum value of the variable or column i of the pattern k:
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i
kOp  is the set point of the variable i of the pattern k.

The value of  α and β for each variable are:
                           αCasing = 0.15                   βCasing = 0.15
                           αTubing = 0.5                     βTubing = 0.5

Representation of Data
With D, we have built a new vector of representation of data (X) over each variable
using a sliding window with size ( Pl2 <≤ ) and sliding length ( Pshift <≤1 ).
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kkkk DDDX K=  is a vector with all the elements of column 1 of Dk,

and [ ]222122 P
kkkk DDDX K=  is a vector with all the elements of column 2

of Dk.
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matrix for each variable i of each pattern k where the number of rows represents the

numbers of sliding windows generated from vector i
kX :





















=

ih
k

i
k

i
k

k

X

X
X

iM
M

2

1

where:  i
kM  is the matrix of the variable i of the pattern k, and its elements are

row vectors which represent the sliding windows generated from i
kX .

         ij
kX  is the window j of the variable i of the pattern k. Where j ∈(1,....,h) and h

is the number of sliding windows generated. The size of each vector ij
kX  is l.    

The window is moved according to the sliding length to build a second window.
When the sliding window matrix is built for each variable i of each pattern k, we
unify the vectors that represent the same position of each variable for each pattern k.
Now this matrix is called V with size h x (2 x l ) for each pattern k. For example, the
first vector of pattern k is:

[ ]22212121111 l
kkk

l
kkkk DDDDDDV KK=
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Then we determine the angle between contiguous data, and between the last element
and the first element of this vector. That is, for the first vector of the pattern k we
determine the angle as:

                                                
11

21
1,1 )tan( k

k
k

D
DA =                        (2)

and the last angle is determined as:
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Where: g
kA  is the angle matrix of the pattern k, for the vector g,

( ) )n,...,1(kandh,,1g ∈∈ K
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Save the "Self Cells"
The "self" is the set of sliding windows represents by the angles obtain previously.
This, the self set is represented by the k matrices of the angles of size h x ( 2x l ),
where the elements are angles inside of the interval [0, 2xΠ radians].

Generation of Detectors
Our system uses the negative selection algorithm. That is, our AIS uses the self cells
sets to produce detectors with the capabilities to discriminate the self and non-self.
Each detector is an angle string generated randomly, which is defined as valid if it
does not mate with the self (we avoid false positive). Now, we are going to present
the negative selection algorithm used in this work, called the Random generation of
detectors: We generate vectors (detectors) where theirs components are random an-
gles inside of the interval [0, 2xΠ radians]. The number of detectors to generate and
the coupling interval of the angle are given by the users. We search detectors that
don't active them front the self set [3]. That is, we generate vectors (detectors) with

random angles [ ]lBBBB ×= 2,12,11,11 KK , and we compare them with all strings

of the self set ( [ ]lAAAA ×= 2,12,11,11 KK ). Each component of the detector 1B
has a sweep 1B∆ , and there is a coupling if:

                                      ;l2i1withBBAB 1i,1i,1i,1 ×≤≤∆+≤≤         (4)

If a detector couples a string of the self set, then we eliminated this detector, we in-
crease the counter of deleted detector and we generate another detector. We finish
with a given sweep when a given number of detectors deleted is achieved. In this
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case, we increase the angle sweep, we reset the counter of deleted detectors and we
restart the random generation of new detectors. When we achieve a number given of
pre-defined detectors, then we stop the procedure of generation of detectors.

3.2   Online Operation Phase

In this phase the immune system must identify the self cells. It is composed by the
next tasks:

Recollection of New Data
We test our system using the patterns of the work [2, 4].

Pre-processing of Data
We use the same procedure of the previous phase.

Representation of Data
We represent the data using vectors build according to sliding windows of size l and
the running length shift for each variable, then we use the same procedure like the
previous phase to obtain vectors with component which are angles inside of the inter-
val [0, 2xΠ radians].

Define if the Detectors Generated in the Previous Phase Can Identify or Not This
New Data
The patterns represent abnormal conditions (antigens). Using each pattern of abnor-
mal condition, we test the generated detectors in the previous phase. In this case, we
need to test the coupling between them using a procedure similar than our detectors
generation algorithm.

4   Experiments

Because the Tubing and Casing registers have small opposite peak at the same time,
we use that to divide a fault pattern in 11 sections. For the case of intermittent
injection, we divide this pattern in 7 sections that represent the fault regions by gas
deficiency (Sections 1, 3, 5 y 7) and regions with quasi-stabilization (sections 2, 4 y
6). For freezing gas and low Production we divide the patterns in 4 sections. We
follow a similar procedure to divide the rest of fault patterns (see [2, 4] for more
details). The performance measures to evaluate our system are: a) Execution Time
(seconds): is the CPU time of our system to generate the detectors. ii) Number of
activated detectors by fault section. iii) Number of fault sections detected. We use the
next parameters for our algorithms of detectors generation: a) Size of the sliding win-
dow (l) = {2, 3, 4}, b) Length of the sliding window (shift) = 1, c) Number of detec-
tors to generate (num) = {50000, 60000, 70000}, d) Coupling Interval (asize) = Π / 4.
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The standard case is: l=2, shift=1, num=5000, and asize=Π/4. We have not modified
shift because when we have modified these parameters we have not obtained impor-
tant changes at the level of the result [4]. We have designed the next experiments for
the outline operation phase: a) Different values of l, b) Different values of num. Now,
we are going to show the main results, the rest of them can be seen in [4]. We have
compared our algorithm with other work proposed in [4].

4.1   Variation of num

Table 1 shows the CPU time for each algorithm to generate the detectors for the low
production fault pattern for different values of number of detectors. For the rest of
case, the behavior is similar (see [4]). In general, if we increase the number of detec-
tors, then the average of detection by fault section increase for both algorithms. The
average of detection of our algorithm is bigger than algorithm [4]. We see in table 1
that the execution time of the algorithm [4] is smaller than our algorithm, but the
number of fault sections detected by our algorithm is the biggest (see section 4.2).

Table 1: Execution Time for both Algorithms

Execution Time (seconds)

Parameters
Number of detec-

tors
Our Algorithm Algorithm in [4]

50000 20605.77 4256.64
l = 2

70000 28226.438 36992.452
l = 3 50000 337249.01 120054.52

l = 4 50000 89538.891 52835.915

4.2   Variation of l

The table 2 shows the number of detectors activated for each algorithm in each fault
section for the emulsion fault pattern for the Standard Case. The 11 sections of the
pattern have been detected by our detectors. We can see more detectors activated by
the algorithm 1. In [4] we present the rest of tables for the rest of fault patterns. In all
case, our algorithm has a bigger number of detectors activated by section than the
algorithm [4].
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Table 2: Number of detectors generated by our algorithm and the algorithm proposed in [4]
activated in each fault section of emulsion

Emulsion Our algorithm algorithm in [4]

Interval
Section size
(minutes)

Number of de-
tectors activated

Number of detec-
tors activated

Section 1 50 12 2

Section 2 90 39 5

Section 3 130 39 3

Section 4 220 70 8

Section 5 90 55 2

Section 6 170 54 8

Section 7 120 39 3

Section 8 230 77 8

Section 9 100 50 2

Section 10 150 52 8

Section 11 90 31 3

Section average 130.909 47.091 4.727

5   Conclusions

This paper presented an artificial immune model specially designed to solve the fault
detection problem for LAG well. Our system has demonstrated to be capable of com-
bining exploitation with exploration and showed a good performance. This work has
demonstrated that taking inspiration from the human immune system, in the form of
the negative selection algorithm, is suitable for the design of novel error detection
mechanisms. Error detection mechanism is probabilistic and performed in real-time,
permitting a trade off between storage requirements and the ability to detect an error
within the sequential system. In contrast to others error detection techniques that
concentrate on single bit errors, and can sometimes fail to detect multiple errors, our
immune system is adept to detecting this task. Particularly, we have generated detec-
tors that determine deviation in the production process. This model can be used in
system of high risk and real system, where we like to detect an abnormal condition
operation very quickly. This model can be combined with other tools like a fault diag-
nostic system to classify the faults. In general, the model must be improved in: Add
more dynamic (learning and memory systems) to avoid to use only the information
catch outline; Use one algorithm to adapt the parameters of our system (coupling
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interval, size of the sliding window, etc.). Future work would benefit from other as-
pect of natural immune system: clonal algorithm, cell memories, etc.
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Abstract. We propose VRTPR-Tree and a heuristic approach based on λ -
interchange to solve a specific Vehicle Routing Problem with Time Windows
(VRPTW). In the problem, delivery demands of customers are given as initial
conditions. And, one of the vehicles with different positions visits the
customers and transports to their destinations within time limits. For solving
this problem, VRTPR-Tree indexes moving vehicles as a tree structure at some
point. VRTPR-Tree generates an initial assignment condition for optimizing in
a short time. An entry of a node consists of a pointer to a vehicle and a
bounding rectangle which implies future positions of the vehicle (in leaf nodes)
or pointers to child nodes and a bounding rectangle which encloses bounding
rectangles of child nodes (in intermediate nodes). Initially, customers are
assigned to a vehicle on the basis of the indexes of VRTPR-Tree, and the
delivery orders of the customers are scheduled. Moreover, a heuristic approach
based on λ -interchange optimizes the initial solution in the viewpoint of travel
cost or customer satisfaction.  We performed some experiments on an ideal
environment. The experimental results show that our approach produces good
results in short assignment and optimization times.

1   Introduction

In recent years, a new transportation system called demand-bus or dial-a-ride is
focused by city governments. The traditional traffic system such as fixed bus system
is one of the causes of traffic congestion in urban area. On the other hand, in the
demand-bus system, customers could choose his riding and dropping points freely and
are delivered by share-ride vehicle.  This new traffic system enables to alleviate
congested traffic conditions.

A Vehicle Routing Problem with Time Windows (VRPTW) is a basic model of
demand-bus system. In VRPTW, plural demands of customers for delivery are given
as initial conditions. And, each vehicle visits the customers and transports to their
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destinations within time limits. VRPTW has already been addressed in [1], [2], [3],
[4]. Moreover, Solomon [5] introduced benchmark instances for VRPTW. Our
problem is a specific case of the VRPTW. The major different is positions of vehicles,
i.e. in most other papers, all vehicles leave from one depot, on the other hand, in our
problem, the initial positions and velocity vectors of vehicles are different. Most of
the methods for VRPTW used heuristic algorithms as well as our approach. However,
their time complexities were too high because they tried to optimize in consideration
of all vehicles and customers at once.

In our approach, VRTPR-Tree based on TPR-Tree[6][7] indexes moving vehicles
spatially. VRTPR-Tree generates an initial assignment condition for optimizing in a
short time. An entry of a node consists of a pointer to a vehicle and a bounding
rectangle which implies future positions of the vehicle (in leaf nodes) or pointers to
child nodes and a bounding rectangle which enclose bounding rectangles of child
nodes (in intermediate nodes). The form of a bounding rectangle is based on a
position and a velocity vector of a vehicle, road network constraints (i.e. reachable
regions of a vehicle), and riding and dropping points of assigned customers. Initially,
customers are assigned to a vehicle on the basis of the spatial indexes. And the
delivery orders of customers are scheduled by FIFO (first-in first-out) queue.
Moreover, our heuristic approach using λ -interchange optimizes the initial solution,
and the optimal range of vehicles is restricted by the spatial indexes of VRTPR-Tree.
The λ -interchange[8][9] is a basic algorithm for customer interchange between a set
of vehicles.

The remainder of this paper is as follows: the formulation of VRPTW is described
in Section 2. Section 3 defines the structure of VRTPR-Tree and bounding rectangles
and time constraints. Initial solution of assigning vehicles and scheduling orders is
defined in Section 4. An optimization algorithm using λ -interchange is defined in
Section 5. Section 6 reports on our experimental results. Section 7 concludes and
offers future works.

2   Formalization of VRPTW

We formulate VRPTW as follows. A traffic topology is based on the concept of a
road network G  which consists of nodes and edges. Nodes which represent
intersections are given by Equation (1). A node is a pair of coordinates on x - y
dimensions as ),( pypx . Edges which represent road segments between two nodes

are given by Equation (2).

},,,{ 21 IpppP L= (1)

{ }PppppL ⊂′′−= ,:][ (2)

Customers on the road network are given by Equation (3). The delivery demand of

customer ic  consists of riding node, dropping node and time limit (i.e., the customer

want to arrive at his dropping node within the time limit) as Equation (4). The
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customers could choose riding node and dropping node from the nodes in road
network freely.

},,{ 21 NcccC L= (3)

),,( iiii TLdrD = (4)

The customer satisfaction of ic is defined as Equation (5), whereσ  is control

parameter of satisfaction. PC  is the proportion of delay time to time limit TL ,

where td is dropping time instant. In particular, if a customer could arrive at his
dropping node within his time limit, his customer satisfaction value is 1; otherwise,
the value decreases gradually.
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Vehicles are given by Equation (6). The position of vehicle jv  is given by

Equation (7). The velocity vector of vehicle jv  is given by Equation (8).

},,{ 21 KvvvV L= (6)

))(),(()( tytxtv jjj = (7)

))(),(()( tvytvxtv jjj =r (8)

The delivery order of vehicle jv  is given by a queue jq  in Figure 1. The riding

nodes and dropping nodes are inserted into the queue in FIFO (first-in first-out) order.
The traveling distance of the queue, which is the total distance of the route, is defined

as Equation (9), where ),( 21 ppd  is route distance between 1p and 2p , and L  is

the length of the queue.
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Consequently, our objective is to maximize the customer satisfaction and to minimize
the traveling distance.
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r1 r2 d2 r3 d1 d3

[0] [1] [2] [3] [4] [5]

Fig. 1.  Queue for delivery order

3   VRTPR-Tree

Most fundamental indexing structure for moving objects is called TPR-Tree [6][7]
which adopts time-parameterized bounding rectangles called Conservative Bounding
Rectangle (CBR). Self adjusting structure called Star-Tree was proposed in [10].
expR - Tree extended from TPR-Tree for expiration times of moving objects was

proposed in [7]. *TPR -Tree [11] employed a new set of insertion and deletion
algorithms. We propose Vehicle Routing TPR-Tree (VRTPR-Tree) extended from
TPR-Tree for moving vehicles. Although it has been applicable to moving objects in
any dimension, we focus on moving vehicles in x - y  dimensions in this paper.

VRTPR-Tree is a height balanced tree associated with the feature of R-Tree [12]. We
show the tree structure of VRTPR-Tree as follows.

3.1   Leaf Nodes

An entry E in a leaf node consists of a pointer to a vehicle and a time-parameterized
bounding rectangle which bounds the vehicle as Equation (10). The form of the
bounding rectangle depends on the position and the velocity vector of the vehicle and
road network constraints. The time-parameterized bounding rectangle implies future
position of the vehicle.

))(,( tBRvE j= (10)

A bounding rectangle in a leaf node is defined as intervals on x  and y  coordinates

as Equation (11).

))(),(()),(),((()( tBRtBRtBRtBRtBR yyxx
←→←→= (11)

Here, we define a new bounding rectangle called Routing CBR (RCBR). For
simplicity, we consider only x coordinate as follows. The interval of RCBR at update

time  updt  is equal to the position of bounded vehicle jv  as Equation (12).

)()()( updjupdxupdx tvtRCBRtRCBR == ←→ (12)
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Moreover, we define a reachable rectangle )(tRR  of vehicle jv  within update

interval I . Maximum moving distance of the vehicle within the update interval is
calculated by Equation (13).

Ivd jj ×= r
max

(13)

   Let )(tP  be nodes which satisfy the condition jj dptvdPp max)),((: <∈ .

The reachable rectangle bounds the nodes )(tP  as Equation (14).
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The spread speed of the interval of RCBR is defined by using the reachable
rectangle as Equation (15).
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Hence, the interval of RCBR at time t  is defined as Equation (16). RCBR spreads
with the same speed as the vehicle and stops when it reaches at the reachable
rectangle in the same direction; on the other hand, RCBR spreads until the reachable
rectangle smoothly in the opposite direction of the vehicle.
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Accordingly, RCBR never spreads beyond the reachable rectangle and could
bound vehicle even though the vehicle turns in a different direction. This improves
the reliability and accuracy for prediction of future positions of vehicles.

Consequently, a bounding rectangle in leaf node is defined by using RCBR and the
demands of the assigned customers (i.e., the riding nodes and dropping nodes) as
Equation (17). Thus, the bounding rectangles imply not only the future position of
vehicle but also responsible delivery area of the vehicle.
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3.2   Intermediate Nodes

An entry E  in an intermediate node consists of pointers to child nodes and a
bounding rectangle which always bounds bounding rectangles of the child nodes as
Equation (18). Let M  be the maximum number of entries in intermediate nodes to be
fit in one node.

MmtBREEEE m <= :))(),,,,(( 21 L (18)

4   Assigning and Scheduling

Assigning customers to a vehicle depends on indexes of vehicles. Here, we define a
demand rectangle of a customer as Equation (19). Nodes in VRTPR-Tree are
evaluated by Equation (20) which is the responsible delivery area of vehicles in sub
nodes, and a node with least value is selected from root to leaf. Finally, the customer
is assigned to a vehicle which is pointed by selected leaf node. The least calculation

order is )(log KM m× , where M  is the maximum number of entries in

intermediate node, K  is the number of vehicles, and )(log Km  is the least height of

the tree.
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(19)

))(( DRtBRA ∪ (20)

Assigned delivery demands (riding points and dropping points) are inserted into the
queue of the vehicle we mentioned above in order of FIFO (first-in, first-out). More
specifically, customers are transported one by one like taxis. This scheduling is unfit
for share-ride buses, so that we propose a heuristic algorithm using λ -interchange for
optimizing the initial solution in the next section.

5   Optimization Algorithm

Optimizing for assigning and scheduling is achieved by a heuristic approach using
λ -interchange which is a basic algorithm for exchanging customers between

vehicles.  We consider two queues 1q  and 2q , and two sets of assigned customers

1C  and 2C  of vehicles 1v  and 2v  in Figure 2. Firstly, customers 11' CC ⊂ of size

λ<|'| 1C  are selected randomly, and the riding nodes and dropping nodes of '1C  is

removed from 1q . Secondly, the riding nodes are inserted into random positions of
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2q , and the dropping nodes are inserted into the random positions on the right of the

riding nodes. We define a series of exchange operators ),( 21 λλ  where

λλλ <|||,| 21 . For example, the operator )0,1(  indicates a shift of one customer

from 1q  to 2q . The operator )1,1(  indicates an exchange of one customer between

1q  and 2q . We used 2=λ  so that all these operations have eight patterns. Figure 2

illustrates the operation )0,1(  on 1q  and 2q .

queue 1

queue 2

r1 d1 r2 d2 r3 d3

r4 d4 r5 d5 r6 d6

(a)Before

queue 1

queue 2

r1 d1

r2 d2

r3 d3

r4 d4 r5 d5 r6 d6

(b)After

Fig. 2. Customer exchange between vehicles

For restricting optimizing area, we introduce height level of VRTPR-Tree. We define
height level1 as sets of leaf nodes included by bottom intermediate nodes. Height
level2 is sets of leaf nodes included by intermediate nodes above height level1. For
example, in Figure 3, sets of three leaf nodes are height level1; a set of nine leaf nodes
and three intermediate nodes is height level2. The λ -interchange applies to all of the
combinations of vehicles in a set of leaf nodes. For example, in Figure 3, the number

of combinations in the level1 is 323 ×C ; in level2 is 29C .

Level1 Level1 Level1

Level2

Fig. 3. Height level in VRTPR-Tree

After λ -interchange, a cost function is required for accepting or rejecting the
solution. We define two cost functions based on traveling distance cost (TDC) or
customer satisfaction cost (CSC). TDC is the sum of traveling times of two exchange
vehicles as Equation (21). On the other hand, CSC is the inverse of the sum of
customer satisfaction values of assigned customers to two exchange vehicles as
Equation (22).

|||| ji qq + (21)
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We used First-Best strategy which selects the first best solution with respect to the

two cost functions. The heuristic process is repeated until a maximum time maxT .

Whether the obtained solution converges or not in the process is checked at fixed
intervals ω .

6   Experiments

We used five experimental patterns shown in Table 1 with varying the number of
customers from 100 to 200 on a machine with Pentium-4 processor.  The parameter
setting is as follows: road network is 2121×  grid ( 10001000×  pixels), so that all
intersections are orthogonal 4-crossed points except for four borders. Time limits of
customers are set from between 1 and 5 times minimum riding time randomly. Other
parameters are shown in Table 2.

Averages of optimizing times are shown in Table 3. Optimizing times of level 2 (PT3
and PT5) are about three times as much as optimizing times of level 1 (PT2 and PT4),
respectively. TDC is more quickly convergent cost than CSC.

Table 3.  Averages of optimizing times

Pattern Time(ms)
PT2 4607
PT3 10554
PT4 6112
PT5 18771

Figure 4 shows the traveling time needed to transport all customers, and Figure 5
shows the average of traveling distance of vehicles. Note that TDC produces good
results; on the other hand, CSC produces bad results. The reason is, in an extreme
case, that CSC tries to assign only a customer with low satisfaction to a vehicle, other
customers with high satisfaction to other vehicle. Such case results in an increase of

         Table 1. Experimental patterns

Pattern Level Cost
PT1 No optimization
PT2 1 TDC
PT2 2 TDC
PT3 1 CSC
PT4 2 CSC
PT5

Table 2.  Parameter setting

Parameter Value

|| vr 5

M 5

σ 0.5

maxT 1000

ω 50
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traveling time. Figure 6 and Figure 7 show the waiting time and the riding time of
customers, respectively. The results indicate a similar tendency with Figure 4 and
Figure 5. No optimization adopts FIFO queue, so that PT1 shows the lowest value in
Figure 5. In Figure 7 which shows the average of customer satisfaction, CSC
produces better results than TDC in contrast to other results. Obviously, there are
trade-off relations between optimizing time and system performance and between
traveling distance and customer satisfaction. We should choose a transportation
pattern to suit customer needs and traffic circumstances.
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Fig. 4. Traveling time
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Fig. 5. Average of traveling distance
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7   Conclusions

In this paper, we proposed VRTPR-Tree and a heuristic approach using λ -
interchange to solve specific VRPTW. Firstly, VRTPR-Tree produces initial solution
effectively in a short time. Secondly, a heuristic algorithm based on λ -interchange
optimizes restricted parts of the initial solution. At the last, we performed experiments
and compared five patterns. Our experimental results showed distinctive trends of the
patterns. In our future works, we will apply other heuristics such as simulated
annealing or genetic algorithm to our approach.
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Stochastic Learning Automata-Based Dynamic
Algorithms for the Single Source Shortest Path Problem
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Abstract. This paper presents the first Learning Automaton solution to the Dy-
namic Single Source Shortest Path Problem. It involves finding the shortest
path in a single-source stochastic graph, where there are continuous probabilis-
tically- based updates in edge-weights. The algorithm is a few orders of mag-
nitude superior to the existing algorithms. It can be used to find the shortest
path within the “statistical” average graph, which converges irrespective of
whether there are new changes in edge-weights or not. On the other hand, the
existing algorithms will fail to exhibit such a behavior and would recalculate
the affected shortest paths after each weight change. The algorithm can be ex-
tremely useful in application domains including transportation, strategic plan-
ning, spatial database systems and networking.

Keywords: Learning Automata, Dynamic Shortest Paths, Intelligent Systems

1   Introduction

The problem of maintaining the shortest path information in a graph (with a single-
source), where the edges are inserted/deleted and where the edge-weights constantly
increase/decrease is referred to as the Dynamic Single Source Shortest Path Problem
(DSSSP) [4,5,8,12]. The importance of the problem lies in the fact that it is represen-
tative of many practical situations in daily life. Our intention is to devise efficient
solutions to maintain shortest paths while there are edge updates taking place on the
structure of the graph.  Out of the four possible edge-operations (insertion/deletion
and increase/decrease), it can be shown that edge-insertion is equivalent to weight
decrease, and edge-deletion is equivalent to weight-increase [4,5].

The well-known static solutions to the traditional combinatorial Single Source
Shortest Path Problem [1,2] are unacceptably inefficient in such dynamic scenarios in
practical life, because using them would involve re-computing the shortest path tree
“from scratch” each time a topological change occurs in the graph.

Two of the earliest known works on the dynamic shortest path problem date back
to the papers by Spira and Pan [13] and McQuillan et al. [7]. While the former is
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theoretically proven to be inefficient, the latter has neither been analyzed theoretically
nor through simulations. The most recent and well-known solutions to the DSSSP on
general graphs with positive real-valued edge-weights were proposed by Ramalingam
and Reps [12], Franciosa et al. [3], and Frigioni et al. [5]. However, the solution by
Franciosa et al. is limited only to the semi-dynamic problem. The currently acclaimed
dynamic algorithms are constrained by the several limitations [14].

The work reported in this paper was inspired by the need of formulating an algo-
rithm for finding the shortest path in such realistically occurring stochastic environ-
ments. The work seeks to find the shortest path for the “average” underlying graph
(dictated by an “Oracle”, also called the Environment). The purpose of this work is to
find the “statistical” shortest path tree that will be stable regardless of continuously
changing weights.

This paper presents a new algorithm that uses Learning Automata [6, 9] to gener-
ate superior results (when compared to the previous solutions). Learning is achieved
by interacting with the Environment, and processing its responses according to the
chosen actions. This is further clarified in Section 3 of the paper.

2   Previous Dynamic Algorithms

This section briefly discusses the two most significant solutions to the DSSSP prob-
lem. The detailed descriptions of the algorithms are more complex and are omitted
here in the interest of brevity. They can be found in [5] and [12], and in the un-
abridged version of this paper [14].

2.1 Ramalingam and Reps’ Algorithm (RR)

The first significant contribution to solving the fully DSSSP problem without re-
computing everything “from scratch” was proposed by Ramalingam and Reps [12].
Their proposed algorithms were for cases of edge insertions/deletions, and are based
on adaptations of the Dijkstra’s solution to SP(G), the static version of the problem
[2]. The authors of [12] showed that edge-insertions and deletions are equivalent to
edge-length (weight) decrease and increase respectively. Inserting an edge can be
abstracted to decreasing the edge-length from ∞ to a finite value, whereas decreasing
an edge-length (weight) can be performed by inserting a new edge parallel to the edge
under consideration. Similar arguments can be applied to deleting an edge or in-
creasing an edge-length.

The insertion algorithm maintains a priority queue containing vertices with priori-
ties equal to their distance from the endpoint of the inserted edge. When a vertex
having a minimum priority is extracted from the priority queue, all the outgoing
edges are traversed. The deletion algorithm works in two phases. The first phase of
the algorithm determines those vertices and edges that are affected by the deletion of
a particular edge, and removes those affected edges from SP(G). The second phase
determines the new output value for all the affected vertices and updates SP(G).
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2.2   Frigioni et al.’s Algorithm (FMN)

The second most significant solution to the fully DSSSP problem on digraphs with
positive real weights was proposed by Frigioni et al. [4,5].

Briefly, the weight-decrease and weight-increase algorithms work as follows.  The
algorithms utilize the concept of the number of output-updates, which calculates the
number of vertices affected by an input change in the graph. In the case of a weight
increase, the number of output-updates is given by the number of vertices that change
the distance from the source. If decreasing a weight decreases the distance of the
terminating end of an inserted vertex from the source, a global priority queue is used
to compute new distances from source. However, unlike the previous algorithms, on
dequeuing a vertex, not all the edges leaving it are scanned. The “decrease” algorithm
works in three phases; the first two are concerned with preprocessing, while the last
one updates the distances of the vertices from the source, and is applied to the sub-
graph that is induced by the updated vertices.

The weight-increase algorithm is based on the following node-coloring scheme:
(1) marking a node white, where such a node q changes neither the distance from s
nor the parent in the tree rooted in s, (2) marking a node red, where such a node q
increases the distance from s, and (3) marking a node pink, where such a node q pre-
serves its distance from s, but it replaces the old parent in the tree rooted in s. There
are three main phases of the algorithm. First, it updates local data-structures at the
end-points of the affected edge, and checks whether any distances change. Then, the
vertices are colored repeatedly by extracting vertices with minimum priority. Finally,
the algorithm computes the new distances for the red vertices.

3   Learning Automata and the DSSSP Problem

3.1  Principles of Learning Automata

Learning Automata (LA) [6,9,15,16] have been used to model biological learning
systems and to find the optimal action that is offered by a random environment.
Learning is accomplished by actually interacting with the environment and processing
its responses to the actions that are chosen, while gradually converging toward an
ultimate goal. Learning Automata have found various applications in the past [10,12].

The learning loop involves two entities, the Random Environment (RE) and a
Learning Automaton. Learning is achieved by the automaton interacting with the
environment, and processing the responses it gets to various actions chosen. The
intention is that the LA learns the optimal action offered by the environment. A com-
plete study of the theory and applications of LA can be found in two excellent books
by Lakshmivarahan [6] and by Narenda and Thathachar [9], and a recent issue of the
IEEE Transactions on Systems, Man and Cybernetics [15], dedicated entirely to the
study of LA.

The actual process of learning is represented as a set of interactions between the
RE and the LA. The LA is offered a set of actions {α1, ..., αr} by the RE it interacts
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with, and is limited to choosing only one of these actions at any given time. Once the
LA decides on an action αi , this action will serve as input to the RE. The RE will
then respond to the input by either giving a Reward, signified by the value ‘0’, or a
Penalty, signified by the value ‘1’, based on the penalty probability ci associated with
αi. The LA learns the optimal action (that is, the action which has the minimum pen-
alty probability), and eventually chooses this action more frequently than any other
action. β = {0, 1} is the set of inputs from the RE, where ‘0’ represents a reward and
‘1’ represents a penalty.

Variable Structure Stochastic Automata (VSSA) are usually completely defined in
terms of action probability updating schemes which are either continuous (operate in
the continuous space [0, 1]) or discrete (operate in steps in the [0, 1] space). The
action probability vector P(n) of an r-action LA is [p1(n), ..., pr(n)]T where, pi(n) is the
probability of choosing action αi at time ‘n’, and satisfies 0≤ pi(n) ≤ 1,  whose com-
ponents sum to unity.

A VSSA can be formally defined as a quadruple (α, P, β, T), where α, P, β, are de-
scribed above, and T is the updating scheme. It is a map from P × β to P, and defines
the method of updating the action probabilities on receiving an input from the RE.
Also they can either be ergodic or absorbing in their Markovian behavior.
An absorbing strategy is required. The updating rule that shall be used is analogous to
the Linear Reward-Inaction (LRI) scheme, well known in LA [9].

3.2   Motivation

As mentioned earlier, there is currently no solution to the DSSSP problem when the
edge-weights are dynamically and stochastically changing. We shall attempt to extend
the current models by encapsulating the problem within the setting of the field of LA
with the three principal components of any LA system namely, the Automaton, the
Environment, and the reward-penalty structure as described below.

The Automata. We propose to station a LA at every node in the graph. At every
instance, its task is to choose a suitable edge from all the outgoing edges in that node.
The intention, of course, is that it guesses that this edge belongs to the shortest path
tree of the "average" overall graph. It accomplishes this by interacting with the Envi-
ronment (described below). It first chooses an action from its prescribed set of ac-
tions. It then requests the Environment for the current random edge-weight for the
edge it has chosen. The system computes the current shortest path by invoking either
the RR or the FMN algorithms, whence the LA determines whether the choice it
made should be rewarded or penalized as described below.

The Environment. The Environment consists of the overall dynamically changing
graph. In the graph, there are multiple edge-weights which change continuously and
stochastically. These changes are based on a distribution that is unknown to the LA,
but assumed to be known to the Environment. In a religious LA-Environment feed-
back, the Environment also supplies a Reward/Penalty signal to the LA.
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Reward/Penalty. Based on the action that the LA has chosen (namely, an outgoing-
edge from a node which the LA stochastically "guesses" to belong to the shortest path
tree), and the edge weight that the Environment provides, the updated shortest path
tree is computed. The effect of this choice is now determined by comparing the cost
with the current "average" shortest paths, and the LA thus infers whether the choice
should be rewarded or penalized. The automaton then updates the action probabilities
using an appropriate scheme, and the cycle continues. In this present paper, we have
opted to use the LRI scheme.

3.3   LA Solution to DSSSP: The LASPA Algorithm

The proposed LA solution to DSSSP, named as LASPA, is described below. There
are two variants of LASPA: (i) LASPA-RR: when LASPA uses the algorithm pro-
posed by Ramalingam and Reps [12], when an edge-weight increase/decrease occurs,
and (ii) LASPA-FMN: when LASPA uses the algorithm proposed by Frigioni et al.
[5]. Informally, the scheme is as follows:
1. Obtain a snapshot of the directed graph with each edge having a random weight.

This edge-weight is based on the random call for an edge, where each edge-cost
has its own mean and a variance. The algorithm maintains an action probability
vector, P = {p1(n), p2(n) … pr(n)}, for each node of the graph.

2. Run Dijkstra’s Algorithm to determine the shortest path edges on the graph’s
snapshot obtained in the first step. Based on this, update the action probability
vector of each node such that the outgoing edge from a node, which is determined
to belong to the shortest path edge, has an increased probability than before the
update.

3. Randomly choose a node from the current graph. For that node, choose an edge
based on the action probability vector. Request the edge-weight of this edge and
recalculate the shortest path using either RR or FMN algorithms.

4. Update the action probability vectors for all the nodes such that the edges that
belong to the shortest path’s tree have a greater likelihood of being selected than
before the update.

5. Repeat Steps 3-5 above until the algorithm has converged.

The formal pseudo-code of the algorithm is given below.

THE LASPA ALGORITHM

Input:    (i) G(V,E) = A dynamically changing graph with simultaneous multiple
                   stochastic edge updates occurring on it.
        (ii) iters = total number of iterations

(iii) λ = learning parameter
Output: (i) A converged graph that has all the shortest path information

(ii) Values of all action probability vectors
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BEGIN
G’ = obtainAGraphInstance(G);   //Obtain a snapshot of the graph G
For (each vertex v in G’)

outdegree = checkNumOutgoingEdges(v);
For (each outgoing edge e of v)

InitialProbability(e) = 1.0/(outdegree);    //Initialize action probabilities
End-For

End-For

updateActionProbabilityVector();  //Update action prob. vectors for all vertices
For (each vertex v from source s) //Consider all vertices and initialize structures

executeDijkstraShortestPath(v); //Run Dijkstra’s shortest path algorithm once
End-For

updateActionProbabilityVector();  //Update action prob. vector for all vertices
For (i = 0 to iters)   //Execute for all iterations

randomVertex = getRandomVertex();  //Randomly choose a vertex.
ap = getActionProbabilityVector(v); //Get action prob. vector for the vertex v
e = chooseAnEdge (ap); //Choose an edge based on the action prob. vector for v
currentWeight = getRandom(e); //Obtain a rand. val. of edge e from the env.
oldWeight = getExistingWeight(e); //Obtain the existing weight
If (oldWeight > currentWeight)

executeDecreaseWeight(e); //Execute decrease weight algo. of FMN/RR
End-If
Else

executeIncreaseWeight(e); // Execute increase weight algo. of FMN/RR
End-Else
updateActionProbabilityVector(); //Update action prob. vectors for all vertices

End-For
END

4  Experimental Details

Several experiments were designed to evaluate the performance of LASPA. Due to
space limitations, this paper reports only some of the results obtained for the follow-
ing sets of experiments:

(1) Experiment Set 1: Comparison of the performance of LASPA with FMN
and RR for a fixed graph structure,

(2) Experiment Set 2: Comparison of the performance results with variation in
graph structures, and

(3) Experiment Set 3: Sensitivity of the performance of LASPA to the variation
of certain parameters, while keeping others constant.

Three performance metrics were used in the experiments: (1) Average Number of
scanned edges per update operation, (2) Average Number of processed nodes per
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update operation, and (3) Average time required per update operation. It should be
noted that the changes may occur randomly at any place in the network.

4.1  Experimental Results

This section reports only some of the results of all of the experiments that were con-
ducted to examine the performance of LASPA with respect to the metrics described
before. The results seem to show that LASPA doesn’t perform well at the beginning,
namely, when the algorithm is learning; but after the algorithm has learned, LASPA
outperforms the RR and FMN algorithms. The results are summarized below.

Experiment Set 1
The implementations of RR, FMN, LASPA-RR, and LASPA-FMN were run on
mixed sequences of 500 edge modifying update operations performed on a graph
topology with 50 nodes and a 20% sparsity. The edge-weights were random real
values having means between 1.0 and 5.0, and variances between 0.5 and 1.5. The
value of the LRI learning parameter was set to be 0.95.
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Fig 4.1.  Graph showing the average number of processed nodes for the two algorithms FMN,
RR and their LA versions, LASPA-FMN and LASPA-RR.

The results of the experiment for only average processed nodes and average time
per update are shown in Figures 4.1 and 4.2 respectively. Initially, LASPA performs
worse than FMN/RR. After convergence, the average number of nodes processed, the
average number of edges scanned, and the average time spent per update operation
are much less for LASPA when compared to both FMN and RR. This is evident from
Figures 4.1 and 4.2. For example, in Figure 4.1, when the number of operations is
325, the average number of processed nodes for RR is around 0.9, whereas the aver-
age number of processed nodes for LASPA-RR is around 0.6.
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Fig 4.2.  Graph showing the average time per update for the algorithms FMN and RR, and
their LA versions, LASPA-FMN and LASPA-RR.

Experiment Set 2
A second set of experiments was conducted to evaluate the above results to investi-
gate the results of the variation of graph structure (specifically: graph sparsity, and the
number of nodes in graphs). In other words, we wanted to observe whether there was
a different trend in the performance results when the structures of the graphs were
varied, keeping other parameters constant. As shown in Table 4.1, the results obtained
when the sparsity of graphs was varied, keeping other parameters constant.

A comparison of these values against each other demonstrates that both LASPA-
FMN or LASPA-RR perform considerably better than the FMN and RR algorithms.
For example, from Table 4.1, we see that the average value of time per update for
LASPA-FMN and LASPA-RR at 10% sparsity are 3.12 and 3.66 respectively,
whereas those of FMN and RR are 4.0 and 5.94 respectively. This shows that
LASPA-FMN and LASPA-RR, on an average require less time per update operation
than the FMN and RR algorithms. This is also true for the case when the number of
nodes in the graph are varied.

Experiment Set 3
Figures 4.3 shows the sensitivity of the performance of the metric, the time per update
operation, of LASPA-FMN to the variation in the learning parameter. Results for the
metrics and with LASPA-RR yield similar results and are omitted here because e of
space constraints. Figure 4.3 shows that as the value of the learning parameter in-
creases, the average time per update also increases.
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We have also conducted experiments to measure the sensitivity of the performance of
LASPA to the increase in graph sparsity. Here too the performance is exactly as in the
case of Figure 4.3 [14]. It can be observed that as the sparsity of the graph increases,
the time for the update decreases. E.g, at 200th operation, the average time per update
is around 6 ms when λ = 0.98, and around 4 ms when λ = 0.96.

Table 4.1. A table of the Time Per Update tabulated against the sparsity of the graphs The
experiments performed with random graphs with mean edge costs between 1.0-5.0, variance
between 0.5-0.9, λ=0.9, N=100, and number of operations=500.

Spar-
sity

FMN RR LASPA-FMN LASPA-RR

10% 4.0/0.0/110.0 5.94/10.0/550.0 3.12/0.0/770.0 3.66/0.0/110.0

30% 3.16/0.0/110.0 7.4/0.0/2310.0 2.9/0.0/390.0 3.36/0.0/110.0
50% 1.92/0.0/60.0 2.76/0.0/280.0 1.76/0.0/550.0 2.78/0.0/160.0
70% 2.64/0.0/330.0 2.02/0.0/220.0 2.04/0.0/110.0 2.5/0.0/60.0
90% 1.1/0.0/60.0 1.23/0.0/110.0 1.06/0.0/60.0 1.56/0.0/60.0
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Fig. 4.3. Sensitivity of Average Time Per Update of LASPA-FMN to variation in λ.

5 Conclusions

This paper presents the first reported Learning Automata Solution to the Dynamic
Single Source Shortest Path Problem. The proposed algorithm was implemented and
rigorously experimentally compared to the two well-known fully-dynamic algo-
rithms. The results show the superiority of the proposed Learning Automata-based
algorithm. The advantage of the proposed algorithm is that in stochastic environ-
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ments, it possesses a “statistical” shortest paths list that should be actual shortest paths
irrespective of whether there are new changes in edge-weights taking place continu-
ously. In such cases, the proposed solution converges to a shortest paths list, while the
existing algorithms would recalculate affected shortest paths after every weight
change.
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Abstract. In order to satisfy customer’s diverse demand and due date under
SCM (Supply Chain Management) environment, this paper aims to establish
effective scheduling in consideration of alternative machines and operation
sequence of suppliers and outsourcing companies, and also focus on developing
multi-agent based integration scheduling system to respond on a real-time basis
to the various changes in the production environment. This paper has used
genetic algorithm and multi-agent technology to develop this system. Compared
with many other researches, this research has a great advantage in the sense that
this multi-agent based integration scheduling system can reflect various
changes in the production under SCM environment considering the situation of
suppliers and outsourcing companies.

1   Introduction

In these days, as more attention is being paid to SCM (Supply Chain Management),
the integrated scheduling under the SCM environment is preferred rather than the
scheduling for one plant unit [3,5]. In particular, production cannot be performed by
one producer alone. Rather, suppliers should provide raw materials in most cases, and
also outsourcing companies should supply parts at the right time. Therefore, for
effective and speedy production, we need integrated scheduling in consideration of
the schedules of material suppliers and outsourcing companies. In addition, although
the schedules of such individuals as suppliers, outsourcing companies, and producers
are well optimized under the supply chain environment, there is a limit to the
optimization of the entirety. Therefore, for the optimization of the entirety, producers
need to establish an integrated scheduling considering the production plan of suppliers
and outsourcing companies. As SCM is seeking the efficiency of entire value chain,
the importance of scheduling for the optimization of the entirety cannot be
exaggerated.

This integrated scheduling is closely related to the quick response to the diverse
customer’s demand, low inventory level, competitiveness improvement, and CTP
(Capable To Promise). In addition to quality product, the strict observance of due date
is also very important to customers. Therefore, the scheduling to decide a due date is a
core part of supply chain management [5]. At present, researches on the integration of
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process planning and scheduling are being made for the production plan considering
outsourcing companies and multi-plants. However, these researches also have a limit
to the instant and real-time response to the diverse environmental changes under the
SCM environment. The integrated scheduling under the SCM environment should be
able to not only reflect the environmental changes of a producer, but also include the
changes in the production environment of suppliers and outsourcing companies. For
example, when one outsourcing company is out of operation owing to its machine
failure, or the delivery of one supplier is delayed, the rescheduling should be made on
a real-time basis. That is, integrated scheduling treats the suppliers and outsourcing
companies as the divisions of one company. And if the producer cannot keep the due
date for customers owing to environmental changes, he has to seek another supplier or
outsourcing company to meet the due date.

To this end, this research makes use of a multi-agent system. A multi-agent system
is emerging as a new paradigm to solve complicated problems under the diverse
environmental changes [9]. A multi-agent system enables the solution of complicated
problems under the diverse environment through communications between agents.
Recently, many enterprises are moving towards open architectures for integrating
their activities with those of their suppliers, customers and partners within supply
chain. Agent-based technology provides a natural way to design and implement such
environments. A number of researchers have attempted to apply agent technology to
manufacturing enterprise integration, supply chain management, manufacturing
planning, scheduling and control. In MetaMorph II, several mechanisms were
developed for dynamic scheduling and rescheduling by combining a bidding
mechanism based on contract net protocol with a mediation mechanism based on the
mediator architecture [10]. Also, Traditional approaches to planning and scheduling
do not consider the constraints of both domains simultaneously. Agent-based
approaches provide a possible way to integrate planning and scheduling activities
through enterprise-level coordination between the product design system and the
factory resource scheduling system. MetaMorph I implemented such a mechanism
through enterprise level coordination between design mediators and resource
mediators who in turn coordinate resource agents at the shop floor level [4,11]. But
these studies are still not realistic because they had not practical methodology for
integrating process planning and scheduling and dynamic scheduling. In this research,
we design an effective integrated scheduling method considering the situational
changes of suppliers and outsourcing companies, and at the same time try to propose
multi-agent based integration scheduling system to respond to the various
environmental changes under the SCM environment.

This paper consists of four chapters: the second chapter suggests the genetic
algorithm-based integrated scheduling methodology; the third chapter deals with the
structure and function of Multi-Agent system for integrated and dynamic scheduling,
and also explains through a case study how this new system responds to the diverse
environmental changes under the SCM environment. And finally, the fourth chapter
deals with the contribution of this research.



Multi-agent Based Integration Scheduling System         251

2   Genetic Algorithm for Integrated and Dynamic Scheduling

This research uses genetic algorithm to establish integrated and dynamic scheduling.
This algorithm considers alternative machines and operation sequence to integrate the
process planning and scheduling, and also can perform rescheduling in response to the
changes in the production environment. Traditionally, process planning and
scheduling were achieved sequentially. However, this schedule didn’t sometimes
meet the realities of manufacturing spot, and also due to the bottleneck of certain
resources, the scheduling couldn’t be put into practice. Because of this, process
planning and scheduling are integrated [1,6]. The integration of process planning and
scheduling brings not only best effective use of production resources, but also
practical process planning without frequent changes. Choi et al. [2] has proved that
this integration of process planning and scheduling is far superior to the sequential
process planning and scheduling in the aspect of due date.

Genetic algorithm considers the machine of outsourcing company to be alternative
machine, and enables integrated scheduling considering alternative machines and
operation sequence. Also, it enables rescheduling when changes have been made to
the suppliers, outsourcing companies and producer. Here the objective function is the
minimization of the makespan. In order to design genetic algorithm, first of all, the
attribute of the problem should be analyzed, and then the presentation proper to the
problem, performance measure, genetic operator, and genetic parameter should be
decided. The following is genetic algorithm for the establishment of integrated
scheduling considering alternative machines and operation sequence under the
dynamic situation.

2.1  Genetic Algorithm for Integrating Process Planning and Scheduling

2.1.1 Representation
To achieve integrated production plan through genetic algorithm considering
alternative machines and operation sequence, first of all, the problem should be
represented in chromosome. The representation should be made in the way that all the
processing sequence, alternative operation sequence and alternative machines could
be decided. First, to represent processing sequence, the pattern to repeat the number
of job as many as the number of operation is used. One gene means one operation,
and in the represented order it will be allocated to the machines. For example, the
problem of three jobs and three machines is represented in sequence as shown in the
figure 1. The threefold repeated number in the first row is the number of job, and the
reason that each job number has been repeated three times is that each job has three
operations. The first repeat of job number means the first operation of the job, and the
second repeat means the second job operation. If the job number continues to
represent the number of job operation, this chromosome will always maintain its
feasibility. The second row is the random numbers that will be used to decide
alternative operation sequence. As each job is done in the one operation sequence,
each job produces the same random number within the number of maximum
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alternative operation sequence. For example, as the job 2 in the table 1 has three
alternative operation sequences, the random figure has to be produced within three.
The third row has the random numbers to decide the alternative machine, producing
them within the number of maximum alternative machines. In the table 1, the second
operation of job 1 is to be done in the M2, but also can be done in the M1 and M3. In
this case, the number of machine that can handle the second operation of the job 1 is
3. As there are no more alternative machines than this in the table 1, the random
figures for all alternative machines will be produced within three. The index in the
last row means the repeat number of job number, namely showing the ordinal
operation of each job.

Table 1. Alternative machines and alternative operation sequences of each job

M1 M2 M3
(M3) (M1)

Operation
sequence 1

(alternative machine) (M3)
M1 M3 M2

(M3) (M1)

Job 1
Operation
sequence 2

(alternative machine) (M3)
M1 M2 M3

(M3) (M1)
Operation
sequence 1

(alternative machine) (M2)
M1 M3 M2

(M3) (M1)
Operation
sequence 2

(alternative machine) (M2)
M3 M1 M2

(M1) (M3)

Job 2

Operation
sequence 2

(alternative machine) (M2)
M1 M3 M2

(M3) (M1)
Operation
sequence 1

(alternative machine) (M2)
M1 M2 M3

(M3) (M1)

Job 3
Operation
sequence 2

(alternative machine) (M2)

 3  2  2  2  3  1  1  1  3
 2  3  3  3  2  1  1  1  2
 3  2  2  1  1  2  1  1  2
(1  1  2  3  2  1  2  3  3)  … (Index)

Fig. 1. Chromosome representation

2.1.2 Selection Method
The seed selection is used as a way of selection [7]. Seed selection, as a way of
individual selection that is used in the propagation of cattle and the preservation of
individual, has been introduced to the evolution of genetic algorithm. If the random
value of the individual, which belongs to the father among parents, comes within the
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figure of probability (0.9), the best individual will be selected within superior
individuals from ranking population. But, if not, the individual will be randomly
selected among the entire groups. The mother will be selected randomly among the
entire groups, but in this case, first, two individuals will be selected randomly, and
then the better individual based on the value of probability will be selected. These will
be used as parents, and then returned to the individual groups, so that they will be
used again later.

2.1.3 Genetic Operator
Crossover operator should maintain and evolve the good order relationship of
chromosome. The crossover operator used in this research, first of all, produces a
random section, and then insert all the genes inside the section into the parent 2. The
position of insertion is just before the gene where the random section has started. If in
the parents 1 the random section starts in the fourth place, then the position of
insertion will be before the fourth gene in the parents 2. All genes of the random
section are deleted with respect to their index of occurrence in the receiving
chromosome. And then to make alternative operation sequence coincide to the same
job number, the alternative operation sequence of the initial job number will be
corrected. These processes will be performed alternating parents 1 and parents 2, thus
producing two child individuals. After two offspring are evaluated, the better one will
be sent as a next generation. The mutation operator gives a change to the
chromosome, thus maintaining diversity within the group. This research uses the
mutation operator based on the neighborhood searching method [7].

2.1.4 Objective Function and Replacement
The minimum makespan in the scheduling often means the highest efficiency of a
machine. When a chromosome is represented as a permutation type, the makespan is
produced by the process that assigns operations to the machines according to
sequence of gene from left to right, while maintaining the technological order of jobs
and considering its alternative operation sequence and alternative machine. The
process is shown in figure 2. The next generation will be formed by the selection
among current generation and with the help of genetic operator. The new individuals
will be produced as many as the number of initial population, and form the next
generation. By using elitism, bad individuals will be replaced with good individuals.
Also, because of crossover rate and mutation rate, some individuals will be moved to
the next generation without getting through genetic operator.

2.2   Genetic Algorithm for Dynamic Scheduling

The genetic algorithm suggested in this paper reflects the dynamic changes in the
suppliers and outsourcing companies along with the production changes of the
producer. When the production environment changes have happened in suppliers or
outsourcing companies – the acceptance of new orders, machine failure, outage, and
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the absence of the worker in duty, all these changes will be reflected in the
rescheduling. For example, when a machine cannot be operated for ten hours because
of its failure, or a supplier cannot keep the lead-time, thus delaying 10 hours, the
integrated scheduling will reflect the usable time of each machine and the possible
starting time of each job. The figure 3 shows the process of rescheduling when a new
order has been accepted at the time of t1.

Fig. 2. The evaluation of chromosome
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when a new order has been accepted

Rescheduling

Fig. 3. Example of dynamic scheduling

In the process of rescheduling, the remaining jobs and the new jobs to be done by
the new orders will be considered in the new production planning. It also considers
the starting time of jobs and the usable time of machines. The starting time of jobs can
be changed by the delay of supply or the operation delay of its prior process. The
usable time of machines, as shown in the black shade of figure 3, can be changed by
when the machine has already been allotted to other job, machine failure, and the
absence of the worker in duty. All these dynamic changes will be reflected in the
rescheduling [8].

3  Multi-agent System to Support Integration Scheduling

The Multi-Agent system is using genetic algorithm based integration scheduling
methodology as a core engine. This system enables scheduling considering the
capability of suppliers and outsourcing companies under the SCM environment. And
based on the results of scheduling, proper suppliers and outsourcing companies can be
selected. Accordingly, it enables speedy and effective response to the diverse
environmental changes. In this respect, Multi-Agent system can lay the foundation for
the optimization of the entirety under the SCM environment.
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3.1  The Structure and Function of the Multi-agent System

As shown in the figure 4, Multi-Agent system is based on the structure of mediator.
The system is composed of diverse agents. That is, registry server, order management,
supplier management, outsourcing company management, inventory analysis, process
planning, and scheduling. The central agent, “mediator” is coordinating all these sub-
agents and also controlling the message exchange of them. This function of mediator
can remove the bottleneck of message exchange between agents, while getting rid of
the risk of malfunction. Under the central role of mediator, each agent exchanges
communications, thus establishing integration scheduling considering the production
environments of suppliers and outsourcing companies. Also, based on the integrated
scheduling, the proper supplier and outsourcing company will be selected. The role
and function of each agent in the Multi-Agent system are as follows:

Fig. 4. The structure of the Multi-Agent system

1) Mediator.
Mediator plays the role of coordinating and controlling each agent and their message
exchanges among themselves inside the system. To help many agents perform their
diverse jobs, and transmit correct messages among agents, the central role of mediator
is necessary. Mediator has information on agents and a knowledge base for the sake
of controlling agents and message exchange.
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2) Registry Server Agent (RSA).
A registry server agent has the agents of related suppliers and outsourcing companies
registered. And these registered agents exchange communications among themselves.
These registered companies are the main bodies of supply chain.

3) Order Management Agent (OrderMA).
An order management agent receives orders and confirms them. It keeps order
information, and analyzes, classifies buyers through data mining and statistic analysis.

4) Supplier Management Agent (SMA).
A supplier management agent provides the information on the environmental changes
in the suppliers to the inside system, and also transmits the information on supply
schedule to the suppliers. This agent also keeps the suppliers priority on the basis their
capability and confidence. This data will be used at the time of selecting suppliers
when they all can keep the same due date.

5) Outsourcing Management Agent (OMA).
An outsourcing management agent provides the information on the machine situation
of outsourcing companies for the sake of scheduling, and also, based on the
scheduling, it makes a decision on the necessity of outsourcing. The criteria for the
decision-making are whether the outsourcing company can keep the due date or not.
When the producer cannot keep the due date for itself, this agent sends the message
containing the necessity of outsourcing. The following is the agent’s action
knowledge represented in the form of IF-THEN, saying, “If the due date based on the
production planning is not satisfactory, inform the mediator of the necessity of
outsourcing.” Here, Last_time is the finishing time of the last operation in the
production planning.

IF  Last_time > due_date
Then send  yes_message  to  Mediator

This agent has the priority information on outsourcing companies, and this
information will be used for selecting outsourcing companies.

6) Inventory Analysis Agent (IAA).
An inventory analysis agent analyzes the inventory level and makes a decision on the
purchase of materials. The information on the inventory level is to be secured from
the inside of the system. The inventory analysis agent makes a decision based on the
purchase necessity analysis knowledge.

7) Process Planning Agent (PPA).
A process planning agent performs the role of process planning. This paper has used
CBR (Case Based Reasoning) based process planning engine. The reason is that if the
products of order-based producers are similar, the same process will be used. Choi et
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al. [3] has proved the availability of this methodology by applying it to molding
industry.

8) Scheduling Agent (SA).
A scheduling agent performs the role of scheduling based on Genetic Algorithm
based engine, considering alternative machines and operation sequence. This agent
plays the critical role in the Multi-Agent system, and based on this scheduling, the
supplier and outsourcing company will be selected.

9) Supplier and Outsourcing Company Communication Agent.
A supplier and outsourcing company communication agent performs the role of
communications between Multi-Agent system and suppliers and outsourcing
companies. For the establishment of scheduling, the supplier communication agent
provides the possible due date of raw materials, and the outsourcing company
communication agent provides the information on machine situation. These two
agents provide Multi-Agent system with the information on the production
environment changes through user interface.

3.2   The Integration Scheduling Process through Multi-agent System

The integration scheduling process of Multi-Agent system is composed of the
followings: the process of scheduling for self-production, the process of scheduling
for selecting outsourcing company, the process of scheduling for selecting supplier,
and the process for rescheduling in case that the production environments of suppliers
and outsourcing companies have been changed. If necessary, based on the
rescheduling, the supplier and outsourcing company should be reselected.

1) The Process of Scheduling for Self-Production.
Figure 5 shows the case that a producer can make order-based products at his own
factory without the help of suppliers and outsourcing companies. The producer
establishes the scheduling for accepted orders, and provides the result to the buyer
agent.

Fig. 5.  The process of Scheduling for self-production
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2) The Process of Scheduling for Selecting Outsourcing Company.
Figure 6 shows the case that as a producer cannot meet the required due date by self-
production, he has to select an outsourcing company. The outsourcing management
agent analyzes the necessity of outsourcing based on the scheduling, and if necessary,
it asks for the information on the machine situation of outsourcing companies. Based
on this information on machine situation, the scheduling agent establishes
rescheduling. Based on this rescheduling and outsourcing company priority, the
outsourcing management agent selects an outsourcing company.

Fig. 6. The process of scheduling for selecting outsourcing company

3) The Process of Scheduling for Selecting Supplier.
Figure 7 shows how to select the supplier in case that the producer doesn’t have
enough inventory of raw materials. The inventory analysis agent analyzes the
inventory of the inside system and required raw materials for orders. If it thinks the
supplier should be selected, the supplier management agent will ask the suppliers of
possible due date, and based on this information, it will select a supplier.

Fig. 7. The process of scheduling for selecting supplier
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4) The Process of Rescheduling to Production Environment Changes.
Figure 8 shows how to respond to the changes in the production environment. When
there are changes in the production environments of outsourcing companies, the
outsourcing communication agent provides this information to the outsourcing
management agent. And based on this changed production environment, the
scheduling agent achieves rescheduling, and the outsourcing management agent
analyzes this rescheduling. However, if this rescheduling cannot meet the required
due date, other outsourcing company should be selected.

Fig. 8. The process of rescheduling to production environment changes

To testify the availability of the above processes of Multi-Agent system, this
research adopts a molding company as a case study.

4   Case Study

In this research, we apply the Multi-Agent system to the real molding company. A
molding company is a typical order-based producer. In particular, as the buyer has to
produce their products by using this mold, the observation of due date is extremely
important. Because of this, exact scheduling is badly needed. Anyway, Multi-Agent
system can be applied to not only molding company, but also diverse order-based
manufacturers. In the case study, “A” molding company transacts business with three
suppliers and three outsourcing companies, and mainly outsources milling operation
alone. First of all, it has developed the agents for three suppliers and three outsourcing
companies and then has them registered in the registry server agent. The following is
the process of integrated scheduling by step.
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Step 1. Scheduling.
When “A” molding company accepts an order of molding product “cake-box,” which
has a due date of 64 hours, it will start with the process planning and scheduling for
this product. The alternative machine and alternative operation sequence that were not
confirmed in the process planning will be included in the integrated scheduling,
consequently establishing optimum process planning and scheduling. However, the
due date from the integrated scheduling was 69 hours [2].

Step 2. Selection of Outsourcing Company.
As the makespan from integrated scheduling is 69 hours, it cannot meet the required
due hour “64.” Therefore, the outsourcing management agent informs mediator of the
necessity of outsourcing, and at the same time asks three outsourcing companies for
their information on machine situation. Based on the information on machine
situation, the scheduling agent will achieve rescheduling, and transmit its result to the
outsourcing management agent through mediator. If the three outsourcing companies,
all together, can meet the required due date, the outsourcing management agent will
select one company based on the priority information of outsourcing companies.

Step 3. Selection of Supplier.
In order to produce “cake-box”, the mediator asks the inventory analysis agent to
analyze the inventory level, and also make a decision on whether a molding company
needs to buy raw materials or not. If its inventory runs short, the supplier management
agent will ask three suppliers for their possible due date, and then compare this
information with the scheduling received from the scheduling agent. The supplier
management agent will select the supplier based on the scheduling and supplier
priority information, and then transmit the due date.

Step 4. Responding to Production Environment Changes.
When the scheduled job is being delayed for 8 hours due to the machine failure during
the process of production, this information will be inputted into the user interface as
shown in the figure 9, and then the outsourcing communication agent will provide this
information to the outsourcing management agent. The outsourcing management
agent will provide the information to the scheduling agent through mediator.

The scheduling agent will achieve rescheduling considering the 8-hour failure of
A624 machine. If the rescheduling cannot meet the due date, it will select the other
outsourcing company.

On the other hand, if the supplier cannot meet the required due date, the supplier
communication agent will transmit this information to the supplier management agent
who will also inform the scheduling agent of this information through mediator. The
scheduling agent is to achieve rescheduling based on the possible starting time of
jobs. If the rescheduling can meet the due date, it will modify merely schedule
information. Otherwise, it will select the other supplier company.
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Fig. 9. The interface of outsourcing communication agent

5   Conclusion

In order to make production planning considering alternative machine and alternative
operation sequence and also to respond on a real-time basis to the diverse production
environment changes under the SCM environment, we proposed an architecture and
methodology of Multi-Agent system for integration scheduling in this research.
Former researches also developed integrated scheduling system considering
outsourcing companies, but they couldn’t reflect the diverse environmental changes
on a real-time basis under the SCM environment. Under the SCM environment, it is
very important to make integrated production planning considering outsourcing
companies and suppliers, and simultaneously to respond to the diverse environmental
changes on a real-time basis. In particular, under the production environment like an
order-based producer where the observance of due date is a key factor, the importance
of the integration scheduling system can never be exaggerated. The main implication
of this paper is to propose an Multi-Agent system that can act of human experts who
estimates the exact due date in a SCM by fully understanding the production capacity
and scheduling to know whether the company can satisfy the due date of orders. The
Multi-Agent system couples with optimization method to promptly schedule and
select optimal partners as well as communication facilities in the dynamic SCM.
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A Representation of Temporal Aspects in Knowledge
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Abstract.  A most common requirement in the development of Knowledge
Based Systems in dynamic environments is the capability of expressing time.
This paper presents how it is possible to express time related requirements on
KBS tasks and to include time explicitly in rules. Such kind of facilities is
attained using UML diagrams embedded in the usual CommonKADS notation
preserving the methodology. A continuous monitoring task is used to illustrate
thorough the paper. Some specific lacks, in CommonKADS, for the accurate
analysis of these tasks in the time domain are identified, and the corresponding
adaptations are presented. Finally, in order to express temporal elicited
knowledge, a notation to include time in rules, focused on instants and
intervals, is added.

Keywords: KBS Methodology, CommonKADS, real-time systems, monitoring.

1   Introduction

The ability of expressing time in Knowledge Based Systems (KBS) is an essential
feature when treating with applications devised to monitoring and diagnosing of
continuous processes in manufacturing plants. Actually, several applications with
these requirements have been developed in our workgroup to be applied in a beet
sugar factory (Aerolid, Turbolid, Teknolid) [1,2,3,4]. In order to implement such kind
of systems, a real time expert systems platform like G2© (Gensym) has been
employed. This toolkit offers facilities to express knowledge in the form of frames,
rules, procedures and so on. Also, as it is expected, this tool permits dealing explicitly
with time, timed parameters and time triggered rules.

However, usual knowledge based methodologies do not include specifications for
dynamic behaviors. Hence, these methodologies only allow obtaining a static
description of the system. For instance, the most successful European methodology
for KBS, CommonKADS, being useful and widely known and used, does not offer
the adequate facilities required in order to the problem solving methods be expressed
in a temporal situation. It is not our opinion that, CommonKADS must change
substantially to be a usable methodology in Soft Real-Time Knowledge Based
Systems (Soft RT-KBS) and some attempts have just been made to adapt the
methodology to be able to deal with Hard RT-KBS [5,6].

Nowadays, it seems to be that UML should be an integral part of every modern
specification. The original KADS [12] description techniques have been partially
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changed for UML diagrams; the textual task specification can be substituted by
activity diagrams for instance, and a general Object-Oriented approach has been
chosen in the CommonKADS  methodology [10]. Therefore, special attention to
software engineering methodologies that try to integrate UML and RT Systems
[7,8,9] must be taken, and especially to the new UML Profile for Schedulability,
Performance and Time Specification [11] should be taken into account.

To acquire a general overview of the proposal, an example is developed throughout
the paper. The example consist of the analysis of a continuous monitoring task,
developed using the proposed techniques and notations. In our domain the task relies
on a set temporal relations, and includes tasks that must be scheduled periodically. In
its analysis, CommonKADS, some extensions for real-time [6] and UML are
employed. The task is a model driven monitoring and the problem is expressed in
terms not related with temporal reasoning, although some notation to include time in
the rules is added. Moreover, the problems concerning the real time platform
requirements and schedulability are not taken into account.

In the next section, a first approximation to the monitoring task is considered, in
the framework described in [12,13,10]. In Section 3 the specification of the task in
terms of CommonKADS augmented with the additional notation required is
introduced. In the Section 4, a simple notation adequate for expressing time into rule
is presented and employed into a rule type generalized to be used in the monitoring
task. The conclusions and an additional example finish.

2   Monitoring a Continuous Environment

The monitoring task plays an important role in diagnosis and supervision systems
[14]. Even more, it has a special status in the OLID generation of automated
supervisory systems [4]. The main responsibility of a monitoring task is: observe the
system evolution, in order to determine whether exists an abnormal behavior; Fig. 1
shows the monitoring task location, as an isolated module previous to visualization
and diagnosis modules.

monitoring

interface

plant diagnosis

Fig. 1. Location of the monitoring module in the application system.

The monitoring task, as is presented in Alonso et al. [3,15] could be described as in
Fig. 2. This task comprises two subtasks: normal monitoring and intensive
monitoring, being, the former, a simple model driven monitoring, like the one
mentioned by Breuker et al. in [13] and Schreiber et al. in [10]. The latter is a more
specific model driven monitoring task, more time consuming, and subtle to be
triggered to confirm the existence of a discrepancy (see Alonso et al. [3]).
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Furthermore, each subtask have a specific execution period. The overall
monitoring process integrates both modes; Fig. 2  illustrates the monitoring task as
can be seen by the rest of the system.

active
parameters

specify normal
period

intesive
period

normal
monitoring

difference discrepancy

intensive
monitoring

specifyoperation
protocol

Fig. 2. High level inference structure for the monitoring task.

The notion of trajectory deviation considered is described in terms of knowledge
representation involving the role difference and temporal constraints. Rules in both
tasks, normal and intensive monitoring, contain references to thresholds and time
deadlines on each parameter.

Either of these tasks is scheduled in a regular basis and its behavior is described
appropriately in terms of time intervals. Several situations could change the steady
execution state of them: (i) a change of operation protocol, that convey a transient
situation that require the monitoring to be suspended, and possibly a different
schedule rate when the normal operation is resumed, and (ii) a change of task
scheduling from normal to intensive monitoring, and vice versa.

The monitoring, described in [3], relies on the concept of monitored variable that
will be employed in the domain layer. A monitored variable could present three
states: normal, vigilance and critical; its current state depends on roles difference and
discrepancy and some temporal considerations.

The intensive monitoring begins to be scheduled in case of the monitoring variable
gets a state different from the normal one. The effective distinction between normal
and intensive monitoring makes possible to operate at different rates under each
operation protocol. Intensive monitoring needs a higher scheduling rate; hence, in this
way it is possible to invoke this task only when it is strictly necessary [15]. In
addition, this task behaves in a way rather different from normal monitoring.
Intensive monitoring has a different set of relations from the normal monitoring and
interleaves, in some sense, with the diagnosis subsystem [1].

In Alonso et al. [3] a knowledge level description for the supervision and
diagnosis, using KADS [13], is presented. The monitoring model appears embedded,
partially, within the supervision and diagnosis task. In this description, the
independence of the tasks from the specific elements of the application environment
has been preserved (e. g. from time constraint). However, the representation obtained
is far from being satisfactory, and presents some drawbacks: (i) the flow control is
very complex, (ii) some constructors disrupt the sequential execution of the task
(fork, wait_until and break_if), and (iii) the inference structure becomes
complex, possibly as a consequence of the previous reasons.
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3   Analysis of the Continuous Monitoring Tasks

In a non-static domain, most of the knowledge involved has a dynamic flavor. There
will exists some timing restrictions and dynamic and temporal relations, which are
elicited knowledge and, therefore, must be included in a suitable manner in the
knowledge model. The task description for the monitoring could be enhanced
noticeably if the schedule, for the normal and intensive monitoring of the set of
parameters, could be expressed appropriately. Also, a more adequate representation
for the control structure is required – in this case, an activity diagram in UML is more
descriptive and easier to understand than a algorithmic textual description.

Fig. 3. Task and method description for the monitoring task.

TASK monitoring ;
  GOAL : “Analyze an ongoing process to find an abnormal
    behaviour”;
  ROLES :
    INPUT :
      Protocol : “Current system operation point”;
    OUTPUT :
      discrepancy : “Indication of deviant system
        behavior”;
  SPECIFICATION : “Watch the system evolution to discover
    whether any parameter behaves not according to system
    expectations” ;
END TASK

TASK-METHOD two-step-monitoring ;
  REALIZES : monitoring ;
  DECOMPOSITION :
    INFERENCES :
      specify ;
    TASKS :
      normal-monitoring, intensive-monitoring ;
  ROLES :
    INTERMEDIATE :
      active-parameters : “Set of parameters to observe
        the system evolution”;

        parameter : “A parameter to be monitored” ;
      normal-period : “Period to monitor a parameter
        showing normal behavior”;
      intensive-period : “Period to monitor a parameter
        showing abnormal behavior”;
  CONTROL STRUCTURE :
    specify (protocol \to active-parameters) ;
    FOR-EACH parameter IN active-parameters DO
      Specify (parameter  normal-period +
                                       intensive-period) ;
      ACTIVITIES one-parameter-monitoring DO
        normal-monitoring (normal-period, parameter 
                                             difference) ;
        intensive-monitoring (intensive-period,
                               parameter  discrepancy) ;
      END ACTIVITIES
    END FOR-EACH

END TASK-METHOD
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normal
monitorization

intensive
monitorization

[difference == none]

[difference != none]

[discrepancy == true]

Fig. 4. Activity diagram for one-parameter-monitoring.

In practice, good methodology for use in real-time systems design would
contemplate the use of diagrams and other textual ways of expressing the
temporization of the tasks, events and state changes in the system [16]. In the Fig. 3, a
task method specification for our monitoring task is presented. It employs a new
primitive, ACTIVITIES, bounded to the activity diagram one-parameter-monitoring
that appears in Fig. 4. This diagram permits us to represent the activity states of the
monitoring task, without tangling the control structure of the monitoring task.

TASK normal-monitoring ;
  GOAL : “Analyze an ongoing process to find an abnormal
    behaviour”;
  TYPE : periodic ;
  RELATIVE-TIME : YES ;
  PERIOD : period ;
  ROLES :
    INPUT :
      parameter: “A signal which behaviour is being
        analyzed” ;
      period : “Period which the task is realized” ;
    OUTPUT :
      difference : “Indication of deviant parameter
        behavior” ;
  SPECIFICATION : “Watch the parameter evolution to
    discover whether it behaves not according to system
    expectations” ;
END TASK

TASK-METHOD system-driven-monitoring ;
  REALIZES : normal-monitoring ;
  DECOMPOSITION :
    INFERENCES : compare, specify ;
    TRANSFER-FUNCTIONS : obtain ;
  ROLES :
    INTERMEDIATE :
      norm : “Expected normal value for the parameter” ;

        parameter-value : “Current value for the
          parameter” ;

  CONTROL STRUCTURE :
    specify (parameter  norm) ;
    obtain (parameter  parameter-value) ;
    compare (parameter-value + norm  difference) ;
END TASK-METHOD

Fig. 5. Task description for the normal monitoring.
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parameter
value

parameter

specify norm

obtain

compare differece

Fig. 6. Inference structure for the normal monitoring method.

Timing constraints can be expressed with little changes in the standard
CommonKADS task description as it is displayed in Fig. 5 (see also Fig. 9 in the
appendix). Tree additional fields –type, period, relative-time– have been
added to the standard notation in the task description, following the ideas proposed by
Henao et al. in [5, 6].

4   Rule Time Notation

The special nature of the time knowledge relations makes difficult to grasp them into
the usual CommonKADS rule notation. In our domain, there are temporal relations
that must be expressed in the knowledge base – for example, in Fig. 7 a complex state
diagram is presented, which includes conditional and temporal transitions. Maybe, the
usual state diagram is the most powerful tool for describing the knowledge underlying
this kind of systems [7], being intuitive and permitting being formalist.

value >
 trigger-threshold

after(confirmation-time)

Wait for
confirmation

value > 
confirmation-threshold

value < 
confirmation-thresholdvalue < 

confirmation-threshold

after(recovering-time)

value > 
recovering-threshold

value < 
recovering-threshold

Vigilance

Normal

Critical

Wait for
recovering

Fig. 7. State diagram for a monitored variable.

This state diagram represents all the necessary knowledge to identify a discrepancy
and to recover from it. As can be seen, a monitored variable has three main states and
two auxiliary waiting states, associated to the intervals processing. However, as
CommonKADS stands a textual description for rules rather than a graphical one, it is
necessary to translate the temporal transitions into the standard rule notation.

To describe the rule content a kind of zero order logic alike notation is proposed by
Schreiber et al. in [10]. Despite the fact that CommonKADS encourages the use of
this plain language, it is also assumed that sometimes it is necessary a first order logic
notation to describe the rules. Whilst CommonKADS includes an almost entire BNF
notation definition of CML2 (Concept Modelling Language), it does not include a
specific definition for rule content (see [10, ch. 14]). It could be used as a way to
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extend the methodology to those kinds of problems that are not taken into account,
such as dynamic domains.

In Fig. 8 a rule-type and abstract rule instances are shown. These rules reflect the
state diagram shown in the Fig. 7 into a CommonKADS rule description alike. A kind
of temporal first order logic has been employed. This logic is inspired in the work of
Allen and others compiled by Galton in [17]. Also, these rules are straightforward to
be coded into a temporal expert system shell such as Gensym G2 ©.

Monitoring has only references to past and present time so that a linear time model
is proposed. Instants and intervals are necessary to express our monitoring model. The
usual FORALL quantifier has been replaced with a more expressive ALWAYS. This is a
temporal quantifier so that an interval must be provided. In the same way it can be
included another quantifier, SOMETIME, together with the set of classical Allen’s
predicates to deal with intervals and instants. Additionally, it is supposed each
monitored variable has an historical that maintains past data.

The approach shown is a generalization of the one chosen in the OLID generation
of industrial supervisory systems [1,2,3,4]. The supervision was made over an
medium-size industrial plant with hundred of control loops. In these cases, monitored
variables represent physical magnitudes like pressures, levels, flows or temperatures.
To ensure the generality and usefulness of the monitoring task, each signal was
divided into two monitored variables: HIGH and LOW ones. To avoid a massive off
in variables, this three threshold technique was intended. It allows to filter spurious
data and to ensure that a critical state value points out a potential problem.

RULE-TYPE monitoring-rule ;
  ANTECEDENT: monitored-variable ;
    CARDINALITY: 1 ;
  CONSEQUENT: monitored-variable ;
    CARDINALITY: 1 ;
  CONNECTION SYMBOL: detect ;
END RULE-TYPE

MV.state = normal AND MV.value > MV.trigger-threshold
  DETECT
MV.state = vigilance

MV.state = vigilance AND
ALWAYS t IN [NOW – MV.i-confirmation, NOW]

MV.value(t) > MV.confirmation-threshold
  DETECT
MV.state = critical

MV.state = critical AND 
MV.value < MV.confirmation-threshold

  DETECT
MV.state = vigilance

MV.state = vigilance AND
ALWAYS t IN [NOW – MV.i-recovering, NOW]

MV.value(t) > MV.recovering-threshold
  DETECT
MV.state = normal

Fig. 8. The rule set for the monitoring tasks. MV stands for "monitored variable".
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The complete supervisory system comprises other tasks such as diagnosis, human-
machine interface, or data validation. The monitored variable structure briefly
described, not only let to perform detection but also helps to perform fault diagnosis.
They can be used to narrow the search if a cause-effect tree, including diagnosis
information directly related for one variable, is associated to each monitored variable
as it is described in [3, 18].

5   Conclusions

A model for a real-time task of a knowledge-based system has been presented. In this
model CommonKADS and UML have been employed in order to represent suitably
the knowledge involved and the dynamic behavior of the task. This integration has
been made following Schreiber (et al.) latest CommonKADS [10] methodology book
recommendations, and a monitoring task, that is a generalization of those used in the
OLID generation, has been described.

It has been made clear that, if the system to be analyzed has a temporal description,
the usual notation to describe the task method could not be the best choice.
Furthermore, Real-Time systems demands its own concepts and notation, usually a
graphical one, which is difficult to describe using pseudo code without yielding to a
procedural program.

Hence, an alternative to the method specification of the monitoring task has been
used, in this case, the activity diagram. This alternative, founded in the UML set of
diagrams, has just been justified in the framework of the CommonKADS
methodology. This kind of diagram allows us to describe sequences of tasks and the
possible parallelism among them without having to write constructions as the usual
fork-join couple.

State diagrams have been employed in wherever situations the expressivity could
be enhanced. In this paper, apart from the activity diagram, a state diagram has been
presented for the monitored variable. This diagram, also, solves partially the problem
of expressing time relations in contrast to the pseudo code form.

The rule notation has been augmented to express time dependencies. This has
permitted to simplify the task description. Despite the fact that the time model chosen
is simple, it can cover a broad range of applications.
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Appendix

In this appendix, the analysis for the intensive monitoring�task is described. It presents
a task with similar time constraints specification as  the normal monitoring.
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TASK intensive-monitoring ;
  GOAL : “Analyze an ongoing process to find an abnormal
    behaviour” ;
  TYPE: periodic ;
  RELATIVE-TIME : Yes ;
  PERIOD : period ;
  ROLES :
    INPUT :
      parameter : “A signal which behavior is been
        analyzed” ;
      period : “Period which the task is realized” ;
    OUTPUT :
      discrepancy : “Any classification of abnormal
        behavior of the system being monitored” ;
  SPECIFICATION : “Watch the parameter evolution to
    confirm whether it behaves not according to system
    expectations” ;
END TASK

TASK-METHOD temporal-abstraction-monitoring ;
  REALIZES : intensive-monitoring ;
  DECOMPOSITION :
    INFERENCES : abstract, compare, match, specify ;
    TRANSFER-FUNCTIONS : obtain ;
  ROLES :
    INTERMEDIATE :
      norm : “Expected normal value for the parameter” ;
      abstract-value : “Some kind of abstracted result
        from historical data” ;
      historical-data : “Collection of past values for the
        parameter” ;
      norm-value : “Truth value that indicate whether a
        norm is fulfilled” ;
      norm-values : “Set of norm values” ;
    CONTROL STRUCTURE :
      obtain (parameter ! historical-data) ;
      WHILE HAS-SOLUTION
           abstract (historical-data  abstract-value) DO
        specify (parameter + abstract-value  norm) ;
        compare (abstract-value + norm  norm-value) ;
        norm-values = norm-values ADD norm-value ;
      END WHILE
      match (norm-values  discrepancy ) ;
END TASK-METHOD

Fig. 9. Inference structure and task description for the intensive monitoring.
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Abstract. In this paper, we introduce a nonstandard model of the situation
calculus to deal with the hybrid system. The nonstandard situation calculus is
build from the standard one via the ultra-product formation and it allows
discrete but uncountable (hyper-finite) state transition, so that we can describe
and reason about the interaction of the continuous and discrete dynamics.  In
this enlarged perspective of the nonstandard situation calculus, we discuss
about the inherent problems to the hybrid dynamics such as ZENO problem.

1   Introduction

A hybrid system is a dynamical system in which continuous and discrete dynamics
are interacting each other. For example, a real-time system is usually hybrid because
it often contains the digital controller for the continuous environments.  There are
many difficult problems related to the hybrid system.  For example, the verification of
the correctness is necessary for the control program embedded in the automotive
engine, but it is impossible to deal with the combustion dynamics in cylinder directly
by the classical program verification. A planning is also a difficult task for a reactive
agent situated in the physical world if any discrete sampling model for the continuous
environment is insufficient. Therefore, a unified framework for both the discrete and
the continuous dynamics are required for the formal treatment of hybrid systems.
There have been many works from the various fields for this problem.  In the fields of
artificial intelligence, a lot of efforts have been concentrated on the description of the
continuous change in the discrete action-calculi [3][5][7][9]. In the situation calculus,
for example, the situation with the duration is introduced to deal with the physical
phenomena in which a Boolean fluent keeps the value but a continuous quantity may
change. The behavior of continuous quantity is called the process and described as
one of the fluents by using another description methods such as the differential
equation or the continuous function of time. Therefore, the amalgamation of two
description methods is used here: namely, the discrete state-transition by action and
the differential equations to represent the continuous dynamics.

In the fields of the control theory and the automata theory, a hybrid automaton is
proposed [1][4]. A hybrid automaton is the finite automaton that allows the
continuous change of values with in a state. The continuous change itself is governed

1 Currently, Ritsumeikan University
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by the set of differential equations labeled at each state and the state transitions are
triggered whenever one of conditions labeled at the state is violated. Therefore, the
hybrid automaton is an amalgamation of two description methods again: the finite
automata for the discrete dynamics, and the differential equation for the continuous
dynamics.

Although these formulations allow the treatment of the continuous change in the
discrete paradigm, they are essentially weak because it is incomplete in the meaning
that the limiting state cannot be defined for the infinite sequence of discrete states. For
example, it is impossible to deal with so-called the clustered variation or Zeno
problem[2], which is a typical interaction of the discrete and the continuous
dynamics. The Zeno is a phenomenon in which the infinite iteration of a discrete
value change occurs in the finite time, that is familiar not only in the industrial hybrid
system but also in our daily life. For example, a bouncing ball shows the Zeno orbit in
which a ball becomes to be rest in the finite time after the infinite iteration of
bouncing (discontinuous change of velocity).  It is often pointed out that the Zeno is a
significant but hard problem not only from the standpoint of the knowledge
representation [2] but also from the practical treatment of the hybrid system, so that
the non-Zeno condition is usually prerequisite assumption at almost studies of hybrid
system [4][10].

In this paper, we propose to use a nonstandard model of the situation calculus to
deal with the hybrid system, in which the dynamics is described on the ontology of
the hyperreals R*  rather than R . In comparison with other methods such as hybrid
automata or other action calculi, this method has the following advantages:
(1) Since the continuous change is defined by the sequence of the actions with the
infinitesimal effect in the very small duration, we can deal with both the continuous
and discrete dynamics uniformly in the discrete but hyper-finite state transition
paradigm.
(2) The completeness in the space of discrete and continuous dynamics is naturally
introduced so that it allows an asymptotic behavior toward limits such as Zeno.
(3) Since the all theorems of the standard situation calculus hold even in its
nonstandard model (the transfer principle [6]), we can use the various properties of
the discrete theory including the induction axiom even in its nonstandard extension
[6].

2   Nonstandard Situation Calculus NSC

The situation calculus is a first-order logic with two sorts: situation sort s and action
sort a . It contains a domain independent function ),( sado , which gives the resulting

situation when the action a is performed in the situation s. We use  a real-valued
fluent. The value of a fluent f  at a situation s is denoted by )(sf , namely every

fluent is treated as a function of the situation in this paper.  We characterize a
situation in the standard situation calculus SSC by a set of the independent fluent.
Namely, a set of situation is :
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},|,,{ 121 RfRffffSit mm ∈∈><= LL . We use the special fluent “time T”. We

denote the set of action by Act .  Every action has a duration τ  where
)()),((),( sTsadoTsa −=τ .

A situation in NSC is constructed from the those of SSC via the ultra product
formation [8].

Definition 1. Ultra filter: Let  be a family of the subsets of N which satisfy the
following conditions, where N is the set of all natural numbers.

(1) ∈N , ∉∅
(2)  if ∈A  and BA⊂  then ∈B
(3)  if ∈A  and ∈B  then ∈∩ BA
(4)  for any A ⊂ N , ∈A  or ∈− AN
(5)  if A ⊂ N  is finite then ∈− AN

 is called an ultra filter.

Definition 2. Hyper-real: We fix an ultra filter . Let W denote a set of sequences of
real numbers ),,( 21 Laa . The hyper-real number R*  is defined by introducing the

following equivalence relation into W
),,( 21 Laa ~ ∈=⇔ }|{),,( 21 kk bakbb L

Namely, /* WR = ~. We denote the equivalence class of ),,( 21 Laa  by

)],,[( 21 Laa . We define a relation ba ≈  if the distance from a to b is infinitesimal.

We distinguish the nonstandard variables and function symbols from the standard one
by attaching * to them, although it is omitted in the clear cases. The continuity and
differentiation of the R-valued function is defined in the R*  in the following way.

Definition 3. Continuity: A standard function )(xf  is continuous at a standard

number x if and only if for all )()(,* xfyfRy ≈∈  if xy ≈

Definition 4. Differentiation: A standard function )(xf  is differentiable at a

standard number x if and only if there exists some Rd ∈  such that for every nonzero

infinitesimal ε , dxfxf ≈−+
ε

ε )()(

Definition 5. Nonstandard situation: We fix an ultra filter . The situation in NSC
is defined by

><= )],,[(,)],,,[()],,,[({ 212
2

1
2

2
1

1
1

* LLLL mm ffffffSit
∈>∈< },,|{| 21 Sitfffn n

m
nn L }

From this definition, we can always find the limiting situation )],[( 21 Lss  of any

sequence of standard situations L21, ss  in Sit* . Namely,

>=< )],,[(,)],,,[()],,,[()],[( 212
2

1
2

2
1

1
121 LLLLL mm ffffffss

where >=< n
m

nn
n fffs L,, 21 for each n.
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Definition 6. Action and do function: The set of action Act  is also enlarged to the

set Act*  by ActaaaAct i ∈= |)],,{[( 21
* L  for each }i

The do function is transferred to
)]),,(),,([()]),,[()],,,([( 22112121

* LLL sadosadossaado =

3   Description of the Dynamics

3.1   Infinite Iteration of Action

A dynamical system can be characterized generally as an infinite iteration of an action
a, namely ))),,(,(),,(,( Lsadoadosados . We denote the situation after repeating a n

times from s by iterate(a,n,s). In the following theorem, we prove that there always
exists the nonstandard situation which is the result of infinite iteration of action.

Theorem 1. Infinite iteration of action
For any standard action Acta∈  and any situation Sits∈ ,

Sitsaiterate *),,( ∈ω   for )],2,1[( L=ω .

Proof. Clearly, )]),,2,(),,1,([(),,( Lsaiteratesaiteratesaiterate =ω .

by the definition. From the Definition3, Sitsaiterate *),,( ∈ω .

Definition 7. Fixed point: An action a has a fixed point if and only if
),1,(),,( saiteratesaiterate +≈ ωω

A fixed point s is attractive if and only if there exists SitZ *⊆  such that Zs∈
]),,(),,([ ssaiterateZsnaiteratessZsNn ≈′∧∈′∧≠′∈′∀∈∀ ω

The fixed point s is repelling if and only if there exists SitZ *⊆  such that Zs∈
]),,([ ZsnaiteratessZsNn ∉′∧≠′∈′∀∈∃

A fixed point ),,( 0snaiterates =  is Zeno related to a, f if and only if there exists

an infinite subsequence ),2,1(),,,,( LL ⊆⋅⋅⋅kji  such that

)([ isfij∀ )()),(( stimesadof j ∧  is finite ]

3.2   Hyper-finite Recurrence Equation

In this paper, we treat the continuous dynamics in terms of hyperfinite recurrence
equations. Therefore, we assume that an action with continuous motion can be
divisible infinitely. This infinitesimal segment of action is called an infinitesimal
action. The essential point of our method is that any standard action is equivalent to
an infinite iteration of the infinitesimal action.

Definition 8. An Infinitesimal action: A nonstandard action α  is called
infinitesimal at the situation s if and only if its duration is infinitesimal, that is

)()),(( stimesdotime ≈α .
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Theorem 2. Infinite division of action
If the standard action Acta∈  is n-divisible for any Nn∈  then

Sitskadiv *),,,( ∈ω  for each ωL,2,1=k .

Proof. Let ),,,(),( sknadivkn =ξ  for finite n, k. We define nonstandard

situations )]),,(),,2(),,1([(),( 21 LL nknkkkn ξξξξ = , where kk =ω  and if

2
mkm <  then mm kk =−1   else 11 −=− mm kk .

By the definition 7, Sitk *),( ∈ωξ .  And also,

τ
ω

ξξωξ )],,[()()])),,2(()),,1(([()),(( 21
21

L
L

kkstimektimektimektime +==

Therefore, we can conclude ),,,(),( skadivk ωωξ = .

We can define an infinitesimal action ∂a  such that
),1,,()),,,(,( skadivskadivado += ωω∂  for each k. In the following, we denote

the duration of a∂  by ν , that is 
ω
τν =  for the duration τ  of action a.

Clearly, ),,(),( saiteratesado ω∂= . Namely, we can regard any standard action as

an infinite iteration of the infinitesimal action.  a∂  determines an orbit:
),,,( 21 ωuuu  from s to ),( sado  where ),(1 ii uadou ∂=+  for ω<< i0 .

The differential equation can be easily transformed to the hyper-finite recurrent
equation via a∂ . We explain how to deal with the differential equation in the next
section.

4   The Description of Hybrid System

4.1   Alternative Water Tank

Consider a coupling of two water tanks [4]. Let x,y denote the level of water in Tank
A and Tank B. We assume that the tap in the bottom of each tank discharges the water
at a rate proportional to the level of each tank. Also the constant flow denoted by p of
the water is poured exclusively to either Tank A (we call the state A) or Tank B (the
state B) at each time (Figure 1,2). We use the control strategy.

if hyhxAst <∧≥∧=  then switch to B

if hxhyBst <∧≥∧=  then switch to A

  The levels of water x,y are described below: (where st is the state of Tank)

if Ast =  then 00 =+∧=−+ ky
dt
dypkx

dt
dx

if Bst =  then 00 =−+∧=+ pky
dt
dykx

dt
dx
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             Fig. 1. Alternative water tank                       Fig. 2. State Transition

4.2   The System Description in NSC

We can describe this system in NSC as below.
[situation]  <st,x,y,t> where

st: state {A,B}, x,y: level of each tank, t: time
[action] {sw, a,b} where

sw: state change, a,b: pouring the water in Tank A, B, respectively.
[Constant]  k,p,h,c: standard numbers

ν : the minimal sampling time of the system ( 0≈ν , but 0≠ν ).
[Initial status]  hcAsstcsysx >∧=∧== )()()( 000

[Effect axiom]
     sw: ],)),(()([],)),(()([ AsswdostBsstsBsswdostAssts =⊃=∀=⊃=∀

)]()),(([)],()),(([ sysswdoyssxsswdoxs =∀=∀
     a: ),()1()),((,)()1()),(([ syksadoypsxksadoxs ν∂νν∂ −=+−=∀

)],,(),(),()),(( snaiteratesadosstsadost ∂∂ ==
     b: ,)()1()),((),()1()),(([ νν∂ν∂ psyksbdoysxksbdoxs +−=−=∀

)],,(),(),()),(( snbiteratesbdosstsbdost ∂∂ ==

[Control scenario]
),,()()()([ 11 iiiiiii sswdoshsyhsxAsstss =⊃<∧≥∧=∃∀ ++

),,())()(()( 1 sadoshsyhsxAsst iiii =⊃≥∨<∧= +

),,()()()( 1 iiiii sswdoshsyhsxBsst =⊃≥∧<∧= +

)],())()(()( 1 sbdoshsyhsxBsst iiii =⊃<∨≥∧= +

4.3   Reasoning about System Behavior

By using this example, we present the inferential methods of temporal prediction for
both continuous and discrete dynamics. The system contains Zeno. We prove its
existence and localize the Zeno point, and discuss about how we can escape from it.
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[the continuous dynamics]
Consider the differential equation of the action a:

0)(,)(, 000 ===+ stimexsxpkx
dt
dx

Let assume that we want to predict the situation s′  after t seconds. We deal with
this differential equation by using the piecewise constant model. The dynamics for the
level of water are described by an action a∂  with duration ν .
For every situation iu

ν∂νν∂ +=+−= )()),((,)()1()),(( iiii utimeuadotimepuxkuadox
Namely, the do function defines the situations ),,( 0siaiterateui ∂=  for

ni L,2,1=  where 
ν
tn = .  The desired situation s′  is given by nu . By  Reiter's

Induction rule [6], We have
n

n n
tkxsnaiteratexux 





 −== 1)),,(()( 00∂

We must find out the standard value near )(* nux . We use a knowledge related to

infinitesimal arithmetic: 111 −≈





 − e

n

n

 if n is infinite. From this equation, we have

kt
n

e
n
tk −≈





 −1

Finally, we have the desired situation >=<′ − texs kt ,0

Note that we use only common reasoning rules in the situation calculus and simple
arithmetic for real and hyper-real numbers in the above argument. Namely, this
suggests that the situation calculus is sufficient for the reasoning about hybrid
dynamics if we deal with it in the nonstandard model.

[The existence of Zeno point]
The level of water x,y at the end of each state are described below.

hsy
c
k
pch

k
psx i =







 −

+= )(,)( 1   where  ),( 01 sados =

Let ),,;( 02 snbaiterates n =  and ),( 212 nn sados =+ . Then,







==







 −

+= +++ h
sy

k
shsy

sy
k
phh

k
psx n

nn
n

n
)(log1)(,)(,

)(
)( 2

1212
2

12 τ







==







 −

+== −

− h
sx

k
sh

sx
k
phh

k
psyhsx n

n
n

nn
)(log1)(,,

)(
)(,)( 12

2
12

22 τ

∑
=

=
n

i
in sstime

1
)()( τ
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We can prove the relations )()(),()( 2221212 −−+ <<<< nnnn sysyhsxsxh  from the

mathematical induction. Namely, the sequences of x,y are monotonously decreasing
but bounded so that x,y have a limit point by the Weierstress's theorem. Namely, we
have a standard tyx ˆ,ˆ,ˆ  such that )()( 1212 −+ ≈ nn sxsx .

From xsxsx nn ˆ)()( 1212 ≈≈ −+  and  a recurrence equation,

)(

)(

12

12

−

+







 −

+







 −

+=

n

n

sx
k
phh

k
p

k
phh

k
psx

 we have hx =ˆ . Similarly, we can get hy =ˆ . On the other hand, we have

νν psysxksysx nnnn ++−=+ ++ ))()()(1())()(( 11

from the system description. By solving this recurrence equation, we have









−
−=
phk
pck

k
t

2
2log1ˆ . t̂  is finite so that we can prove that the situation

 >







−
−=<
phk
pck

k
hhs

2
2log1,,ˆ  is Zeno point.

[Escape from Zeno]
This Zeno point is repelling for tt ˆ>  so that the behavior of the system at tt ˆ>

depends on the situation immediately after the Zeno point. Since the duration of any
action should not be smaller than the minimal sampling timeν , the action a continues
during ν  when nτ  becomes smaller than ν  at the situation:

)()1()( 212 nn sykhAsst ≥−∧=+ ν . Then the next value of y becomes lower than h

and the next system time is over t̂  (See Figure 3). So we can jump out from the fixed
point

Fig. 3. Monad around Zeno point
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The Figure 4 shows a numerical simulation result of this system. We use some
very small numbers for ν , and the other parameters are

9.00.15.05.1)(0.2)( 00 =∧=∧=∧=∧= phksysx .

The excursion of the level of tank is contained in the envelope

 
k
pe

k
pcw kt +





 −= −2

Fig. 4.  The orbit of the water level of Tank A

5   Concluding Remarks

We need the following inferential device in order to deal with the hybrid dynamics
actually:
(1) a reasoning system for the situation calculus
(2) an extended arithmetic for R*

(3) a set of transfer rules between R*  and R  such as 111 −≈





 − e

n

n

 if n is infinite.

We also need the data structure and evaluation mechanism for the class of non-
standard number.

The implementation of the reasoning system and the symbolic simulator for hybrid
system are currently under development.
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Mi-young Kang, Sung-woo Choi, and Hyuk-chul Kwon

Korean Language Processing Lab, School of Electrical & Computer Engineering,
Pusan National University, San 30, Jangjeon-dong

609-735 Busan, Korea
{kmyoung, saebi, hckwon}@pusan.ac.kr

http://klpl.re.pusan.ac.kr/

Abstract. This paper proposes a hybrid automatic word-spacing system for the
Korean language, combining stochastic- and knowledge-based approaches. Our
system defines the optimal splitting points of an input sentence using two
simple parameters: (a) relative word frequency and (b) Syllable n-gram
statistics, extracted from large processed corpora that contain 33,643,884 word-
tokens. Whereas this method efficiently resolves problems due to eventual data
noise using processed training data, and data sparseness using Syllabic n-gram
statistics and large corpora, there still remains the problem of processing unseen
words, which can hardly be overcome even with a huge corpus. Therefore, this
study compensates for the stochastic-based approach, (a) dynamically
expanding candidate words with longest-radix selection among possible
morphemes and (b) adopting inequivalent treatment between major lexical
categories and minor lexical categories. The current combined model remedies
drawbacks of the stochastic-based word-spacing algorithm and shows
encouraging results: it obtained 97.51% precision in word-unit correction from
the external test data.

1   Introduction

Word-spacing1 errors in Korean need to be processed regarding Korean language
typology and normative grammar. The present study is an attempt to implement a
word-spacing method using simple statistical and linguistic information to the extent
that its application does not burden the system. Spacing errors produce confusion in
interpretation of parts of speech,2 and thus linguistic errors and ambiguities are result.

                                                          
1  A Korean word can be composed of one morpheme or several concatenated morphemes of

different linguistic features which are equivalent to a phrase in English. This spacing unit is
referred to as a ‘word, ‘eo-jeol’ or ‘morpheme cluster’ in Korean linguistic literature. In this
paper, we adopt ‘word’ in order to refer to ‘an alphanumeric cluster of morphemes, located
between two blanks in Korean’.

2  The word-spacing rules are given in the normative Korean grammar (Revised Korean
Spelling System and Korean Standard, 1989) as follows.
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Processing word-spacing, therefore, is crucial to Korean text processing. For example,
in the information retrieval system, a morphological analysis of query words or
phrases fails if there is a spacing error. Besides, the correct conversion of Korean text
to phoneme for developing Text-to-Speech Synthesis (TTS) is impossible when there
are spacing errors in the text. According to the Korean spacing constraints, a
postposition and a prefix should be attached to the noun without a space, whereas an
adverb appears with a space on its left and right sides. 3, 4

gug-boda # bab-i # nas-da  soup-POST /rice-NOM /to be better-END “Rice is
better than soup.”

(1)

boda # nop-eun # isang  more(ADV) /to be high-REL /ideal-NOM “The lofty
ideals”

(2)

The homonym, boda can be a postposition in (1) as well as an adverb in (2). Its
grammatical categories are defined by spacing on the morphological level, without
analyzing the syntactic features of its contexts. The following example shows the
violation of this constraint.

*gug # boda # bab # nas-da  soup /more(ADV) /rice-NOM /to be better-END (3)

In (3), because the morpheme boda is located between two spaces, it should only be
interpreted as an adverb. An adverb cannot appear between nouns. As such, the
sentence (3) becomes ungrammatical. A large number of Korean word-spacing rules
are optional or difficult to memorize. For example, the spacing between compound
nouns or between verb and auxiliary verb sequences is optional. Korean writers
violate them intentionally or unintentionally. It makes Korean language processing
more complicated.

In addition, according to a change of spacing, syntactic and semantic
interpretations, and pronunciation, differ as well. This emphasizes the necessity of
text preprocessing for TTS.

gug-bab  soup-rice  ‘boiled rice soup’    /kukpap/  [kukp’ap] (4)

gug # bab  soup /rice  ‘soup (and) rice’   /kuk/ # /pap/  [kuk] # [pap] (5)
Tensification is one of the phonological phenomena of the Korean language. It refers
to the phenomenon in which lenis consonants such as /p/, /t/, /k/, /s/ and /c/ are
changed to tense consonants [p’], [t’], [k’], [s’] and [c’] respectively, under certain
                                                                                                                                          

a. A dependent noun appears after a determiner with a space in a sentence.
b. An adverb appears in a sentence with a space.
c. A determiner is attached to the noun with a space on both sides.
d. A postposition and a prefix are attached to a noun without a space.
e. A suffix is attached to a verbal stem without a space.

3 The symbols and abbreviations used for simplification in this paper are as follows.
|: separation; #: spacing (word bound); -: morpheme boundary; *: unacceptable form; [ ]:
phonetic representation; / /: phonological representation or morphological analysis; ( ):
facultative element; ADV: adverb; END: verbal ending; NOM: nominative; POST:
postposition.

4 We adopt the Korean standard for Romanizing Korean script and International Phonetic
Alphabet for phonetic representation.
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phonological or morphological conditions. The phonological condition is known as
the post-obstruent tensing effect in inner-word structures. The consonant /p/ is
changed to [p’] by post-obstruent tensing in (4), while it has no effect in (5) because,
due to spacing, the /p/ in question is not a part of an inner-word structure.

This paper proposes a hybrid model combining a knowledge-based approach and
the stochastic approach in order to construct an automatic word-spacing system based
on stochastic information (i.e. the stochastic information of words and syllable n-
grams) extracted from a large omnibus corpus. The system determines the most
probable word-spacing point with the Viterbi algorithm, mainly using two parameters
(i.e. word probability and the odds in favor of the inner-spacing of a given disyllable).
This paper proposes, in order to overcome any problems due to data sparseness and
training-data-dependency, a sequence of smoothing methods incorporating a
knowledge-based approach which uses (a) the ‘longest match strategy’ and a dynamic
splitting-point selection method based on the viable prefix and (b) an unequal weight
endowment strategy for (i) major lexical categories (content words) such as noun,
verb, adjective and adverb, and (ii) minor lexical categories (grammatical
morphemes) such as noun suffix, verbal pre-ending, verbal ending, and others. Our
method of combining the knowledge-based approach with the stochastic approach
proceeds so that the knowledge-based application does not burden the system.

This paper is composed of six sections. Following this introduction, section 2
presents previous studies concerning automatic word-spacing methods. Section 3
describes an automatic word-spacing algorithm using syllable n-grams and word
stochastic information. Section 4 presents our automatic word-spacing algorithm
combining a knowledge-based approach with the stochastic approach. In section 5, we
discuss the results of experiments. Finally, concluding comments are given together
with suggestions for future work.

2   Related Studies

Previous work on word-spacing can be classified into (a) rule- and knowledge-based
approach and (b) the stochastic approach. Among rule- and knowledge-based
approaches, Sim CH.M. et al. developed heuristics, a ‘longest match strategy’, and a
priority application based on the morphological analysis. [9] And Kim S.N. et al.
applied syllabic lexical-combination rules to improve system performance by 95.75
%. [6] Kang S.S. considered the syllabic properties of postpositions or endings,
applied a morphological analysis within a word block in order to find a word
boundary and obtained a 93.2% word-unit recall and a 97.3% syllable-unit recall. [5]
Kang M.Y. and Kwon H.CH. improved spacing correction for erroneous words that
should be split into more than two words by investigating rules and clues, and
obtained a precision of 98.01% in spacing-error correction. [2] These previous rule-
and knowledge-based approaches have shown a high accuracy in processing word-
spacing using linguistic features. Nevertheless a disadvantage is the amount of
language that has to be treated without the possibility of expanding this knowledge
base and putting it to practical use. Furthermore, these approaches require time-
consuming and labor-intensive work.
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Contrary to rule-based methods, the stochastic method has advantages in set-up
time and cost savings and capability of coping with unregistered words. Among
stochastic approaches we can firstly enumerate that of Shim K.S.. This study used
syllabic properties on the basis of the corpus-based statistical information. [10] Kang
S.S. and Woo C.W. proposed space-insertion probability P(xi, xi +1) for adjacent
disyllables xixi +1 in a given input sentence such as x1x2 … xixi +1 … xn-1xn. Space
insertion is estimated by considering left-, right- and inner-space probabilities
extracted from the raw corpus. The study showed a 97.7% syllable-unit accuracy,
90.5% for word-spacing problems at the end of a line, and 82.1% for word-spacing
error detection. [4] Lee D.G. et al. treated word-spacing problems such as POS
tagging, using a hidden Markov model (HMM), and found the most likely sequence
of word-spacing tags T = (t1, t2, …, tn) for a given sentence of syllables S = (s1, s2,
…,sn) with the equation: )(maxarg STp

T
. The model ^ (T(2:2), S(1:2)), which uses a

syllable tri-gram, gave the best results: 98.33% correctly spaced syllables compared to
the total number of syllables in the document and 93.06% correctly spaced words
compared to the total number of words created by the system. [7] Nevertheless, the
stochastic methods are revealed to involve a strong training-data-dependency and data
sparseness. Data sparseness becomes more serious while processing agglutinative
languages such as Korean. Because in the agglutinative languages, chains of particles
or endings are attached to the ends of nominal or verbal roots and determine most of
the grammatical relations rather than express the semantic content as separate words,
there is considerable risk in using syllabic statistics for the right-hand boundary of a
word. Each particle can appear alone or with other particles in succession. Thus, we
cannot cover all the variation probabilities of a Korean word even with a huge corpus.

3   Syllable N-Grams, Word Statistics, and Word-Spacing Algorithm

An efficient automatic word-spacing system can be constructed with simple statistical
information extracted from training data. Here we should consider the training-data
size in order to face data sparseness, and we need also to consider the training-data
quality in order to overcome data-dependency. Our stochastic system is constructed
with two simple parameters on the basis of the ‘Word probability’ and the ‘Inner-
spacing probability of a given disyllable’ extracted from large corpora without
training data noise.

3.1   Training Data and Stochastic Information

A stochastic method shows a high data-dependency. It is very important to use
training data with the least possible noise in order to extract words and Syllabic n-
gram stochastic information. To satisfy this condition, we use different corpora which
were edited for word-spacing by standard Korean grammar experts. The following
chart shows the composition of the edited corpora containing 1,950,068 word-types
and 33,643,884 word-tokens.
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Fig. 1. Processed Training Data (33,643,884 Word-Tokens)

3.2   Word Probability

The probability that a given sequence could be a possible single word (i.e. word
probability), P(wi), is measured simply by relative word frequency.

∑
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where, n = total number of word-types
(6)

For the word sequence wiwi+1, in which spacing is optional (i.e., compound nouns and
verb and auxiliary verb sequence), each probability of wi, wi+1, and the compound
wiwi+1 are set as 0.5:

P(wi) = P(wi+1) = P(wiw i+1) = 0.5. (7)

3.3   Syllabic N-Gram Statistics

Syllabic n-gram frequencies are sorted according to their left-, inner- or right-spacing
aspects. We do not use the probability of a right-space for a given syllable n-gram
because Korean is an agglutinative language in which sequences of particles or
endings are commonly attached to the ends of nominal and verbal roots, and thus
there is risk in using syllable statistics for the right-hand boundary. This is the reason
why Korean is especially vulnerable in relation to data sparseness.

Odds in Favor of the Inner-spacing of a Disyllable. An automatic word-spacing
system based only on a word probability cannot resolve the data sparseness problem.
Our system, thus, provides the inner-spacing probability of a disyllable. The inner-
spacing probability of a given disyllable is estimated by the following equation which
is constructed using the relative inner-spacing frequency of the disyllable:

)_()(
)_(),(

yxfreqxyfreq
yxfreqyxPinnerS +

=  where, ‘_’ = space. (8)

The odds favoring the inner-spacing of a given disyllable, OddsinnerS(x,y), is estimated
by the rate of the inner-spacing probability of the disyllable, PinnerS(x,y), compared to
the rate of no-inner-spacing probability, that is, 1-PinnerS(x,y):
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yxP

yxPyxOdds
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innerS −

==β . (9)

Syllabic N-Gram Statistics for Pre-chunking. Together with the inner-spacing
probability of a disyllable in equation (8), the left-spacing probability of a syllable n-
gram, PleftS(x) or PleftS(xy), can be used for the pre-chunking of given input data. This
reduces the burden on the system. If the value of PinnerS(x,y), and the PleftS(x) or
PleftS(xy) value are 1, unigram x and disyllable xy always appear with a left space. The
obligatory splitting conditions are:

)_()(
)_(
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yxfreqyxPinnerS +
=
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)(_
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xfreqxPleftS = =

)(
)_(

)(
xyfreq
xyfreqxyPleftS = = 1. (10)

When this value is 0, the syllable n-gram is always without an inner space.

3.4   Stochastic Word-Spacing Algorithm

The optimal word-spacing points are obtained by finding the optimal S, which denotes
a sequence of possible words or a possible sentence:

},,,{ ),(),(),( 12110 nn iiiiii wwwS
−

= L .
ik: kth spacing location; i0: initial of S;

),( 1 nn iiw
− : candidate word located between in-1 and in.

(11)

Fig. 2 shows candidate words and word-boundary syllable. Spacing probabilities are
estimated by the using maximum likelihood estimator, which entails two simple

parameters: (a) the kth word probability, )( )( ,1 kk iiwp
− , and (b) the odds favoring the

inner-spacing of a given disyllable, OddsinnerS(xy), at the candidate word boundary, ik.

ik-1: the location of the syllable
immediately preceding ik
ik+1: the location of the syllable
immediately following ik
σ(ik -1): the final syllable of W(ik-1, ik)
σ(ik+1): the initial syllable of W(ik, ik+1)

Fig. 2. Candidate Words and Word-Boundary Syllables

The optimal S is found by using the Viterbi algorithm. This algorithm computes a
value for every possible word set, S, and chooses the one with the largest value:
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Computing logarithms of equation (12) avoids underflow. In addition, multiplying the
β value by the exponent of a power m, which is obtained by examining the inner test
data, yields the best spacing accuracy. If the values of two Ss are the same, then we
choose one of them arbitrarily.

4   Stochastic- and Knowledge-Based Word-Spacing System Syllable

In this chapter we will show that an automatic word-spacing algorithm can be
performed with the above stochastic-based algorithm, equation (12), using simple
word frequency and syllable bi-gram statistics. And, as it is unlikely that this
algorithm will resolve the word-spacing without the data sparseness problem, this
study attempts to dynamically expand the candidate word list with a combined model.

4.1   Simple Stochastic Word-Spacing (SSWS) Model

Our SSWS model is applied in three steps. In the first step, the system defines
obligatory splitting points according to the left-side spacing probability of syllable n-
grams, PlefS(x) and PlefS(xy), and the inner-spacing probability of the disyllable,
PinnerS(x,y). If these probabilities are 1, the system defines the splitting point and splits
S further before proceeding to the next step.

In the second step, equation (12) is applied. Automatic spacing fails when the
value of OddsinnerS(x,y) is 0. By examining the test data, we extend the range of the
failure condition of the automatic spacing until a threshold at which it ceases to
contribute to the system’s accuracy. If the value of OddsinnerS(x,y) is smaller than the
threshold, the automatic spacing of a given random S including the syllable pair xy is
passed over to the next automatic spacing step. In this step, a monosyllabic word
requires special treatment.5

In the third step, all the S which failed to be spaced automatically in the previous
steps, are processed. We obtained the threshold for the obligatory splitting point as
0.71 by examining the test data. When the value of OddsinnerS(x,y) is larger than the
threshold value, the spacing point is given between syllables x and y. Equation (12) is
applied again to the obtained blocks in this way.

4.2   Combined Word-Spacing (CWS) Model

The simple stochastic-based word-spacing method, above, resolves efficiently
problems due to eventual data noise using processed training data, and resolves data

                                                          
5 Possible monosyllabic word probabilities can cause suffix- and postposition-spacing.

Therefore when a monosyllabic word is included in the set S, our system estimates the failure
value by calculating the number of a given syllable unigram appearing as a word compared
to the total number of a given syllable unigram in the test data. If the value is smaller than
0.003, the automatic spacing of a given S including the monosyllabic word is passed over to
the next step.
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sparseness problems using syllabic n-gram statistics and large corpora. Nevertheless,
there still remains the problem of processing unseen words which even a huge corpus
can hardly overcome. This study compensates for the drawbacks of the stochastic-
based approach by (a) dynamically expanding the number of candidate words by
selecting according the longest-radix among possible morphemes and (b) adopting
inequivalent treatment between major lexical categories and minor lexical categories.

Our basic system provides a list of possible words with their relative frequencies.
A dynamic expansion of word-list (DEWL) uses a ‘longest match strategy’ based on
the viable prefix. This longest-radix search strategy suggests dynamically possible
words and includes them among possible kth candidate words by assigning a heuristic
probability value (1.0/1billion) to them. The DEWL model efficiently compensates
for the SSWS model which provides a simple data-sparseness-compensation-
parameter (i.e. odds in favor of the inner-spacing of a disyllable), by using the inner-
spacing probability of the disyllable which is located at the current candidate words
boundary.

An inequivalent treatment between major lexical categories and minor lexical
categories supplies an efficient strategy to compensate for data sparseness resulting
from agglutinative morphology by providing productive inflectional and derivational
suffixations. Inequivalent treatment includes unequal weight endowment strategies for
major lexical categories and minor lexical categories. The system provides a
preferential non-spacing-value (PNSV) for minor lexical categories which should be
attached to a stem. If a given kth candidate word is determined to be of a minor lexical
category, the system assigns it double the heuristic probability-value of a normal
longest-radix word (1.0/0.5billion).

Another inequivalent treatment is dynamic selection strategy (DSS) between major
lexical category morphemes and longest-radix words (the minor lexical categories are
excluded from the dynamic selection).

Viable Prefix Stochastic Words

σ σ

σ1 σ2 σ3 σ4 σ5 σ1 σ2 σ3 σ4 σ5

σ1 σ2 σ3 σ4 σ5 σ σ σ

Wk

Wk1 Wk2

Viable Prefix Stochastic Words

σ σ

σ1 σ2 σ3 σ4 σ5 σ1 σ2 σ3 σ4 σ5

σ1 σ2 σ3 σ4 σ5 σ σ σ

Wk

Wk1 Wk2

Fig. 3. Competition between Longest-radix and Stochastic-based Candidate Words

When a kth candidate word (Wk) as shown in Fig. 3 is dynamically proposed by the
‘longest match strategy’ and its inner chunks (stochastic-based words Wk1 and Wk2, as
shown in Fig. 3) are provided as constituting possible words by word probability, the
system selects an optimal word by DSS. The system selects a candidate word by
estimating the inner-spacing probability value of the disyllable located at the
boundary of stochastic-based words (as shown, σ3 and σ4). If this value is under the
threshold which is set as 0.3, the system selects the word from the stochastic
candidate-words and, if the value is over the threshold of 0.7, the system selects the
longest-radix word.
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5   Experimentation

The test data was extracted from our training corpora (innerTD) and 21st Centry
Sejong Project’s raw corpus6 (externalTD). The inner test data (innerTD) was
extracted according to the same distribution ratio as a given corpus in the whole
training corpora (see Fig. 1).

Table 1. Test Data

Test Data  No of
Sentences

N
o
 of

Words
N

o
 of

Syllables

innerTD A(56%) + B(28%) + C(16%) 2,000 17,396 65,483

externalTD 2,000 13,971 40,353

We obtained the input for the experiment by modifying the test data by removing
spaces. The following results were obtained by using four kinds of evaluation
measures. These include (a) syllable-unit precision, Psyl; (b) word-unit recall, Rw; (c)
word-unit precision, Pw; and (d) setence-unit precision, PS:

(%)100×=
syllablesspacedTotal

syllablesspacedCorrectlyPsyl
  

(%)100×=
wordsspacedTotal

wordsspacedCorrectlyPw

(%)100×=
datatestinwordsTotal

wordsspacedCorrectlyRw
     

(%)100×=
setencesspacedTotal

sentencesspacedCorrectlyPS

(13)

Table 2 shows the accuracy of the automatic spacing system using only the SSWS
model.

Table 2. System Performance of SSWS (%)

Test Data P
syl

P
w

R
w

P
S

innerTD 99.48 98.21 97.91 87.40

externalTD 97.83 90.84 94.10 71.10

Table 3 compares the system performance, increasing progressively according to
combination range variation between the stochastic- and knowledge-based models.

                                                          
6  This balanced corpus (http://www.sejong.or.kr/english/index.html) includes various genres of

Korean literature which have been used since the early 20th century. Many Korean language-
processing studies use this corpus in order to measure their system’s performance, as it is
designed to reflect the lexical changes which have occurred according to the changing social
conditions of modern times and the way that the language is used by each age group, class,
academic discipline, and interest, in society.
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Table 3. System Performance of Combined Models (%)

CWS Models Test data P
syl

P
w

R
w

P
S

innerTD 99.50 98.36 97.93 88.20
SSWS   +  DEWL

externalTD 90.30 97.33 97.77 90.05
innerTD 99.50 98.39 97.94 88.40SSWS   +  DEWL +

PNSV externalTD 99.31 97.49 97.76 90.40
innerTD 99.50 98.39 97.93 88.20SSWS   +  DEWL +

PNSV   +  DSS externalTD 99.31 97.51 97.77 90.45

Even though the SSWS model shows rather a high performance with the inner-test
data (see Table 2), it does not perform as well with the external data as the combined
model (see Table 3). This inequivalence results from the data sparseness. As shown in
the Table 3, the average amelioration of word-unit-correction precision was
progressive according to the degree of combining the knowledge- and stochastic-
based models. The accuracy of the system improves the aiding of candidate words
using the longest-radix search model. The accuracy improves further from guessing
the candidate word by unequal weight endowment strategies for (i) major lexical
categories and (ii) minor lexical categories: (a) the preferential non-spacing-value for
the candidate ending and (b) the dynamic selection strategy between major lexical
category morphemes and longest-radix words. The performance improves for the
external data while not decreasing that for the inner data: with the combined model,
the amelioration of word-unit-correction precision was about 6.67% for external test
data. The system thus becomes robust against unseen words.

6   Conclusions and Further Studies

The objective of this study was to implement a robust automatic word-spacing system
which is simple and robust against unseen words while processing word-spacing. This
study uses a stochastic-based approach and compensates for it by dynamically
expanding candidate words with longest-radix selection among possible morphemes
and by adopting (a) a preferential non-spacing-value for the candidate ending and (b)
a dynamic selection strategy between major lexical category morphemes and longest-
radix words. Our combined model (SSWS + DEWL + PNSV + DSS) remedies the
shortcomings of the simple stochastic-based word-spacing algorithm and shows
positive results: the amelioration of word-unit-correction precision was about 6.67%
with the combined model. An encouraging fact is that a similar performance was
observed with the inner test data and the external test data: 98.39% and 97.51%
precision in word-unit correction was observed, respectively. This result proves that
the current system remains stable against data sparseness.

Though we could in large part resolve data sparseness, there still remain some
problems. First, even though our current system dynamically provides candidate
words, it hardly covers neologisms and proper nouns which appear in newspapers at a
high frequency. Second, many words appear with the same probabilities and cause
semantic and syntactic ambiguities. In order to resolve these linguistic ambiguities
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and cope with language productivity, our further work aims to develop a predictive
algorithm for unseen words, and to refine the optimal combining algorithm composed
of the statistical spacing method and the rule- and knowledge-based spacing method.
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Abstract. This paper presents a methodology to automate natural language
requirements analysis and class model generation based on the Rational Unified
Process (RUP). Use-case language schemas are proposed to reduce complexity
and vagueness of natural language. Some rules are identified and used to
automate class model generation from use-case specifications. A CASE tool
named Use-Case driven Development Assistant (UCDA) is implemented to
support the methodology. UCDA can assist the developer to generate use-case
diagrams, use-case specifications, robustness diagrams, collaboration diagrams
and class diagrams in IBM Rational Rose. It helps accelerate requirements
analysis and class modeling, and reduce the time to market in software
development.

1   Introduction

Object-Oriented Analysis and Design (OOAD) has become a very popular software
development approach since the 1990’s. Object elicitation and class modeling are
among the central activities in OOAD. The objects are identified from the
requirements, and the class model is generated based on them as well. Generally,
there are two ways to specify the requirements: using formal languages or using
natural languages (NL). The research community has focused on methods based on
formal language requirements [1-3], while NL is widely used for requirements
documentation in industry. It is hard to automate NL requirements analysis, because
NL is inherently complex, vague and ambiguous [4].

Most commercial CASE (Computer Aided Software Engineering) tools do not
supply the functionality of NL requirements analysis. However, there are several such
tools that have been developed for research. CoGenTex Inc. developed a prototype
tool named LIDA (Linguistic assistant for Domain Analysis), which provides
linguistic assistance in model development [5]. The tool can process textual
documents and help the user to generate a class model visualized in UML (Unified
Modeling Language). NIBA (Natural Language Requirements Analysis in German) is
an interdisciplinary project between computer scientists and computer linguists at the
University of Klagenfurt, Austria [6]. The tool can parse requirements documents in
German, interpret and transform output of the parser to conceptual pre-design
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schemas, validate the schemas and finally generate a conceptual model in UML.
These approaches only generate the conceptual model, but the behavior of classes still
need to be identified separately.

So far, it is impossible for machines to automatically perform the whole OOAD
process, but it is possible to automate some micro-activities in it. We developed a
method for use-case model generation, object identification and class modeling with
respect to natural language requirements based on the Rational Unified Process
(RUP). The methodology is introduced in Sect. 2. Sect. 3 presents the CASE tool that
was developed based on the methodology. Sect. 4 concludes the paper.

2   Methodology

Based on the Rational Unified Process (RUP), the activities and corresponding
artefacts during requirements, analysis and design are specified as follows:

• Identify actors and use cases from stakeholder requests.
• Structure the use cases into use-case diagrams.
• Generate the use-case specifications.
• Review the use-case specifications.
• Analyze the use-case specifications and generate the analysis model.
• Review the analysis model.
• Generate the design model based on the analysis model.
The whole process is divided into two parts based on different concerns. The first

part addresses NL requirements analysis and use-case modeling. The second part is
concerned with the use-case realization and class model generation. The artifacts and
activities in the process are shown in Fig. 1. The output of the requirements phase is a
use-case model. Use cases are means to capture the contracts between the
stakeholders of a system and its behavior [1]. A use-case model comprises diagrams
in UML and specifications that record sequences of actions that a system can perform
by interacting with outside actors.
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Analysis
Model

Find Actors
and Use Cases

Structure
Use Cases

System Analyst
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Use Cases
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Architect

Use Cases
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Fig. 1. Developers, activities, and artifacts in OOAD
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2.1   NL Processing and Use-Case Modeling

Stakeholders’ requests are parsed by a natural language parser to identify use cases.
The detailed description of each use case is parsed and analyzed to generate a use-
case specification document.

2.1.1   Natural Language Parsing
Stakeholders’ requests documented in natural language are analyzed and processed by
a parser. A shift-reduce parser is applied in UCDA. The typical structural elements of
sentences that are recognized by the parser are listed in Table 1. The presence of
coordinated structures and modifiers will increase the complexity of sentences. The
tool can identify some complex sentences and break them down into simpler
sentences. The rules for sentence reconstruction are listed in Table 2. The parser
converts input requests into sentences, and each sentence into an abstract
representation of its syntactic structure. For example, “students request a course
catalog” can be tagged as [‘students’/’N’, ‘request’/’V’, ‘a’/’ART’, ‘course’/’N’,
‘catalog’/’N’].

Table 1. Sample tag set

Tag Description Tag Description
N Noun P Preposition
V Verb DET Determiner
ART Article ADV Adverb
ADJ Adjective CONJ Conjunction
Q Quantifier auxV Auxiliary Verb

Table 2. Rules for sentence reconstruction

Complex Structure Simplified Structure
(i) NP1 + Verb1 + NP2NP1 + Verb1 + NP2 + Verb2 + NP3
(ii) NP2 + Verb2 + NP3

{Q, ADJ, V-ing, DET} + N N
auxV + V V

(i) Sentence1Sentence1 {AND/OR} Sentence2
(ii) Sentence2
(i) NP + VP + NP1NP + VP + NP1 and NP2
(ii) NP + VP + NP2

NP – Noun Phrase; VP – Verb Phrase

2.1.2   Use Case Identification
The candidate actors are derived from nouns, especially those that are subjects of the
statements, and the candidate use cases are derived from the verb phrases acting as
actors’ predicates. If a candidate actor is not found in the glossary, it will be removed
from the candidate actor set. We also apply heuristics to help the developer to distill
the candidate sets and identify actors and use cases. Typical heuristics to distill actors
are:
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1. Who will supply, use, or remove information?
2. Who will use the functionality?
3. Who will support or maintain the system?
4. What are the system’s external resources?
5. What are the other systems that are needed?

The heuristics to distill use cases are as follows:
1. For each actor, what are the tasks?
2. Does the actor have to be informed about certain occurrences in the system?

When use cases are identified from the requests, detailed information is needed for
each use case to generate the use-case specification. The following is part of the
requirements for an ATM (automated teller machine) system.

The ATM will service one customer at a time. A customer will start a session when s/he
inserts an ATM card. The customer will then be able to perform one or more
transactions.

The actor identified from this paragraph is “customer”, and use cases identified are
“start session” and “perform transactions”.

2.1.3   Use-Case Specification
A template is used to standardize the use-case specifications. The template contains
such entries as use-case name, flow of events, special requirements, preconditions,
postconditions and extension points. To enable the automated realization of use-case
specifications in NL, we introduce a set of use-case schemas to normalize the NL
statements. Table 3 lists the use-case schemas. The structures of simple statements are
identified during parsing. They are transitive (a.k.a. monotransitive), intransitive,
ditransitive, intensive, complex transitive, prepositional and non-finite [7].

Table 3. Use-case language schemas

Basic This schema applies to all the events. The sentences in the form of this
schema are simple statements.

If-then
This schema is used for alternative flows. An if-clause may consist of one or
more condition statements, each of which can be described using the basic
schema. A then-clause contains a flow of events.

Do-until

This schema describes a repeated event or sequence of events under a certain
condition. A do-clause may contain an event or a sequence of events. An
until-clause may consist of one or more condition statements, on which the
iteration will stop and the flow goes to next step.

Con-Noc
This schema describes the performance of two or more activities during the
same time interval, i.e., concurrency. This schema starts with a Con and ends
with a Noc.

2.2   Class Model Generation

2.2.1   The Use-Case Processing Method
To perform use-case driven analysis and design, we propose a use-case processing
method as follows:
For each use case,

a.  elicit the analysis classes, identify their stereotypes, and generate a robustness
diagram;
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b.  decompose the system’s behavior, distribute the behavior to analysis classes,
and generate a collaboration diagram.

For the analysis classes,
a.  describe responsibilities;
b.  describe associations and establish them in the class diagram;
c.  identify the generalization relationships and establish them in the class diagram.

2.2.2   Rules for Class Model Generation
Domain knowledge is very important in object identification and class model
generation. The glossary that defines specific terms of the domain represents part of
the domain knowledge. If an entity in a use-case specification is found in the glossary,
it is a candidate object that may correspond to a class in the class model.

The behavior types of the system, the associations between the stereotype objects,
and the structures of the action statements in use-case specifications are associated
with each other. Fig. 2 shows a model of the actions in actor-system interaction [1].
Four types of behavior are included in the model. The relationships between the
behavior types and the associations between stereotype objects are listed in Table 4.
The relationships between the statement structures and the behavior types are
summarized, and applied to automate use-case realization. Boundary classes are used
to model the system interface that handles the communication between the
environment and the system. Entity classes are used to model the real world entities.
Control classes are responsible for the flow of events in the use case, and they are
application-dependent. Determining the control classes for a problem is very
subjective.

Actor

Validation

Change

Request

Response
System

Behavior Types:

Request
Validation
Change
Response

Fig. 2. An actor-system interaction model and 4 behavior types

Table 4. Relationships between behavior types and associations between stereotype objects

Behavior Type Association

Request

Validation  and 
Change
Response

: actor, : boundary object, : control object, : entity object

We identified the relationships between all statement structures and the behavior
types, and represented them in 17 rules for object and message identification [8].
Because of the length of this paper, we only demonstrate a rule for transitive structure
shown in Fig. 3, where NP represents noun phrase; VPss represents verb phrase with
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the statement structure; PP represents prepositional phrase; Vgp represents verb
group; and Prep represents preposition [8].

Statement

Subject Predicate

NP

Vgp

PPVPss

NP Prep NP

Fig. 3. The structure of a transitive statement

The rule for object identification is:
Rule: If the structure of a statement is transitive (shown in Fig. 3), and
Subject/NP//Noun(head) is an actor, then this statement is corresponding to the
Request behavior type and Predicate/PP/NP//Noun(head) is a boundary object if it
exists in the glossary, and Predicate/VPss/NP/Noun(head) is an entity object if it
exists in the glossary.

If there are two objects or an actor and an object in one statement, an association
between them is identified. To generate the collaboration diagram, the messages
contained in one scenario are identified. The corresponding rule for message
identification is:

Rule: If Subject/NP//Noun(head) is an actor, and Predicate/PP/NP//Noun(head) is
a boundary object, then the action is Predication/VPss/Vgp/Verb(head) +
Predication/VPss/Vgp/NP//Noun(head), the sender is Subject/NP//Noun(head) and
the receiver is Predicate/PP/NP//Noun(head).

The responsibilities of the classes can be identified from the messages in the
collaboration diagrams. Each message consists of a sender, a receiver and an action.
The receiver has the responsibility for the execution of the action. The messages in
collaboration diagrams are transformed to the classes’ responsibilities in this way.

Composition and generalization are two kinds of class relationships to be identified
in the class model of the system under development. Some aggregation relationships
can be derived from the use-case inclusion relationships.

Rule: If one use case includes another use case, then a composition relationship is
likely to exist between the core control classes identified from the use cases.

Class generalizations can also be identified from use-case generalization
relationships.

Rule: If one use case has a generalization relationship with another use case, then
a generalization relationship is likely to also exist between the core control classes
identified from the use cases.

2.2.3   Rules for Analysis Model Validation
We propose a method to validate the analysis model, especially the robustness
diagrams. There are some constraints for objects and associations in a robustness
diagram according to its semantics. The rules listed in Table 5 are derived from the
constraints and used for robustness diagram validation.
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Table 5. Rules for robustness diagram validation

Case Validation Suggestion

Not allowed.

Allowed

Not allowed.

Not allowed.

Not allowed.

Allowed.

Not allowed.

Allowed.

Allowed.

Not allowed.

: actor, : boundary object, : control object, : entity object

3   UCDA: Use-Case Driven Development Assistant

3.1   Overview

To implement the methodology, we develop a CASE (Computer Aided Software
Engineering) tool named UCDA (Use-Case driven Development Assistant). Just like
the methodology, UCDA is composed of two parts: one part for NL requirements
processing and use-case modeling, and the other for use-case realization and class
model generation. The architecture of UCDA is shown in Fig. 4. UCDA is integrated
seamlessly with IBM Rational Rose. The user can manage UCDA with Rational
Rose’s Add-in manager. Most artefacts generated by UCDA are represented in XML
and visualized in Rose.

NL Requirements
Parsing and Use-
case Identification

Use-case
Specification

Use-case
Realization

Class Model
Generation

Analysis Model
Validation

IBM Rational
Rose

Developer

UCDA

Fig. 4. UCDA architecture
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The features of UCDA currently implemented are as follows:
1. Parse the NL requirements and identify actors and use cases, and then generate the

use-case diagram in Rational Rose.
2. Assist the user to finish use-case specification.
3. Realize the use cases, identify the classes, and generate robustness diagrams and

collaboration diagrams in Rational Rose.
4. Validate the analysis class model via robustness diagrams.
5. Generate the class model in Rational Rose.
Not all the activities can be fully automated especially the use-case specification. The
user needs to interact with UCDA to supply the necessary information, and the tool
will help the user to develop a model in UML for further revision.

3.2   Use-Case Modeling Environment

When the user has only the requests, s/he can start to analyze with UCDA. Fig. 5 is
the environment for requirements parsing. The user needs to paste or edit the requests
of a project in it. Then UCDA can help the user identify the use cases from the
request and generate the use-case diagram in Rational Rose.

Fig. 5. The environment for NL requirements parsing and use-case identification

Then the user can specify the use cases with the assistance of UCDA. UCDA
parses the user’s input information and normalizes it based on use-case language
schemas. The structure of each statement in the flow of events is identified, and all
statements are encoded in XML. An example use-case specification with XML
markups removed is as follows. Note that person and number effects on verbs are
removed.

Actors: customer, bank
Flow of Events:
Basic Flow:

1. the system start withdrawal transaction;
2. the customer select the account on the customer console;
3. the system get the account from the customer console;
4. the customer select the amount on the customer console;
5. the system get the amount from the customer console;
6. the system generate the withdrawal transaction information;
7. the system send the withdrawal transaction information to the network connection;
8. the bank get the withdrawal transaction information from the network connection;
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9. the bank send the withdrawal transaction approval to the network connection;
10. the system get the withdrawal transaction approval from the network connection;
11. the system dispense the cash in the cash dispenser;
12. the customer get the cash from the cash dispenser;
13. the system record the withdrawal transaction information into the log;
14. the withdrawal transaction end;

Alternative Flow:
If   the bank do not approve the withdrawal transaction,
then   i. the system display an error message on the customer console;
         ii. the system record the withdrawal transaction information into the log;
        iii. the withdrawal transaction end;

3.3 Use-Case Realization Environment

When the use-case model is ready, the user can use UCDA to realize the use cases
and generate the class model. The functions of UCDA can be accessed via Rose’s
menu. All the diagrams generated by the tool are visualized in Rational Rose. The
environment for use-case realization is shown in Fig. 6. The user can set the glossary
and select a use case to realize. When collaboration diagrams are generated, the tool
can distribute the behavior and generate the class model in Rational Rose. The
robustness diagram generated by UCDA based on the example specification in Sect.
3.2 is shown in Fig. 7 and the corresponding collaboration diagram is shown in Fig. 8.

Fig. 6. The environment for use-case realization cooperating with Rational Rose

Bank

(from Use Case View)

Customer

(from Use Case View)

Customer console
(from Logical View)

Network connection
(from Logical View)

Cash dispenser
(from Logical View)

Withdrawal transaction
(from Logical View)

Log
(from Logical View)

Fig. 7. A robustness diagram generated by UCDA
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 : Customer

 : Bank

 : Withdrawal transaction : Customer console

 : Network connection : Cash dispenser

 : Log

1: start
6: generate withdrawal transaction information

14: end
17: end

2: select account
4: select amount

7: send withdrawal transaction information

10: get withdrawal transaction approval11: dispense cash

13: record withdrawal transaction information
16: record withdrawal transaction information

3: get account
5: get amount

15: display error message

8: get withdrawal transaction information

9: send withdrawal transaction approval

12: get cash

Fig. 8. A collaboration diagram generated by UCDA

4   Conclusion

A methodology for natural language requirements analysis, use-case modeling and
use-case driven analysis and design is presented. The methodology comprises good
practices from both natural language requirements analysis and the use-case driven
analysis and design. Use-case language schemas are proposed to normalize use-case
specifications, and the methods to automate object identification and class model
generation based on statement structures are discussed. A CASE tool was developed
to support the methodology. A future research topic is to implement features of
software architecture analysis and integrate it with the UCDA and Rational Rose.
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Abstract. This paper argues for the relevance of cognitive modelling and cog-
nitive architectures to support user interface design decisions. From a human-
computer interaction point of view, cognitive modelling can have benefits both
for theory and model building, and for the design and evaluation of systems us-
ability. Cognitive modelling research applied to human-computer interaction
has two complimentary objectives: 1) to develop theories and computational
models of human interactive behaviour with information technologies, and 2)
to use the computational models as building blocks for the design, implemen-
tation, and evaluation of interactive technologies. As an example of application
of cognitive modelling to technology design, the paper presents a simulation of
interactive behaviour with five different adaptive menu algorithms: random,
fixed, stacked, frequency based, and activation based. Results of the simulation
indicate that fixed menu positions have an advantage over adaptive menus in
taking advantage of the capability of human memory in human-computer sys-
tems.

1   Introduction

The idea of using user models as a tool to understand and design human computer
environment has been pursued for some time under the discipline of cognitive engi-
neering [1, 2]. Applications of cognitive engineering aim mostly at modelling, pre-
dicting and evaluating human performances in computer environments. Recently,
cognitive engineering applications have focused on high-fidelity simulations so that
cognitive models can interact directly with a software application, modelling visual
and auditory perception as well as motor actions [3,4]. The other focus is on anchor-
ing cognitive simulations in cognitive architectures, which provide relatively com-
plete proposals about the structure of human cognition.

Computer simulations and cognitive modelling based on cognitive architectures
can be an important methodological component in the study and design of interactive
technology. From a human-computer interaction point of view, cognitive modelling
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can have benefits both for theory and model building, and for the design and evalua-
tion of systems usability. Cognitive modelling research applied to human-computer
interaction has two complimentary objectives: 1) to develop theories and computa-
tional models of human interactive behaviour with information technologies, and 2)
to use the computational models as building blocks for the design, implementation,
and evaluation of interactive technologies. The development of cognitive modelling
simulation techniques could lead to important applications in psychology, and soft-
ware engineering [5].

This paper is divided in five sections. Section 2 will present some general ideas
about cognitive modelling methodology. Section 3 will outline some benefits of using
low fidelity prototyping in combination with cognitive models. The current approach
is essentially focused on the task structure rather than the interface layout. Finally,
section 4 will present the results of a simulation of human computer interaction with
four types of adaptive menus: interactive behaviour with five different adaptive menu
algorithms: random, fixed, stacked, frequency based, and activation based. The
simulation contains also an evaluation of the effect of cognitive strategies used to
interact with menus. Section 5 presents a brief conclusion.

2   Cognitive Modelling Methodology

Cognitive modelling has its roots in cognitive architecture research and unified theo-
ries of cognition [6,7]. Cognitive architectures are relatively complete proposals about
the structure of human cognition. A cognitive architecture provides the resources for
developing models. These resources take the form of a set of specifications regarding
the functional invariants [8] related to knowledge representation, knowledge proc-
essing, memory, perception, and motor actions. Some examples of cognitive archi-
tectures are SOAR [6], ACT-R [9], EPIC [3], and CI [10]. Each of these architectures
has its strength and was initially developed with some intended modelling purpose.
ACT-R is mainly focused on problem solving and memory, SOAR on problem solv-
ing and learning, EPIC on multiple task performance, and CI on text comprehension.

Anderson [7, 9] presents an interesting way to understand the place of cognitive
architectures and cognitive models in the scientific investigation of cognition. Ac-
cording to Anderson, a framework is a general concept for understanding a domain,
but it does not have predictive power, whereas a theory is a precise system that em-
bodies specific framework level concepts and can be used to make predictions. For
example, the idea that cognition can be understood using production rules (i.e., if/then
rules) is a framework level assumption, while specific implementations of production
rules to do so constitutes a theory. Cognitive architectures, therefore, can be consid-
ered theories capable of explaining complex cognitive behaviours. Models are the
result of applying a theory to a specific task or phenomenon to predict measures of
performance such as processing time, errors, learning rates and learning patterns.

The cognitive modelling methodology is mostly an iterative methodology similar
to the learning cycle in HCI research [12] that goes through successive cycles of the-
ory building, computational artifact construction, and empirical evaluation. Figure 1
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presents the process of cognitive modelling [13]. One can see from this figure that
empirical data plays a crucial role in cognitive modelling. It is certain that simula-
tions, as a method a scientific inquiry, can best be advanced and tested by the concur-
rent and complementary use of empirical methods [11].

Theory

Model

Computational
 model

Simulation
results

Empirical results

specified as

implemented in

provides

compared with

provides data for

Fig. 1. Cognitive modelling process

Another point of view on cognitive modelling methodology is the cognition-
artifact-task triad [14] for understanding what is meant by interactive behaviour. The
interactive behaviour for any given artifact-task combination arises from the limits,
mutual constraints, and interactions between and among each member of the cogni-
tion-artifact-task triad. The cognitive modelling approach considers that all three
components must be taken into account [4].

3   Cognitive Modelling Using Low Fidelity Prototypes
     for Usability Testing

Computer simulations based on cognitive architectures can be an important meth-
odological component in the study and design of interactive technology. According to
Ritter [15], three elements are needed for modelling human-computer interaction
tasks: 1) a cognitive model that simulates the cognitive performance of a human per-
forming a task, 2) a task simulation that provides the task as well as the interface that
will be used by the cognitive model, and 3) a linkage mechanism that simulates hu-
man perception and action so that the cognitive model can communicate with the task
simulation.

These elements are present in cognitive modelling environments such as ACT-
R/PM [4].  The set of tools available to model interactive behaviour range from indi-
rect interaction with software applications through abstract specifications of a user
interface [16,17] through application mock-up (ACT-R/PM), or direct interaction
with software applications [15,18]. Our research has focused mainly on indirect inter-
action with abstract specifications of a user interface for the purpose of usability test-
ing in the context of rapid prototyping.
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The prototypes used in usability testing can also range from high fidelity to low fi-
delity. High fidelity prototypes are fully functional or almost fully functional inter-
faces. They have the advantage of providing human subjects with a realistic experi-
ence but have the disadvantage of being time consuming to develop. Low fidelity
prototypes are mock-ups that have limited functionality. The advantage of low fidel-
ity prototypes is that they are fast and cheap, and therefore very useful for testing
potential interface designs early in the design process. Currently there are several
projects to get simulated users to interact with relatively high fidelity interfaces [4].
The idea is to develop systems that allow simulated users to interact with the same
software that human subjects interact with. This approach is good for high fidelity
prototyping but may not be the best choice for low fidelity prototyping.

Because we are interested in testing simulated users early on in the rapid
prototyping process, we have focused on low fidelity prototyping.  To be useful, low
fidelity prototyping systems must be relatively quick and easy to use. They also need
to capture the elements of the full interface design that drive the way that human
users interact with it. If completely successful in this regard, a low fidelity prototype
is just as effective as a high fidelity prototype for testing human subjects. However,
there is no way to know if you have succeeded without also building a high fidelity
prototype and testing to see if people behave the same way with it. The same is not
true for simulated users. Since we know how a simulated user works, we can know
what aspects of an interface prototype will affect it and what will not. Also, we know
that a simulated user will not be affected by the realism of the experience. In fact, a
simulated user does not require a visual interface at all. It just needs to be told what is
there and what are the effects of its actions.

ACT-R/SOS (Simple Operating System for ACT-R) is an application that we have
developed to implement both the environment simulation and the linkage mechanism
[16,17] between an ACT-R cognitive model and the simulated environment. The
immediate purpose of SOS is to provide support low fidelity simulations in a rapid
prototyping environment [16,17]. SOS interacts with a formal specification of the
interface created within the SOS system (i.e., a simulation model of the actual inter-
face). This allows interface designs to be tested against ACT-R agents.

4   Usability Testing of Adaptive User Interfaces
     with Simulated Users

The intention of this section is to show that cognitive models, anchored in unified
theory of cognition, support the production of specific predictions, and the clarifica-
tion of empirical questions to be addressed prior to data collection. As an analogy,
transportation simulations support hypothesis testing and infrastructure design with-
out having to build physical infrastructures to know their adequacy. The development
of cognitive modelling simulation techniques could lead to important applications in
psychology, and software engineering [5]. As an example of the application of cogni-
tive modelling to technology design, this section presents a simulation of interactive
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behaviour with five different adaptive menu algorithms: random, fixed, stacked, fre-
quency based, and activation based. The results of the simulation can be used to guide
both initial technology and empirical study design decisions, in the context of as-
sumptions about user cognitive processing.

The purpose of the simulation is to explore the possible consequences on human
performance for a variety of menu generation algorithms. The menus are generated as
the product of the user interaction with a set of data. In this case, a target is presented
to the cognitive model, which must select the corresponding menu-item in a menu.
When the target is presented, the simulated user tries to recall its position in the menu
and then proceeds to select the corresponding menu item. One can think that an appli-
cation, such as email, could have a similar functionality. A message comes in and the
user classifies the message by choosing the appropriate menu item. Initially the menu
is empty, but as messages arrive, categories are created to classify the messages up to
a point of forming a finite list of categories or topic.  Five menu generation algo-
rithms were tested:

Random positions menu: As new targets are presented, they are simply assigned a
random position in the list. The menu is composed randomly each time it is accessed.
This algorithm is similar to the random menu selection task [4]. The classification of
a target to the corresponding menu item does not affect the random process.

Fixed positions menu: As new targets are presented, they are simply assigned a po-
sition at the end of the list. As long as known targets are present, no changes occur to
the menu. The classification of a target to the corresponding menu does not affect the
positions of items in the menu.

Stack menu: As new targets are presented, they are simply assigned a position at
the beginning of the list. As long as known targets are present, no changes occur to
the menu. The classification of a target moves the corresponding menu item to the
beginning of the list and pushes the other items down.

Frequency menu: As targets are presented, they are assigned a position in the list
that corresponds to its frequency therefore a new target would be placed at the end.
The classification of a target might not change the menu if the addition does not
change the relative frequencies of menu items. The menu items are sorted from the
most to the least frequent.

Activation menu: As targets are presented, they are assigned a position in the list
that corresponds to their activations (see below for a definition of activations). The
classification of a target might not change the menu if the addition does not change
the relative activations of menu items. The menu items are sorted from the most to the
least active. This menu generation algorithm aims at mirroring the memory of the
cognitive model for the menu items.

The present implementation of the concept of activation finds its origin in the
ACT-R cognitive architecture [9].  In this cognitive architecture, activation is a meas-
ure of the degree that past experiences indicate that they will be useful at a particular
moment in time.  The base-level activation of a memory chunk represents how re-
cently and frequently it is accessed.  The base-level activation therefore takes into
account both the number of times a memory chunk is accessed as well as the amount
of time since it was last accessed.  This is an important feature of activation because
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its value is not constantly growing as the number of references increases, but is sub-
ject to decay across time.  The role of decay rate is an important factor in models of
human memory. The formula to determine the base-level of activation of a chunk of
memory at time t after its creation, taking into account all intervening references or
accesses to the chunk, is the following:

iB = ln t j
−d

j =1

n

+ β (1)

Where β  is the expected activation value at the creation time of a chunk in mem-
ory, d is the decay rate, and tj are the times it has been accessed. In the case where a
chunk has been accessed only once since its creation time, a simplified version of the
formula would be the following:

B t( ) = β − d ln t( ) (2)

The parameter d is the decay rate and can be set to any values between 0 and 1,
while ln t( ) is the logarithm of the time t.  Anderson and Schooler [19] have shown
that the log odds of something reoccurring in natural settings approximates this func-
tion. Thus activation level can be viewed as representing the probability of events
reoccurring in the environment.

The cognitive model that interacts with the adaptive menu systems is composed of
a set of productions rules that control the action of the simulated users. Also the
simulated users have a memory buffer holding the memory chunks with their specific
levels of activation.  The productions rules implement the menu searching strategy.
Empirical evidence from collecting data on eye movements on random menu selec-
tion tasks indicates that the strategy used by people tends to be either top down or
random search. The general result of study of selection of random menu selection is
that the response time is a function of the target location, with menu items located at a
lower position in the menu generating longer response times [4].

These strategies, however, are likely to be dependent on random nature of the task.
Menus with different structures could elicit different strategies. The cognitive models
used in the simulation varied in terms of strategies that could be pursued. Two gen-
eral strategies were implemented in the cognitive simulations. An initial strategy used
by a simulated user could be either to retrieve from memory the location of a menu
item or to scan the menu to find the menu item without a prior recall of its anticipated
position. A second strategy was to scan the menu either from the top or from a ran-
dom position when a menu item has not been found. The options of this second strat-
egy could be pursued when memory is not used prior to search the menu, or when a
retrieval failure occurs, or after an initial lookup is not successful. The two strategies
can be combined and give four possible combinations. These combinations are:

A) Search first (do not retrieve) and then scan from an initial random position;
B) Search first (do not retrieve) and then scan from the top of the menu;
C) Retrieve first, look at the anticipated position (if retrieval is successful) and

then scan from a random position (if the first lookup is not successful);

∑






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D) Retrieve first, look at the anticipated position (if retrieval is successful) and
then scan from the top of the menu (if the first lookup is not successful)

For each of these four conditions, a cognitive model has to process ten successive
sets of thirty targets in the five adaptive menu conditions. The maximum size of a
menu is of twelve menu items. The targets submitted to the simulated user were com-
posed of a set of target labels that were presented sequentially. The global list of tar-
gets (300 targets) was composed of ten subsets of thirty targets. These subsets were
identical in terms of the elements they contained but not necessarily in terms of their
sequential positions. The subsets were randomly constructed with a list of targets with
different frequencies appearing early (positions 1 to 15), late (positions 16 to 30), or
randomly (positions 1 to 30). The following target labels were used to compose the
data set:

Random targets (1-30):T08 T08 T08 T08 T11 T11 T11 T02 T02 T05
Early targets 1-15: T07 T07 T07 T07 T10 T10 T10 T01 T01 T04
Late targets 16-30: T09 T09 T09 T09 T12 T12 T12 T03 T03 T06

A complete factorial analysis of variance performed on the simulation output
showed that all terms were significant. The main effects were: first strategy [S1:
search / retrieve] (F(1,160)=953.81 MS=92.175 p<0,0001), second strategy [S2: from
top / random position] (F(1,160)=9.63 MS=0.931 p<0,005), and menu types [Menu:
random / activation / frequency / stacked / fixed] (F(4,160)=553.22 MS=53.462
p<0,0001). Two way interactions were: S1*S2 (F(1,160)=263.56 MS=25.470
p<0,0001), S1*Menu (F(4,160)=664.04 MS=64.172 p<0,0001), S2*Menu
(F(4,160)=22.66 MS=2.190 p<0, 0001). Finally, the three way interactions was also
significant (F(4,160)=33.41 MS=3.228 p<0,0001). The average number of scans per
cycle of 30 targets was used for the analysis. The first learning cycle of 30 targets,
which were initially learned by the simulated users, were removed from the analysis.
The data consisted of 180 observations composed of the average scans over 30 simu-
lated users for 9 learning cycles in each of the 20 cells of the design.

Figure 2 plots the results for the three way interactions. From Figure 2, one can see
that the strategy of scanning a menu without doing a prior retrieval, coupled with the
strategy of scanning from the top position produced the least number of scans both
for the activation and frequency based menus. On the other hand, the strategies of
retrieving a menu item position and using a random scan position resulted in the least
number of menu items scanned for the stacked and fixed menus. Although, it is im-
portant to note that the data is about the number of scans before a successful match is
found.

As Figure 3 shows, the simulated users learned all the menu item positions for the
fixed menu condition by the seventh learning cycle, which did not cause any addi-
tional menu item to be scanned.  Figure 3 displays the learning history for the strate-
gies of retrieving first and scanning from the top in case of a failure to find a menu
item. The next best menu option in this condition is the stacked menu that shows a
tendency to approximate the performance on the fixed menu. Finally, the frequency
and the activation menu options support the lowest cognitive model performance,
even worst than a random menu for these strategies (retrieve first, search from top).
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Fig. 2. Average number of menu item scanned as a function of strategies and adaptive menu
options

Fig. 3. Average number of menu item scanned as a function of learning cycles and adaptive
menu options (Strategies: retrieve first, search from top of menu).
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The results of this simulation indicate that there is an interaction between adaptive
menus and cognitive strategies used to access them. The results suggest that adaptive
menus placing emphasis on access frequency (frequency and activation) would tend
to support scanning strategies because the gain in scanning costs related to trying to
retrieve from memory the position of a menu item. On the other hand, menus that are
stable (stacked and fixed) would tend to promote the use of retrieval strategies be-
cause of the reduction of menu scanning costs. Overall though, the performance of
simulated users across all strategies and menu conditions indicate that stable menus
(stacked and fixed) seem to offer the best support when the user has an immediate
access to a list of menu items. Because adaptive menus are constantly changing, the
human-computer system cannot take advantage the human capacity to memorized
menu item positions, which results in many retrieval and matching failures, and as a
consequence, menu item scans.

5   Conclusion

The above simulation is a good example of how cognitive modelling can be used to
predict human performance on human-computer interaction tasks. From the simula-
tion results, it is possible to draw the conclusion that a stable interface provides a
better support for users’ memory than an interface that aims at mirroring the distribu-
tion of events in the environment and/or users’ memory of these events. This simula-
tion could be the basis for formulating specific hypothesis, which could be tested
empirically. More simulations are also required to explore of the effect of no-retrieval
strategy to see how adaptive menus support human performances. For example, the
situation is different for menus in a menu bar, which require pointing to the first po-
sition in order to see the list. The current simulation is not completely accurate in this
respect because a simulated user can access directly a menu item without having to
first locate the first menu item (or menu title). Studies of fixed menu positions, show
that even with well-memorized menu positions, there is an increase of time to access
menu items located at the bottom of the menu item list [20]. We believe that usability
testing can be significantly improved through the use of simulated users. However,
we do not believe that simulated users should be used to replace human usability
testing. Rather, we suggest that the two techniques complement each other.
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Abstract. This work proposes an intelligent interface for customer behavior
analysis in electronic commerce. The intelligent interface contains three
modules, namely, the task editor, action supervisor, and behavior analyzer.  The
task editor provides an intelligent interface for the system administrator to
define the business tasks and domain ontology. The action supervisor is defined
as the information collector for monitoring the customer operations, excluding
unnecessary operations, and recognizing the behavior patterns. The action
supervisor uses the interaction message to extract customer operations, the
Bayesian belief network to filter out redundant and irrelevant operations, and
the RBF neural networks to recognize the behavior patterns. Finally, the
behavior analyzer generates the customer behavior analysis information by
measuring the behavior patterns, constructing the personalized domain
ontology, and evaluating skill proficiency of the customer.

1   Introduction

Electronic commerce (EC) is the business activity that occurs over the electronic
network.  The pervasive connectivity of the Internet provides the best mediation for
the users, that is, the manufacturer, the broker, the retailer, and the end user, to sell or
purchase goods or services.  They usually exchange the merchandise through the
business platform of the EC systems.  The EC business was grouped into three basic
models, that is, business-to-business, business-to-consumer, and consumer-to-
consumer [12].  The personalized service is the important factor for the above model
to attract their customers.  The personalized service provides a friendly environment
for the customer to buy goods according to the past consuming behaviors.  Customer
behavior analysis becomes the important function in the system.  The customer
analysis provides the place to analyze the customer’s information as well as help the
customer to do business transactions.

Many systems have been proposed for applying the past user transaction history to
different applications [6], [7], [8], [11].  These systems are insufficiently specific
regarding the analysis of the customer behavior.  The system also did not provide the
interaction activities analysis for effective customer behavior analysis.  Some
interface usability tools or systems [1], [2], [4], [5], [9] were designed to overcome
the above shortcomings.  Many problems still need to be solved.  First, most systems
use a resident monitoring program in the application system to collect user
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information from the interaction information between the end user and application
system.  The monitoring of user behaviors usually uses the cookies and the log files to
record the user operations [4], [9].  Cookies were used to keep the user information in
the client side.  The drawbacks of cookies contain the limited amount of the
information in the client side and the dangerous of information loss in the business
session.  Moreover, the drawbacks of log files include the collection of passive user
request information and the complexity of interaction events.  Second, most systems
acquire the static and specific business information from the content of the web pages.
They do not analyze the interaction operations of the user in the applications.  Third,
most systems assume the user is an experimented operator and may not commit
wrong operations.   The collected data are presumed correct and valid information.
Finally, most systems lack the evaluation of user domain knowledge and skill
proficiency in the application domain.

This work proposes an intelligent interface for customer behavior analysis in
electronic commerce.  The intelligent interface contains three modules, namely, the
task editor, action supervisor, and behavior analyzer.  The task editor provides an
intelligent interface for the system administrator to define the business tasks and
domain ontology.  The action supervisor is defined as the information collector for
monitoring the customer operations, excluding unnecessary operations, and
recognizing the behavior patterns.  The action supervisor uses the interaction message
to extract customer operations, the Bayesian belief network to filter out redundant and
irrelevant operations, and the RBF (Radial Basis Function) neural networks to
recognize the behavior patterns.  Finally, the behavior analyzer generates the
customer behavior analysis information by measuring the behavior patterns,
constructing the personalized domain ontology, and evaluating skill proficiency of the
customer.

The rest of paper is organized as follows.  Section 2 introduces the architecture of
intelligent interface for customer behavior analysis.  Moreover, section 3, 4, and 5
explore the task editor, action supervisor, and behavior analyzer.  Subsequently,
section 6 demonstrates the application of the intelligent interface in electronic
commerce.  Finally, section 7 concludes the work.

2   System Architecture

Figure 1 illustrates the architecture of the intelligent interface for customer behavior
analysis.  The architecture contains three modules, namely, the task editor, action
supervisor, and behavior analyzer.  The task editor provides an intelligent interface for
the system administrator to define the business tasks and domain ontology.
Specifically, the task editor provides a graphical user interface for the system
administrator to define the business tasks, transaction behaviors, and interaction
operations.  The business tasks describe the goals and intensions that the customers
wish to perform.  The transaction behaviors describe the behaviors of the customers in
accomplishing the tasks.  Moreover, the interactions contain the interaction message
of the customer, that is, customer events in the browsers and requested information in
the HTTP (Hypertext Transfer Protocol).  Moreover, the task editor also provides an
editing environment for the system administrator to construct the domain ontology.
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Fig. 1. System architecture

The action supervisor monitors the interactions of the customer in application
systems.  Specifically, the action supervisor collects the interactions performed by the
customer in the client-side and server-side.  First, the action supervisor captures the
customer interactions from the browser and HTTP.  The action supervisor then filters
the customer operations from the customer interactions and recognizes the behavior
patterns based on the business tasks.  Finally, the action supervisor forwards the
behavior patterns and the domain ontology for use by the behavior analyzer in
customer behavior analysis.

The behavior analyzer uses the behavior patterns to analyze the activities of the
customer.  First, it analyzes the behaviors and tasks based on the customer operations.
It uses the frequency of behavior patterns to compute the proximity between them.  It
then evaluates personal domain ontology and skill proficiency.  The personal domain
ontology stores the terminology and the relations between them of the application
domain which was visited or used by the customer.  The skill proficiency judges the
profile which the customer generally uses for task accomplishment.  Finally, the
behavior analyzer generates the above behavior analysis information of the customer.

3   Task Editor

The task editor provides a visualized editing environment for the system administrator
to create the business tasks and to edit the domain ontology.  The business tasks
describe the goals that the customers wish to perform.  The business tasks contain the
tasks involved in carrying out the business process, the behavior patterns and its
relations, and the interaction operations.  Moreover, the behavior patterns and its
relations record the transaction actions related to accomplishing the tasks and the
causality relationships between them.  The interaction operations contain the customer
events in the browsers and requested information in the HTTP.  The task editor
contains two components, namely, editing tools and editing frame.  The editing tool
provides six functions for editing the business tasks and domain ontology, that is, task
insertion, task deletion, class insertion, class deletion, and task query.  The task
insertion and deletion provide the function for adding or removing the number of task
in the customer interaction.  Moreover, the class insertion and deletion provide the
function for insertion or deletion the number of class in the framework of the EC
ontology.  The task query supports the capability to inquire regarding the contents of
the specific tasks.  The editing frame displays the components in the business tasks
and domain ontology.
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The menu of task editor contains two functions, that is, type selection and editing
tool (Fig. 2).  The type selection provides two editing modes for the system
administrator to select the desired editing component, that is, business task and
domain ontology.  The editing tool provides six editing functions for the system
administrator as described above.  Notably, the hierarchy of the business task contains
three levels, that is, business task level, transaction behavior level, and interaction
operation level [3].

Fig. 2.  Task editor

4   Action Supervisor

The action supervisor conducts three tasks, namely, customer operation monitoring,
unnecessary operation exclusion, and behavior pattern recognition.  The customer
operation monitoring monitors customer operations by extracting customer operations
from the interaction message between the customer and the system.  The customer
sends the interaction message by clicking the mouse or pressing the keyboard.  The
action supervisor uses the delimitation operations, such as, pressing enter on the
keyword or single clicking the hyperlink or button, to parse the message into
interaction operations.  Each interaction operation contains information regarding the
interaction events and the HTTP message.  The action supervisor uses the web page
scripts and applet to capture the interaction events in each session.  The interaction
events contain the customer events in the client, such as, form submission, button
clicking, text input, item selection, hyperlink clicking, and focus objects.  Moreover,
the action supervisor also captures the HTTP message from the web server.  The
HTTP message is the request method, path information, query items, protocol, and
host name.  For example, the customer sends the request message, contained in the
header of the HTTP, to the web server.  The HTTP message of the request information
is the “Get”, “/somedire/page.asp”, “Action=aaa”, “xxx=xxx”, “HTTP/1.0”, and
“Host=intsys.csie.fju.edu.tw”.

The exclusion of unnecessary operations eliminates unnecessary customer
operations.  It uses the Bayesian belief networks to exclude redundant and irrelevant
operations.  Redundant operations are those which the customer use the same
operation for the same subtask.  Moreover, the irrelevant operations are those that are
not effective in performing the subtask.  The directed acyclic graph is used to
represent the relationship among customer operations (Fig. 3).  The circular node
represents the operation of the customer and the link represents the relationship
between operations.  Both of two operations <O1, O2> and <O3, O4> can use to do the
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same subtask ST1.  If the customer operates sequence is O1, O3, O2 and O5.  The
operation O5 is the irrelevant operation and O3 is the redundant operation for the
subtask ST1.  The probability of the subtask ST1, P(ST1)=P(O1)*P(O2).  Redundant and
unnecessary operations can be removed by computing the joint probability of the
operations according to the causal relations of the Bayesian belief network.

Fig. 3.   Bayesian belief network

The behavior pattern recognition uses the RBF neural model as the behavior
pattern classifier for discriminating the customer behavior from the interaction
message.  The RBF neural model contains three layers, namely, the input, hidden, and
output layers.  Notably, the input layer uses 35 nodes to represent the interaction
information.  The input of the interaction information includes the interaction events,
focus object, request method, and query items.  The node number of the interaction
information in the input layer is 9, 10, 6, and 10 correspondingly.  Each interaction
event uses three digits to represent the operation.  The character of the focus object,
request method, and query items are encoded following the sequence of the
alphabetically.  Each character then is normalized into a real number ranging between
0 and 1.  The node of output layer represents the transaction behaviors.  The number
of node in the output layer varies according to the behavior patterns in the business
tasks.

5   Behavior Analyzer

The analysis of customer behavior is supported by two main processes, namely, the
behavior analysis and knowledge and skill proficiency evaluation.  The behavior
analysis uses the task network to represent the behaviors and behavior correlation of
the customer in completing the task.  Fig. 4 illustrates the topology of the task
network.  The square box is used to represent the business task.  The circular node is
used to represent the name and frequency of the behavior pattern with the focus
object.  Moreover, the decorated link is used to represent the successive relations
between behavior patterns and their frequency.  The task network was updated after
the customer completed the business task.  The behavior analyzer then re-evaluates
the content of the task network, that is, the behavior pattern, the relationship of
behavior pattern, and the task sequence.  Moreover, the relationship of the behavior
pattern represents the correlation between behavior patterns.  The fuzzy behavior
proximity (FBP) is used to measure the correlation,

, , , ,( 1) ( ) ( ( 1) ( ) )i j i j i j i jFBP k FBP k A k A kα+ = + + −                                     (1)
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where i and j is the ith and jth  behavior pattern and i is the precedence of j, k is the
kth business task, α is the learning rate, and ||Ai,j|| is the frequency of the behavior j
follow the behavior i.
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Fig.4.  Task network

The knowledge and skill proficiency evaluation computes the proficiency degree of
customer.  The knowledge proficiency evaluates the personal ontology of the
customer.  It constructs the personal ontology by mapping the domain terms from the
interaction message, that is, focus objects and query items, to the domain ontology.
The knowledge proficiency evaluation then uses the explanation-based-learning
(EBL) [10] to conduct concept abstraction by providing the domain ontology.  The
domain ontology is used to build the personal ontology by giving the learning
instance, that is, focus object and query items.

The skill proficiency measures the customer proficiency by evaluating the
usefulness, precision, dependency, and efficiency.  The usefulness, U, evaluates the
correctness and validity of the customer operations.

n

e
U

n

i
i∑

=−= 11                                                             (2)

where ei represents the ratios of error or nullify operations, ei∈[0, 1] and n is the
operation number.

Precision, P, computes the average number of operations for completing the tasks.
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where ti represents the number of operations to achieve the ith task and n is the task
number.

Dependency, D, represents the behavior correlation.
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where Bi and Bi+1 represent the ith and (i+1)th behaviors, ⇒  represents the sequence
relationships, and n is the behavior number.

Efficiency, E, measures the average time of the customer for completing the tasks.
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where wi represents the time for completing the ith task and n is the task number.

6   EC Application

The business process of business to consumer (B2C) classifies the customer
interactions into four tasks, that is, browsing, searching, buying, and payment.  The
browsing task represents the behaviors that use hyperlink of the webpage to find the
merchandises, such as, menu browsing or product browsing.  The searching task
represents the behaviors that use the search functions with the keywords to find the
related products in the website.  The buying task represents the behaviors that select
the product into the shopping cart or send the order form to order the products.  The
payment task represents the behaviors that select the transporting vehicle and payment
method.  The customer then uses the above behaviors to buy merchandise from the
EC system.

6.1   Task Editor

The intelligent monitoring system provides a graphical interface for the system
administrator to edit the business tasks.  Figure 5 lists the content of the business
tasks.  The editing frame displays the framework of domain ontology in the task
editor.  The merchandise of the EC ontology contains 3 classes, that is, book,
computer, and cosmetic classes.  Each class also contains the related subclasses with
its class value.  Fig. 6 shows the content of the domain ontology.

               
  Fig. 5.  Business tasks                                             Fig. 6.  Domain ontology
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6.2   Action Supervisor

The action supervisor monitors the operations of the customer in the application.  It
collects the interaction operations form the interaction events and the HTTP message.
It then excludes unnecessary operations and recognizes the preferred operation.  Fig.
7 displays computation of the Bayesian belief network.  The probability of
P(ST2)=P(Focus object)*P(Hyperlink clicking)=0.5*0.5=0.25. Moreover, the
probability of P(ST1), P(ST3) and P(ST4) are zero.  Finally, the action supervisor uses
RBF neural networks to classify the behavior patterns according to the customer’s
operations.

Mouse 
over

Focus 
objec

Hyperlink 
clicking

ST1

Item 
selection

Button 
selection

Query 
item

Focus 
object

Hyperlink 
clicking

ST2

Item 
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Form 
submission
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Item 
selection

Text input

Form 
submission

ST4

Fig. 7.  Bayesian network computation

6.3   Behavior Analyzer

The behavior analyzer uses the task network to record the recognized behaviors also
update the fuzzy behavior patterns.  The behavior analyzer then constructs the
personal ontology according to the products in the customer’s behavior (Fig. 8).

Fig. 8.  Personal ontology

The behavior analyzer also evaluates the skill proficiency of the customer.  Table 1
lists the tasks, behavior number, operation number, error operation, and visiting time
of the customer interactions.  The operations of the customer contain four tasks and
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the error ratio is 0.68, 0, 0, 0 and 0.  Fig. 9 shows the computation of the skill
proficiency.

Table 1.  Customer operations

Task Behavior number Operations number Error operations Time
Browsing 3 10 2 42
Searching 1 3 0 8

Buying 2 4 0 12
Payment 1 2 0 9

89.0
19

)0002(11
1

=+++−=−= ∑
=

n

i
ieU

75.2
4

)42310(1 =+++==
∑

=

n

t
P

n

i
i

43.0
6

)1.07.03.05.05.05.0(1
1

=+++++=
∩

=
∑

=
+

n

II
D

n

i
ii

75.17
4

)912842(1 =+++==
∑

=

n

W
E

n

i
i

Fig. 9.   Skill proficiency evaluation

7   Conclusions

This work proposes an intelligent interface for customer behavior analysis in
electronic commerce.  The intelligent interface contains three modules, namely, the
task editor, action supervisor, and behavior analyzer.  The task editor provides an
intelligent interface for the system administrator to define the business tasks and
domain ontology.  An action supervisor is defined as the information collector for
monitoring the customer operations, excluding unnecessary operations, and
recognizing the behavior patterns.  The action supervisor uses the interaction message
to extract customer operations, the Bayesian belief network to filter out redundant and
irrelevant operations, and the RBF neural networks to recognize the behavior patterns.
Finally, the behavior analyzer generates the customer behavior analysis information
by measuring the behavior patterns, constructing the personalized domain ontology,
and evaluating skill proficiency of the customer.

In summary, the proposed customer behavior analysis system exhibits the
following features.  First, the proposed system has an intelligent interface that allows
system administrator to define the business tasks in human-computer interactions.
The business tasks identify the relationships among the customer interaction,
transaction behaviors, and business tasks definitely.  The business tasks also can
reduce the measurement complexity of customer interaction.  The customer operation
monitoring extracts the customer operations by analyzing the interaction protocol
based on the customer interactions.  The exclusion of unnecessary operations uses the
Bayesian network to reduce the computation of irrelevant operations.  The behavior
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pattern recognition uses the RBF neural networks to discriminate the behavior
patterns based on customer operations.  Moreover, the behavior model uses the task
network and fuzzy behavior proximity to represent the behavior patterns and their
relationships.  Finally, the knowledge and skill proficiency evaluation uses EBL and
proficiency metrics to discriminate end customer domain literacy and skill
proficiency.

The work applied the proposed intelligent interface for customer behavior analysis
to the EC.  The application of the system demonstrates that the system can support
system administrators in defining business tasks, and in turns can collect robust
interaction information from customers.  The analyzed customer behavior information
can support the EC platform developer to refine the transaction workflow
intelligently.  The system possesses not only a customer behavior analysis but also an
intelligent knowledge management in human-machine interface.
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Integration of an Interactive Multimedia
Datacasting System
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Abstract. Hardware and software integration of a framework for interactive
multimedia datacasting applications is presented in this paper. The hardware
components of this framework consist of a data server, an IP encapsulator
(IPE), a multiplexer, data receivers and a return channel. Various integration
software modules were implemented to support the hardware configuration, and
these include IPE flow control, encoding/decoding rate control, opportunistic
data injection etc. Server/client issues were investigated to support various
applications such as unicast/multicast services, web accessing and media
delivery rate control over digital television (DTV) broadcast infrastructure. The
main contributions of this paper are: 1) the design of an interactive end-to-end
datacasting framework; 2) the integration of hardware and software modules for
this system; and 3) Unicast and Multicast data transmission modes. This
framework was tested in a terrestrial broadcasting environment with various
multimedia datacasting applications.

1   Introduction

In North America, the Advanced Television Systems Committee (ATSC) Digital
Television (DTV) standard [1] has been adopted for over-the-air delivery of digital
television programs to homes. The ATSC system is capable of carrying multiple
standard definition television (SDTV) programs or a single high definition television
(HDTV) program with the associated sound, as well as ancillary data information in a
single 6 MHz terrestrial broadcasting channel. Encapsulation of IP data into an ATSC
transport stream (TS) allows the transmission of IP-based multimedia and data
information over DTV channels [2]. Recent implementations of interactive
multimedia delivery systems for specific applications can be found in [3], [4] and
[12]. In [12], a multimedia broadcasting system using a DTV channel is deployed by
using a scheme based on the Digital Storage Media-Command and Control (DSM-
CC) functionality and a new protocol which efficiently conveys multimedia
information having the same characteristics as HTML files. The real-time multimedia
broadcasting scheme proposed in [3] enables distortion free TV-reception in fast
moving vehicles with the adoption of MPEG-4 based digital audio
broadcasting/digital multimedia broadcasting (DAB/DMB). A streaming system for
interactive television broadcast using MPEG-4 and MPEG-7 in edition and
transmission of multimedia programs is proposed in [4]. This system is capable of
providing two transport streams per program, one via a program multiplexer and the
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other via a data multiplexer. These two multiplexers together deliver all the types of
data mentioned in the ATSC data broadcast specification.

A seamless integration of hardware and software modules is essential for an
interactive multimedia delivery system to be effective. Well-supported software
modules can lead to more efficient resource utilization towards hardware components.
The selection of hardware components determines the system configuration and
software applicability. In this paper, we propose the architecture for an interactive
multimedia datacasting system. Various software modules were implemented to
support this hardware configuration. The goal of the project is to investigate, develop
and demonstrate means of utilizing the DTV infrastructure to provide interactive
broadband multimedia services. Such a system can be used by broadcasters to provide
a variety of program related or non-program related services such as Internet access,
file transfer, audio/video multicasting etc. In addition, such a system could provide
remote and rural communities with interactive broadband access to a number of
services such as education, medical consultation, e-learning, web access, banking and
many others. Dedicated DTV channels could be used to provide broadband access in
rural and remote areas, as there is ample available spectrum in these regions.

This paper is organized as follows: Section 2 introduces the system architecture
that is being developed. This system is composed of the following components: data
server, IP Encapsulator, transport stream multiplexer, data receiver and return
channel. Issues related to the development and integration of software required to
support the hardware framework are discussed in section 3. A number of multimedia
datacasting applications related to this framework are described in section 4.
Conclusions and future considerations are discussed in section 5.

2   System Architecture

The interactive multimedia datacasting system consists of a broadcast (downlink)
subsystem and a return channel (uplink) subsystem. This system is illustrated in figure
1. According to user requests or the broadcaster’s predefined scheduling, the
downlink subsystem serves to combine various data and multimedia information onto
a MPEG-2 transport stream (TS) [5] which is then modulated to one of the television
channels. The IP Encapsulator (IPE) encapsulates the IP data coming from the content
server onto an MPEG-2 TS according to the Multi-Protocol Encapsulation (MPE) or
the data piping method of the ATSC Data Broadcast Standard A/90 [2]. Once the IP
data is converted to MPEG-2 TS, it is sent to a transport stream multiplexer (TSM)
where other sources of MPEG-2 transport streams can be added. The resulting
MPEG-2 TS can carry contents such as other encapsulated data or compressed
MPEG-2 video/audio programs meant for broadcasting. Many services and programs
can be multiplexed together as long as the 19.4 Mbps limit imposed by the system is
respected. The signal from the multiplexer is then fed to the 8VSB
modulator/transmitter. The receiver or set top box (receiver/STB) at the user’s
premise demodulates the received RF signal, recovers the MPEG-2 TS, extracts the
media types and dispatches the demultiplexed media packets to the client application
accordingly. This subsystem has the ability to deliver Quality of Service (QoS)
transmission by setting a maximum as well as a guaranteed data rate at the IPE for an
individual transport stream according to its program identification (PID).
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Fig. 1. Diagram of the interactive datacasting system

For laboratory test purposes, the uplink or return channel subsystem uses a wireless
LAN (WLAN) in a unidirectional mode to send interactive requests to the server.
With directional antennas, this return channel should be capable of offering the range
and throughput required for field tests. The service requests (such as Web access,
audio/video streaming etc.) that are to be processed by the server, the broadcasting
system status and statistics such as the real-time control protocol (RTCP) reports are
sent by client PC to the server via the return channel.
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Investigations on how to provide a return channel using the television UHF band
are ongoing since the current North American DTV standard does not include a return
channel to support interactive applications. In Europe, the DVB family includes a
wireless terrestrial return channel called DVB-RCT (Return Channel Terrestrial). We
are considering adapting the DVB-RCT system for use with the North American
ATSC A/53 standard [1].

The interactive datacasting system has been developed in a PC environment under
the Linux and Windows operating systems. The remainder of this section describes
the  main functional modules individually.

2.1   The Content Server

High capacity and proficiency in providing interactive video, audio and data services
were taken into consideration in the design of the content server. This server is the
integrated result of the following components:

• Content encoder is a hardware encoder which converts raw video/audio
data to compressed data and stores it in the server’s hard disks. The
transmission of the encoded data to a client is carried out via the data
server in response to the client’s demand.

• Streaming server is a software reflector that allows the media streaming
(e.g. MPEG-4 audio/video, MP3 audio) from a live broadcaster source to
real time streaming protocol (RTSP) clients. It also serves as an
administrator to add/delete/monitor the connection status, to receive the
feedback requests from client machines and to react to those requests. The
output of the streaming server is IP data and is sent to the IPE.

• Data server gets miscellaneous data such as audio, video, text, etc. from
outside networks and feeds them to the contents encoder when there is a
demand.

• Control server plays an important role in controlling the operations of
the data server and streaming server. It receives the requests and feedback
information from clients through the return channel and manages the
mentioned servers’ operations so as to guarantee high quality of service.

2.2   Live Broadcaster

The live broadcaster is a software module for encoding and streaming media (e.g.
MPEG-4 audio/video) over the network. To broadcast live content, we can either use
the direct media to unicast/multicast to clients, or we can use the streaming server to
reflect/manage the live broadcast contents to clients. The latter is achieved via the
insertion of the media and network configuration information such as a Session
Description Protocol file (SDP [6]) into the content directory of the streaming server.
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2.3   IP Encapsulator (IPE)

The IPE is a hardware device which provides an efficient method for inserting or
multiplexing numerous IP data services, delivered over Ethernet, into an ATSC
compliant transport stream (e.g. MPEG-2 TS) for data broadcasting. The IPE features
a 100 Mbps Ethernet input and an ASI interface for the connection to a multiplexer or
a modulator. The built-in application software offers an intuitive GUI that provides
configuration and monitoring of outgoing transport data streams. Parameters such as
QoS and unicast or multicast mode of operation can be specified for each individual
PID.

2.4   Transport Stream Multiplexer (TSM)

The transport stream multiplexer combines a number of MPEG-2 transport streams
into a single stream at 19.39 Mb/s. The multiplexer supports opportunistic data flow
control by means of SMPTE 325M [10] to maximize the bandwidth usage up to 100
percent capacity by replacing NULL TS packets with IP data.

2.5   8-VSB Exciter / Transmitter

A modulator is composed of an 8-VSB exciter and a transmitter. For terrestrial
broadcasting, the multiplexed MPEG-2 TS is sent to the 8-VSB exciter [1] using the
SMPTE 310M [11] synchronous serial interface standard. Reed-Solomon coding and
8-VSB modulation are performed in the exciter.

The DTV transmitter is connected to the output of the 8-VSB exciter; the
transmitter modulates the incoming signal into a 6-MHz RF band and sends out the
signal to the antenna. For field trials we have access to a 30 KW ERP DTV
transmitter situated approximately 25 Km south of Ottawa.

2.6   Data Receiver / STB

The data receiver provides the following functions: RF tuning, demodulation of the
received signals to an MPEG-2 TS, extraction of the IP data from the TS and
forwarding of the data to the client PC and specific application. These functions could
be included into a set-top box (STB) connected to a PC through Ethernet.

The actual receiver consists of two functional modules:
• VSB demodulator transforms the received RF signal to an MPEG-2

transport stream.
• IP data extractor extracts IP data from the MPEG-2 TS and relays the

IP data packets to their destinations.
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2.7   Client PC

The interactive client PC provides end-users with services such as Internet access,
media downloading, Video on Demand (VoD) and live streaming playback as well as
service requests to the data server. Its functional modules are listed below:

• Streaming client is a software decoder/player for receiving encoded
live media streaming (e.g. MPEG-4 live audio/video).

• Data storage provides support for media on demand downloading
services at the client end. There are a number of different types of
media to be stored at the client PC. Examples of media types include
discrete files, image bitmaps, Web pages, Java applets etc.

• Content decoder provides on demand audio/video decoding and
playback. We use software-based decoders and apply a simplified
probe-based rate control approach [7] to adjust the transmission rate
from the server in accordance with network availability .

2.8   Return Channel

Interactivity is provided through a wireless return channel that could be in the UHF
band. In Europe, DVB-RCT [8] has been defined for a terrestrial return channel,
while the ATSC DTV Standard does not include such a return channel component
yet.

It is to be noted that different types of return channels can be implemented and
used simultaneously with others. For cost efficiency, low throughput and, if we
assume that most calls are local, 56Kbps modems can be utilized in conjunction with
a public switched telephone network.

To reduce cost and complexity even further, the system supports a number of
multicast streaming applications that do not require a return channel. The only
requirement is to let the client applications know the multicast address of the
streaming service they want to access. Announcement information similar to program
guides can be implemented using the Session Announcement Protocol (SAP) and can
be broadcasted on a regular basis to inform clients of which multicast services are
available that do not require a return channel.

3   Software Implementation Considerations for the System

3.1   IPE Flow Control

The IPE flow control is a software module in the IPE providing real-time IPE buffer
utilization monitoring to the streaming server. It informs the streaming server of the
IPE buffer fullness by sending back IP multicast packets at a user-defined interval.
The streaming server uses the information carried in the packets to adjust its outgoing
data rate to ensure bandwidth efficiency.

Figure 2 illustrates the control packet structure. The IPE buffer status information
is sent out from the IPE to the server in a UDP multicast packet. The destination
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multicast IP address, port number and transmission interval are configurable through
the control module GUI.

Ethernet header IP  header UDP header Buffer fullness status CRC
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Fig. 2.  The flow control multicast packet structure

3.2  Probe Based Content Encoder / Decoder Rate Control

The content encoder produces MPEG-2 TS data from raw audio/video data and
transfers the TS data to the contents decoder of the client PC via a DTV channel. The
contents encoder/decoder pair plus the corresponding data conversion, modulation,
transmission techniques compose the media on demand service of our system. To
ensure the quality of service during media transmission, we implemented a probe-
based rate control approach for the feedback control at the content encoder and
decoder.

The probe-based approach has been refined based on experimental results.
Specifically, the source probes for the available network bandwidth by adjusting the
sending rate in a way that maintains the packet loss ratio below a certain threshold.

Consistent with the RTP/RTCP standard [9], the contents decoder periodically
sends RTCP packets to the encoder via the simulated return channel. The RTCP
packet contains the packet loss ratio lossP  obtained during a certain time interval.

Considering the hardware MPEG-2 encoder/decoder chipset used in our system, the
proposed rate control protocol performs the following interactions between the
encoder and decoder:

Contents encoder
• The encoder starts at its preset rate to encode data to the sending buffer.

A packet sequence number is incremented and put into each RTP data
packet.
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• Upon the receipt of the RTCP feedback packet containing the packet
loss ratio lossP  from the decoder, the encoder will adjust its waiting

time interval between two successive encoded data packets before
sending them out from the sending buffer. The time interval of the two
adjacent packets t∆  is calculated according to the following rule:

if ( lossP  ≤ thresholdP )

}0,max{ DecRtt −=∆ ;
else

},max{ TIncRtt ∆×=∆ .

(where DecR, IncR, and T∆  represent the additive decrease factor,
multiplicative increase factor and the minimum time interval
respectively)

Contents decoder
• The received packets are monitored by the extraction of their sequence

numbers.
• After a certain time interval, the decoder sends back a RTCP packet to

the encoder with the packet loss ratio observed during this time period.

3.3   Opportunistic Data Injection

The ATSC standard mandates a fixed data transmission rate of 19.39 Mbps per
channel. While MPEG-2 encoders usually operate at constant bit rate (CBR) mode,
there can be spare capacity to insert data up to the maximum transmission rate. To
accommodate the need for a full bandwidth usage, the SMPTE 325M standard [10] is
adopted in the TS multiplexer and the IP Encapsulator for opportunistic data injection.

The opportunistic data injection module removes NULL packets and inserts IP data
packets from the IPE to the TSM in order to utilize the available bandwidth. The TSM
provides buffer storage for the data packets. When the data is sent out of the TSM,
space becomes available in the buffer. Requests will then be sent from the TSM to the
IPE in order to get additional packets to fill its buffer.

3.4   Raw Socket Utilization

The raw socket programming technique is utilized in the data receiver/STB module to
relay incoming encapsulated IP data to the destined client. The raw socket provides
the capability of avoiding the IP datagrams protocol field being processed by the
kernel, thus reducing the overhead caused by the deletion/addition operations
normally required on the received packets at the data receiver.

Upon receiving the TS data from the VSB demodulator, the IP data filter extracts
the IP data from the TS then sends the data directly to the destination client on the
Ethernet by using the raw socket. In this way, it is not required to get rid of the IP
headers of the received packets and re-packetize them before forwarding them to their
destination.
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4   Applications

We have successfully integrated hardware components and software modules into an
interactive multimedia datacasting framework. Various applications are carried out
with this system under both Linux and Windows operating systems. Lab tests have
proved the feasibility of this framework and the applicability in various datacasting
applications.

The following applications are currently available:
• MPEG unicast and multicast transmission;
• MPEG-1 (VCD) and MPEG-4 streaming;
• Internet access (Web browsing, ftp downloading etc.);
• Media on demand (audio, video and text files);
• IP Encapsulator (IPE) flow control;
• Opportunistic data insertion between the TS multiplexer and the IPE.

5   Conclusion and Future Work

An interactive end-to-end datacasting system using the ATSC DTV infrastructure was
designed in the context of offering broadband access to rural and remote
communities. Hardware and software intergration at both the server and client ends
was performed to allow easy access to multimedia services. Laboratory tests showed
the feasibility and sound performance of this system. Required future work includes:
1) adaptive encoding rate control for MPEG video, 2) channel QoS study, 3) return
channel protocol study, 4) Data caching suitable for audio/video streaming, 5) data
carousel implementation etc.
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Abstract. This study proposes an expert system that applied in Taiwan
motorcycle’s fault detection and maintenance. An expert’s knowledge structure
was explored, to construct a knowledge base which has the expertise and then
to build a friendly human-computer interface. This study will examine the
knowledge structures of a novice group and an expert group by using
knowledge network organizing method. And the similarity between theses two
groups is assessed from network structure indices. The expected results will
indicate the knowledge structure of an expert group is more organized than a
novice group and then a suitable expert system will be developed. To develop
the expert system for the fault detection and maintenance can not only promote
the maintenance efficiency and quality, but also make up for the shortage of
Taiwan motorcycle’s maintainers. It also, of course, can serve as a training tool
for maintainers and shorten learning time effectively.

1   Introduction

According to the statistics of the MOTC (ministry of transportation and
communications) in 2002, there were 12,245,541 motorcycles in Taiwan.  Though
Taiwan motorcycle’s density is the highest in the world, the motorcycle maintenance
quality is not really the same level.  It’s predictable that the high maintenance level
will be required in local market after opening the import of heavy and electrical
motorcycle.

For the reason of maintenance skill enhancement, the study will adopt some
techniques to develop the expert system for assisting the maintenance tasks proved in
the previous study [17]. The failure modes and effects analysis (FMEA) technique can
be used in the research for finding out a wealth of useful information that can be
assisted in achieving the expected system reliability [17]. To use the FMEA tool, the
critical maintenance points will be found and worthily established into the expert
system (ES). For constructing ES’s core - knowledge base, pathfinder network is the
first procedure for exploring the organization of expert’s and novice’s domain
knowledge. Pathfinder relies upon a mathematical algorithm for creating a graphic
representation based on implicit proximity data. This process is examined by using

Verwendete Distiller 5.0.x Joboptions
Dieser Report wurde automatisch mit Hilfe der Adobe Acrobat Distiller Erweiterung "Distiller Secrets v1.0.5" der IMPRESSED GmbH erstellt.
Sie koennen diese Startup-Datei für die Distiller Versionen 4.0.5 und 5.0.x kostenlos unter http://www.impressed.de herunterladen.

ALLGEMEIN ----------------------------------------
Dateioptionen:
     Kompatibilität: PDF 1.3
     Für schnelle Web-Anzeige optimieren: Nein
     Piktogramme einbetten: Nein
     Seiten automatisch drehen: Nein
     Seiten von: 1
     Seiten bis: Alle Seiten
     Bund: Links
     Auflösung: [ 2400 2400 ] dpi
     Papierformat: [ 595 842 ] Punkt

KOMPRIMIERUNG ----------------------------------------
Farbbilder:
     Downsampling: Ja
     Berechnungsmethode: Bikubische Neuberechnung
     Downsample-Auflösung: 300 dpi
     Downsampling für Bilder über: 450 dpi
     Komprimieren: Ja
     Automatische Bestimmung der Komprimierungsart: Ja
     JPEG-Qualität: Maximal
     Bitanzahl pro Pixel: Wie Original Bit
Graustufenbilder:
     Downsampling: Ja
     Berechnungsmethode: Bikubische Neuberechnung
     Downsample-Auflösung: 300 dpi
     Downsampling für Bilder über: 450 dpi
     Komprimieren: Ja
     Automatische Bestimmung der Komprimierungsart: Ja
     JPEG-Qualität: Maximal
     Bitanzahl pro Pixel: Wie Original Bit
Schwarzweiß-Bilder:
     Downsampling: Ja
     Berechnungsmethode: Bikubische Neuberechnung
     Downsample-Auflösung: 2400 dpi
     Downsampling für Bilder über: 3600 dpi
     Komprimieren: Ja
     Komprimierungsart: CCITT
     CCITT-Gruppe: 4
     Graustufen glätten: Nein

     Text und Vektorgrafiken komprimieren: Ja

SCHRIFTEN ----------------------------------------
     Alle Schriften einbetten: Ja
     Untergruppen aller eingebetteten Schriften: Nein
     Wenn Einbetten fehlschlägt: Warnen und weiter
Einbetten:
     Immer einbetten: [ /Courier-BoldOblique /Helvetica-BoldOblique /Courier /Helvetica-Bold /Times-Bold /Courier-Bold /Helvetica /Times-BoldItalic /Times-Roman /ZapfDingbats /SMinionPlus-Regular /Times-Italic /Helvetica-Oblique /Courier-Oblique /Symbol ]
     Nie einbetten: [ ]

FARBE(N) ----------------------------------------
Farbmanagement:
     Farbumrechnungsmethode: Farbe nicht ändern
     Methode: Standard
Geräteabhängige Daten:
     Einstellungen für Überdrucken beibehalten: Ja
     Unterfarbreduktion und Schwarzaufbau beibehalten: Ja
     Transferfunktionen: Anwenden
     Rastereinstellungen beibehalten: Ja

ERWEITERT ----------------------------------------
Optionen:
     Prolog/Epilog verwenden: Nein
     PostScript-Datei darf Einstellungen überschreiben: Ja
     Level 2 copypage-Semantik beibehalten: Ja
     Portable Job Ticket in PDF-Datei speichern: Nein
     Illustrator-Überdruckmodus: Ja
     Farbverläufe zu weichen Nuancen konvertieren: Ja
     ASCII-Format: Nein
Document Structuring Conventions (DSC):
     DSC-Kommentare verarbeiten: Ja
     DSC-Warnungen protokollieren: Nein
     Für EPS-Dateien Seitengröße ändern und Grafiken zentrieren: Ja
     EPS-Info von DSC beibehalten: Ja
     OPI-Kommentare beibehalten: Nein
     Dokumentinfo von DSC beibehalten: Ja

ANDERE ----------------------------------------
     Distiller-Kern Version: 5000
     ZIP-Komprimierung verwenden: Ja
     Optimierungen deaktivieren: Nein
     Bildspeicher: 524288 Byte
     Farbbilder glätten: Nein
     Graustufenbilder glätten: Nein
     Bilder (< 257 Farben) in indizierten Farbraum konvertieren: Ja
     sRGB ICC-Profil: sRGB IEC61966-2.1

ENDE DES REPORTS ----------------------------------------

IMPRESSED GmbH
Bahrenfelder Chaussee 49
22761 Hamburg, Germany
Tel. +49 40 897189-0
Fax +49 40 897189-71
Email: info@impressed.de
Web: www.impressed.de

Adobe Acrobat Distiller 5.0.x Joboption Datei
<<
     /ColorSettingsFile ()
     /AntiAliasMonoImages false
     /CannotEmbedFontPolicy /Warning
     /ParseDSCComments true
     /DoThumbnails false
     /CompressPages true
     /CalRGBProfile (sRGB IEC61966-2.1)
     /MaxSubsetPct 100
     /EncodeColorImages true
     /GrayImageFilter /DCTEncode
     /Optimize false
     /ParseDSCCommentsForDocInfo true
     /EmitDSCWarnings false
     /CalGrayProfile ()
     /NeverEmbed [ ]
     /GrayImageDownsampleThreshold 1.5
     /UsePrologue false
     /GrayImageDict << /QFactor 0.9 /Blend 1 /HSamples [ 2 1 1 2 ] /VSamples [ 2 1 1 2 ] >>
     /AutoFilterColorImages true
     /sRGBProfile (sRGB IEC61966-2.1)
     /ColorImageDepth -1
     /PreserveOverprintSettings true
     /AutoRotatePages /None
     /UCRandBGInfo /Preserve
     /EmbedAllFonts true
     /CompatibilityLevel 1.3
     /StartPage 1
     /AntiAliasColorImages false
     /CreateJobTicket false
     /ConvertImagesToIndexed true
     /ColorImageDownsampleType /Bicubic
     /ColorImageDownsampleThreshold 1.5
     /MonoImageDownsampleType /Bicubic
     /DetectBlends true
     /GrayImageDownsampleType /Bicubic
     /PreserveEPSInfo true
     /GrayACSImageDict << /VSamples [ 1 1 1 1 ] /QFactor 0.15 /Blend 1 /HSamples [ 1 1 1 1 ] /ColorTransform 1 >>
     /ColorACSImageDict << /VSamples [ 1 1 1 1 ] /QFactor 0.15 /Blend 1 /HSamples [ 1 1 1 1 ] /ColorTransform 1 >>
     /PreserveCopyPage true
     /EncodeMonoImages true
     /ColorConversionStrategy /LeaveColorUnchanged
     /PreserveOPIComments false
     /AntiAliasGrayImages false
     /GrayImageDepth -1
     /ColorImageResolution 300
     /EndPage -1
     /AutoPositionEPSFiles true
     /MonoImageDepth -1
     /TransferFunctionInfo /Apply
     /EncodeGrayImages true
     /DownsampleGrayImages true
     /DownsampleMonoImages true
     /DownsampleColorImages true
     /MonoImageDownsampleThreshold 1.5
     /MonoImageDict << /K -1 >>
     /Binding /Left
     /CalCMYKProfile (U.S. Web Coated (SWOP) v2)
     /MonoImageResolution 2400
     /AutoFilterGrayImages true
     /AlwaysEmbed [ /Courier-BoldOblique /Helvetica-BoldOblique /Courier /Helvetica-Bold /Times-Bold /Courier-Bold /Helvetica /Times-BoldItalic /Times-Roman /ZapfDingbats /SMinionPlus-Regular /Times-Italic /Helvetica-Oblique /Courier-Oblique /Symbol ]
     /ImageMemory 524288
     /SubsetFonts false
     /DefaultRenderingIntent /Default
     /OPM 1
     /MonoImageFilter /CCITTFaxEncode
     /GrayImageResolution 300
     /ColorImageFilter /DCTEncode
     /PreserveHalftoneInfo true
     /ColorImageDict << /QFactor 0.9 /Blend 1 /HSamples [ 2 1 1 2 ] /VSamples [ 2 1 1 2 ] >>
     /ASCII85EncodePages false
     /LockDistillerParams false
>> setdistillerparams
<<
     /PageSize [ 595.276 841.890 ]
     /HWResolution [ 2400 2400 ]
>> setpagedevice



336 K.-W. Su, S.-L. Hwang, and Y.-F. Zhou

KNOT (Knowledge Network Organization Tool) [18]. The similarities between
novice’s and expert’s networks are estimated from closeness (PFC or C), proximities
(PRX), and graph-theoretic distance (GTD) indices. It is expected that the knowledge
structure of an expert group is more organized than a novice group. An expert system
will be provided to novice to facilitate the maintenance tasks and make their
knowledge structure closer to expert’s knowledge structure.

In this paper, an ES’s prototype is addressed to simulate human expertise during
the problem solving by incorporating artificial intelligence and coupling various
descriptive knowledge, procedural knowledge and reasoning knowledge involved in
the industry knowledge. The system is developed through employing Visual Rule
Studio, a hybrid expert system shell, as an ActiveX Designer under Microsoft Visual
Basic 6.0 environment since it combines the advantages of both production rules and
object-oriented programming technology [9]. Both forward chaining and backward
chaining are used collectively in the inference process. The constructing process of
ES is also served as a guide for other similar domain-specific knowledge management
system.

2   Relevant Analysis

2.1   Failure Modes and Effects Analysis (FMEA)

FMEA originated as a formal methodology in the 1960s when demands for improved
safety and reliability extended studies of component failures to include the effects of
the failures on the systems of which they were a part. By the FMEA report, the
critical effects and risk priority will be easily found and provide potential failure
mode, failure effect, and failure cause and to prevent system breakdowns [17].

2.2   Pathfinder Network Analysis

After obtaining key failure mode, the corresponding test questions can be developed
as input of KNOT. Then the novice’s and expert’s knowledge structure and concept
diagrams can be obtained, so as to acquire expert’s knowledge to improve novice’s
cognitive representation.

According to Goldsmith et al., (1991) a better methodology for assessing the
expert’s and novice’s knowledge domain is a structural assessment approach. Three
distinct steps comprise the structural approach: (a) knowledge elicitation, (b)
knowledge representation, and (c) evaluation of a learner’s knowledge representation
[11] [16].

2.3   The Basic Components of an Expert System

A term of the ES usually made up of domain expert, programming designer, and
knowledge engineer and the knowledge engineering is the central role to build up the
ES. Knowledge engineer utilized the method of knowledge structure measurement to
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acquire strategic decision and knowledge into the knowledge base and continuously
tested and revised to develop more effective ES [10] [12].

A complete ES consists of three basic components. The first component is the
knowledge base, which has been developed using a commercially available expert
system shell called VRS (Visual Rule Studio) in the study. It is a hybrid application
development tool that installs an integral part of Microsoft Visual Basic 6.0 as an
Active Designer [9]. The second is the inference engine, which drives the knowledge
base through reasoning processes which are similar to experts. VRS supports three
types of inference strategies: Backward-Chaining, Forward-Chaining and Hybrid-
Chaining.

The last is the user interface, which is the means by which the user communicates
with the knowledge base (or virtual expert). It also allows user to question the ES and
to provide some advice. A good user interface is a necessity for the success of
knowledge-based expert systems. The relationships between the user, computer
system, user model and system model, via the user interface, and how the design of a
good user interface should take into account both these two models [1]. Usability is a
well-known and well-defined concept in the HCI research. It has been defined as ease
of learning, efficiency of use, memorability, error rates, and preference in the HCI
area. The three-component framework including user, product, activity, and
environment has long been accepted as the principal components in a human-machine
system upon which good system design depends [8] [15].

3   Method

3.1   Participants Definition

In this research, three participants are sampled in each expert group and novice group.
The novice’s participants were asked to read a paper about the introduction of the key
motorcycle component. Then the novices are asked to do a test to obtain their
knowledge structure. The sample of the expert group and novice group must have the
unity of a sample that is described as follows:

Expert: the participants who have over five years of working-experience and
professional license are sampled. They are working in different motorcycle shops.

Novice: the participants who have no working-experience are sampled. They are
graduate students of Industrial Engineering department at National Tsing-Hua
University in Hsinchu city.

3.2   Experimental Materials

The examination questions of motorcycle technique test can be used to evaluate and
compare the difference of knowledge structure between experts and novices. This
research will analyze three distributors which have about 10% shares in Jilong city.
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The component related data of every month orders is collected from 2002.06.01 to
2003.02.01.

The computer program of KNOT is employed for pathfinder network analysis and
to draw the knowledge structure of novices and experts with different experienced
level. The expert system is developed through employing VRS, a hybrid expert
system shell, as an ActiveX Designer under Microsoft Visual Basic 6.0 environment
since it combines the advantages of both production rules and object-oriented
programming technology.

3.3   Procedure

The framework construction procedure is described below and the flow chart of
research is shown in Figure 1.
Stage1. To find out the key failure model:
As shown in Table1, engine and electric mechanism have significant higher
component order cost than others. Consequently, electric and engine mechanism will
be analyzed in FMEA. Finally, to find out PRN (Risk Priority Number) for a
component failure mode is developed from the occurrence probability of the failure
mode, the severity of its failure effect, and the probability of the failure being
detected.

Table 1. The component cost of order

Motorcycle framework Engine Electrical Body Exhaust

Cost  (NT dollars) 33,061 44,719 29,857 7,209

Stage2. Pathfinder network analysis:
The KNOT provides the RATE program allow measure is based on a kind of
transitivity assumption, i.e., if two concepts have similar relationships with other
concepts, then the two concepts should be similar to one another. Then KNOT
through data transformations and processing procedures to draw the knowledge
structure of such novices and experts and calculate the PRX, GTD and PFC indices.
Then the difference of knowledge structure chart between the novices and experts can
be compared.

Stage3. To build a prototype of ES:
The VRS is an expert system shell and a hybrid application development tool that
installs an integral part of Microsoft Visual Basic 6.0 as an Active Designer. A
knowledge engineer uses the VRS to build the ES knowledge-base and to design ES
interface.

Stage4. Evaluation for the system:
After constructing the ES, it is provided for the novice to use and get their knowledge
structure in a while. Furthermore, pathfinder network analysis is reused to compare
the similarity between experts and novices and to verify the feasibility and effects of
the ES.
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Fig. 1. The flow chart of the research

4   Work in Progress

This study will develop the ES and explore its effects, which utilizes experts’
knowledge from their knowledge structure. It also can serve as a training tool for
maintenance workers and shorten training time effectively. The above process will be
studied in the future and there are a few anticipating results in the following:
- To utilize the KNOT to draw the knowledge structure of such novices and experts

and calculate the PRX, GTD and PFC indices. Then to prove the experts’
knowledge structure is better than the novices before using the expert system.

- Some diagrams for the repair illustration are added to make maintainers’ understand
and complete diagnosis and repair of the breakdown rapidly.

- To utilize expert knowledge structure in designing the expert system that applied to
motorcycle’s fault detection and maintenance. It will help for novice to promote
maintenance technique and the capability of fault detection.

- Finally, to verify the feasibility and effects of the ES after novice uses the expert
system.
However, this suggesting possible research directions and expectation may

necessarily hold true and there is no alternative but to wait for future research and
further development.
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Abstract. This paper proposes a method to recognize the various defect pat-
terns of a cold mill strip using a binary decision. In classifying complex pat-
terns with high similarity like these defect patterns, the selection of an optimal
feature set and an appropriate recognizer is a pre-requisite to a high recognition
rate. In this paper GA and K-means algorithm were used to select a subset of
the suitable features at each node in the binary decision tree. The feature subset
with maximum fitness is chosen and the patterns are divided into two classes
using a linear decision function. This process is repeated at each node until all
the patterns are classified into individual classes. In this way, the classifier us-
ing the binary decision tree can be constructed automatically, and the final rec-
ognizer is implemented by a neural network trained by standard patterns at each
node. Experimental results are given to demonstrate the usefulness of the pro-
posed scheme.

1  Introduction

To produce a cold mill strip of high quality, it is important to extract the defects on
the surface of cold mill strip rapidly in the manufacturing process. So, efficient meth-
ods for the recognition and extraction of defect patterns of cold mill strips have been
studied[1]. Recently, a pattern recognition method to substitute a defect extraction
system using a one dimensional reflected laser signal.

The conventional method to recognize the defect patterns is to extract good fea-
tures experimentally after preprocessing the image acquired from a CCD camera and
then recognizes the patterns in a single step by inputting all the features to a neural
network. But this method has two problems when the characteristics of the defect
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patterns are considered. Firstly, because the shapes of the defect patterns are complex
and irregular, the recognition rate of defect patterns is sensitive to the kinds of se-
lected features. And also despite the good separability of the features, they may inter-
fere with each other when used together. So, the fitness of the selected feature subset
cannot be guaranteed if the features are selected experimentally. Secondly, because
there exist some similar classes of defect patterns, which can be classified into the
same group, classifying all the patterns in only a single step results in a high classifi-
cation error.

To overcome these problems, we propose a multi-stage classifier like a decision
tree, which repeats decisions so as to classify patterns individually. The decision tree
classifier makes fast and exact decisions by dividing the complex and global deci-
sions into several simple and local decisions [5][8].

For an efficient and accurate classification, an optimal or near-optimal feature sub-
set within the feature space needs to be selected at each decision node [2]. There are
three potential advantages in applying a method of selecting a subset of features for
an input to the classification. Firstly, the performance of the classifier can be im-
proved by reducing the possible inputs to a set of relevant uncorrelated variables.
Secondly, the selected smaller set of features reduces both the time complexity and
the processing time needed to produce the feature set, thus speeding up the response
time of the system. Finally, since there is a direct relationship between the dimension-
ality of a problem and the size of the example set needed to adequately cover the
problem space, the reduction of the feature set indicates that a smaller off-line train-
ing set can be used with all the secure benefits in terms of data collection and training
times.

In this paper, GA and K-means algorithm are used to find a subset that yields the
lowest error rate of a classifier. This search method has the advantage of producing a
nearly optimal solution quickly. The fitness function used to evaluate the selected
subsets of features is the error estimator for the linear decision function, which is also
produced by GA and K-means algorithm. They make a linear decision function,
whose dimension is that of the selected feature space, and searches for a linear deci-
sion function, which minimizes the classification error with which the fitness of the
selected feature subset is calculated. Finally, the feature subset with maximum fitness
is chosen, and the patterns are classified into two classes by the linear decision func-
tion. This process is repeated at each node until all patterns are classified respectively
into the individual classes. In this way, the binary decision tree classifier is con-
structed automatically. After constructing the binary decision tree, the final recog-
nizer is accomplished by a neural network, which learns from a set of standard pat-
terns at each node.

This paper introduces the binary decision tree and presents methods of both gener-
ating a linear decision function and selecting a feature subset using GA and K-means
algorithm. Then, an automatic method of constructing the binary decision tree is
described.  And finally, the two classifiers are applied to recognize the defect patterns
of a cold mill strip.
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2   Construction of Binary Decision Tree Using GA
 and K-Means Algorithm

If only the necessary features are used at each node of binary decision tree classifier,
both the accuracy and the reliability of the classifier are increased. So the problem is
to select a valid feature subset from the entire feature set, the feature selection prob-
lem.

GA has a higher probability of finding the global optimized solution than other
conventional optimization algorithms because it searches for the multiple global so-
lutions simultaneously. Thus the optimal feature subset can be selected effec-
tively[1][3][4].

Candidate
feature set

Genetic
Algorithm

Feature subset
evaluation
function

Optimal
feature
subset

Fitness Feature subset

Fig. 1. Processing block diagram of feature selection

Fig. 1 shows the process of selecting the optimal feature subset by GA. In GA, the
chromosomes represent the feature subsets. The fitness of each chromosome is cal-
culated by evaluating the validity of its feature subset, and then the survival probabil-
ity is determined. According to this probability, the operations of evolution are exe-
cuted. In this way, new evolved feature subsets are generated. The optimal feature
subset is produced by iterating the evolving process. The process of evaluating a
feature subset is the most important process in achieving the optimal solution. In this
paper, a feature subset is evaluated by the classification error when classifying pat-
terns with the linear decision function that is also generated by GA and K-means
algorithm

2.1   Evaluation of Feature Subset Using K-Means Algorithm

To solve the problems of one-stage classifier, the classifier that decide the class of the
input pattern by repeating two or more decisions successively, is designed and it is
called a multi-stage classifier or decision tree classifier.

It is called 'binary decision tree classifier' that has two child nodes at each node.
The binary decision tree classifier divides the patterns into two classes with a suitable
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feature subset at each node, and this process is iterated until only one pattern class
exists in each leaf node.

To select the optimized feature subset, the separability of all the combinations of
the features should be evaluated. However, when m components are selected among n
components, the number of combinations expressed as nCm  becomes a large value
even if n and m are not large.

There are some searching algorithms which avoid the exhaustive searching like
above, which are top-down, bottom-up, branch and bound, and so on. The feature
selection problem can be regarded as an optimization problem. So in this paper,
firstly, feature selection is executed using K-means algorithm.

It is based on the minimization of a performance index that is defined as the sum
of the squared distances from all points in a cluster domain to the cluster center. 

2.2   Evaluation of Feature Subset and Determination
        of the Linear Decision Function Using GA

The following method is used to minimize the classification error using GA:

Suppose that the given data set is },,{ 2,1 NX xxx K=  ( n
k R∈x  is the number of

features), and l(j) and r(j) are defined as the minimum and maximum values of the j-
th feature.
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In the case of 2-dimensional space, j can have the value of 1 or 2 and on the basis
of l(j) and r(j), a rectangle can be constructed that can include all data. Inside the
rectangle, two points can be selected arbitrarily, connected by a line. From the coeffi-
cients of the line function, a 2-dimensional decision function can be obtained as fol-
lows.

0)( 32211 =++= wxwxwd x (2)

When expanding the 2-dimensional case to the n-dimensional case, a hyperplane
can be formed by selecting n points in the hyperspace. And values of 121 ,,, +nwww K

can be found which appear in the linear decision function of the n-dimensional space,
denoted by Eq. (3).
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When matching this concept with a binary string of the GA, n segments of a binary
string indicate one point in the n-dimensional space. In the n-dimensional case, n
points should be selected in such a way that a string is composed of 2n  segments.
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Supposing that the length of each segment is m-bit, then the total length of the binary

string becomes mn 2 -bit.
GA determines the decision function that minimizes classification error in a given

feature space. Since the minimized error varies with the combination of features, the
fitness function is constructed to give high fitness for a combination with a small
classification error and low fitness for a combination with a large classification error.

2.3   Construction of the Binary Decision Tree and the Final Recognizer

Using the method described above, a certain feature subset minimizing classification
error is chosen. And patterns are classified into two groups at each node with this
feature subset. The binary decision tree is constructed by iterating this process until
all the classes of patterns appear independently at each leaf node.  Because the binary
decision tree is constructed for multiple classes rather than just for two it is better to
maintain uniform distribution for two separated groups at each node, which means it
is better that two separated groups have similar numbers of classes without partiality.

To quantify this, a balance coefficient is defined using the mean and deviation of
classes of a new group, as Eq. (4). If the number of patterns of the two separated
groups is similar, the balance coefficients are smaller. In this case, because the depth
of the binary tree becomes small, the matching time required for recognizing a pattern
decreases. The smallest value of the balance coefficient is 0 and the largest value is

2  for the binary tree case.
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 In Eq. (4), h is the number of nodes, N is the number of input patterns, and jN is

the number of the patterns included the j-th node. In this paper, a binary tree is con-
structed, so h becomes 2. The fitness function that includes the balance coefficient is
defined as.

balancewerrorw
fitness

be ⋅+⋅+
=

1
1 (5)

In Eq. (5), error and balance are the classification error and the balance coefficient
between groups, respectively, and ew and bw  are the weights for weighting each

parameter. If both the classification error and the balance coefficient have the value 0,
fitness has the largest value 1. And the result of the constructed tree can be varied by
adjusting of the weights ew  and bw . For example, if a large value is assigned to bw ,

the probability that a more balanced tree structure can be obtained becomes high,
while the error rate also becomes high.
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After the construction of the binary decision tree, by training BP neural network
with the feature subset selected optimally at each node, the final binary tree structured
recognizer is realized.

3   Classification of the Defects of Cold Mill Strip
 Using Binary Tree Classifier

3.1   Extraction of the Features of the Defect Pattern

The defect patterns of cold mill strips can be classified into seven classes: Dull, Oil-
drop, Slip, Dent, Scale, Dirt, and Scratch. After preprocessing for the acquired image,
we extract six candidate features[1] .

  
        (a)                               (b)                             (c)                           (d)

      
 (e)                                 (f)                                (g)

Fig. 2. Defect parrerns of cold mill strip (a) dull (b) oil drop (c) slip (d) dent (e) dirt (f) scale
(g) scratch

In this paper, geometrical features are selected as candidate features. They are area,
area ratio, and compactness. They are not related to the size and direction of the pat-
terns.

1. def_area : the area of a pattern
   (the number of pixels of a defect pattern)

2. area_ratio : the ratio of def_area to box_area

   (area_ratio =  def_area / box_area)

where box_area is the area of the smallest rectangle enclosing the defect pattern.
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3. compactness : the compactness of a pattern

  ((4 *area)/perimeter2)

     where perimeter is the length of the outline.

The probabilistic concept of moment has been used widely in pattern recognition
as a practical method to extract features of the shape. Among the features of moment,
the information useful for the inspection of the defects of cold mill strips are (a) the
length of the longest axis, (b)  the ratio of the longest axis to the shortest axis, and (c)
the spread of a pattern. These features can be calculated from Eqs. (6)•(10).

4. length of the longest and shortest axes of a pattern

∑∑ −−=
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where ),( yxf  is the function of gray level of an image and ijµ  is the central moment

of a pattern.

5. ratio of the longest axis to the shortest axis of a pattern

a
bratioaxis =_

(9)

6. Spread

2
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µ
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(10)

3.2   Construction of the Binary Tree Recognizer

The data used in constructing the binary tree recognizer are the feature vectors ex-
tracted from the seven types of standard defect patterns. In constructing the binary

tree using GA, the weights in Eq. (5), ew  and bw , are set to 1. Fig. 3(a) shows the

binary decision tree constructed from standard patterns by K-means algorithm. Fig.
3(b) represents the binary decision tree by GA. In Fig. 3, iP  is a type of pattern, kf  is

a feature, and mnC  represents a class at each node.
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P1, P2, P3, P4, P5, P6, P7

P5, P6, P7P1, P2, P3, P4

P1, P2, P4 P3 P5, P7 P6

P1, P4 P2

P1 P4

P5 P7

f6

f5 f4, f6

f2, f3, f4,f1, f5, f6,

f3, f4

C0

C11 C12

C21 C22 C23 C24

C31 C32 C33 C34

C41 C42  

P1, P2, P3, P4, P5, P6, P7

P5, P6, P7P1, P2, P3, P4

P1, P2 P3, P4 P5, P7 P6

C0

C11 C12

C21 C22 C23 C24

P1 P2 P3 P4 P5 P7

C31 C32 C33 C34 C35 C36

f6

f2 f4

f4 f1
f1,f6

                            (a)                                                                    (b)

Symbol P1 P2 P3 P4 P5 P6 P7

Pattern dull oil slip dent scale dirt Scratch

Symbol f1 f2 f3 f4 f5 f6

Feature def_area area_ratio compact-
ness

axis_rati
o spread long_axis

Fig. 3. Binary decision tree constructed with standard patterns (a) Evaluation of feature subset
by K-means algorithm  (b) Evaluation of feature subset by GA

Table 1, 2 show the classification errors, balance coefficients, and the fitness val-
ues at each node. The classification errors in Table 1, 2 represent the number of pat-
terns that leave their class when the patterns are divided into two groups at the node.

At each node constructed above, the final recognizer is made by training the BP
neural network with the selected feature subset. The number of nodes in the input
layer is set to the number of the selected features, and the number of nodes in the
hidden layer is set to 10. By setting the number of nodes in the output layer to 2, the
output layer represents the binary decision.
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Table 1. The patterns and fitness at each node (K-means algorithm)

Node Pattern Error/Patterns Feature Fitness
C0 P1P2P3P4P5P6P7 0/38 f6 0.5833
C11 P1P2P3P4 0/15 f5 0.4926
C12 P5P6P7 2/23 f4f6 0.2494
C21 P1P2P4 0/10 f1f5f6 0.5858
C23 P5P7 1/8 f2f3f6 0.7795
C31 P1P4 4/21 f3f4 0.1874

Table 2. The patterns and fitness at each node (GA)

Node Pattern Error/Patterns Feature Fitness
C0 P1P2P3P4P5P6P7 0/38 f6 0.7180
C11 P1P2P3P4 0/15 f2 0.5677
C12 P5P6P7 2/23 f4 0.2550
C21 P1P2 0/8 f4 0.5858
C22 P3P4 0/7 f1 0.7795
C23 P5P7 3/21 f1f6 0.1874

Table 3 shows the results of recognizing the defect patterns of a cold mill strip us-
ing the binary tree recognizer.

In Table 3, the recognition rates of Dent and Slip are very low. However, Table 2
shows that the linear classification errors are zero at nodes C0, C11, and C22 when con-
structing the binary decision tree. This means that the standard patterns of Dent and
Slip are classified linearly. Because the least number of features that fit to classify
standard patterns are selected, if the number of standard patterns is small, the recog-
nizer becomes sensitive to noise.

Table 3. Recognition rate of each defect pattern

K-means  algorithm GA

Patterns
No. of recog. / No.
of patterns

Recognition
rate(%)

No. of recog. /
No. of patterns

Recognition
rate(%)

Dent 0/3 0 0/3 0

Dull 7/12 58.4 6/12 50

Oil drop 4/4 100 4/4 100

Slip 3/4 75 1/4 25

Dirt 2/2 100 2/2 100
Scale 16/22 72.7 19/22 86.3
Scratch 5/8 62.6 7/8 87.5
Total 37/55 67.2% 39/55 71%
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4   Conclusions

In this paper, we used a binary decision tree classifier to recognize the defect patterns
of a cold mill strip. We have used the cold mill strip of POSCO(Pohang Steel Com-
pany), which consists of 55 defect patterns. At each node of the binary tree, K-means
and GA were used for the selection of the best feature subset and the linear decision
function. There are two advantages of this method. One is that the construction of the
binary decision tree and the selection of the best feature subset can be executed auto-
matically for the given patterns. The other is that by designing the fitness function of
GA properly, the decision tree can be obtained by considering the balance of the
classes as well as the classification error.

In this experiment, GA is better than K-means algorithm in performance. But cur-
rent performance is about 71% of recognition rate. Further studies should be made to
design classifiers which have more generalization capabilities and feature extraction
methods which are mutual helpful for the recognition of the defect pattern of a cold
millstrip.
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Abstract. Most cryptography systems are based on the modular exponentiation
to perform the non-linear scrambling operation of data. It is performed using
successive modular multiplications, which are time consuming for large
operands. Accelerating cryptography needs optimising the time consumed by a
single modular multiplication and/or reducing the total number of modular
multiplications performed. Using a genetic algorithm, we first yield the minimal
sequence of powers, generally called addition chain, that need to be computed
to finally obtain the modular exponentiation result. Then, we exploit the co-
design methodology to engineer a cryptographic device that accelerates the
encryption/decryption throughput without requiring considerable hardware
area.

1 Introduction

The modular exponentiation is a common operation for scrambling and is used by several
public-key cryptosystems, such as the RSA encryption scheme [1]. It consists of a
repetition of modular multiplications: C = TE mod M, where T is the plain text such that 0
≤T < M and C is the cipher text or vice-versa, E is either the public or the private key
depending on whether T is the plain or the cipher text, and M is called the modulus. The
decryption and encryption operations are performed using the same procedure, i.e. using
the modular exponentiation.

The performance of such cryptosystems is primarily determined by the implementation
efficiency of the modular multiplication and exponentiation. As the operands, i.e. the plain
text of a message or the ciphertext (possibly a partially ciphered) are usually large (i.e.
1024 bits or more), and in order to improve time requirements of the
encryption/decryption operations, it is essential to attempt to minimise the number of
modular multiplications performed as well as the time needed to perform a single modular
multiplication.

Most of the work [2], [3], [4] on improving the characteristics, i.e. encryption/
decryption throughput and required resources, focus on one aspect: minimising the
exponentiation time by implementing the operation on hardware. However, this solution
requires a lot of hardware area. In this paper, we propose and implement a novel
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solution that minimises the number of required modular multiplications along with the
modular multiplication time without too much increase in resource requirements. We do
so using genetic algorithms [5] and the co-design methodology [6]. The solution proposed
here finds a balance between the two requirements: time and area. Furthermore, it allows
one to change the encryption and decryption key freely without any extra cost.

First, we introduce the concept of evolutionary addition chains as well as addition chain
based methods to perform modular exponentiation. Then, we introduce Montgomery’s
Algorithm used to implement the modular multiplication. Thereafter, we describe the co-
design system. Consequently, we discuss the architecture used to implement the mixed
solution. Finally, we draw some conclusions based on the analysis of the system
developed.

2 Evolutionary Addition Chains

It is clear that one should not compute TE then reduce the result modulo M as the space
requirements to store TE is E×log2 M, which is huge. A simple procedure to compute C =
TE mod M is based on the paper-and-pencil method. This method requires E1 modular
multiplications computing all powers of T: T → T2 → ... → TE1 → TE. The paper-and-
pencil method computes more multiplications than necessary. For instance, to compute T8,
it needs 7 multiplications, i.e. T → T2 → T3 → T4 → T5 → T6 → T7 → T8. However, T8 can
be computed using only 3 multiplications T → T2 → T4 → T8. The basic question is: what
is the fewest number of multiplications to compute TE, given that the only operation
allowed is multiplying two already computed powers of T?  Answering the above question
is NP-hard, but there are several efficient algorithms that can find a near optimal one.

The addition chain based methods attempt to find a chain of numbers such that the first
number of the chain is 1 and the last is the exponent E, and in which each member of the
chain is the sum of two previous members. For instance, the longest addition chain is [1, 2,
3, …, E-2, E-1, E]. An addition chain of length l for an integer n is a sequence of integers
[a0, a1, a2, …, al] such that a0 = 1, al = n and ak = ai + aj,
0 ≤ i ≤ j < k ≤ l. The algorithm used to compute the modular exponentiation C = TE mod
M, is specified by Algorithm 1.

Algorithm 1. AdditionChainBasedMethod(T, M, E)

0: let [a0=1 a1 a2 … al=E] be an addition chain for E;
1: powers[0] = T;
2: for k := 1 to l
3:   let ak = ai + aj | i<k and j<k;

4:   powers[k] := powers[i] × powers[j] mod M;
5: return powers[l];
End.

Computing the minimal addition chain for a given exponent is a hard problem [5], [7].
We used genetic algorithms [8] to yield optimal addition chains for large exponents [5].
We showed that the addition chains obtained using the evolutionary methodology are
always very much better than those used by the traditional exponentiation methods such as
the m-ary methods and sliding window methods [9].
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3 Montgomery’s Algorithm

One of the widely used algorithms for efficient modular multiplication is
Montgomery’s algorithm [10]. This algorithm computes the product of two integers
modulo a third one without performing division by M. It yields the reduced product
using a series of additions

Let A, B and M be the multiplicand, the multiplier and the modulus respectively
and let n be the number of digits in their binary representation, i.e. the radix is 2. So,
we denote A, B and M as follows:

 2  and  2   ,2
1

0

1

0

1

0
∑∑∑

−

=

−

=

−

=

×=×=×=
n

i

i
i

n

i

i
i

n

i

i
i mMbBaA

The pre-conditions of the Montgomery algorithm are as follows:

• The modulus M needs to be relatively prime to the radix, i.e. there exists no
common divisor for M and the radix;

• The multiplicand and the multiplier need to be smaller than M.

As we use the binary representation of the operands, then the modulus M needs to
be odd to satisfy the first pre-condition.

The Montgomery’s algorithm uses the least significant digit of the accumulating
modular partial product to determine the multiple of M to subtract. The usual
multiplication order is reversed by choosing multiplier digits from least to most
significant and shifting down. If R is the current modular partial product, then q is
chosen so that R + q × M is a multiple of the radix r, and this is right-shifted by r
positions, i.e. divided by r for use in the next iteration. So, after n iterations, the result
obtained is R =A × B × rn mod M. A modified version of the Montgomery’s algorithm
is given in Algorithm 2.

Algorithm 2. MontgomeryAlgorithm(A, B, M)
0: int R := 0;
1: for i := 0 to n-1
2: R := R + ai × B;
3: if r0 = 0 then R := R div 2
4: else R := (R + M) div 2;
5: return R;
End.

In order to yield the right result, we need an extra Montgomery modular
multiplication by the constant 22n mod M. However, as the main objective of the use
of Montgomery modular multiplication algorithm is to compute exponentiations, it is
preferable to Montgomery pre-multiply the operands by 22n and Montgomery post-
multiply the result by 1 to get rid of the 2 n factor. Now, we concentrate on describing
the implementation of the Montgomery multiplication algorithm.
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4 The Co-design Architecture

Our investigation is based on Algorithm 1, assuming that the addition chain is
provided. The software approach consists of implementing the algorithm in a
programming language, such as C, and executing the compiled code in a general-
purpose computer.

The bottleneck in the software approach is the evaluation of the modular
multiplication. Therefore, we decided to move this computation to hardware in order
to explore the speedup that can be achieved by a hardware implementation. From this
point on, we will have a mixed implementation, in which part of the initial
specification is in software and another part is in hardware. Consequently, we will
have to deal with the interaction between these two subsystems. The dynamics within
the co-encryption/decryption system is described in Fig. 1.

Fig. 1.  Dynamics within the mixed encryption/decryption process

The execution cycle within the co-design system is described in the following
seven steps:

1. The genetic algorithm evolves a minimal addition chain for the given
encryption/decryption key;

2. The evolutionary addition chain is stored into the co-system shared memory;
3. The software subsystem executes a program that implements the

computation of Algorithm 1 and is stored in the shared memory;
4. The software subsystem finds the operands of the modular multiplication the

hardware subsystem has to perform;
5. The software subsystem notifies the hardware subsystem to start the modular

multiplication and waits;
6. Once the modular product is reached, the hardware subsystem notifies the

software subsystem and halts;
7. The software subsystem checks whether the last multiplication was

performed; If yes, it reads the shared memory to acquire the result of the
modular exponentiation, otherwise it performs step 4 repeatedly.

In the following sections, we explain in details, the architecture of each of the
subsystems.
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4.1   The Genetic Algorithm

Genetic algorithms [8] maintain a population of individuals that evolve according to
selection rules and other genetic operators, such as mutation and recombination. Each
individual receives a measure of fitness. Selection focuses on high fitness individuals.
Mutation and recombination provide general heuristics that simulate the reproduction or
crossover process. Those operators attempt to perturb the characteristics of the parent
individuals as to generate distinct offspring individuals.

The addition chain minimisation problem consists of finding a sequence of numbers
that constitutes an addition chain for a given exponent. The sequence of numbers should
be of a minimal length.

Encoding of individuals is one of the implementation decisions one has to take in order
to use genetic algorithms. It very depends on the nature of the problem to solve. There are
several representations that have been used with success: binary encoding which is the
most common mainly because it was used in the first works on genetic algorithms,
represents an individual as a string of bits; permutation encoding, mainly used in ordering
problem, encodes an individual as a sequence of integers; value encoding represents an
individual as a sequence of values that consist of an evaluation of some aspect of the
problem [7], [8].

In our implementation, an individual represents an evolutionary addition chain. We use
the binary encoding wherein 1 implies that the entry number is a member of the addition
chain and 0 otherwise. Let n = 9 be the exponent. The encoding of Fig. 2 represents the
addition chain [1, 2, 4, 5, 9]:

1 2 3 4 5 6 7 8 9
1 1 0 1 1 0 0 0 1

Fig. 2.  Addition chain encoding

4.2   Software Subsystem Architecture

In Algorithm 2, the formal parameters can be of 1024 bits. Therefore, instead of passing
these values, we decided to pass the indexes to the array powers (i, j and k), together with
the pointer to powers address of M and that of powers. Algorithm 3 below shows the
modified version of Algorithm 1.

Algorithm 3. ModAdditionChainBasedMethod(T, M, E)
0: let [a0=1,a1,a2,...,al=E] be an addition chain for E;
1: powers[0] := T;
2: for k := 1 to l
3:   find k | i<k and j<k, ak = ai + aj;
4:   ModifiedMontgomery(i, j, k, M, powers, size);
5: return powers[l];
End.

In order to perform the chosen computation, the hardware subsystem needs the
function’s parameters, which are sent by the software subsystem. Integer and pointer
parameters are passed via memory-mapped registers, while data arrays are stored in the
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shared memory. Algorithm 2 must be modified as well, so as to include the necessary
hardware interaction, which can be seen in Algorithm 4 below:

Algorithm 4. ModifiedMontgomery(i,j,k,&M,&powers, size)
0:  char* const parameter0 := (char*) 0xF000;
1:  char* const parameter1 := (char*) 0xE000;
2:  char* const parameter2 := (char*) 0xD000;
3:  char** const parameter3 := (char**) 0xC000;
4:  char** const parameter4 := (char**) 0xB000;
5:  *parameter0 := i; *parameter1 := j;
6:  *parameter2 := k;
7:  if k = 1 then
8: *parameter3 := &M;
9: *parameter4 := &powers;
10: *parameter5  := size;
11:  start();
12:  waitForInterruption();
13:  acknowledge();
End.

As can be seen from Algorithm 4, parameter0, parameter1, parameter2, parameter3,
parameter4 and parameter5 contain the addresses of the parameter registers located in the
hardware subsystem. After their initialisation, the hardware subsystem can be started to
execute the computation. In our case, parameters i, j and k are used to address the elements
of the array powers, while parameter powers holds the address of the first element of the
corresponding array. Hence, i, j and k are used as displacement within the array area.
Since M can be large, we decided to keep M in the shared memory and pass its address
only. Notice that it is up to the hardware subsystem to get the necessary data from the
shared memory, once it is started. The software subsystem, then, waits for an interrupt
from the hardware subsystem, indicating it has completed the operation.

4.3   Hardware Subsystem Architecture

The hardware subsystem comprises the hardware function and the interface logic. The
latter deals with the communication between the hardware subsystem and the other
entities, i.e. software subsystem and the shared memory. The characteristics of the
interface depend closely on the implementation platform. Therefore, we will deal with it in
the next section.

The hardware function computes the modular product of two given operands using
Montgomery’s algorithm described in Section 3. Fig. 3 shows the architecture of an
iterative implementation [4] for the Montgomery modular multiplication method [10]. The
values of A and B are obtained from the memory, where the array elements are stored,
using parameters i and j, respectively. These indexes are provided by the software
subsystem. The obtained modular product is stored in the same array powers in entry k = i
+ j.

The first multiplexer of the proposed architecture, i.e. mux21, passes 0 or the content of
register B depending on whether bit a0 indicates 0 or 1 respectively. The second
multiplexer, i.e. mux22 passes 0 or the content of register M depending on whether bit r0
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indicates 0 or 1 respectively. The first adder, i.e. adder1, delivers the sum R + ai × B (line
2 of Algorithm 2), and the second adder, i.e. adder2, yields the sum R + M (line 4 of the
same algorithm). The shift register shift register1 provides the bit ai. At each iteration i of
the multiplier, this shift register is right-shifted once, so that the least significant bit of shift
register1 contains ai.

The role of the controller consists of loading A, B and M and synchronising the shifting
and loading operations of shiftregister1 and shiftregister2, and controlling the number of
necessary iterations. Furthermore, embedded into the controller hardware, we find the
steps for parameter passing as well as the handshake protocol between the hardware and
software subsystems. The handshake control register allows yielding the start and done
commands from the software and hardware subsystems respectively.

Fig. 3.  Montgomery multiplication hardware

In order to synchronise the work of the components of the architecture, the controller is
implemented as a state machine, which has 6 states defined as follows:

Memory read operations (to obtain the values of A, B and M) as well as memory write
operations (to store the modular products) are embedded in the specification of the
hardware subsystem and performed by the interface logic.

The interface between the hardware function and the software subsystem uses a control
register CR through which a handshake protocol is implemented. When the software
subsystem wants to call the hardware function, it asserts the start bit of CR (line 11 in
Algorithm 4). When the hardware function completes the execution, it asserts the done bit
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of CR. When the software subsystem acknowledges the end of the hardware function
operation (line 13 in Algorithm 4), it withdraws the start command by resetting the start bit
of CR. When the interface logic detects that the start bit was reset, it resets the done bit,
thus completing the handshake.

S0: Initialise state machine;
S1: If start = 0 then Go to S2 Else Go to S1;
S2: done := 0;

If start = 1 then Go to S4
Else If parameters = 0 then Go to S2;

S3: If parameter0 then Load i into REGISTERi
Else If parameter1 then Load j into REGISTERj

Else If parameter2 then Load k into REGISTERk
Else If parameter3 then Load &M into REGISTERM

Else If parameter4 then
Load &powers into REGISTERP;

Else If parameter4 then
Load sise into counter;

Go to S2;
S4: Load powers[i] from memory into SHIFT REGISTER1;
S5: Load powers[j] from memory into REGISTER1;
S6: If k = 1 then

Load M from memory into REGISTER2;
S7: Wait for ADDER1; Wait for ADDER2;

Decrement counter;
S8: Load partial result into SHIFT REGISTER2;
S9: Enable SHIFT REGISTER2; Enable SHIFT REGISTER1;

If counter = 0 then Go to S10 Else Go to S7;
S10: Load SHIFT REGISTER2 into memory powers[k];

done := 1; Go to S1

5 Implementation Platform

In order to obtain a final implementation, we need a processor capable of executing the
software instructions (software subsystem) and a hardware device capable of executing the
chosen computation (hardware subsystem). Our co-design platform consists of the XS40
board, from Xess [11], which is based on the Intel 80C31 micro-controller, the XilinxTM
XC4010XL FPGA [12] and 32KB of SRAM, shared by the hardware and the software
subsystems. A simplified version of the co-design architecture is seen in Fig. 4 and the
XS40 co-design board can be found in [11].

While the hardware subsystem is computing the required modular product
(computation of line 4 in Algorithm 3), the micro-controller finds the entries of array
powers in which operands of the next modular multiplications (computation of line 3 in
Algorithm 3) are located. Interleaving the work of the hardware function with that of the
micro-controller improves a great deal the overall performance of the
encryption/decryption co-design system.
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Fig. 4.  Codesign system architecture

6 Timing and Area Characteristics

In this section, we compare the evolutionary cryptographic hardware, which is a mixed
system (i.e. software and hardware) described throughout this paper with the software-
only and hardware-only versions. The software-only system is implemented in asm51
assembly language [13]. Recall that the software subsystem of the proposed solution is
also implemented using asm51. The software subsystem of the mixed system proposed is
programmed using this same language. The hardware-only system is implemented into
xs4000. The hardware subsystem of the mixed system is also implemented into the same
fpga family.

The software-only and the hardware-only implementations are based on the binary
exponentiation. The latter implementation was developed by the authors in [4]. Table 1
shows the hardware area and response time for the three alternative implementations as
well as the area×time factor.    

Table 1. Hardware area (CLBs), response time (ns) and performance factor under the three
implementations: software-only, hardware-only and mixed system, for operand sizes 512 and
1024

Hardware area Response time Area × Time              Requirements
System 512 1024 512 1024 512 1024
Software-only − − 1982 3491 − −
Hardware-only 811 1679 713 1354 578243 2273366
Mixed 195 431 1029 1782 200655 768042

7 Conclusion

In this paper, we proposed and implemented a novel solution that focuses on the two
major aspects impacting on the performance of any given cryptosystems based on
modular exponentiation as a non-linear function for data scrambling: (i) the proposed
solution minimises the number of required modular multiplications and; (ii) the modular
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multiplication time, without too much increase in resource requirements. To do so, we
evolve, using genetic algorithms, a minimal addition chain based on which we perform the
modular exponentiation. Moreover, we exploited the co-design methodology to partition
the modular exponentiation into two subsystems: the hardware subsystem and the
software subsystem. Given the adequate operands, the former performs a single modular
multiplication. The latter coordinates the work of the hardware subsystem based on the
evolutionary addition chain.

The solution proposed and implemented finds a balance between the two requirements:
time and area. Furthermore, it allows one to change of the encryption and decryption key
freely without any extra cost. We demonstrated that the response time of the mixed
implementation is not that bad with respect to that of the hardware-only implementation.
As a matter of fact, the co-design based implementation is about 27% slower than the
hardware-only one. However, the mixed implementation requires very much less
hardware than the hardware-only solution. The latter consumes about four times more
hardware area that the former. Finally, we showed that the co-design based system
improves considerably in about 65%.

References

1. Rivest, R.L., Shamir, A. and Adleman, L., A method for obtaining digital signature and
public-key cryptosystems, Communication of ACM, vol. 21, no.2, pp. 120-126, 1978.

2. Blum, T. and Paar C., Montgomery modular exponentiation on reconfigurable hardware,
Proceedings of the 14th. IEEE Symposium on Computer Arithmetic, Australia, 1999.

3. C. D. Walter, Systolic modular multiplication, IEEE Transactions on Computers,
42(3):376-378, 1993.

4. Nedjah, N and Mourelle, L.M., Two hardware implementations for the Montgomery
multiplication: sequential vs. parallel, Proceedings of the 15th. Symposium on Integrated
Circuits and Systems Design, Brazil, IEEE Computer Society, pp. 3-8, 2002.

5. Nedjah, N. and Mourelle, L.M., Minimal addition chains for efficient modular
exponentiation using genetic algorithms, Proceedings of the Fifteenth International
Conference on Industrial & Engineering Applications of Artificial Intelligence & Expert
Systems, Cairns, Australia, Lecture Notes in Computer Science, Springer-Verlag, vol.
2358, pp. 88-98, 2002.

6. F. Balarin et al., Hardware-software co-design of embedded systems: the polis approach,
Kluwer Academic Publishers, 1997.

7. DeJong, K. and Spears, W.M., Using genetic algorithms to solve NP-complete problems,
Proceedings of the Third International Conference on Genetic Algorithms, pp. 124-132,
Morgan Kaufmann, 1989.

8. Haupt, R.L. and Haupt, S.E., Practical genetic algorithms, John Wiley and Sons, 1998.
9. Nedjah, N. and Mourelle, L.M., Efficient parallel modular exponentiation algorithm,

Proceedings of the Second International Conference on Information Systems, Izmir,
Turkey, Lecture Notes in Computer Science, vol. 2457, pp. 405-414, 2002.

10. P.L. Montgomery, Modular Multiplication without trial division, Mathematics of
Computation 44, pp. 519-521, 1985.

11. Xess, http://www.xess.com, 2003.
12. Intel, MCSTM51 family of micro-controllers architectural overview, htt://www.intel.com,

2003
13. Xilinx, http://www.xilinx.com, 2003.



R. Orchard et al. (Eds.): IEA/AIE 2004, LNAI 3029, pp. 361-371, 2004.
© Springer-Verlag Berlin Heidelberg 2004

GA-EDA: Hybrid Evolutionary Algorithm Using Genetic
and Estimation of Distribution Algorithms

J.M. Peña, V. Robles, P. Larrañaga, V. Herves, F. Rosales, and M.S. Pérez

Universidad Politécnica de Madrid, Madrid, Spain
{jmpena, vrobles, vherves, frosal, mperez}@fi.upm.es

Universidad del País Vasco, San Sebastián, Spain
ccplamup@si.ehu.es

Abstract. Evolutionary techniques are one of the most successful paradigms in
the field of optimization. In this paper we present a new approach, named GA-
EDA, which is a new hybrid algorithm based on genetic and estimation of
distribution algorithms. The original objective is to get benefits from both
approaches. In order to perform an evaluation of this new approach a selection
of synthetic optimizations problems have been proposed together with two real-
world cases. Experimental results show the correctness of our new approach.

Keywords. Genetic Algorithms and Heuristic Search

1   Introduction

Evolutionary techniques stand from the assumption that a restricted set of solutions
could be evolved to improve solutions in an iterative process. The evolutionary
process is driven by a fitness function, which measures how good each solution is.

Many pure (GAs and EDAs) techniques have been proposed as well as other
combination of them, named hybrid algorithms. Examples of them are: ERA, which
incorporates, simulated annealing. [Rodriguez-Tello & Torres-Jimenez, 2003];
GASAT that incorporates local search within the genetic framework [Hao & Lardeux
& Saubion, 2002]; and an integrated Genetic Algorithm with Hill Climbing that
solves the matrix bandwidth minimization problem [Lim & Rodrigues & Xiao, 2003].
Also, a hybrid algorithm based on the combination of EDA with Guided Local Search
(GLS) for Quadratic Assignment Problems (QAP) [Zhang & Sun & Tsang & Ford,
2003]; another hybrid genetic algorithm that combines efficient local heuristic and
aging mechanism for the hexagonal tortoise problem [Choe & Choi & Moon, 2003].

In this paper we present a new approach, named GA-EDA, which is a new hybrid
algorithm based on genetic and estimation of distribution algorithms.   
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2   Evolutionary Optimization Methods

Among the different evolutionary techniques the best known are Genetic Algorithms,
although new approaches, like Estimation of Distribution Algorithms, have arise in
the very last years.

2.1   Genetic Algorithms

Genetic Algorithms are heuristics search and optimization algorithms, highly parallel,
inspired by the Darwinian principle of natural selection and genetic reproduction
[Goldberg, 1989].

Genetic Algorithms begins with a population of individuals, each one representing
a possible solution of a given problem. These individuals are represented as
chromosomes. Chromosomes generally are sequences of bits, but often the problem
demands one more complex representation. Any chosen representation, should to be
able to represent the entire space search to investigate. Representation must be
minimum since if it contains unnecessary information the size of the space search
increase and therefore the efficiency of the GA decreases during the search.

Pseudocode for the GA approach:

P0 ← Generate M individuals (the initial population)
Repeat until stopping criterion is reached (i = 1…n):

• Selection:
- Pintermediate ← Select N individuals (N ≤ M) from Pi-1 according to

some selection mechanisms
- Select P individuals (P ≤ N) from Pintermediate that will be the

progenitors
• Reproduction:

- P individuals of Pintermediate are selected and joined in pairs, and Q
descendants are generated

- Pintermediate ← N + Q
• Replacement:

- Pi ← Select M individuals from Pintermediate, generally the fittest.

2.2  Estimation of Distribution Algorithms

EDAs [Larrañaga & Lozano, 2001] [Mühlenbein, 1998] are non-deterministic,
stochastic heuristic search strategies that form part of the evolutionary computation
approaches, where a number of solutions or individuals are created every generation,
evolving once and again until a satisfactory solution is achieved. In brief, the
characteristic that differentiates most EDAs from other evolutionary search strategies
such as GAs is that the evolution from a generation to the next one is done by
estimating the probability distribution of the fittest individuals, and afterwards by
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sampling the induced model. This avoids the use of crossing or mutation operators,
and the number of parameters that EDAs require is considerably reduced.

In the pseudocode of a generic EDA algorithm, we can distinguish four main steps:

1. At the beginning, the first population D0 of M individuals is generated.
2. A number N (N <= M) of individuals are selected, usually the fittest.
3. The n–dimensional probabilistic graphical model that better expresses the

dependencies among the n variables is induced.
4. A new population of M new individuals is obtained by simulating the probability

distribution learnt in the previous step.

2.3   Comparative Results

There are several studies of the properties and qualities of these two approaches for
different problems (see chapters 13,16 and 17 of [Larrañaga & Lozano, 2001]). One
of the most important results obtained on these and similar studies is that none of
them outperforms the other for all the possible problems. There are cases in which
GAs converge slower to the solution and there are other cases in which EDAs fall in a
local optimum. Sometimes the absolute optimum is obtained only by one of these
algorithms. The reason depends on characteristics of the very problem, and only for
few specially designed problems is possible to predict whether GAs or EDAs are
going to perform better.

3   Hybrid GA-EDA Algorithm

On this paper we propose a new algorithm based on both techniques. The original
objective is to get benefits from both approaches. The main difference from these two
evolutionary strategies is how new individuals are generated. These new individuals
generated on each generation are called offspring. On one hand, GAs uses crossover
and mutation operators as a mechanism to create new individuals from the best
individuals of the previous generation. On the other, EDAs builds a probabilistic
model with the bests individuals and then sample the model to generate new ones.

Participation Function Our new approach generates two groups of offspring
individuals, one generated by the GA mechanism and the other by EDA one.
Populationp+1 is composed by the best overall individuals from (i) the past population
(Populationp), (ii) the GA-evolved offspring, and (iii) EDA-evolved offspring.

The individuals are selected based on their fitness function. This evolutionary
schema is quite similar to Steady State GA in which individuals from one population,
with better fitness than new individual from the offspring, survive in the next one. In
this case we have two offspring pools. Figure 1 shows how this model works.
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Fig. 1.  Hybrid Evolutionary Algorithm Schema

On this new approach an additional parameter appears, this parameter has been
called Participation Function (PF). PF provides a ratio of how many individuals are
generated by each mechanism. In other words, the size of GA and EDA offspring sets.
The size of these sets also represents how each of these mechanisms participates on
the evolution of the population. These ratios are only a proportion for the number of
new individuals each method generates, it is not a proportion of individuals in the
next population, which is defined by the quality of each particular individual. If a
method were better that the other in terms of how it combines the individuals there
would be more individuals from this offspring set than the other.

The following alternatives for Participation Functions are introduced:

Constant Ratio (x% EDA / y% GA)
The percentage of individuals generated by each method is constant during all the
generations. For example, 30% of the individuals are generated by GA crossover and
mutation and 70% by the EDA probabilistic graphical model.

Populationp

crossover

mutation

GA offspring EDA offspring

Probabilistic 
graphical 

model

Populationp+1
GA participation 

ratio
EDA participation 

ratio

Participation Function (PF)
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Incremental Ratio (EDA++ and GA++)
The partition ratio for one of the mechanism increases from one generation to the
other. There are two incremental Participation Functions, GA Incremental Function
and EDA Incremental Function. The ratio is defined by the formula1:

genM
genratio
+

=

Alternative Ratio (ALT)
On each generation it alternates either GA or EDA generation method. If the
generation is an even number GA mechanism generates all offspring individuals, if it
is an odd number is the EDA method.

Dynamic Ratio (DYNAMIC)
As a difference with the previous Participation Functions that are static (and
deterministic), we also propose a dynamic adaptative function. The idea is to have a
mechanism that increases the participation ratio for the method that happens to
generate better individuals. This function is evaluated each generation considering the
possibility to change the participation criterion (defined by the ratio array).

This function performs according to the following algorithm:
diff=(MAX(avg_score[GA],avg_score[EDA])-base)/
     (MIN(avg_score[GA],avg_score[EDA])-base);
if(avg_score[GA]>avg_score[EDA]){
 ratio_inc=ratio[EDA]*ADJUST*diff;
 ratio[GA]  += ratio_inc;        ratio[EDA]= 1.0 - part[GA];
}
else if(avg_score[GA]<avg_score[EDA]){
 ratio_inc=ratio[GA]*ADJUST*diff;
 ratio[EDA] += ratio_inc;        ratio[GA] = 1.0 - part[EDA];
}

Where avg_score is an array of the average fitness score of the top 25% of the
individual generated by each of the offspring methods2. As the best fitness score is
monotonically increasing this value is always greater than 1. ADJUST is a constant
that defines the size of the steps of the dynamic update (5% in our experimentation).

This algorithm starts with 50%/50% ratio distribution between the two methods.
On each generation the best offspring individuals from each method are compared
and the wining method gets a 5% of the opposite method ratio (scaled by the amount
of relative difference between the methods, diff variable). This mechanism provides
a contest-based dynamic function, in which methods are competing to get higher ratio
as they generate better individuals.

                                                          
1 gen is the number of the generation and M is called the Mid-point that represents at which

generation the ratio is 50%/50%. Function is 0 at the first generation and never reaches 1.
2 base is the best fitness score obtained in the first generation (used to scale fitness values).
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4   Evaluation of the New Algorithm

The hybrid algorithm proposed is composed by the simplest versions of both GA and
EDA component. In this sense a single bit-string chromosome has been used to code
all the problems. GA uses “Roulette Wheel” selector, one-point crossover, flip
mutation and uniform initialization. EDA uses UMDA probabilistic model. The
overall algorithms generate an offspring twice the size of the population (this
offspring is then divided between two methods depending on the ratios provided by
the Participation Function). The composition of the new population is defined by a
deterministic method, selecting the best overall fitness scores from the previous
population and both offspring sets.

All experiments have been run ten times, and the values in the figures of the
experimental result section are the average of these executions. As Participation
Functions for the hybrid approach we have tested the next ones: 75% EDA/ 25% GA,
50% EDA / 50% GA and 25% EDA / 75% GA as constant ratio functions, as well as
EDA++, GA++, ALT, and DYNAMIC functions.

4.1   Description of the Problems

Four classes of problems were empirically tested on our new hybrid approach, two
artificial problems (4-bit fully deceptive function and 240 bit Holland royal road) and
two real problems (SAT problem and feature subset selection problem).

4-Bit Fully Deceptive fuNction
Deceptive trap functions are used in many studies of GAs because their difficulty is
well understood and it can be regulated easily [Deb & Golberg, 1993]. We have used
the 4-bit fully deceptive function of order 2, defined by Whitley and Starkweather in
their paper GENITOR II [Whitley & Starkweather, 1990]. The problem is a 40 bit
long maximization problem, and is comprised of 10 sub-problems, each 4 bits longs.

240 Bit Holland Royal Road
The Royal Road functions were introduced in [Mitchell et al., 1992]. They were
designed as functions that would be simple for a genetic algorithm to optimize, but
difficult for a hillclimber. In [Holland, 1993], Holland presented a revised class of
Royal Road functions that were designed to create insurmountable difficulties for a
wider class of hillclimbers, and yet still admissible to optimization by a GA.

The Holland Royal Road function takes a binary string as input and produces a real
value. The function is used to define a search task in which one wants to locale strings
that produces high function values. The string is composed of 2k non-overlapping
continuous regions, each of length b+g. With Hollands’s defaults, k=4, b=8, g=7,
there are 16 regions of length 15, giving and overall string length of 240. Each region
is divided into two non-overlapping pieces. The first, of length b, is called the block,
and the second, of length g, is called the gap. In the fitness calculation, only the bits in
the block part of each region are considered.
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SAT Problem
The goal of the satisfiability (SAT) problem [Rodriguez-Tello & Torres-Jimenez, 2003]
is to find an assignment of truth-values to the literals of a given boolean formula, in its
conjunctive normal form, that satisfies it. In theory SAT is one of the basic core NP-
complete problems. In practice, it has become increasingly popular in different research
fields, given that several problems can be easily encoded into propositional logic
formula such as planning, formal verification, knowledge representation and so on.

In GAs and EDAs the SAT problem is represented using binary strings of length n in
which the i-th bit represents the truth-value of the i-th propositional variable in the
formula. The fitness function used is the fraction of clauses satisfied. To test the
algorithm developed the SAT instances 4blocksb.cnf was used, since they are widely-
known and easily available from the SATLIB benchmark3.

Feature Subset Selection
Feature Subset Selection (FSS) is a well-known task in the Machine Learning, Data
Mining, Pattern Recognition and Text Learning paradigms. FSS formulates as follows:
Given a set of candidate features, select the best subset under some learning algorithm.
As the learning algorithm we are going to use naïve Bayes [Duda & Hart, 1973] [Hand
& Yu, 2001]. A good review of FSS algorithm can be found in [Liu & Motoda, 1998].
To test the FSS problem we will use the chess dataset from the UCI repository [Murphy
& Aha, 1995], which has a total of 36 features and 699 instances.

Results: 4-Bit Fully Deceptive Function
Figure 2 shows the results for the 4-bit fully deceptive function using a population of
1000 individuals. Results for other size of populations are really similar.

(a) Constant Participation Functions                     (b) Other Participation Functions

Fig. 2.  Results for the 4-bit Fully deceptive function

The best results are obtained with EDAs, while the worst are obtained with GAs. Using
EDAs the maximum is reached in approximately 23 generations. On the other hand,
using GAs, after 91 generations the maximum is never found. About our new hybrid
approaches, we always reach the maximum, being the best Participation Function the
dynamic one, which reaches the maximum in 27 generations and the worst Participation

                                                          
3  (http://www.satlib.org/benchm.html). 4blocksb.cnf contain 24758 clauses, 410 propositional

variables and is satisfiable.
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Function the constant ration with 25% EDA / 75% GA which reaches the maximum in
36 generations.

In conclusion, we always reach the maximum with our hybrid approaches and the
bad results obtained with GAs only affect our hybrid in the number of generations
required.

Results: 240 Bit Holland Royal Road
This problem is just the opposite of the previous one. As it is possible to see in Figure 3,
with a population of 1000 individuals, the performance of GAs is much better than the
performance of EDAs. With EDAs is only possible to achieve a fitness value of 12.91,
while with GAs this value is 21.07. However, most of the hybrid approaches are better
than GAs, being the best obtained value 22.37 with the DYNAMIC and the
CONSTANT 75% GA / 25% EDA Participation Functions.
In conclusion, for the 240 bit Holland Royal Road problem our hybrid approach
performs better than GAs and EDAs.

(a) Constant Participation Functions                (b) Other Participation Functions
Fig. 3.  Results for the Holland Royal Road problem

Results: SAT Problem
The experimental results obtained for the SAT problem are quite similar to the results of
the 4-bit fully deceptive function (see Figure 4). The best results are obtained with
EDAs, while the worst are obtained with GAs. Using EDAs the maximum (fitness =
47803) is reached in approximately 43 generations. On the other hand, using GAs, after
64 generations the maximum obtained is 47142.

(a) Constant Participation Functions                (b) Other Participation Functions
Fig. 4. Results for the SAT problem
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Our new hybrid approaches the best Participation Function is EDA++, which gives a
fitness value of 48000. With the DYNAMIC, 25% EDA / 74% GA and 50% EDA /
50% GA Participation Functions the results are also good.

Feature Subset Selection
In the FSS problem GAs performance is better than EDAs performance. However, the
hybrid solution using 50% EDA / 50% GA is better than both of them.

Fig. 5.  Results for the FSS problem

4.2   Dynamic Participation Function: Evaluation

One of the most interesting aspects researched by this contribution is to know how the
dynamic Participation Function performs for different kind of problems. This result
provides an idea of how suitable is each of the methods for a specific kind of problem.
And more useful, during the execution of the algorithm what is the performance base
on the generation. Figure 6 shows the Percentage of GA participation in the Dynamic
Participation Function for the four problems. In three of the four problems we can
observe the same tendency, first we start to use the genetic algorithms, and after some
generations the use of EDAs increase. This tendency is bigger in the problems in
which GAs performs better than EDAs. However, it is necessary to remark that in the
last generations, EDA algorithm always increases.
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Fig. 6. Percentage of GA participation in the Dynamic PF

5   Conclusions and Future Work

In this paper we have proposed a new hybrid algorithm based on genetic and
estimation of distribution algorithms. This new algorithm has been tested on four
different problems: 4-bit fully deceptive function, Holland Royal Road, SAT problem
and Feature Subset Selection. Although the hybrid algorithm proposed is composed
by the simplest versions of both GA and EDA components and only works with bit-
string individuals, the experimentation shows it is really promising and competitive.
In most of the experiments we reach to the best of the values found by GAs or EDAs
or even we improve them.
There is still a lot of further future work: Extend the implementation to support more
sophisticated individual representations, for example with continuous genes, make
new Participation Functions, make experimentation in more problems, implement a
parallel version or use more complex GAs and EDAs in the hybrid solution.

Acknowledgements. The authors would like to acknowledge Raquel Hernández for
her work programming and testing the first stages of this algorithm, as well as her
useful comments.
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Abstract.  Structural classification recognizes handwritten numerals by
extracting geometric primitives that characterize each image. We propose a
handwritten numeral recognition system based on simplified feature extraction,
structural classification and fuzzy memberships, with the intention to find a
small set of primitives without sacrificing the recognition rate. For each image,
we first perform simplified preprocessing of smoothing and thinning to obtain a
skeleton. For each skeleton, the following feature points are detected: terminal,
intersection, and directional. We then extract the following primitives for each
skeleton: loop, horizontal, vertical, leftward curve, and rightward curve. A
fuzzy S-function is used as the membership function to estimate the likelihood
of these primitives being close to the vertical boundary of the image. A tree-like
classifier based on the extracted feature points, primitives and fuzzy
memberships is then applied to recognize the numerals. Handwritten numerals
in NIST Special Database 19 are recognized with correct rate between 87.33%
and 88.72%.

1  Introduction

With numerous potential commercial applications, handwritten character recognition
has been an active research field. With miscellaneous cultural backgrounds and
extensive varieties of individual writing styles, the same character could be written in
many forms and outlines. In addition, it is rather difficult for anyone to write the same
character several times without any change. Suen et al. [12] observed that when
ordinary people read an incomplete handwritten article, even after training, their error
rate of recognition with regard to article contents is still about 4%. These all
demonstrate the difficulty in handwritten character recognition. In this paper, we
narrow down the problem to handwritten numeral recognition.

The handwritten numeral recognition problem has been studied from fuzzy logic
[7], neural networks [2], rough set [6], statistics [15], structural classification [4], etc.
Recently, there is a trend of combining two or more recognition methods to obtain a
better recognition rate [1,2,13,14]. Feature extraction is the base technology of the
above methodologies.   

Verwendete Distiller 5.0.x Joboptions
Dieser Report wurde automatisch mit Hilfe der Adobe Acrobat Distiller Erweiterung "Distiller Secrets v1.0.5" der IMPRESSED GmbH erstellt.
Sie koennen diese Startup-Datei für die Distiller Versionen 4.0.5 und 5.0.x kostenlos unter http://www.impressed.de herunterladen.

ALLGEMEIN ----------------------------------------
Dateioptionen:
     Kompatibilität: PDF 1.3
     Für schnelle Web-Anzeige optimieren: Nein
     Piktogramme einbetten: Nein
     Seiten automatisch drehen: Nein
     Seiten von: 1
     Seiten bis: Alle Seiten
     Bund: Links
     Auflösung: [ 2400 2400 ] dpi
     Papierformat: [ 595 842 ] Punkt

KOMPRIMIERUNG ----------------------------------------
Farbbilder:
     Downsampling: Ja
     Berechnungsmethode: Bikubische Neuberechnung
     Downsample-Auflösung: 300 dpi
     Downsampling für Bilder über: 450 dpi
     Komprimieren: Ja
     Automatische Bestimmung der Komprimierungsart: Ja
     JPEG-Qualität: Maximal
     Bitanzahl pro Pixel: Wie Original Bit
Graustufenbilder:
     Downsampling: Ja
     Berechnungsmethode: Bikubische Neuberechnung
     Downsample-Auflösung: 300 dpi
     Downsampling für Bilder über: 450 dpi
     Komprimieren: Ja
     Automatische Bestimmung der Komprimierungsart: Ja
     JPEG-Qualität: Maximal
     Bitanzahl pro Pixel: Wie Original Bit
Schwarzweiß-Bilder:
     Downsampling: Ja
     Berechnungsmethode: Bikubische Neuberechnung
     Downsample-Auflösung: 2400 dpi
     Downsampling für Bilder über: 3600 dpi
     Komprimieren: Ja
     Komprimierungsart: CCITT
     CCITT-Gruppe: 4
     Graustufen glätten: Nein

     Text und Vektorgrafiken komprimieren: Ja

SCHRIFTEN ----------------------------------------
     Alle Schriften einbetten: Ja
     Untergruppen aller eingebetteten Schriften: Nein
     Wenn Einbetten fehlschlägt: Warnen und weiter
Einbetten:
     Immer einbetten: [ /Courier-BoldOblique /Helvetica-BoldOblique /Courier /Helvetica-Bold /Times-Bold /Courier-Bold /Helvetica /Times-BoldItalic /Times-Roman /ZapfDingbats /SMinionPlus-Regular /Times-Italic /Helvetica-Oblique /Courier-Oblique /Symbol ]
     Nie einbetten: [ ]

FARBE(N) ----------------------------------------
Farbmanagement:
     Farbumrechnungsmethode: Farbe nicht ändern
     Methode: Standard
Geräteabhängige Daten:
     Einstellungen für Überdrucken beibehalten: Ja
     Unterfarbreduktion und Schwarzaufbau beibehalten: Ja
     Transferfunktionen: Anwenden
     Rastereinstellungen beibehalten: Ja

ERWEITERT ----------------------------------------
Optionen:
     Prolog/Epilog verwenden: Nein
     PostScript-Datei darf Einstellungen überschreiben: Ja
     Level 2 copypage-Semantik beibehalten: Ja
     Portable Job Ticket in PDF-Datei speichern: Nein
     Illustrator-Überdruckmodus: Ja
     Farbverläufe zu weichen Nuancen konvertieren: Ja
     ASCII-Format: Nein
Document Structuring Conventions (DSC):
     DSC-Kommentare verarbeiten: Ja
     DSC-Warnungen protokollieren: Nein
     Für EPS-Dateien Seitengröße ändern und Grafiken zentrieren: Ja
     EPS-Info von DSC beibehalten: Ja
     OPI-Kommentare beibehalten: Nein
     Dokumentinfo von DSC beibehalten: Ja

ANDERE ----------------------------------------
     Distiller-Kern Version: 5000
     ZIP-Komprimierung verwenden: Ja
     Optimierungen deaktivieren: Nein
     Bildspeicher: 524288 Byte
     Farbbilder glätten: Nein
     Graustufenbilder glätten: Nein
     Bilder (< 257 Farben) in indizierten Farbraum konvertieren: Ja
     sRGB ICC-Profil: sRGB IEC61966-2.1

ENDE DES REPORTS ----------------------------------------

IMPRESSED GmbH
Bahrenfelder Chaussee 49
22761 Hamburg, Germany
Tel. +49 40 897189-0
Fax +49 40 897189-71
Email: info@impressed.de
Web: www.impressed.de

Adobe Acrobat Distiller 5.0.x Joboption Datei
<<
     /ColorSettingsFile ()
     /AntiAliasMonoImages false
     /CannotEmbedFontPolicy /Warning
     /ParseDSCComments true
     /DoThumbnails false
     /CompressPages true
     /CalRGBProfile (sRGB IEC61966-2.1)
     /MaxSubsetPct 100
     /EncodeColorImages true
     /GrayImageFilter /DCTEncode
     /Optimize false
     /ParseDSCCommentsForDocInfo true
     /EmitDSCWarnings false
     /CalGrayProfile ()
     /NeverEmbed [ ]
     /GrayImageDownsampleThreshold 1.5
     /UsePrologue false
     /GrayImageDict << /QFactor 0.9 /Blend 1 /HSamples [ 2 1 1 2 ] /VSamples [ 2 1 1 2 ] >>
     /AutoFilterColorImages true
     /sRGBProfile (sRGB IEC61966-2.1)
     /ColorImageDepth -1
     /PreserveOverprintSettings true
     /AutoRotatePages /None
     /UCRandBGInfo /Preserve
     /EmbedAllFonts true
     /CompatibilityLevel 1.3
     /StartPage 1
     /AntiAliasColorImages false
     /CreateJobTicket false
     /ConvertImagesToIndexed true
     /ColorImageDownsampleType /Bicubic
     /ColorImageDownsampleThreshold 1.5
     /MonoImageDownsampleType /Bicubic
     /DetectBlends true
     /GrayImageDownsampleType /Bicubic
     /PreserveEPSInfo true
     /GrayACSImageDict << /VSamples [ 1 1 1 1 ] /QFactor 0.15 /Blend 1 /HSamples [ 1 1 1 1 ] /ColorTransform 1 >>
     /ColorACSImageDict << /VSamples [ 1 1 1 1 ] /QFactor 0.15 /Blend 1 /HSamples [ 1 1 1 1 ] /ColorTransform 1 >>
     /PreserveCopyPage true
     /EncodeMonoImages true
     /ColorConversionStrategy /LeaveColorUnchanged
     /PreserveOPIComments false
     /AntiAliasGrayImages false
     /GrayImageDepth -1
     /ColorImageResolution 300
     /EndPage -1
     /AutoPositionEPSFiles true
     /MonoImageDepth -1
     /TransferFunctionInfo /Apply
     /EncodeGrayImages true
     /DownsampleGrayImages true
     /DownsampleMonoImages true
     /DownsampleColorImages true
     /MonoImageDownsampleThreshold 1.5
     /MonoImageDict << /K -1 >>
     /Binding /Left
     /CalCMYKProfile (U.S. Web Coated (SWOP) v2)
     /MonoImageResolution 2400
     /AutoFilterGrayImages true
     /AlwaysEmbed [ /Courier-BoldOblique /Helvetica-BoldOblique /Courier /Helvetica-Bold /Times-Bold /Courier-Bold /Helvetica /Times-BoldItalic /Times-Roman /ZapfDingbats /SMinionPlus-Regular /Times-Italic /Helvetica-Oblique /Courier-Oblique /Symbol ]
     /ImageMemory 524288
     /SubsetFonts false
     /DefaultRenderingIntent /Default
     /OPM 1
     /MonoImageFilter /CCITTFaxEncode
     /GrayImageResolution 300
     /ColorImageFilter /DCTEncode
     /PreserveHalftoneInfo true
     /ColorImageDict << /QFactor 0.9 /Blend 1 /HSamples [ 2 1 1 2 ] /VSamples [ 2 1 1 2 ] >>
     /ASCII85EncodePages false
     /LockDistillerParams false
>> setdistillerparams
<<
     /PageSize [ 595.276 841.890 ]
     /HWResolution [ 2400 2400 ]
>> setpagedevice



Handwritten Numeral Recognition 373

Siy and Chen [11] decomposed images of handwritten numerals into a set of fifteen
branching features, which are of the following three categories: (1) straight lines:
horizontal, vertical, positive slope, and negative slope, (2) circles: plain circle and circle
on the left, on the right, above and below, and (3) open arcs: C-like, D-like, A-like, V-
like, S-like, and Z-like. Their decomposition was based on the detection of the
following feature points: tips, corners, and junctions. To increase recognition rate,
Malaviya and Peters [7] increased the number of primitives of the above categories, and
used multi-stage feature aggregation to describe each image using fuzzy rules. The
increase of the number of primitives makes the computation more complex.

Hu and Yan [4] collected for each primitive local information of curvature, moving
direction, length, etc. to form a primitive code of 11 elements. A global code of 5
elements was then deduced from the primitive codes to reflect global topological
information, like the number of primitives. Based on the global codes, matching rules
are designed for 103 prototypes and 26 subclasses. A neural network was employed to
overcome the time-consuming design process. Mayora-Ibarra and Curatelli [8] divided
each image into 16 equal-sized partitions, and then extracted 7 features from each
partition to form a global vector of 112 features, which were then sent to a neural
network for classification. Since some features are inter-dependent, they erased several
features to obtain better classification results. Zhang and Chen [14] collected for each
image two types of features: (1) global: middle line, concave, width, end points, branch
points, and cross points; (2) local: tiny horizontal or vertical segments along character
outer profiles.

We propose a handwritten numeral recognition methodology that combines
simplified feature extraction, structural classification, and fuzzy memberships. We first
integrate the smoothing algorithm of Hu et. al. [5] and the thinning algorithm of Datta
and Parul [3] to obtain a skeleton for the bitmap image of each numeral. Simplified
detection of feature points proposed by Hu and Yan [4] are then applied to separate a
skeleton into paths. Following Nishiba and Mori [9], for each skeleton, through
checking continuously whether a path and its concatenated path could be merged into
one, we obtain a set of primitives for each handwritten numeral. Each primitive is then
classified into one of the following five primitive types: loop, horizontal, vertical,
leftward curve, and rightward curve. A fuzzy S-function is used as the membership
function to estimate their likelihood of being close to the vertical boundary of the image.
We propose a tree-like classification based on the primitives and the relative position of
these feature points and primitives, through the membership function. The system is
then applied to classify handwritten numerals from NIST Special Database 19. Our
result is compared with those of other researches with the same dataset.

2 Smoothing and Thinning

To overcome unavoidable spurs and holes in digitized images, we adopt Hu et al.’s
algorithm [4] to smooth image boundaries and to compensate their stroke width. It
first eliminates the short and extra spurs and fills in small holes. A stroke width
compensation algorithm is then applied to ensure that the width of each horizontal or
vertical stroke is larger than three pixels. If a horizontal or vertical black stroke is less
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than four pixels, then the two points adjacent to it are the candidate points to be filled.
If one candidate point has more neighboring black pixels than the other, then this
point is filled.

Thinning will save the amount of memory space in storing the image, and also
simplify later processing. Image thinning should preserve connectivity and should not
shorten skeletal legs. We adopt Datta and Parul’s thinning algorithm [3] to transform
the smoothed bitmap image of handwritten numerals into a skeleton. This algorithm
ensures one-pixel wide result, and preserves the connectivity. Let a pixel P and its
eight neighboring points be represented as Figure 1(e).

For templates (a) to (d) in Figure 1, we say P matches a template if P is in the
middle of that template. By checking neighboring pixels, when a point P satisfies any
of the following conditions, P’s elimination will destroy the original connectivity of
the image:

1. P matches one of Figure 1(a) to (d) and ((p2=0 and p3=1) or (p7=0 and p8=1))
2. P matches one of Figure 1(a) to (d) and ((p4=0 and p1=1) or (p5=0 and p3=1))
3. P matches one of Figure 1(a) to (d) and ((p2=0 and p6=1) or (p7=0 and p6=1))
4. P matches one of Figure 1(a) to (d) and ((p4=0 and p6=1) or (p5=0 and p8=1))

If P is not an end point and P does not satisfy any of the four conditions, then P is
said to be removable. The thinning algorithm iteratively eliminates removable points
until no more points could be eliminated. After smoothing and thinning, we obtain a
one-pixel wide skeleton for each image.

3 Skeleton Decomposition

In Section 3.1, we decompose images into several simple paths and then reconstruct
these paths for later processing. In Section 3.2, some of these paths are then merged.
In Section 3.3, the resulting paths are then classified into one of the five primitive
types.

1 1 0

0
1
1 0 1 1

1
1
0

P3
P5
P8

P2
P
P7

P1
P4
P6

(a) (e)(d)(c)(b)

Fig. 1. Templates for Thinning Algorithm
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3.1   Detection of Feature Points

We simplify Hu and Yan’s algorithm [4] to obtain a set of feature points, which will
be used for skeleton decomposition in the next subsection. The definitions of these
feature points are as follows:
Definition: T (terminal) points are the points with exactly one black neighbor among
their eight neighbors. I (intersection) points are the points with more than two black
points among their eight neighbors. A path is a sequence of continuous black points,
where both its starting point and ending point are either a T or I point. D (directional)
points are those points in a path that change directions in either x-axis or y-axis.

Since the number of our intended resulting primitive types is small, we no longer
detect the bending points, where the curvature of its belonging path exceeds a certain
value, which were needed in Hu and Yan’s algorithm. Starting from the left upper
corner of the skeleton, from left to right and then from top to bottom, we calculate for
all the black points the number of its neighboring black points to determine the set of
all T and I points. Then for each T point, we find out all the D points along its path
until another T or I point is encountered. Similarly, for each I point, we find out all
the D points along its path until another T or I point is encountered. The skeleton is
then divided by these feature points into several paths. Figure 2 shows the steps in the
detection of these feature points. Figure 3 demonstrates the feature points and
resulting paths for a skeleton of a handwritten image of ‘2’.

Fig. 2. Detection of Feature Points
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3.2 Merging of the Paths

We follow the right-hand rule proposed by Nishida and Mori [9] to decide whether
two connecting paths of a skeleton could be merged. Figure 4 demonstrates how to
use the rule as follows: Suppose a and b are two connecting paths, and P is the
intersection point of a and b. Let Pa and Pb be points sufficiently close to P such that
Pa and Pb are contained only in a and b, respectively. Let (xp, yp), (xa, ya), and (xb, yb)
be the coordinates of P, Pa, and Pb. If ∆(a, b) = 1, then these two paths could be
merged as one, using a’s starting point as its starting point, and b’s ending point as its
ending point. In other words, we always turn to the right at any joint of paths when we
traverse a curve composed of concatenating paths. Note that unlike Nishida and Mori,
we do not need to differentiate the convex of the curve as downward, leftward,
upward, or rightward.

The merging algorithm works as follows: For each skeleton, we number all its
paths from left to right and then from top to bottom. We test from the first path of the
skeleton continuously whether the current path and its concatenated path could be
merged according to the right-hand rule. Those checked paths are marked during this
process. Then we reverse the process from the last path of the skeleton to check those
unmarked paths. According to this merging algorithm, the skeleton in Figure 3 could
be decomposed into primitives similar to the primitive D, OL, and H in Figure 5.

3.3   Primitive Classification

After the detection of feature points and merging of paths, each skeleton is
decomposed into several primitives. Siy and Chen [11] proposed the set of fifteen
sufficient branch primitives in Figure 5 for handwritten numeral recognitions. We
instead propose a set of five primitive types for the classification.
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If the starting point and ending point of a primitive are the same, then this primitive
is classified a ‘loop’. For the rest primitives, we first classify them into lines or curves
as follows. Let the distance d(P,L’) between a point P and a straight line L’ be defined
as the distances d(P,P’) between P and their vertical intersection point P’. We define
the distance d(L,L’) between a primitive L and a straight line L’ as the maximal of the
distances d(P,L’) for all points P in L. For each primitive L, we define a line Lc as the
closest straight line of L if Lc has the minimum value of d(L,L’) among all L’. Lc could
be easily obtained by applying the least squares method [10]. Suppose d(L,Lc) is ε1,
and the distance between the two intersecting points of L and L’ is ε2. Let RL be the
ratio of ε1 and ε2. If RL is greater than a threshold RT, meaning L’s vertical variation
over horizontal variation is large, then we classify it as a curve. Otherwise, we
classify it as a line.

We classify a line into vertical or horizontal by checking the angle between the line
and the x-axis. If the angle is less than a threshold θT, then we classify the line as
horizontal. Otherwise, it is classified as vertical. For curves, we classify them into
leftward or rightward curves by checking the x-coordinates of its starting and ending
points. If the starting and ending points are both in the right hand side of the D-point
of the curve, then it is classified as a leftward curve. Otherwise, it is classified as a
rightward curve.

4 Tree-Like Classification

Before our investigation into the fuzzy relative closeness to the vertical boundary for
feature points and primitives, we normalize the image length and width to be within
[0,1]. Let the x-coordinates and y-coordinates of all points in a skeleton be bounded
by Xmin, Xmax, and by Ymin, Ymax. The coordinates (X, Y) of a point would then be
normalized by the following formulae:

Using the above normalized coordinates of a point P, we then train one S-function,
like the one in Figure 6, as the fuzzy membership function to determine the likelihood
of P being close to the top of the skeleton. In the S-function, b is always set to be
(a+c)/2. If a=0.3, and c=0.9, then for a point with yn = 0.7, it is 0.78 close to the top
of the image. We estimate how close a primitive is to the top of the image by
averaging the memberships for its starting and ending points. When the membership
value is greater than or equal to 0.5, we say the primitive is close to the top.
Otherwise, we say it is close to the bottom.

Fig. 5. Sufficient Primitives for Handwritten Numeral
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We first eliminate primitives useless for the classification, like those paths with
length less than a threshold ratio r of (Ymax – Ymin). A tree-like classifier in Figure 7 is
then constructed through identifying the first one or two primitives of the skeleton to
classify the images, where ‘o’ represents the loop, ‘−‘ the horizontal, ‘|’ the vertical,
‘(‘ the leftward curve, ‘)’ the rightward curve, and ‘φ’ no primitives found. We scan
the skeleton from left to right, and then from top to bottom, to find the first T-point. If
a T-point is found, then its associated primitive must belong to one of the following
four: ‘( ‘, ‘)’, ‘|’, and ‘−‘. Otherwise, we assign loop ‘o’ as its associated primitive.
According to the first primitive, we classify the image into the first layer nodes. For
first layer nodes with more than three digits, we classify them according to the next
connecting primitive to obtain the second layer nodes.

For end nodes with one digit, the classification finishes. For end nodes with two or
three digits, further classification is needed. Let node(d1, d2) denote the node with
digits d1 and d2, and node(d1,d2,d3) the node with digits d1, d2, and d3. For node(8,0),
the rule is:

node(8,0): If we could find more than one ‘o’ primitive, the image is classified as
‘8’. Otherwise, it is classified as ‘0’.

 For the other end nodes, the following rules are then constructed based on the
membership for the relative position of the feature points or primitives:

node(7,0): If the ending point of ‘)’ is close to the bottom, then it is classified as
‘7’. Otherwise, it is classified as ‘0’.

node(3,6): If the starting point of the second ‘)’ is close to the bottom, then it is
classified as ‘6’. Otherwise, it is classified as ‘3’.

node(2,7): If ‘−’ is close to the bottom, then it is classified as ‘7’. Otherwise, it is
classified as ‘2’.

node(3,4): If the ending point of ‘)’ is close to the top, then it is classified as ‘3’.
Otherwise, it is classified as ‘4’.

node(6,0): If ‘(’ is close to the top, then it is classified as ‘0’. Otherwise, it is
classified as ‘6’.
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node(2,6,8): If the middle point of primitive ‘o’ is close to the top, then it is
classified as ‘2’. Otherwise, if the I-point is close to the top, then it is
classified as ‘8’. Otherwise, it is classified as ‘6’.

node(4,9): If the starting point of ‘(’ is close to the bottom, then it is classified as
‘4’. Otherwise, it is classified as ‘9’.

node(6,9): If the middle point of ‘o’ is close to the top, then it is classified as ‘9’.
Otherwise, it is classified as ‘6’.

node(4,5): If the starting point of ‘)’ is close to the top, then it is classified as ‘4’.
Otherwise, it is classified as ‘5’.

5  Experimental Results

The handwritten numerals we use to test our system are from NIST (National Institute
of Standards and Technology) Special Database 191, which collected 810,000
handwritten characters of 3,600 people enclosed in forms. Each character was
scanned in 300 dpi resolutions to obtain a 128*128 bitmap image. The number of
handwritten numerals in it is 60,089.

We use 2,000 images as our training set to obtain the values for the thresholds RT

and θT, the ratio r of the useless short primitives, and the parameters a, c of the S-
function with the best classification result, through trial and error. The parameters are
then applied to classify the whole database. We compute the following performance
parameters: (1) Correct rate: the ratio of correctly classified numerals. (2) Error rate:
the ratio of wrongly classified numerals. (3) Rejected rate: the ratio of unclassifiable
numerals. (4) Reliability: the ratio of correct rate and the sum of correct rate and error
rate. Ten different training set are used to train the classification. Table 1

                                                          
1 http://www.nist.gov/srd/nistsd19.htm

Fig. 7. The Tree-like Classifier
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demonstrates our best and worst results, compared with the results of Hu et al. [4],
Mayora-Ibarra et al. [8], and Zhang et al. [14]. Note that Hu et al. and Zhang et al.
used NIST Special Database 3, a discontinued subset of NIST Special Database 19,
with only 20,852 images of handwritten numerals.

  Even though the number of primitive types in our system is much less than those
of other researches, our correct rate is only a little lower than the other three cases.
The reliability of our result is more stable than their results. The fuzzy closeness of
feature points and primitives to the vertical boundary from our membership function
helps in the final classification for the choice among two or three digits. Because the
number of final primitive types is small, our rejected rate is low. That caused our error
rate higher than the worst case of Hu et al., which is accompanied with a higher
rejected rate.

Hu
(best)

Hu
(worst)

Mayora-
Ibarra
(best)

Mayora-
Ibarra

(worst)

Zhang Jou
(best)

Jou
(worst)

Correct rate 97.29% 88.79% 96.6% 89.6% 98.10% 88.72% 87.33%

Error rate 2.71% 0.25% 3.4% 10.4% 0.75% 9.36% 10.65%

Rejected rate 0.00% 10.96% 0.0% 0.0% 1.15% 1.92% 2.02%

Reliability 97.29% 99.72% 96.6% 89.6% 99.24% 90.46% 89.13%

6 Conclusions

We designed and implemented a handwritten numeral recognition system based on
simplified feature extraction, structural classification and fuzzy memberships. We
integrated the smoothing algorithm of Hu et al. and the thinning algorithm of Datta et
al. to obtain a skeleton for each image. Hu and Yan’s algorithm was then simplified to
catch feature points of each skeleton and to decompose it into several paths.
Simplified right-hand rule is then applied to merge these paths. We classified the
resulting paths into a set of five primitive types. As far as we know, this number of
feature primitives is the smallest up to now. Since the number of our primitive types
is much smaller, the classification is also simpler. A fuzzy S-function was then
applied to these primitives to estimate the likelihood of a point or primitive being
close to the top of the image. Finally, a tree-like classifier is utilized to classify these
numerals based on the primitives and memberships. Handwritten numerals in NIST
Special Database 19 are recognized by our system with 88.72% correct rate. As the
system integrates several modules, we do not have a detailed efficiency comparison
with other systems. However, with simplified detection of feature points and convex
differentiation, our system is comparatively efficient.

Table 1. Comparison of Recognition Results
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The following are some future research ideas: Our trial-and-error training method
to obtain the parameters of the S-function and the thresholds (r, RT and θT) takes time.
A more automatic and systematic method is needed. The fuzzy membership for the
horizontal boundary could be incorporated to increase the correct rate. The extended
studies of recognizing digital strings, overlapping digits and digits inside form lines
would be very useful in commercial applications. Another interesting topic is to study
the influence of cultural background on the features of handwritten characters
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Abstract. This paper describes a study we have undertaken in the field of in-
telligent, hybrid systems. The system presented, which is basically a control
system, applies ideas from the fields of fuzzy logic, genetic algorithms, and
chaos theory. The system is fully implemented using the Delphi programming
language. First results produced by the system are encouraging in our view.

1   Introduction

The work presented here relates to a larger research effort that aims for the design and
implementation of system control software in the field of robotics. The system pre-
sented here is regarded as a software simulation presenting an intermediate step, or
groundwork, towards a practical robotic implementation in the future. We therefore
from now on refer to the system as RobSim. Our general research strategy follows an
incremental and iterative approach in which we continuously increase the level of
complexity, learning from the problems emerging at the different levels. For example,
the current effort is based on the experience we gained from various experimental
studies we have undertaken in the past [1, 2, 3]. Very basically, RobSim can be
viewed as an integrated, intelligent, hybrid system that uses various soft computing
techniques in a control environment. This hybrid system is composed around three
basic components, a genetic algorithm component, a non-linear dynamic component,
and a fuzzy control system (FCS) component.

Since the FCS component is central to the system, we start with some observations
related to this component. The design of FCSs can be problematic for various rea-
sons. Problems may be due to the complexity of the domain, the accessibility and
availability of domain knowledge or domain experts, the number of rules needed for a
rule base, or the consistency and maintenance of such a base, for example. Rules are
not the only means by which knowledge is captured in a FCS. Fuzzy sets, their shape
and arrangement, as well as the inference mechanisms used in a system are also im-
portant [4]. FCS design also very often has a strong trial and error nature in which
system designers often play a vital role. A consequence of this fact is that it is very
often possible to generate multiple FCS solutions for the same problem. For example,
the only difference between two FCS solutions could be the defuzzification technique
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they employ, but it also could be the slightly different shape of particular fuzzy sets.
Another observation is that many FCSs show similarities in their dynamic behaviour.
For example, the dynamic behaviour illustrated in Fig.1 could be from a FCS con-
trolling the movement of a robot arm trying to grasp an object on an assembly line,
but also from a system controlling the temperature in a room. This illustration actu-
ally is taken from an example application provided with the commercial fuzzy logic
tool CubiCalc 2.0 that was used in this study. Note however that the circled line in the
figure has been added manually to ease forthcoming discussions.

[Y]

[X]

A

B

1

2

Fig. 1. Dynamic behaviour of an example FCS that ships with the commercial fuzzy logic tool
CubiCalc 2.0.

Let Fig.1 illustrate the trajectories of two objects, A and B, moving from left to right
in time. Y and X in the figure define a co-ordinate system. The objective of object B is
to approach and finally catch object A. Both objects move with constant, but individ-
ual speeds, and so a dot or circle at position (X, Y) in the figure represents the position
of an object in time. For simplicity object A moves on a straight line. Object B has to
be more flexible due to the definition of its task. Fig.1 illustrates two trajectories for
object B. Fig.1 indicates that following either trajectory object B finally approaches
object A, and so both trajectories provide a solution to the given task. The solution
finally selected however could be the FCS that produces trajectory 1, because for
many problems FCS designers prefer a system that converges towards a solution with
some smoothness. Simply imagine the two trajectories as being proposed solutions
for the robot arm mentioned before. It is not difficult to select the one more appropri-
ate for the task. A synopsis of these observations could be: (1) It is very often possi-
ble to generate multiple FCS solutions for a problem, (2) FCSs applied to different
problems may show similarities in their dynamic behaviour, and (3) convergence
with a certain degree of smoothness can be a requirement in a FCS. These observa-
tions form the basis for this work, which, in broad terms, can be summarised as a
proposal for the automation of the process of designing FCSs. The means by which
we aim to achieve this goal are:
1. The convergence of a proposed FCS solution is examined by a measure of conver-

gence. This measure shows resemblance to the so-called Lyapunov Exponent in
chaos theory.

2. The smoothness of a solution is determined by a fractal dimension algorithm.
3. The paper presents an integrated system for the generation, evaluation, and selec-

tion of potential FCS solutions.
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2   Measures from Chaos Theory

Chaos theory has its origins in the study of non-linear dynamical systems. It obtained
increasing attention within the natural sciences about four decades ago. Through the
fast progress in computer technology within this period it was possible to investigate
more and more complex systems with increasing efficiency [5]. Lorenz, for example,
investigated the extent to which weather is predictable [6]. Nowadays chaos theory is
studied in many domains including medicine and logic, for example [7, 8]. Out of
these studies emerged a variety of new concepts and measures.

2.1   A Measure of Convergence

In chaos theory the so-called Lyapunov Exponent λ is a useful measure to assist in
the distinguishing between different types of trajectories of dynamic systems [9]. It is
based on the mean exponential rate of divergence of two initially close trajectories
and describes the dynamic of a system qualitatively as: λ < 0, the orbit is attracted to
a stable fixed point or a stable periodic orbit; λ = 0, the orbit is a neutral fixed point.
The system is in some sort of steady state mode, like a satellite in a stable orbit, for
example; λ > 0, the orbit is unstable and chaotic. Nearby points, no matter how close,
will diverge to any arbitrary separation. The measure used in this study bears simi-
larities in its interpretation to the description given before. Let Fig.2 illustrate the
trajectories of two arbitrary objects A and B, and let d(t0) be the distance d between
objects A and B at time t0, and d(t0+∆t) the distance at time t=t0+∆t.

Fig. 2. The development of two trajectories, one from object A one from object B, over time.

To describe such a development of the distance between two objects over time this
study uses a so-called measure of convergence (MOC):

MOC = ∑
−
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1
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n nd
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With N being the number of data points in the time series. This MOC is not used to
determine whether a system is chaotic or not. It is rather interpreted in the context of the
similarities it bears with the Lyapunov Exponent mentioned earlier. The features of this
measure that could be useful in this study are: MOC < 0, may be an indicator for a sys-
tem that produces convergent trajectories. MOC = 0, might indicate a system that is in
some sort of steady state mode, for example, objects A and B moving on two parallel
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lines. MOC > 0, very likely an indicator for a system that produces non-convergent
trajectories [1].

2.2   A Measure of Smoothness

The study of so-called fractals may provide a possibility for quantifying the shape of a
trajectory in terms of its smoothness, or jaggedness, respectively. Very generally, frac-
tals are patterns or structures which, when being dealt with mathematically, produce
results or properties that are difficult to be interpreted, or conflicting with predictions of
traditional mathematics. Mandelbrot, for example, associates these pathological struc-
tures with forms that can be found in nature [10]. Hausdorff and Besicovitch on the
other hand came forward with a general definition for the calculation of a (fractal) di-
mension for such objects. Their definition of a fractal dimension is based on an investi-
gation of how geometric figures fill the space in which they are represented [9]. Nowa-
days there exist many definitions, and variations of them, for measurements of fractal
dimensions. This paper, for instance, uses a method proposed by Gough [7]. The geo-
metric objects investigated here are time series representing the development of the
distance between the trajectories of two objects, for example the time series illustrated in
Fig.3-a.

(a) (b)

Fig. 3. (a) distance development of two trajectories represented by a time series, and length
estimation using a ruler length of five, and (b) extraction of a fractal dimension.

Fig.3-a illustrates that individual distance measurements are connected to a continuous
line. Gough’s method calculates a fractal dimension from such a line. Initially the
method determines different estimates of the length Lr of the line by measuring it with
different so-called rulers of length r. The time series in Fig.3-a for instance is measured
with a ruler of length five. In simple terms a single length estimate Lr is a summation of
hypotenuses. In order to extract a fractal dimension from such a diagram the method
plots the logarithm of the length estimates log10Lr against the logarithm of the ruler
length log10r. This is illustrated in Fig.3-b. The establishment of a fractal dimension
from such a diagram is not that simple. The traditional definition by Hausdorff and
Besicovitch leads towards using the slope of a regression line (dashed line in Fig3-b)
through the data points as an approximation for a fractal dimension. Other researchers
came up with other interpretations. Kaye for example generates regression lines and
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fractal dimensions for separate regions in a plot (the two dotted lines in Fig.3-b for ex-
ample), and compares these fractal dimensions with the features of “structure” and
“texture” in fine-particle science [11]. This paper follows Kaye’s view, and so it could
be said that a measurement with longer rulers identifies the global behaviour (structure)
of the distance between two trajectories. On the other hand, measurement with smaller
rulers provides information about the behaviour of the distance function at smaller
scales (texture). We investigated the MOC and the fractal dimension algorithm on a
number of FCSs and other models for quality assessment in previous studies [1].

3   System Overview

It was mentioned earlier that RobSim is designed around three basic components, a
genetic algorithm component, a FCS component, and a non-linear dynamic compo-
nent. Fig.4 illustrates the assembly of these components into an integrated system.

Fig. 4. An integrated view of the RobSim system.

Fig.4 basically illustrates a genetic algorithm. Step (1) initially generates a start popula-
tion with a pre-defined number of FCSs. This step uses prior knowledge, for example
knowledge about input/output variables, but also employs a random element, for exam-
ple when generating the shape of fuzzy sets representing a system variable. Step (2) and
step (3) are included in a repeat-until loop with pre-defined STOP settings. Step (2)
estimates the quality of each FCS in a population. This analysis is based on values for
MOC and fractal dimensions. Step (3) uses typical genetic algorithm procedures to se-
lect and modify solutions that indicate as being better than other solutions in order to
achieve further improvement. For the current system a system developer would evaluate
the final proposal of the system in step (4). We already mentioned that FCS design often
involves a lot of trial and error. The same can be said about genetic algorithm design
where settings for crossover rate, number of iterations, etc. are similarly problematic.
The results presented here are based on the following settings: number of iterations n =
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35, number of FCSs in a population = 50, crossover rate = 20, mutation rate = 5, time
series = 200 data points. The process in Fig.4 can be implemented at different levels of
complexity, for example for rule base generation, weight assignment, or the shaping of
fuzzy sets. The general strategy is to continuously increase the level of complexity, and
to learn from the problems emerging at the different levels. The study presented here
concentrates on the shaping of fuzzy sets. In order to understand this process we use an
example application that comes with the commercial CubiCalc tool.

3.1   The Control Task

The example tool describes the control task as a scenario where a dog chases a cat by
adjusting its azimuth in accordance with the relative direction of the cat. The rational of
the system is simple: correct the dog’s azimuth in direct proportion to a tracking error.
Fig.1 actually did illustrate such a “dog chasing cat” scenario. In the tool the control
scenario is not modelled in too much detail. For example, ideally the dog should actually
catch the cat, but in the tool the dog stays behind the cat, “only” its path merges with the
direction of the cat’s path. Overall the control system for this task is not too complex. It
contains one input variable called TrackingError, and one output variable called Azi-
muthAdjust. The rule base of the system contains five, relatively simple rules of the
form: If TrackingError is LargePositive then make AzimuthAdjust LargePositive, for
example. The input variable and the output variable are represented by fuzzy sets. Fig.5-
a, and Fig.5-b illustrate these representations.

A B C D E

[degree]

m
em

be
rs

hi
p 

de
gr

ee

TrackingError

(a)

A B C D E

[degree]

m
em

be
rs

hi
p 

de
gr

ee

AzimuthAdjust

(b)

Fig. 5. Fuzzy sets for (a) the input variable TrackingError, and (b) the output variable Azi-
muthAdjust (taken from the commercial fuzzy logic tool CubiCalc 2.0).

Fig.5-a and Fig.5-b indicate that both variables are defined by five fuzzy sets. Every
fuzzy set is defined by three points. Within the tool these fuzzy sets carry specific
names. For example, the fuzzy sets for the variable TrackingError are labeled Lar-
geNegative, SmallNegative, NearZero, SmallPositive and LargePositive. For simplicity
forthcoming discussions refer to these fuzzy sets by mentioning the variable and one of
the labels A, B, C, D, and E, where, from left to right, A stands for the fuzzy set to the
very left and E for the fuzzy set to the very right. Note that this sequence is determined
by the location of the middle point of a fuzzy set. RobSim determines and records such
sequences for every FCS it generates.
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4   Testing and Results

The strategy of experimenting with scenarios of increasing complexity was men-
tioned before, and so was the shaping of the fuzzy sets for the input and the output
variable as a starting point. RobSim initially produces a start population containing a
pre-defined number of FCSs (Fig.4). The shaping of the fuzzy sets for the input and
output variable in the start population involves a random element that requires a bit of
explanation. The “correct” order for the fuzzy sets for both variables, from left to
right, is A, B, C, D, E. This sequence is determined by the location of the middle
points of the fuzzy sets. The random process creates: (a) fuzzy sets of different
shapes, and also (b) sequences in which the fuzzy sets may not be in the correct order.
For example, Fig.6-a, and Fig.6-b are taken from a FCS in the start population.
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Fig. 6. Shape and sequence of (a) input fuzzy sets in start population (sequence: A, D, B, C, E),
and (b) output fuzzy sets in start population (sequence: B, C, A, D, E).

Fig.6-a and Fig.6-b illustrate that the shapes of these fuzzy sets is quite different from
the shape of the original fuzzy sets (Fig.5-a and Fig.5-b). But it is not only the shape
of the fuzzy sets that is different. There is also a difference in the actual sequences.
For example, the sequence for the fuzzy sets in Fig.6-a is A, D, B, C, E, and for those
in Fig.6-b the sequence is B, C, A, D, E. The genetic algorithm continues from the
start population through n iterations to the final population. Each iteration applies
crossover, mutation and selection. The aim of this process is to generate FCSs of
increasing problem-solving potential by shaping the fuzzy sets in the different popu-
lations towards the shape of the fuzzy sets from the original example application.

4.1   Genetic Algorithm Performance

This information can be extracted from the development of the MOC and the two
fractal dimensions over the number of iterations. The values for these measures are
expected to decrease with an increasing number of iterations (Section 2). In the sys-
tem these values are actually added up for every FCS in a population, and the sums
obtained are then averaged. Fig.7-a, and Fig.7-b illustrate the development of these
measures over 35 iterations for a particular scenario. Section 2 mentioned that a frac-
tal dimension depends on the scale (ruler) under which a time series is measured.
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Fig7-b illustrates the development using one particular scale (Ruler 1). Measurement
on other scales always produced a similar behaviour.

(a) (b)

Fig. 7. (a) development of the MOC, and (b) development of the fractal dimension measure in
different populations over 35 iterations.

Fig.7-a, and Fig.-b clearly illustrate the expected behaviour. This is a positive result,
as it supports our assumptions stated in Section 1 and Section 2.

4.2   Shaping and Sequence of Fuzzy Sets

Fig.8-a and Fig.8-b illustrate the shape of fuzzy sets generated by RobSim in the final
population. Note that these figures stand representatively for the final population.
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Fig. 8. (a) input fuzzy sets in final population (sequence A, B, D, C, E), and (b) output fuzzy
sets in final population (sequence A, D, B, C, E).

Fig.8-a and Fig8.-b provide further support for the proposed approach, because both fig-
ures illustrate a significantly higher degree of similarity with the fuzzy sets in the original
system (Fig.5-a and Fig.5-b) than the fuzzy sets in the start population (Fig.6-a and Fig.6-b)
do. Based on these observations it could be said that the RobSim approach “drives” the
shaping of the fuzzy sets into the right direction. But what about the sequence of the fuzzy
sets? Initially the outcome in this department is not so positive, because the fuzzy sets are
not in the desired order. For example, in Fig.8-a the sequence is A, B, D, C, E, and in Fig.8-
b it is A, D, B, C, E. This is a problem, but it can be solved, at least to a considerable extent.
Although the proposed strategy is to go from more simple tasks to more challenging tasks
the generation of the fuzzy sets is actually “over-complicated”. Chen and Hwang, for ex-
ample, mention that there almost always is a logical order for the description of variables in
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fuzzy systems [12]. For example, in a temperature context the logical order would be: very
cold, cold, warm, very warm, and not: cold, very warm, very cold, warm. Similarly, the
logical description of the variables TrackingError and AzimuthAdjust is A, B, C, D, E, and
nothing else. It is relatively unproblematic to program this ordering into RobSim. Why has
this not be done in the first place? Because the “over-complication” has a purpose. One of
our aims at this stage was to investigate whether the proposed approach works into the
right direction? When experimenting with the commercial tool it turned out that just alter-
ing the shape of the fuzzy sets a bit, without changing their sequence, still produces sys-
tems of reasonable quality. Whether the proposed approach has the ability to drive the
system to a solution was much better observable through a slightly increased level of com-
plexity, namely by allowing un-ordered sequences.

4.3   Proposed Solutions

This final investigation examines the dynamic of FCSs generated by RobSim. Fig.9-a,
and Fig.9-b stand representatively for a population. Individually they represent the
dynamic of FCSs generated in the start population (Fig.9-a) and FCSs generated in
the final population (Fig.9-b).

[Y]

[X]

[Y]

[X]

(a) (b)

Fig. 9. Control scenario in (a) start population, and (b) final population. The start population is
generated randomly by the system. The final population is generated in a guided process.

Fig.9-a and Fig.9-b support the proposed RobSim approach, because the dynamic
behaviour of the FCS representing the final population (Fig.9-b) illustrates a signifi-
cantly higher degree of similarity with the dynamic generated by the commercial tool
(Fig.1) than the FCS representing the start population (Fig.9-a) does.

5   Related Work and Summary

Work that is relevant here comes from Chen & Hwang and Miller, for example [12, 13].
Chen and Hwang indicate that it is nearly always possible to describe FCS applications in
completely different domains with a relatively small number of very often similar fuzzy
sets. Miller supports this observation by identifying the number seven plus/minus two as a
benchmark in many complex situations. For example, instead of lengthy explanations
chess players often only mention a small number of key features of a game. Similarity and
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simplicity play a major role in the presented approach too. A good implementation of both
aspects would keep the complexity of the system low, without loosing too much in terms
of expressiveness and generality. Schuster presents further material about self-similarity in
chaos theory and so-called adaptive fuzzy sets in the context of intelligent systems [2]. This
paper argues that a set of fuzzy sets used for the description of a system variable often can
be used for the same variable at different scales, but also very often for a different variable
in a completely different domain. In simple terms self-similarity and adaptive fuzzy sets
would increase the flexibility of the system, moving it from a single-domain system to a
multiple-domain approach. For example, we currently apply the presented approach to a
control task where the problem is to stably suspend a metal object in air midway between a
magnet and the ground. This problem is simple in principle but difficult to solve since the
system dynamics are highly nonlinear. Finally, in the field of FCSs (and also in robotics)
researchers nearly always emphasise the trial and error nature of the development process
and the importance of the system developer. The integration of the techniques presented in
RobSim around a genetic algorithm seems to suit this problem quite well.
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Abstract. This paper presents an intelligent medical chromatic image
understanding system for lung cancer cell identification based on fuzzy
knowledge representation and reasoning. Following image analysis and a low-
level feature extraction process, a two-layer rule-based fuzzy knowledge model
is proposed to represent the domain knowledge needed for image understanding
task. Experimental results show that the system achieves not only a high rate of
overall correct identification, but also a low rate of false negative identification,
that is, a low rate of identifying cancer cases to be normal ones, which is
important in reducing false diagnosis cases.

1   Introduction

Lung cancer is one of the most common and deadly diseases in the world. Detection
of lung cancer in early stage is crucial for its cure. In general, measures for early stage
lung cancer diagnosis mainly includes those utilizing X-ray chest films, CT, MRI,
isotope, bronchoscopy, etc., in which a very important measure is the so-called
pathological diagnosis which analyzes the needle biopsy specimens obtained from the
bodies of the subjects to be diagnosed [1]. Presently, the needle biopsy specimens are
usually analyzed by experienced pathologists. Since senior pathologists are rare,
reliable pathological diagnosis is not always available.

In past decades, with the rapid development of image processing and pattern
recognition techniques, lots of image understanding systems involving a wide range
of domains had been built, and many research achievements had been attained as
well. Particularly, medical image understanding for computer-aided diagnosis hace
been always attracting more and more attentions [2]. Examples are as follows.
Kummert et al. [3] implemented a medical image understanding system named
ERNEST, which can understand the Scintigraphy and MRI images. Tombropoulos et
al. [4] presented their research on focus diagnosis of liver’s MRI images based on
belief network. Alireza Osareh et al. [5] developed a system to understand retina
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images using FCM algorithm and neural network. Related research work has also
indicated that it is insufficient only using image processing algorithms for medical
image understanding purposes, without related domain knowledge introduced to
guide the process [6].

In this paper, we propose a novel image understanding method to identify lung
cancer cells in the chromatic images of microscope slices of needle biopsy specimens,
which performs intelligent understanding of lung cancer images by integrating image
processing, image analysis techniques and a two-layer rule-based fuzzy knowledge
model. The knowledge model is built and represented as domain-specific fuzzy rule
sets, by which our method achieves not only a high rate of overall correct
identification, but also a low rate of false negative identification, that is, a low rate of
identifying cancer cases to be normal ones, which is important in reducing false
diagnosis cases. The knowledge model has now been successfully implemented in a
lung cancer image understanding application named Lung Cancer Diagnosis System
(LCDS).

The rest of this paper is organized as follows. Firstly, the framework of LCDS is
shortly described in Section 2. Next, Section 3 presents the process of low-level
image feature extraction. The rule-based fuzzy knowledge model is proposed in
Section 4 and experimental results are presented in Section 5. Finally, conclusion
remarks and future work issues are given in Section 6.

2   Framework

The framework of the image understanding system LCDS is depicted in Fig. 1. As
illustrated in the left part of Fig. 1, the hardware configuration of LCDS mainly
includes a medical electron microscope whose amplification capacity is 400, a digital
video camera, an image capturer, and the output devices including printer and video
display. The digital video camera is mounted on the electron microscope to take the
video signals of the haematoxylin-eosine (HE) stained specimens of needle biopsies.
Those video frames are captured by the image capturer and then saved as 24 bit RGB
color images, on the basis of which the computer-aided lung cancer image
understanding software will identify lung cancer cells automatically according to its
diagnosing flow shown in the right part of Fig. 1.

The complete lung cancer cell identification flow of our computer-aided image
understanding software is described as follows: firstly, after a RGB image is captured,
it is projected from three-dimensional RGB color space into a one dimensional gray
level space in 256 scales using a customized algorithm for lung cancer images [7].
Then, image processing techniques including smoothing, contrast enhancement and
color enhancement are utilized to improve the image’s quality. After that, the image is
thresholded and we use the chain code representation [8] to mark all the possible cells
in the image. At the same time, RGB information of all the possible cells and the
whole image is simultaneously kept for later use. Then, shape and chromatic features
of all the possible cells are extracted to feed in a two-layer fuzzy knowledge model,
which is established according to diagnosing experience of medical experts, in order
to identify whether lung cancer cells exist in the specimen or not.
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Fig. 1.  The Framework of Lung Cancer Diagnosis System (LCDS)

3   Low-Level Feature Extraction

Generally, experienced pathologists identify lung cancer cell according to a number
of representative characteristics of its appearance, such as "big nucleolus", "irregular
shape", "darker color", and "rough and non-uniform chromatin distribution", etc. [9]
Based on those kinds of practical medical experience, we can assume that a lung
cancer cell consists of two types of feature: shape and chromatic features. We then
combine both shape and chromatic features of each marked cell as a feature vector.
Thus, an image can be treated as a collection of cells, each of which is represented by
a feature vector, capturing the image’s content in shape and chromatic aspects. Those
feature vectors are then viewed as a start-up of fuzzy knowledge representation.

3.1  Shape Feature Extraction

The chain code method is a popular and efficient way for contour coding, and it has
given raise to a variety of research results and applications on shape description [10].
In LCDS, the shape features are computed based on 8-connect chain code
representation [8], which are described as follows:

(1)  Cell Circumference
The cell circumference is the length of chain code, which is computed as follows:

oe nnL ∗+= 2 (1)

where ne is the number of even values (e=0,2,4,6) in the cell’s chain code sequence, no

is the number of odd values (o=1,3,5,7) in the cell’s chain code sequence.
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(2)  Cell Area
For each direction i (i=0,1,…,7) in 8-connect chain code, we define x(i) as its

component along X axis and y(i) as its component along Y axis. So, the values of x(i)
and y(i) for each direction i are shown in Table 1.

The cell area, i.e., the integral of its chain code along X axis, then can be computed
as follows:

where n is the number of values in the cell’s chain code sequence, aj(1 j n) is the
chain code value of the cell’s edge, y

0
 is the Y-coordinate value of the start pixel of

chain code sequence, and we have y
j
= y

j-1+y(a
j
).

(3)  Cell Width
As a measurement for shape abnormality, the cell width is determined by the

following equation:
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Here x0 is the X-coordinate value of the start pixel of chain code sequence.

(4)  Cell Height
The cell height is computed by the following equation:
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Here y0 is the Y-coordinate value of the start pixel of chain code sequence.

(5)  Roundness Degree
The roundness degree is introduced to represent the cell’s deviation from

roundness, which is given as:
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(5)

Given the same size, a round and boundary-smooth cell should have the shortest
circumference, whose roundness degree equals 1. The more the cell deviates from
roundness, the less roundness degree value it has.

Table 1. Values of x(i), y(i)

i x(i) y(i)
0 1 0
1 1 1
2 0 1
3 –1 1
4 –1 0
5 –1 –1
6 0 –1
7 1 –1

∑
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(6)  Protraction Degree
The narrower the cell is, the less protraction degree value it has. It is defined as:

),max(
),min(

),max(
),min(

HW
HW

HeightWidth
HeightWidthE == (6)

When a cell is totally round, it has the max protraction degree value 1.

3.2   Chromatic Feature Extraction

Since there exist multiple color space representations [11], each of which describes
different aspects of colors, we need choose those color components which can best
describe color characteristics of lung cancer cells. The original images are RGB color
image, so we can get the RGB component in a nature way, through which other
chromatic features can also be computed.

We have utilized the following color components as features used for lung cancer
cell identification.

 (1)  R, G, B components of cell
Firstly, RGB color space is selected for chromatic feature extraction. Here we

compute the mean and variance of Red, Green and Blue component of all the pixels in
a marked cell as its representative features.

(2)  H, I, S components of cell
We also choose HIS color space for chromatic feature extraction, because it

reflects lung cancer cell’s perceptive characteristics better. The conversion from RGB
to HLS is defined as follows [12]:
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where H is Hue, I is Intensity and S is Saturation.
The mean and variance of Hue, Intensity and Saturation component of all the

pixels in a marked cell are then computed as its representative features.

 (3)  Self-defined Cratio component of cell
The computation is defined as Eq. (10):

Cratio = B/(R+G+B) (10)

The introduced Cratio component is an important characteristic for describing the
lung cancer cells. It is derived from the medical fact that lung cancer cells are always
blue and purple to some extent, which is proved to affect the identification result a lot.

(4)  R, G, B components of image
The identification task based on image content should be adaptive to slight

variation of image colors, so we also adopt the mean value of RGB components of the
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whole slice image as identification features, which enhances the robustness and
flexibility of identification task well.

4   Rule-Based Fuzzy Knowledge Model

The task of image understanding is to identify objects in an image using the relevant
knowledge. So, it is necessary to set up a model for representing domain knowledge
representation [6]. To lung cancer image understanding, it is especially the most
crucial and challenging issue how to represent the domain knowledge in a form that
the computer can deal with. To solve the problem, a hierarchical rule-based fuzzy
knowledge model is designed for LCDS, by which the mapping relation from the low-
level image features to the scene descriptor of lung cancer images is implemented.

4.1   Mathematical Model for Fuzzy Knowledge

In knowledge-based image understanding system, different types of knowledge are
required for different processing steps. We design an intermediate layer, i.e., scene
feature layer, as a bridge connecting the raw image data and the lung cancer image
descriptors. The whole description set of lung cancer image is then composed of three
layers, which are respectively defined as follows:

Def. 1 Low-level feature set: Ω= {ω(1), ω(2), …, ω(m)}, which denotes the extracted
low-level image features, including both shape features and chromatic features.

Def. 2 Scene feature set: Ψ= {ψ(1), ψ(2), …, ψ(n)}, which denotes visually perceptive
description provided by domain experts, such as ψ(i)={irregular shape}, ψ(j)={non-
uniform chromatin distribution}.

Def. 3 Scene descriptor set: £= {τ(1), τ(2), …, τ(k)}, which denotes all the possible
identification results, such as τ(i)={cancer cell},τ(j)={abnormal cell}.

Thus, by introducing scene feature set Ψ, we can establish two mapping functions
as follows:

(1) f(ω(i), ψ(j)):    Ω x Ψ → R1

(2) f´ (ψ(l), τ(k)): Ψ x £ → R2
In LCDS, the above two mapping functions defines two fuzzy relations, that is,

fuzzy relation R1 from low-level image feature set Ω into scene feature set Ψ, and
relation R2 from scene feature set Ψ into scene descriptor set £. Note that R1 is a fuzzy
subset of the Cartesian product Ω x Ψ and R2 is a fuzzy subset of the Cartesian
product Ψ x £. Both R1 and R2 can be represented by a matrix with coefficients in the
interval [0,1], where the general entry R1(x1,y1) is defined by the membership of
(x1,y1) in R1, for all x1∈Ω and y1∈Ψ, and the general entry R2(x2,y2) is defined by
the membership of (x2,y2) in R2, for all x2∈Ψ and y2∈£. All these membership
values are summarized from the diagnosis experience given by medical experts,
which quantify the association degrees of different features in lung cancer diagnosis
process.
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4.2   Fuzzy Knowledge Representation

In LCDS, the two fuzzy relations in the knowledge model, i.e. R1 and R2, are both
implemented using fuzzy rules and uncertainty reasoning based on Fuzzy Theory.
Fuzzy Theory originates from the mathematic foundation of Zadeh’s Fuzzy Set
Theory, firstly proposed by Zadeh in 1965, including Fuzzy Set Theory, Fuzzy Logic,
Fuzzy Reasoning and Fuzzy Control Theory etc. It is fully developed and widely
applied after Zadeh’s report on Fuzzy Reasoning [13]. Fuzzy Logic and Fuzzy
Reasoning have already had many successful applications on image processing
research, especially for the complicated images that can be hardly defined using
mathematic models. Medical image understanding problem is a good example [14],
[15]. Medical Experts always describe their diagnosis experience in the form of
natural language, which is an uncertain process but have to be implemented using
non-linear algorithms. Fuzzy theory is a suitable way to represent and explain those
fuzzy and uncertain medical concepts.

In LCDS, the medical expert’s control strategies on lung cancer diagnosis are
settleed and represented as two kinds of knowledge, that is, image layer knowledge
and scene layer knowledge, implemented using production rules in the form of “IF
(Antecedent) THEN (Consequent)”. Considering the uncertainty processing, we
define the fuzzy rule in the following form:

IF (X is Aj)  AND  (Y is Bj) THEN (Z is Cj)        M_LEVEL: (lAj, lBj)
WITH PARAMS (ωAj, ωBj, ωCj)

X and Y denote the input variables. For fuzzy relation R1, they are low-level image
features, while for fuzzy relation R2 they are scene features. Aj is the linguistic or
fuzzy value assigned over X while Bj is that assigned over Y. Z is the output variable,
which is scene feature for R1 and scene descriptor for R2. Cj is the fuzzy set assigned
over Z, lAj and lBj are the lowest membership thresholds of Aj and Bj to fire the rule.
ωAj, ωBj are the corresponding elements in the membership matrix of fuzzy relation R1

or R2, and ωCj is pre-defined normalized “rule membership” to describe the
importance of each rule.

The inference operator is then presented as:

))()(()( 00 yBxAZC jBjAjCj jj
•+••= ωωω (11)

where Cj(Z) is the output fuzzy value of the above rule for each crisp input pair (x0,y0).
With the above fuzzy inference operation in our rule base, we can get a fuzzy

subset of scene descriptor set £. The final lung cancer image understanding results can
be made according to an argmax operator applied on this subset:

))((maxarg
£  
∑

∈
= ZCC j

C j
(12)

where Z denotes the final output variables, namely, the lung cancer cell identification
results.

4.2.1   Image Layer Knowledge
The image layer knowledge corresponds to the fuzzy relation R1. This layer aims at
reasoning scene features at intermediate level from the extracted low-level image
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features. The antecedent part of image layer knowledge is a logic combination of low-
level image features, while its consequent part is a scene feature. In fact, image layer
knowledge provides the visual properties of cells in an image.

In image layer, a “bottom-up” reasoning strategy is adopted to transform the
representation of image from pixel level into an intermediate level, which will then
fire the reasoning process in scene layer.

The following is an instance of image layer knowledge in LCDS:

IF   (The cell is LARGE) and (The cell is NOT QUITE ROUND)  M_LEVEL: (0.3,0.7)
THEN    (The shape abnormity of cell is MEDIUM)
WITH PARAMS  (0.3,0.55,0.4)

4.2.2   Scene Layer Knowledge
The scene layer knowledge is used for high-level reasoning in image understanding
task, i.e., the final identification of lung cancer cells, corresponding to the fuzzy
relation R2. The antecedent part of the scene layer knowledge is a logic combination
of scene features, while its consequent part is a scene descriptor, which is the final
lung cancer cell identification result.

In scene layer, the reasoning strategy is switched to a “Top-down” way, validating
or rejecting the hypothesis on scene descriptors according to the output fuzzy values
deduced from the facts on scene features.

The following is an instance of scene layer knowledge in LCDS:

IF           (The cell is in abnormal shape)                               M_LEVEL: 0.6
THEN    (The cell is identified as lung cancer cell possibly)
WITH PARAMS  (0.42,0.45)

5   Experimental Results

We have used 255 chromatic images from 119 pieces of microscope slice, 2~3 images
for each, from year 1996 to year 1999 to evaluate the image understanding
performance of our method. All the samples are well-archived real cases ever
diagnosed by medical experts of Nanjing Bayi Hospital, whose diagnosis results are
stable and undisputable, which makes our experimental results comparable and
significative. In Table 2, the experimental results are listed. There are three error
measures. Error Rate measures the rate of overall false identification computed by
dividing the number of false identified images by the number of test images. False
Negative measures the rate of false negative identification computed by dividing the
number of images, which are cancer cases but erroneously identified as normal cases,
by the number of test images. False Positive measures the rate of false positive
identification computed through dividing the number of images, which are normal
cases but erroneously identified as cancer cases, by the number of test images.

The above results approve the validity of the two-layer rule-based fuzzy
knowledge model proposed by this paper from several aspects. Firstly, in real cases,
even for experienced medical experts there exists unavoidable possibility to conduct
false diagnosis. The Error Rate of LCDS is quite acceptable in practice as a fast,
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laborsaving and preliminary diagnosing means. Especially for 1999, in which there
exists less depigmentation of slice than other three years, the Error Rate of LCDS is
very close to that of medical experts. Secondly, for lung cancer diagnosis, False
Negative should be strictly controlled even at the cost of increasing False Positive,
because diagnosing a lung cancer patient to be healthy is a very serious mistake that
will possibly result in the loss of life. As shown in Table 2, the most crucial
improvement of our method is that the average False Negative of LCDS is well
controlled at an approving level. Meanwhile, the False Positive does not increase too
much, keeping at a tolerable level. This performance to large extent guarantees its
practicability in real diagnosis. Accordingly, LCDS is very effective and efficient for
lung cancer image understanding task, which aids medical experts to identify lung
cancer simply and fast.

Table 2. Experimental results of lung cancer image understanding in LCDS

Year of
 Slices

Number of
   Slices

Num of
Images

False
Negative

False
Positive

Error Rate

1996 21 39 2.6% 7.7% 10.3%
1997 26 65 3.1% 12.3% 15.4%
1998 33 51 7.8% 3.9% 11.7%
1999 39 100 1.0% 5.0% 6.0%

However, it can also be clearly learned that there still has potential to further
improve the identification results. The knowledge model should be adjusted more
specifically and adaptively according to the question field. Moreover, how to improve
the robustness against slice contamination is also another issue requiring more
considerations.

6  Conclusions

This paper presents an intelligent medical chromatic image understanding system for
lung cancer cell identification based on a two-layer rule-based fuzzy knowledge
model. Experimental results show that the system achieves good image understanding
performance by identifying lung cancer cells in the images efficiently and effectively.
We believe that improving the knowledge model more specifically in the domain, the
performance of the identification process will be much more advanced.

We also believe that improving the knowledge representation technique is just one
aspect of LCDS, the performance of the identification process will be much more
enhanceed if we can make a betterment on image processing techniques such as
chromatic image segmentation. Still, we hope to elaborate the fuzzy knowledge in
more details to make it capable of classifying different types of lung cancer as well.
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Abstract. This paper reports our novel approach to developing a social robot.
Such a robot reads human relationships from their physical behavior. We have
developed an interactive humanoid robot that attracts humans to interact with it
and, as a result, induces their group behaviors in front of it. In our approach,
the robot recognizes friendly relationships among humans by simultaneously
identifying each person in the interacting group. We conducted a two-week ex-
periment in an elementary school, in which Robovie demonstrated proven rea-
sonable performance in identifying friendships among the children. We believe
this ability to read human relationships is essential to behaving socially.

1 Introduction

Recent progress in robotics has brought with it a new research direction known as
“interaction-oriented robots.” These robots are different to traditional task-oriented
robots, such as industrial robots, which perform certain tasks in limited applications.
Interaction-oriented robots are designed to communicate with humans and to be able
to participate in human society. We are trying to develop such an interaction-oriented
robot that will exist as a partner in people’s daily lives. As well as providing physical
support, these robots will supply communication support such as route-guidance.

Several researchers are endeavoring to realize such interaction-oriented robots.
Aibo has become the first interactive robot to prove successful on the commercial
market [1], since it behaves as if it were a real animal pet. Breazeal et al. developed
the face robot Kismet, and they are exploring sociable aspects of robots produced
through its learning ability [2]. Okuno et al. developed a humanoid head that tracks a
speaking person with visual and auditory data. In addition, they controlled the per-
sonality of the robot by changing the tracking parameter [3]. Burgard et al. developed
a museum tour guide robot [4] that was equipped with robust navigational skills and
behaved as a museum orientation tool. These research efforts also seem to be devoted
to social robots that are embedded in human society.
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Humans have the natural ability to read others’ intentions, which is widely known
as the joint-attention mechanism in developmental psychology [5], and we believe
that this is an essential function for both humans and robots to be social. Scassellati
developed a robot with a joint-attention mechanism that follows others' gazes in order
to share attention [6]. Kozima et al. also developed a robot with a joint-attention
mechanism [7]. In other words, these robots read humans’ intentions from their be-
haviors. Furthermore, a robot system can estimate humans’ subjective evaluation of it
by observing the humans’ body movements [8]. However, these research works
mainly focused on the social behaviors among two or three people. Little robotics
research work has been attempted to handle social behavior within greater human
society. To enable a robot to be social, we believe it is important for the robot to read
relationships among humans.

In sociology, sociometric (a matrix that represents relationships) and socio-gram (a
direct graph that illustrates the sociometric) methods have been used to represent the
relationships that occur among humans. A sociometric test is a subjective test that re-
trieves the relationships, and lets a human directly answer the name of others whom
he/she likes and dislikes. It has been widely used to determine the relationships in a
classroom or a company; however, it has recently become difficult to apply (in particu-
lar, asking the name of disliked persons), since it might promote negative relationships.

In the field of computer science, several research works have analyzed human re-
lationships. Eveland et al. analyzed online communication on a CSCW (computer-sup-
ported collaborative work) system [9]. They plotted each user’s data on a socio-gram
according to the amount of online communication among them. Nomura and her
colleagues developed a Web-analyzing system to retrieve humans’ online rela-
tionships from hyperlinks in their web pages [10]. Watts and Strogatz conducted a
computer simulation to find a simple model for global human society and proposed
that small-world networks represent large-scale human relationships [11].

In this paper, we report our approach to reading human relationships with an inter-
active robot, an ability that is probably essential for interactive robots to be social. We
have developed an interactive humanoid robot, named Robovie, that autonomously
interacts with humans.  As a result, the robot attracts humans to interact with it and
induces humans’ group behaviors in front of it. In our approach, the robot recognizes
friendly relationships among humans by simultaneously identifying each person in
the interacting group. We conducted a two-week experiment in an elementary school,
in which Robovie demonstrated reasonable performance in identifying friendships
among the children.

2   Robovie: An Interactive Humanoid Robot

2.1   Hardware

Figure 1 shows the humanoid robot “Robovie” [12]. The robot is capable of human-like
expression and recognizes individuals by using various actuators and sensors. Its body
possesses highly articulated arms, eyes, and a head, which were designed to produce
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Fig. 1.  Robovie (left) and Wireless tag. Robovie is an interactive humanoid robot that
autonomously speaks, makes gestures, and moves around. With its antenna and tags, it is able
to identify individuals.

sufficient gestures to communicate effectively with humans. The sensory equipment
includes auditory, tactile, ultrasonic, and vision sensors, which allow the robot to behave
autonomously and to interact with humans. All processing and control systems, such as
the computer and motor control hardware, are located inside the robot’s body.

2.2   Person Identification with Wireless ID Tags

To identify individuals, we used a wireless tag system capable of multi-person identifi-
cation by partner robots (Detailed specification and system configuration is described in
[13]). Recent RFID (radio frequency identification) technologies have enabled us to use
contact-less identification cards in practical situations. In this study, children were given
easy-to-wear nameplates (5 cm in diameter) in which a wireless tag was embedded. A
tag (Fig. 1, lower-right) periodically transmitted its ID to the reader installed on the
robot. In turn, the reader relayed received IDs to the robot’s software system. It was
possible to adjust the reception range of the receiver’s tag in real-time by software. The
wireless tag system provided the robots with a robust means of identifying many chil-
dren simultaneously. Consequently, the robots could show some human-like adaptation
by recalling the interaction history of a given person.

Tags

Antenna



Reading Human Relationships from Their Interaction 405

2.3   Interactive Behaviors

 “Robovie” features a software mechanism for performing consistent interactive be-
haviors (detailed mechanism is described in [14]). The objective behind the design of
Robovie is that it should communicate at a young child’s level. One hundred interac-
tive behaviors have been developed. Seventy of them are interactive behaviors such
as shaking hands, hugging, playing paper-scissors-rock, exercising, greeting, kissing,
singing, briefly conversing, and pointing to an object in the surroundings. Twenty are
idle behaviors such as scratching the head or folding the arms, and the remaining 10
are moving-around behaviors. In total, the robot could utter more than 300 sentences
and recognize about 50 words.

Several interactive behaviors depended on the person identification function. For ex-
ample, there was an interactive behavior in which the robot called a child’s name if that
child was at a certain distance. This behavior was useful for encouraging the child to
come and interact with the robot. Another interactive behavior was a body-part game,
where the robot asked a child to touch a body part by saying the part’s name.

 The interactive behaviors appeared in the following manner based on some simple
rules. The robot sometimes triggered the interaction with a child by saying “Let’s play,
touch me,” and it exhibited idling or moving-around behaviors until the child re-
sponded; once the child reacted, it continued performing friendly behaviors for as long
as the child responded. When the child stopped reacting, the robot stopped the friendly
behaviors, said “good bye,” and re-started its idling or moving-around behaviors.

3   Reading Humans’ Friendly Relationships

3.1   Basic Ideas

Our approach consists of the two functions described below (Figure 2). Since humans
have friendly relationships, they behave in a group. Meanwhile, a robot induces
spontaneous group behavior with its interactive behaviors.

3.1.1   Group Behavior and Friendship
Like and dislike are two of the essential relationships among humans. Humans change
their opinions based on like and dislike relationships, which is well-known as Hei-
der’s balance theory [15]. For example, if a person’s friend has an opposing opinion,
the person would change his/her opinion to be agreeable with the friend’s opinion.
Humans establish friendship based on their mutual “like” relationships of each other.
In developmental psychology, Ladd et al. found that even children form their own
group and behave with the group based on their friendship [16]. In other words, if we
observe such a group’s behavior, we can estimate the friendships among the mem-
bers.
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3.1.2   Use of Interactive Robot to Cause Spontaneous Group Behavior
Our interactive humanoid robot Robovie autonomously interacts with humans. By
executing interactive behaviors, the robot attracts humans to interact with it; on the
other hand, humans often behave in a group, so the robot induces human group be-
haviors in front of it. As a result, the robot can recognize friendly relationships among
humans by simultaneously identifying each person in the interacting group.

We might read such friendly relationships by simply observing humans’ group be-
havior in their daily life. However, humans sometimes behave as a group because it is
necessary or required. For example, the activity “humans collaborate to carry a heavy
box” does not always indicate friendly relationships among them. Thus, we believe
that it is better to read human relationships by observing spontaneous group behavior
such as interaction with the robot. We believe that in the future robots will carry out
various communication tasks in our daily lives such as foreign language education
[17], and humans will freely interact with robots even in these applications.

3.2   Algorithm

From a sensor (in this case, wireless ID tags and receiver), the robot constantly ob-
tains the IDs (identifiers) of individuals who are in front of it. The robot continuously
accumulates its interacting time with person A (TA) and the time that person A and B
simultaneously interact with it (TAB, which is equivalent to TBA). We define the esti-
mated friendship from person A to B (Friend(A→B)) as

Friend(A→B) = if (TAB / TA > TTH),

TA = Σ if (observe(A) and (St < STH) ) ⋅ ∆t,

TAB= Σ if (observe(A) and observe(B) and (St < STH) ) ⋅ ∆t ,

where observe(A) becomes true only when the robot observes the ID of person A, if() be-
comes 1 when the logical equation inside the bracket is true (otherwise 0), and TTH is a
threshold of simultaneous interaction time. We also prepared a threshold STH, and the robot

(1)

(2)

(3)

Fig. 2.  Mechanism of reading humans’ friendly relationships. Robot identifies multiple people
in front of it simultaneously; as a result, it recognizes friendship among them, because the
robot’s interactive behaviors cause the group behavior.
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Fig. 3.  Environment of the elementary school where we installed the robot. Left figure is a
map of the environment, and right photos are scenes of the experiment.

only accumulates TA and TAB so that the number of persons simultaneously interacting at
time t (St) is less than STH (Eqs. 2 and 3). In our trial, we set ∆t to one second.

4   Experiment

We conducted a field experiment in an elementary school for two weeks with the
developed interactive humanoid robot, which was originally designed to promote
children’s English learning. As we reported in [17], the robots had a positive affect on
the children. In this paper, we use the interaction data during that trial as a test-set of
our approach to reading friendship from the children’s interaction.

4.1   Method

We performed an experiment at an elementary school in Japan for two weeks. Sub-
jects were sixth-grade students from three different classes, totaling 109 students (11-
12 years old, 53 male and 56 female). There were nine school days included in those
two weeks. Two identical robots were placed in a corridor that connects the three
classrooms (Figure 3). Children could freely interact with both robots during recesses
(in total, about an hour per day), and each child had a nameplate with an embedded
wireless tag so that each robot could identify the child during interaction.

We administered a questionnaire that asked the children to write down the names
of their friends. This obtained friendship information was collected for comparison
with the friendship relationships estimated by our proposed method.



408 T. Kanda and H. Ishiguro

Table 1: Estimation results with various parameters

coverage TTH  (simultaneously interacting time)
reliability 0.3 0.2 0.1 0.05 0.01 0.001

2 0.01 0.02 0.03 0.04 0.04 0.04
　 1.00 0.93 0.79 0.59 0.54 0.54

5 0.00 0.02 0.06 0.11 0.18 0.18
　 1.00 1.00 0.74 0.47 0.29 0.28
10 0.00 0.00 0.04 0.13 0.29 0.31
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　 - 1.00 0.74 0.46 0.23 0.20
 (‘-’ indicates that no relationships were estimated, so reliability was not calculated)

4.2   Results

4.2.1   Evaluation of Estimated Relationships with Reliability and Coverage
Since the number of friendships among children was fairly small, we focused on the
appropriateness (coverage and reliability) of the estimated relationships. This is simi-
lar to the evaluation of an information retrieval technique such as a Web search.
Questionnaire responses indicated 1,092 friendships among a total of 11,772 relation-
ships; thus, if we suppose that the classifier always classifies a relationship as a non-
friendship, it would obtain 90.7% correct answers, which means the evaluation is
completely useless. Thus, we evaluate our estimation of friendship based on reliabil-
ity and coverage, which are defined as follows.

Reliability = number of correct friendships in estimated friendships / number of

estimated friendships
Coverage = number of correct friendships in estimated friendship / number of

friendships from the questionnaire

0.0
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Fig. 4.  Illustrated estimation results with various parameters. (Each line corresponds with
the STH (2, 5, and 10). Each point of these lines corresponds with a certain TTH in Table 1.)
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Table 1 and Fig. 4 indicate the results of estimation with various parameters (STH

and TTH). In Fig. 4, random represents the reliability of random estimation where we
assume that all relationships are friendships (since there are 1,092 correct friendships
among 11,772 relationships, the estimation obtains 9.3% reliability with any cover-
age). In other words, random indicates the lower boundary of estimation. Each of the
other lines in the figure represents the estimation result with different STH, which has
several points corresponding to different TTH. There is obviously a tradeoff between
reliability and coverage, which is controlled by TTH ; STH has a small effect on the
tradeoff, S=5 mostly performs better estimation of the friendship, and S=10 performs
better estimation when coverage is more than 0.15. As a result, our method success-
fully estimated 5% of the friendship relationships with greater than 80% accuracy (at
“S=5”) and 15% of them with nearly 50% accuracy (at “S=10”).

4.2.2 Gender Effects
To verify the appropriateness of the estimation in detail, we analyzed gender effects.
We first classified the relationships into three groups: male-male, female-female, and
male-female (including both male to female and female to male). Then we calculated
the reliability and coverage for the relationships of the three groups. Table 2 and Fig.
5 show the result at S=5. The male-male and female-female groups indicate better

0.0

0.2

0.4

0.6

0.8

1.0

0.0 0.1 0.2

Coverage

R
el
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bi

lit
y_ Total (S=5)

Male-Male
Female-Female
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Random

Fig. 5.  Illustration of gender effects at STH =5. (Each point of these lines corresponds with
a certain TTH in Table 2. The plotted coverage of all groups is based on the coverage of
“total” group, which is equal to “STH =5” in Table 1.)

Table 2. Gender effect (at S=5)

reliability TTH

　 0.3 0.2 0.1 0.05 0.01 0.001
Male-Male - 1.00 0.81 0.60 0.45 0.44
Female-Female 1.00 1.00 0.80 0.61 0.43 0.41
Male-Female - - 0.20 0.03 0.01 0.01

 (‘-’ indicates that no relationships were estimated, so reliability was not calculated)
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performance than the total case, while the male-female group indicated extremely low
performance; in fact, the performance of the male-female group was lower than ran-
dom performance, because the children rarely reported friendships with the opposite
gender. We believe they might hesitate to report friendly relationships with the oppo-
site gender, which would cause the lower performance of our estimation. Meanwhile,
this also suggests the positive prospects of our approach because it might be able to
estimate friendly relationships that a subjective questionnaire cannot detect.

5   Discussion and Conclusions

We have developed an interactive robot that reads humans’ friendly relationships.
This was accomplished by the robot inducing friendly group behaviors in front of it
and simultaneously identifying multiple people. Experimental results show that our
system successfully estimated 5% of the friendly relationships (retrieved by subjec-
tive questionnaire) with greater than 80% accuracy, and 15% of them with nearly
50% accuracy. We believe that this is a reasonable performance, although the estima-
tion algorithm is very simple. In addition, the results suggest that the children hesi-
tated to answer whether they had friendly relationships with individuals of the oppo-
site gender, which agrees with our estimation. In other words, in some cases observ-
ing the children’s interaction probably leads to better acquisition of knowledge about
their friendship than a traditional subjective method. We believe that these results
demonstrate the promising potential of our approach. This ability of reading human
relationships will be essential and useful for social robots. For example, if robots can
guess human friendship relationships, they will be able to promote the relationships,
join the relationships or reconcile bullying problems.

There was a tradeoff between reliability and coverage of the estimated relation-
ships. The strict threshold for the time when people simultaneously interact resulted
in a small amount of estimation with high accuracy, whereas a moderated threshold
provided a larger amount of estimation with low accuracy. However, even if we had
moderated the threshold, we still could not estimate more than 30% of the friendship
relationships. We do not consider this as an upper limitation of estimation. Instead,
we believe the amount of data (that is, the interaction between the children and the
robot) was not sufficient for all friendships to be observed by the robot. To verify this
hypothesis, an important future work is to gather more long-term interaction data as
well as to improve the estimation accuracy by finding other effective rules.

Another concern might be the applicability of this approach. In this paper, we ap-
plied our interactive robot that behaves like a child to elementary school students. It is
not yet clear whether this approach can be extended to general society that includes
adults; we do believe, however, that if robots have the ability to keep interacting with
adults, they will even be able to estimate adults’ friendly relationships, because social
behavior during spontaneous interactions seems not to differ between children and
adults. For example, they behave in a group based on their friendships. Thus, if we
can develop an interactive robot that can interact with adults for a reasonable period
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of time, such as by giving interesting information and chattering, we can extend our
approach to more general society that includes adults.
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Recognition of Emotional States in Spoken Dialogue
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Abstract. For flexible interactions between a robot and humans, we address the
issue of automatic recognition of human emotions during the interaction such
as embarrassment, pleasure, and affinity. To construct classifiers of emotions,
we used the dialogue data between a humanoid robot, Robovie, and children,
which was collected with the WOZ (Wizard of Oz) method. Besides prosodic
features extracted from a single utterance, characteristics specific to dialogues
such as utterance intervals and differences with previous utterances were also
used. We used the SVM (Support Vector Machine) as a classifier to recognize
two temporary emotions such as embarrassment or pleasure, and the decision
tree learning algorithm, C5.0, as a classifier to recognize persistent emotion, i.e.
affinity. The accuracy of classification was 79% for embarrassment, 74% for
pleasure, and 87% for affinity. The humanoid Robovie in which this emotion
classification module was implemented demonstrated adaptive behaviors based
on the emotions it recognized.

1   Introduction

A robot should be capable of interacting naturally with humans as a social partner and
adapt its behavior according to his/her states. Emotions are important factors in
reflecting these states [9], and therefore recognizing these plays an important role in
dialogues particularly for entertainment. If a robot recognizes our emotions and
responds in adaptation to these, we may feel social and friendly, which leads to more
productive interaction.

Since speech interfaces play very important roles in human-robot interaction,
automatic speech recognition (ASR) systems have recently been incorporated into
robots for entertainment, such as pet and humanoid robots. Spoken dialogue
technologies are also being introduced into them.

However, most recent research on spoken dialogue systems has only focused on
verbal information contained in speech. Such systems, therefore, have tended to
behave uniformly with all users when the verbal content of input sentences has been
similar. Spoken dialogue, on the other hand, has many more characteristics than just
verbal information. Such nonverbal characteristics also reflect individual user
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situations. The integration of nonverbal information should be taken into
consideration to enable social interactions.

This paper focuses on emotional information, which has not been treated in
conventional spoken dialogue systems. We present a method of automatically
recognizing user's emotional states and achieving flexible dialogue based on emotions
that can be recognized.

Most conventional studies into analyzing and recognizing speaker's emotions
contained in speech have utilized prosodic features [2, 3, 8] and Kiebling et al.
reported on these in detail [4]. We furthermore adopted another feature that is
characteristics of dialogues, i.e. the interval between utterances. This is based on the
assumption that this feature represents user’s embarrassment.

We also addressed the issue of the classification without prior learning because we
wanted to apply the method to robots interacting with unknown visitors. In general, a
user’s emotions included in speech are classified by comparing features in current
utterances with those in his/her neutral states [7]. Therefore, data where a target user
can be regarded as being in his/her neutral state is needed to normalize variations
between individual users. We call the collection of data in their neutral states as prior
learning. We designed several normalization methods that did not need prior learning,
and attained comparable or better performance as a result.

There have been many classifications for human emotions such as anger, sadness,
pleasure, calmness, surprise, and disgust. Huber et al. treated anger [2] and Lee et al.
focused on negative emotions [6], to prevent customers on the telephone from
hanging up. Our goal was to attain flexible interactions in a human-robot dialogue.
We therefore focused on emotions that were important in spoken dialogue between
humans and a robot, i.e., anger, pleasure, embarrassment, and affinity.
We evaluated our method using data collected from realistic situations. Many
conventional studies have collected their data through having actors utter emotionally
[7, 11]. We used data collected from children in a science museum with the WOZ
(Wizard of Oz) method. The children's utterances were not pre-rehearsed but
spontaneous. We also implemented our emotion recognition system in an interactive
humanoid robot, Robovie [1], and achieved natural human-robot interactions.

2   Users’ Mental States in Dialogues with Robots

We focused on emotions that were important in smoothing interactions between
robots and humans. These emotions were derived after analyzing corpora that had
been obtained from children interacting with a robot using the WOZ (Wizard of Oz)
method. We specifically handled the following four emotions.

− Anger
Users are often hurt by speech recognition errors, which are unavoidable in
speech communications. Utterances when users are angry make speech
recognition even more difficult. By detecting this emotion, the system assumes
there has been some misunderstanding, and generates a response to relieve this.
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− Pleasure
If users look pleased, it is assumed that they are enjoying themselves, and the
system does not need to change the topic. It then listens further on the topic.

− Embarrassment
If a user seems embarrassed about a topic, the system may change topics.

− Affinity
There are many people who are not accustomed to talking with machines or
robots. By detecting whether users are tense, the system can take action to
alleviate this.

These emotions can be categorized into the following two according to their
properties.

• Temporary emotions
Temporary emotions vary per utterance, and affect the system's behavior during
several utterances that follow. Anger, pleasure, and embarrassment can be
categorized as temporary.

• Persistent emotions
Persistent emotions depend on individual characteristics, and therefore do not
change during one dialogue. The system's behavior is affected by the emotion
throughout the whole dialogue. Affinity is categorized as persistent.

We then classified and evaluated temporary emotions per utterance and persistent
emotions per speaker.

3   Target Data and Labeling

We used data that had been collected from visitors interacting with a robot using the
WOZ method at the Kobe Science Museum. Most subjects were children aged from
five to fifteen. The dialogue was in the form of questioning done by the robot on
several topics. There were 46 dialogues, and a total of 498 utterances by subjects. The
number of utterances ranged from ten and fifteen, and the duration of the dialogue
lasted for several minutes. Figure 1 has a simple example dialogue.

Subjective labels were annotated for the data by three annotators, such as affinity
(tense -- normal -- familiar), pleasure (pleased -- not pleased), and embarrassment
(embarrassed -- not embarrassed). We did not treat anger because there was no data
containing this emotion. This was because the data was collected with the WOZ

Table 1. Results of labeling for embarrassment and pleasure per utterance 

Embarrassment Pleasure Annotator Embarrassed Not Embarrassed Pleased Not pleased 
A 81 417 193 305 
B 67 431 72 426 
C 76 422 168 330 

Agreement 36 405 47 251 
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method, and speech recognition errors had not occurred there. Annotators judged
pleasure and embarrassment, which were temporary emotions, for every utterance.
Affinity was determined for each dialogue. Table 1 lists the results of labeling for
pleasure and embarrassment by the three annotators (A, B, and C in Table 1). Table 2
is for affinity, which was determined by a single annotator for the 46 dialogues.

As we can see in Table 1, there were differences between the annotators. This means
that impressions created by an utterance differ, and our aim was to recognize
emotions that could be judged similar. We therefore used utterances for which the
three annotators had given same labels in the experiment and evaluation that
followed.

Table 2. Results of labeling for affinity per dialogue 

Affinity 
Familiar Normal Tense Total 

17 21 8 46 

 

R: Hi. 
U: Hi. 
R: I am Robovie. Who are you? 
U: I am Natsuko. 
R: Oh, your name is Natsuko. How old are you? 
U: Seven. 
R: Seven years old. Are you a second grader? 
U: Yes. Ha... How do you know that? 

(The subject is identified as pleased.) 
R: Do you like your school? 

(Asking the same topic further.) 
U: Yes. 
R: What is interesting at the museum today? 
U: Well ... That is ... 

(The subject is identified as embarrassed.) 
R: OK, I will change the topic. Do you like me? 

(Changing the topic.) 
U: Yes, I do. 
R: Good!! 

Fig. 1. Example dialogue between subjects and robot by WOZ (R: robot, U: user) 
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4   Automatic Classification of Users’ Emotions

We now describe the automatic classification method of a user's emotions from
his/her utterances. Although previous studies [7] needed prior learning where the
characteristics of target users had been obtained beforehand, we used a method
without the prior learning.

Fig. 2. Flowchart for system

Figure 2 is a flowchart for the system. It classifies a user's mental states from
features contained in his/her speech. The classified mental states consist of temporary
and persistent emotions as described in Section 2. User utterances are also transcribed
by a speech recognizer. The next action is determined based on temporary emotions
and the speech recognition results. The global strategy also changes based on the
persistent emotion. Classification results and features of previous utterances are also
taken into account as a history in addition to the features of the current utterance.

We used prosodic features that had been mentioned in many previous studies [2, 3,
4, 8], and the one we adopted can be listed as follows.

− Maximum F0 value
− Initial F0 value (onset)
− Average F0
− Difference between maximum and minimum F0
− Maximum power
− Average power
− Duration of utterance
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Since we aimed at applying this method to robots interacting with unknown
visitors, we could not normalize current utterances using values when users were
calm. We therefore used another feature and normalization methods that were
characteristic of dialogue, where the sequences of utterances were available.
Specifically, we took the interval between the previous and current utterances, the
difference of each feature with previous utterances, and normalization using the initial
utterance of the dialogue into account.

• Difference between previous utterance and its normalization by current
utterance
The absolute values of features cannot be compared directly because they are
individual. However, the differences between features are not affected by
individuality, comparatively speaking. We considered both the differences and
those normalized by features of the current utterance for each dimension.

• Normalization based on initial utterance
We also normalized features of current utterances using those of initial
utterances in the dialogue. This was based on the assumption that users at the
beginning of the dialogue would be at their calmest.

We consequently adopted 29 feature values that consisted of the above seven
features themselves and three operations (difference from previous utterance,
difference normalized by current utterance, and normalization by initial utterance) for
each of the seven features, and the interval between utterances. The interval was
defined as the time between the end of the previous utterance and the beginning of the
current utterance. We used the decision tree learning algorithm C5.0 [10] and the
Support Vector Machine (SVM) [12] as classifiers. The linear kernel function was
adopted for the SVM because there was not that much data.

5   Experiments and Evaluation

5.1   Experimental Conditions

We evaluated our method with the data described in Section 3, and the experiments
were carried out with 10-fold cross validation. A process, where one tenth of all the
data was used as the test data and the remainder was used as the training data, was
repeated ten times, and the average accuracy was computed. We randomly changed
the way the data was divided ten times, and computed the accuracy. The result
obtained was averaged from a total of 100 calculations. The experiment for affinity
was carried out by 5-fold cross validation because little data was available. To smooth
out the unbalanced distribution of labels, we also introduced a cost corresponding to
the reciprocal ratio of the number of samples in each class. This cost meant that the
accuracy was computed under conditions where the number of samples was same for
all classes.
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5.2   Temporary Emotions (Embarrassment, Pleasure)

We will first describe the experimental evaluations we did on temporary emotions
such as embarrassment and pleasure. As a baseline, we calculated the average values
for utterances that were labeled as not having each emotion in the corpus, and
normalized features of current utterances with this average. This baseline method
corresponded to previous studies where features had been normalized by an utterance
when users were calm that had been collected beforehand.
We calculated accuracy for the following conditions:

− Using both differences with the previous utterance and those normalized by
the current utterance

− Using normalization based on the initial utterance
− Using the interval between utterances

We also calculated accuracy where all these 29 features were used.

Table 3 lists classification accuracy made by the decision tree trained by the C5.0
[10]. Classification accuracy was 69.0% for embarrassment, which was better than
with the baseline method, which is equivalent to doing prior learning. The interval
between utterances often appeared in the higher parts of the decision tree for
embarrassment. This meant the feature was effective in classifying embarrassment,
and was independent of the other features as it improved accuracy by being used
together with them. There were no dominant features for pleasure.

Table 4 lists the classification accuracy obtained with the SVM [12]. We attained
an accuracy of 79.0% for embarrassment and 73.6% for pleasure, which exceeded
those with the baseline method. We analyzed significant features in classifying

Table 3. Classification accuracy for embarrassment and pleasure (decision tree) 

Accuracy (%) Embarrassment Pleasure 
Normalization by calm utterances (baseline) 63.1 66.9 
Difference normalized by current utterances 59.3 66.3 

Normalized by initial utterances 66.3 68.0 
Using interval between utterances 66.4 68.8 

Using all features 69.0 66.8 

 

Table 4. Classification accuracy for embarrassment and pleasure (SVM) 

Accuracy (%) Embarrassment Pleasure 
Normalization by calm utterances (baseline) 73.5 71.8 
Difference normalized by current utterances 78.3 73.6 

Normalized by initial utterances 75.4 72.9 
Using interval between utterances 76.6 72.5 

Using all features 79.0 71.9 
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emotions by calculating accuracy where features were removed one by one. Features
that played an important role in classifying embarrassment were maximum value of
power, average F0, and intervals between utterances. The maximum value of power
and its average were effective in classifying pleasure.

Since our method obtained higher accuracy than the baseline, which needed prior
learning, the features and operations we propose are appropriate in classifying
emotions without prior learning.

5.3   Persistent Emotions (Affinity)

Let us now describe the experiment for affinity, which is a persistent emotion. Since a
persistent emotion does not change greatly per utterance, we used the values for the
seven prosodic features listed in Section 4 and the intervals between utterances.

A persistent emotion needs to be detected in the early stages of dialogue because it
affects the global strategies that the system follows throughout the dialogue. We
therefore calculated averages of the features for the first, first two, and first three
utterances, and used them as features values in classification.

Classification was done with the decision tree (C5.0). We did not use the SVM
because there was insufficient data for learning. The classification accuracy was
calculated both for three classes (tense – normal – familiar) and for two classes: tense
and others. This was because recognizing whether users were tense was more
important in the dialogues.

Table 5 lists the classification accuracy for affinity. We attained an accuracy of
87% in classifying the two classes. The maximum value of power was effective in the
classification.

6   Implementation in Robot

We installed the proposed classification module into a robot, Robovie, which was
developed by ATR Intelligent Robotics and Communication Laboratories [1]. It was
equipped with a number of sensors and movement mechanisms, and it communicated
and interacted with humans through speech and gestures.

Table 5. Classification accuracy for affinity (C.5.0) 

 
Accuracy for 

three classes (%)
Accuracy for 

two classes (%) 
Average for first utterance 44 66 

Average for first two utterances 57 87 
Average for first three utterances 56 79 
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We used Julian [5], which had been developed at our laboratory, for speech
recognition. It decoded human speech into transcriptions using a specified grammar
as a linguistic constraint. To reduce speech recognition errors, we restricted the
vocabulary by preparing grammars and dictionaries for each state corresponding to
system questions. The questions were deliberated to narrow down next user’s
responses. Stationary noise was removed by spectral subtraction.

 

Fig. 3. Conversation with Robovie 

R: Hello.
U: Hello.
R: Where are you from?
U: I come from Nagoya.

(Change next action through detected emotions)
R: Where is that?

[In case of pleasure]
R: Is it near or near? (Pursue the topic)
U: It is far from here.
R: You took a lot of trouble to come

here,
　     didn’t you?

R: I come from ATR.

[In case of embarrassment]
R:  I come from ATR.

(Avoid pursuing the topic)

… …
R: Do you think I am pretty?
U: Yes, you are.

(Change next action by detected emotions)
R: I am very glad to hear that.

[In case of pleasure]
R: Which part of mine is pretty?

(Pursue the topic)
U: All.
R: All? Yeah!

[In case of embarrassment]
R: Let's shake hands?

(Change the topic)
U: O.K.

Fig. 4. Example dialogue with proposed models
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Temporary emotions were classified by the SVM for every utterance, and persistent
emotions were classified by decision trees that were trained by the C5.0 through the
initial two utterances in the dialogues. Figure 3 is a photograph of a conversation
between Robovie and a human subject. Figure 4 has an example dialogue.

7   Conclusion

We addressed the issue of flexible interactions between robots and humans, and
investigated emotions such as embarrassment, pleasure, and affinity. The emotions
were categorized into temporary emotions that changed per utterance and persistent
emotions that did not change during dialogues. Conventional studies have needed
prior learning to collect utterances in which users were calm. We, on the other hand,
proposed the use of intervals between utterances and several operations that were
specific to dialogue, such as calculating the differences between previous utterances
and normalizing these using initial utterances. This enabled us to classify emotions
without prior learning.

We also installed a classification module into a real robot. It changed its behavior
according to emotions it recognized. Our future work will include evaluation of
generated behaviors taking various experimental conditions and user characteristics
into consideration.

Acknowledgements. The authors are grateful to Professor Hiroshi Ishiguro and Dr.
Takayuki Kanda of ATR-IRC for their help in installing the emotion classification
module into Robovie.
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Abstract. Behavior or Appearance? This is fundamental problem in robot de-
velopment. Namely, not only the behavior but also the appearance of a robot
influences human-robot interaction. There is, however, no research approach to
tackling this problem. In order to state the problem, we have developed an an-
droid robot that has similar appearance as humans and several actuators gener-
ating micro behaviors. This paper proposes a new research direction based on
the android robot.

1   Introduction

In recent years, there has been much research and development of intelligent partner
robots that can interact with humans in daily life, such as Sony AIBO and Honda
ASIMO. In this research, communication between the robots and humans is empha-
sized in contrast to industrial robots performing specialized tasks. Meanwhile, the
intelligence of a robot is a subjective phenomenon that emerges during human-robot
interaction. It is, therefore, indispensable to reveal a principle of human-robot and
human-human communication, that is, a principle of interaction for developing a
partner robot and realizing its intelligence.

Some researchers have tackled this problem. For example, Kanda et al. [1] and
Scheeff et al. [2] evaluated how the behavior of their robots affects human-robot
interaction by observing their interaction. These works have gradually revealed the
effects of robot behavior on human-robot interaction. There is, however, a possibility
that robotic appearance distorts our interpretation of its behavior. The appearance of
the robot is essentially one of its functions; therefore, the effect of appearance must
be evaluated independently. It is generally difficult to isolate the effects of a robot’s
behavior from those of the robot’s appearance which is dissimilar from humans. One
way to discriminate is developing a robot whose appearance is the same as humans.

Verwendete Distiller 5.0.x Joboptions
Dieser Report wurde automatisch mit Hilfe der Adobe Acrobat Distiller Erweiterung "Distiller Secrets v1.0.5" der IMPRESSED GmbH erstellt.
Sie koennen diese Startup-Datei für die Distiller Versionen 4.0.5 und 5.0.x kostenlos unter http://www.impressed.de herunterladen.

ALLGEMEIN ----------------------------------------
Dateioptionen:
     Kompatibilität: PDF 1.3
     Für schnelle Web-Anzeige optimieren: Nein
     Piktogramme einbetten: Nein
     Seiten automatisch drehen: Nein
     Seiten von: 1
     Seiten bis: Alle Seiten
     Bund: Links
     Auflösung: [ 2400 2400 ] dpi
     Papierformat: [ 595 842 ] Punkt

KOMPRIMIERUNG ----------------------------------------
Farbbilder:
     Downsampling: Ja
     Berechnungsmethode: Bikubische Neuberechnung
     Downsample-Auflösung: 300 dpi
     Downsampling für Bilder über: 450 dpi
     Komprimieren: Ja
     Automatische Bestimmung der Komprimierungsart: Ja
     JPEG-Qualität: Maximal
     Bitanzahl pro Pixel: Wie Original Bit
Graustufenbilder:
     Downsampling: Ja
     Berechnungsmethode: Bikubische Neuberechnung
     Downsample-Auflösung: 300 dpi
     Downsampling für Bilder über: 450 dpi
     Komprimieren: Ja
     Automatische Bestimmung der Komprimierungsart: Ja
     JPEG-Qualität: Maximal
     Bitanzahl pro Pixel: Wie Original Bit
Schwarzweiß-Bilder:
     Downsampling: Ja
     Berechnungsmethode: Bikubische Neuberechnung
     Downsample-Auflösung: 2400 dpi
     Downsampling für Bilder über: 3600 dpi
     Komprimieren: Ja
     Komprimierungsart: CCITT
     CCITT-Gruppe: 4
     Graustufen glätten: Nein

     Text und Vektorgrafiken komprimieren: Ja

SCHRIFTEN ----------------------------------------
     Alle Schriften einbetten: Ja
     Untergruppen aller eingebetteten Schriften: Nein
     Wenn Einbetten fehlschlägt: Warnen und weiter
Einbetten:
     Immer einbetten: [ /Courier-BoldOblique /Helvetica-BoldOblique /Courier /Helvetica-Bold /Times-Bold /Courier-Bold /Helvetica /Times-BoldItalic /Times-Roman /ZapfDingbats /SMinionPlus-Regular /Times-Italic /Helvetica-Oblique /Courier-Oblique /Symbol ]
     Nie einbetten: [ ]

FARBE(N) ----------------------------------------
Farbmanagement:
     Farbumrechnungsmethode: Farbe nicht ändern
     Methode: Standard
Geräteabhängige Daten:
     Einstellungen für Überdrucken beibehalten: Ja
     Unterfarbreduktion und Schwarzaufbau beibehalten: Ja
     Transferfunktionen: Anwenden
     Rastereinstellungen beibehalten: Ja

ERWEITERT ----------------------------------------
Optionen:
     Prolog/Epilog verwenden: Nein
     PostScript-Datei darf Einstellungen überschreiben: Ja
     Level 2 copypage-Semantik beibehalten: Ja
     Portable Job Ticket in PDF-Datei speichern: Nein
     Illustrator-Überdruckmodus: Ja
     Farbverläufe zu weichen Nuancen konvertieren: Ja
     ASCII-Format: Nein
Document Structuring Conventions (DSC):
     DSC-Kommentare verarbeiten: Ja
     DSC-Warnungen protokollieren: Nein
     Für EPS-Dateien Seitengröße ändern und Grafiken zentrieren: Ja
     EPS-Info von DSC beibehalten: Ja
     OPI-Kommentare beibehalten: Nein
     Dokumentinfo von DSC beibehalten: Ja

ANDERE ----------------------------------------
     Distiller-Kern Version: 5000
     ZIP-Komprimierung verwenden: Ja
     Optimierungen deaktivieren: Nein
     Bildspeicher: 524288 Byte
     Farbbilder glätten: Nein
     Graustufenbilder glätten: Nein
     Bilder (< 257 Farben) in indizierten Farbraum konvertieren: Ja
     sRGB ICC-Profil: sRGB IEC61966-2.1

ENDE DES REPORTS ----------------------------------------

IMPRESSED GmbH
Bahrenfelder Chaussee 49
22761 Hamburg, Germany
Tel. +49 40 897189-0
Fax +49 40 897189-71
Email: info@impressed.de
Web: www.impressed.de

Adobe Acrobat Distiller 5.0.x Joboption Datei
<<
     /ColorSettingsFile ()
     /AntiAliasMonoImages false
     /CannotEmbedFontPolicy /Warning
     /ParseDSCComments true
     /DoThumbnails false
     /CompressPages true
     /CalRGBProfile (sRGB IEC61966-2.1)
     /MaxSubsetPct 100
     /EncodeColorImages true
     /GrayImageFilter /DCTEncode
     /Optimize false
     /ParseDSCCommentsForDocInfo true
     /EmitDSCWarnings false
     /CalGrayProfile ()
     /NeverEmbed [ ]
     /GrayImageDownsampleThreshold 1.5
     /UsePrologue false
     /GrayImageDict << /QFactor 0.9 /Blend 1 /HSamples [ 2 1 1 2 ] /VSamples [ 2 1 1 2 ] >>
     /AutoFilterColorImages true
     /sRGBProfile (sRGB IEC61966-2.1)
     /ColorImageDepth -1
     /PreserveOverprintSettings true
     /AutoRotatePages /None
     /UCRandBGInfo /Preserve
     /EmbedAllFonts true
     /CompatibilityLevel 1.3
     /StartPage 1
     /AntiAliasColorImages false
     /CreateJobTicket false
     /ConvertImagesToIndexed true
     /ColorImageDownsampleType /Bicubic
     /ColorImageDownsampleThreshold 1.5
     /MonoImageDownsampleType /Bicubic
     /DetectBlends true
     /GrayImageDownsampleType /Bicubic
     /PreserveEPSInfo true
     /GrayACSImageDict << /VSamples [ 1 1 1 1 ] /QFactor 0.15 /Blend 1 /HSamples [ 1 1 1 1 ] /ColorTransform 1 >>
     /ColorACSImageDict << /VSamples [ 1 1 1 1 ] /QFactor 0.15 /Blend 1 /HSamples [ 1 1 1 1 ] /ColorTransform 1 >>
     /PreserveCopyPage true
     /EncodeMonoImages true
     /ColorConversionStrategy /LeaveColorUnchanged
     /PreserveOPIComments false
     /AntiAliasGrayImages false
     /GrayImageDepth -1
     /ColorImageResolution 300
     /EndPage -1
     /AutoPositionEPSFiles true
     /MonoImageDepth -1
     /TransferFunctionInfo /Apply
     /EncodeGrayImages true
     /DownsampleGrayImages true
     /DownsampleMonoImages true
     /DownsampleColorImages true
     /MonoImageDownsampleThreshold 1.5
     /MonoImageDict << /K -1 >>
     /Binding /Left
     /CalCMYKProfile (U.S. Web Coated (SWOP) v2)
     /MonoImageResolution 2400
     /AutoFilterGrayImages true
     /AlwaysEmbed [ /Courier-BoldOblique /Helvetica-BoldOblique /Courier /Helvetica-Bold /Times-Bold /Courier-Bold /Helvetica /Times-BoldItalic /Times-Roman /ZapfDingbats /SMinionPlus-Regular /Times-Italic /Helvetica-Oblique /Courier-Oblique /Symbol ]
     /ImageMemory 524288
     /SubsetFonts false
     /DefaultRenderingIntent /Default
     /OPM 1
     /MonoImageFilter /CCITTFaxEncode
     /GrayImageResolution 300
     /ColorImageFilter /DCTEncode
     /PreserveHalftoneInfo true
     /ColorImageDict << /QFactor 0.9 /Blend 1 /HSamples [ 2 1 1 2 ] /VSamples [ 2 1 1 2 ] >>
     /ASCII85EncodePages false
     /LockDistillerParams false
>> setdistillerparams
<<
     /PageSize [ 595.276 841.890 ]
     /HWResolution [ 2400 2400 ]
>> setpagedevice



Development of an Android Robot for Studying Human-Robot Interaction         425

This paper proposes a new research direction to tackle a fundamental problem of a
robot behavior and appearance using a robot called an android which has similar
appearance to humans. To state the problem, we form a fundamental hypothesis about
the effect of a robot’s behavior and appearance using existing knowledge gained from
research or practical experience. Moreover, we design experiments using the devel-
oped android. This research is currently in progress and only preliminary experimen-
tal results have been obtained. In this paper we describe the hypotheses and the de-
veloped android, and finally present brief results of preliminary experiments.

The rest of paper is organized as follows. Section 2 and 3 describe our research
objective and hypotheses. Section 4 introduces the android robot developed for this
research. Section 5 shows brief results of the experiments to observe behavior of
subjects while interacting with the android. Finally, Section 6 presents conclusions.

2   Purpose and Approach

Our goal is to create a design methodology of robot behavior and appearance to real-
ize natural communication between robots and humans. Our approach is to form a
hypothesis about the effects of behavior and appearance on interaction and examine
the hypothesis in a psychological experiment.

Kanda et al. [1] investigated the effects of interactive behavior using a humanoid
robot named “Robovie” [3]. It is, however, possible that the results depend on the
appearance of Robovie because its robotic appearance influences the interaction. In
the psychological field, Johnson et al. [4] reported that infants followed the gaze of a
novel object that had facial features and contingent interactivity and did not follow an
object that did not have facial features or contingent interactivity. According to this
evidence, it is clear that the effect of a robot’s appearance cannot be ignored.

There is a bottom-up approach to tackle the “behavior versus appearance prob-
lem,” in which the interaction is evaluated while incrementally enhancing the behav-
ior or appearance of the robot. However, there is also a top-down approach, in which
we initially build a robot which has the same motion and appearance as humans and
evaluate the interaction while removing some aspect of behavior or appearance.

To employ the later approach, we introduce an android robot that has a similar ap-
pearance as humans. McBreen and Jack [5] evaluated some human-like agents which
were created from human photorealistic images in an e-retail application (a home
furnishings service). The results show that the conversation with the video agent is
thought to be more natural than the conversation with the other agent (e.g., a 3-D
talking head, a still image with facial expressions, and a still image). This work sug-
gests that the close resemblance to humans removes the effect of the robot‘s dissimi-
lar appearance and enables an investigation purely of the effect of behavior. Com-
paring the results with the android and other humanoid robots, the effects of behavior
and appearance are extracted independently.
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In traditional robot research, the design of a robot appearance has been entrusted to
an artistic designer and not had an engineering meaning. However, the robot’s ap-
pearance can be designed based on the engineering methodology from our result.

In this research, it is necessary to evaluate human behavior in the interaction with
the android. There are qualitative and quantitative methods to evaluate. Kanda et al.
[6] employed a qualitative method by measuring the psychological attitudes of people
using the semantic differential method (SD). However, it is difficult to prepare oppo-
site pairs of adjectives in a questionnaire to obtain a result that is explicable.

Some researchers quantitatively evaluate human behaviors. For example, Matsuda
et al. [7] investigated the brain activities of people who were playing a video game
using Near-Infrared Spectroscopy (NIR). Kanda et al. [8] quantitatively evaluated
behaviors of people who were in communication with Robovie using the motion
capture system and eye mark recorder. According to these studies, we employ the
quantitative method using a motion capture system and eye mark recorder.

3   Hypotheses about Appearance and Behavior

Mori [9] mentioned the relationship between familiarity and similarity of robot ap-
pearance and motion to humans. Familiarity of a robot increases with its similarity of
appearance and motion until a certain point, when a subtle imperfection of the ap-
pearance and motion becomes repulsive (Fig. 1). This sudden drop is called an “un-
canny valley.” In the figure, appearance and motion are evaluated on the same axis. It
is, however, not always the case that they are evaluated in the same manner.

We hypothesize that robot’s appearance and behavior independently influence
human-robot interaction. Namely, an identical behavior can differently influence if
the appearances are different. With respect to robot’s appearance, our hypothesis is
the following:
− The evaluation of interaction increases with similarity of robot’s appearance. At

the point of closely resemblance to humans, there is a valley like “uncanny valley”
as shown in Fig. 2 (a). The depth of the valley decreases with complexity of ro-
bot’s behavior.

Fig. 1.  Uncanny valley
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Goetz et al. [10] proposed the “matching hypothesis” that the appearance and so-
cial behavior of a robot should match the seriousness of the task and situation and
examined it in a psychological experiment with the Nursebot robot, “Pearl.” The
result suggests that human-like behavior does not always make a good impression and
that the robot’s appearance determines what behavior is appropriate. We hypothesize
that there is a synergy effect of a robot’s appearance and behavior.
− The evaluation increases with the complexity of the robot’s behavior. At the point

of matching robot’s appearance, there is a synergy effect of appearance and be-
havior shown as a peak in Fig. 2 (b).
Synthesizing two hypotheses, the evaluation of interaction is qualitatively repre-

sented as Fig. 2 (c). The robot’s uncanny appearance is mitigated by its behavior if
the behavior closely resembles that of humans.

Fig. 2. There are two factors that influence interaction: behavior and appearance. (a) An
evaluation of interaction plotted against similarity of appearance. There is uncanny valley.
(b) An evaluation plotted against complexity of behavior. There is a peak means synergy
effect of appearance and behavior. (c) Synthesized evaluation. There are two features: “un-
canny valley” and “synergy hill.” Actually, each variable cannot be represented in one axis.
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Many factors influence the complexity of behavior. One of them is emotion. In
general, one feels frustration in communicating with a person who keeps a straight
face. It seems uncontroversial to assume that emotional behavior including facial
expressions is human-like behavior. Fig. 3 shows the hypothesis about the complexity
of behavior. A simple motion empty of meaning is less complexity, and a subtle
emotional gesture and facial expression have high complexity and similar to human
behavior.

In the above, we focus on the attributes of a robot. The attributes of a person (e.g.,
age and gender) interacting with a robot influence the interaction. To compare a sub-
ject’s reaction at different ages, a couple of infants less than 13-months old and pre-
school children from three to five years old directed toward the developed android.
As a result, infants seemed to be attracted by the android. However, children were
afraid of the android at a glance and unwilling to face it. The behavior of children is
explained in terms of Mori’s “uncanny valley.” The result suggests that the uncanny
valley seems to change owing to person’s age. With respect to person’s age, we hy-
pothesize as follows:

− The uncanny valley becomes the deepest in early childhood and shallower in
adulthood.

− A synergy hill (see Fig. 2) becomes the steepest at younger children and smoother
at adults.

Fig. 4 illustrates the hypothesis. We will next form hypothesis about other attributes.

Fig. 3. Hypothesis about complexity of behavior. Subtle emotional behaviors including facial
expressions are human-like behaviors.

Fig. 4. Hypothesis about person’s age.
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4   The Developed Android Robot

Fig. 5 shows the android robot named “Repliee R1” that is developed as a prototype.
To make the appearance closely resemble humans, we made a mold of a girl, and we
carefully chose a kind of silicon that would make the skin feel human-like. The ap-
pearance is a five-year-old Japanese girl. The prototype has nine DOFs in the head
(five for the eyes, one for the mouth and three for the neck) and many free joints to
make a posture. The actuators (motors) are all embedded inside the body.

The touch sensor used in the android is a strain rate force sensor. The mechanism
is similar to human touch insofar as it detects touch strength while the skin is de-
forming. The android has four touch sensors under the skin of the left arm (Fig. 7).
Only four sensors can measure the touch strength all over the surface of the left arm.
These tactile sensors enable various touch communications.

The android shown above is developed as a prototype. In the future, we will im-
plement an android with the same number of joints as humans, tactile sensors cover-
ing the whole body, vision sensors, and auditory sensors.

  

Fig. 6. The skeleton of the android.

Fig. 5. The developed android robot named “Repliee R1.” Left: External appearance. Upper
Right: Head appearance. Lower right: Head appearance with eyes closed.
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5   Preliminary Experiment

5.1   Study of Gaze Behavior

For a quantitative evaluation of interaction, we investigated eye motion of people
during a conversation with the android. An evaluation of semi-unconscious behavior
such as eye motion can reveal facts that do not appear in qualitative evaluations, such
as a questionnaire test. We predicted that gaze behavior would vary owing to the
similarity of a robot’s appearance and the complexity of its behavior during commu-
nication. To test the prediction, three types of actors (interlocutors) were prepared:
(A1) a human girl, (A2) the android with eye, mouth, and neck motions, (A3) the still
android. The girl was a five-year-old Japanese girl and was not shy with strangers.
Subjects were 18 Japanese undergraduate and graduate students. There were 10 males
and 8 females. A subject had a brief conversation with each actor in random order
with replacements except excluding. To control the conversation, we designed the
following script.

Conversation Script (an English translation)
Actor: Hi, I’m [name].
Subject: [answers]
Actor: Let’s play together! I’ll give you a quiz. Are you ready?
Actor: What is a word starting with [any alphabetic character]?
Subject: [answers]
Actor: That’s right! Well, what is a word starting with [any alphabetic character]?
Subject: [answers]
Actor: No! Well, then, what is a word starting with [any alphabetic character]?
Subject: [answers]
Actor: That’s right! That was fun! Bye-bye!

This is only a sample script. The order of the robot’s positive and negative re-
sponses may differ. The conversation was held in a small room partitioned by a cur-
tain (Fig. 8.) The experimenter behind the curtain controlled reactions of the android.
A speaker produced the prerecorded voice of the android. A2 moved its mouth while

Fig. 7. Skin, inside body, and tactile sensors. Space between skin and skeleton is filled with
urethane foam, which can be replaced with other mechanism.
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talking and sometimes blinked and moved its neck, but A3 was stationary even when
it was talking.

An eye mark recorder (NAC EMR-8) measured the eye motion with the rate of 30
Hz. We defined a gaze fixation as a gaze fixed for more than four frames (133 msec)
and counted the frequency that the subject fixated on the actor’s eyes (including gla-
bella), nose and mouth in each conversation. At the end of the experiment, the subject
answered an open questionnaire about his or her impression of the actor.

5.2   Results

Fifty-four conversations (18 subjects ×  3 actors) in total were held. Ten data were
omitted owing to much detection error. Table 1 shows the mean frequencies of the
subjects’ fixation falling on the actors’ eyes, nose, and mouth. A one way ANOVA
showed that there was a significant difference (F =3.32, p < 0.05) between actors with
respect to the frequency of fixation falling on the eyes and no significant difference
with respect to the nose and mouth. Furthermore, a t-test showed that there were sig-
nificant differences between A1 and A2 (t = 3.10, p < 0.005) and A1 and A3 (t = 2.45,
p < 0.05) with respect to eyes. Fig. 9 shows the distributions of fixation points that
fell on the face of the android and girl. Brighter points indicate high frequency of
fixation.

The result shows that subjects look at the android’s eyes more frequently than
girl’s, although Japanese people tend to avoid eye contact owing to cultural reasons
[11]. The subject’s mental state may explain differences in gaze behavior [12, 13].
One possibility is to assume that the subjects tried to achieve mutual understanding.
Many subjects felt artificiality of the android’s eye movement rather than mouth

Fig. 8. Experimental room. A subject mounting an eye mark recorder has a brief conversation
with the android (Left) and the girl (Right.)

Table 1. Mean frequencies of fixation per second (standard deviations in parentheses).

A1 A2 A3
Eyes 0.30 (0.059) 0.92 (0.57) 0.82 (0.52)
Nose 0.085 (0.013) 0.15 (0.016) 0.13 (0.016)

Mouth 0.0014 (3.2×10-6) 0.0029 (1.3×10-5) 0.0017 (4.7×10-6)
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movement. It was found from the result that how subject’s gaze at the android, espe-
cially at its eyes, differs from that at humans. This result is important, because it is
possible that the difference in the effect of the robot’s appearance and behavior on
human-robot communication is evaluated by measuring the participant’s gaze point
as well as the subjects’ gaze point in human-human communication. A human gaze is
a semi-unconscious behavior and reflects a hidden factor which cannot be self-
reported. It is expected that measuring gaze behavior would find an effect of a robot’s
appearance and behavior that would not appear in the answers to a questionnaire.

5.3   Discussion

We predicted that there was a difference in the subjects’ gaze behavior between A2
and A3. Contrary to our prediction, there was no significant difference. The result
showed that the random eye lids and neck motion and mouth motion synchronized
with voice did not influence the conversation with the android. It is considered that
the experiment was lacking in some assumptions. This section discusses further hy-
potheses about the android’s appearance and behavior from the observations of gaze
behavior and answers to the questionnaire.

Uncanny valley
Many subjects mentioned that artificiality of the android’s appearance, behavior and
imbalance between appearance and behavior on the questionnaire. The artificiality of
eye motion in particular may cause an increase in the number of fixations on the an-
droid’s eyes. Furthermore, the high frequency of fixation could represent the uncanny
valley shown in Fig. 2. To examine this prediction, it is necessary to ascertain
whether subjects provide fewer fixations on a robot that has robotic appearance, such
as ASIMO. We hypothesize that the frequency of fixation represents the evaluation of
communication, and the evaluation varies inversely with the frequency.

Eye contact
Some subjects mentioned that they could not make eye contact with the android. It is
considered that the lack of eye contact causes the uncanniness. Some psychological

Fig. 9. Distribution of fixation point fell on the girl (Left), android A2 (Middle) and android
A3 (Right). Brighter point means high frequency of fixation.
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researchers show that eye contact can serve a variety of functions (e.g., [12, 13]) in
human-human communication. It is estimated that eye contact and the android’s ap-
pearance work synergistically to enhance communication. To ascertain this, we will
compare with a robot that has a robotic appearance and no eye contact behavior.

Contingent motion
One subject answered that the android with motion (A2) was more uncanny than the
still android (A3) because the motion was not contingent. Another subject mentioned
that repeating same behavior of the android was unnatural. It is possible that the lack
of the contingent android’s motion (A2) made no difference between A2 and A3 in the
result. As described in section 2, a contingent motion of nonhuman object varies an
infant’s attitude [4]. It is estimated that a contingent motion of the android provides
an effect that works in synergy with its human-like appearance.

Involuntary waving motion
One subject mentioned that it was uncanny that the android (A2) was moving only the
head though human interlocutor (A1) was always moving the whole body slightly.
Miyashita and Ishiguro [14] showed that the slight involuntary waving motion of a
humanoid robot makes its behavior more natural. It is quite likely that a slight invol-
untary waving motion of the whole body seems animate living. To state that the in-
voluntary motion provides a synergy effect, however, it is necessary to compare the
android and other robots.

Habituation effect
All the subjects in the experiment were only those who saw the android for the first
time. In other words, they were not familiar with the android yet; therefore, the ha-
bituation effect cannot be ignored. Some subject answered that they were surprised at
the android in the first conversation but familiar with it in the second conversation.
All of their gaze behavior showed that the frequency with which fixation fell on the
android’s eyes in the second conversation decreased from that of the first conversa-
tion. Habituation to the android seems to change the interaction. In section 3, we
hypothesized that person’s age changes the human-robot interaction. We must, how-
ever, investigate the short-term (order of minutes or hours) change of interaction.

6   Conclusion

This paper has proposed a new research direction based on the android robot to reveal
a principle of human-robot interaction. An evaluation of this interaction is impeded
by the difficulty of isolating the effect of behavior from that of appearance. The ap-
pearance of the android, however, may decrease the effect of robot appearance. Fur-
thermore, this research gives a methodology for robot design, which had previously
been entrusted to an artistic designer.

This paper has shown the fundamental hypotheses about the effects of robot be-
havior and appearance on human-robot interaction and the preliminary experiments to
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observe human reactions to the android. We are still in the progress of forming more
detailed hypotheses and designing experiments.
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Abstract. This paper describes interactive learning between human subjects
and robot using the dynamical systems approach. Our research concentrated on
the navigation system of a humanoid robot and human subjects whose eyes
were covered. We used the recurrent neural network (RNN) for the robot con-
trol. We used a “consolidation-learning algorithm” as a model of hippocampus
in brain. In this method, the RNN was trained by both a new data and the re-
hearsal outputs of the RNN, not to damage the contents of current memory. The
proposed method enabled the robot to improve the performance even when
learning continued for a long time (open-end). The dynamical systems analysis
of RNNs supports these differences.

1   Introduction

Many kinds of the mechanical systems that cooperate with human beings have re-
cently been studied in efforts to improve task performance and the mental impression
of the persons using the system. A humanoid robot, for example, will not only have to
help people work but also have to establish a new relationship with people in daily
life.

We focused on interactive learning between a human operator and a robot system,
in a fundamental form to design natural human-robot collaboration. It consists of the
robot system, which learns the task including a human operator, and the human, who
learns the task including the robot system. It is usually difficult to stabilize the system
for a long period of time of operation because the mutual adaptation in such coupled
and nested systems between humans and robots tends to generate quite complex dy-
namics. One of the difficult and interest an issue of such an open-end interaction is an
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incremental learning because robots have to continue to adapt humans who change
motion strategies every time. However, the incremental learning of machine is gener-
ally difficult especially when there are contradictions between a new learning data
and current memories.

Although there have already been some studies of learning systems in man-
machine cooperation [1][2], most of them only focused on short period operations in
which the cooperation relation between the person and the machine is organized.
Therefore, they did not discuss important aspects such as the mutual interaction after
the relation organization, the collapse and modification of the relation, and the long
process of development from a beginner to an expert.

Miwa et al. performed an experimental study [3] exploring the collapse and modi-
fication of relationships between people, but such phenomena are hard to analyze
because human learning and cognitive processes cannot be measured directly. Miyake
et al. studied the walking cooperation between a person and a robot model [4], but
because of their simple modeling using a nonlinear oscillator, their analysis was lim-
ited to some simple phenomena such as the synchronization and revision of the
walking rhythm.

To investigate interactive learning for a long time, we developed a navigation task
performed by a humanoid robot. This paper describes the results of our experiments
and the validity of the “consolidation learning” method implemented to ensure the
robustness of neural network output.

2   Navigation Task

A navigation task is employed in which a humanoid robot, Robovie, developed in
ATR [5], and a human subject navigate together in a given workspace. The height of
Robovie is 1200 mm and the weight is about 60 kg. It has various features enabling it
to interact with human beings: two arms with four degrees of freedom, a humanlike
head with audiovisual sensors, and many tactile sensors attached to its body. Photo-
graphs of Robovie and the navigation task are shown in Fig. 1. The experimental
environment used was a 4x4-m L shaped course of which outside walls were marked
red and blue for every block. Robovie and the human subject held their arms together
and attempted to travel clockwise in the workspace as quickly as possible without
hitting obstacles. The actual movement of the robot and the subject is determined by
adding two motor forces; one is the motor vector determined from a neural network
in the robot and the other is the subject’s directional control force exerted to the ro-
bot’s arms. The neural network in the robot is adapted incrementally after each trial
of travel based on the travel performance. The performance is measured by the travel
time period at each trial.

An interesting point of this collaboration task is that the sensory information is
quite limited for both the robot and the subject. The robot can access only local sen-
sory information such as ultrasonic sensors and a poor vision system (it only detects
vague color information of its surroundings), but not for exact global position infor-
mation. The subject’s eyes are covered during the navigation task, however the sub-
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ject is allowed to look around the workspace before the experiments begin. The sub-
ject has to guess his/her situation or position by means of the interactive force felt
between the robot and his/her arms utilizing his/her memorized image of the work-
space geometry. Both sides attempt to acquire the forward model of anticipating the
future sensory image as well as the inverse model of generating the next motor com-
mands utilizing the poor sensory information of different modalities from past experi-
ences.

  

Fig. 1.   Humanoid Robot, Robovie and Navigation Task

3   The Model and System

3.1   Neural Network Architecture

In many cases the actual states of the systems cannot be identified explicitly just by
looking at the current sensory cues, but they do through more context-dependent
manners by utilizing the history of the sensory-motor experiences. In our experiment
case, the current sensory inputs may not tell the exact position of the robot due to the
sensory aliasing problems. This is called the hidden state problem. Long-Ji Lin as
well as Jun Tani have shown that the recurrent neural network (RNN) can solve this
problem where the so-called context units are self-organized to store the contextual
information [6, 7]. We applied the Jordan type recurrent neural network (RNN) [8] in
which context units are added to the usual-feed forward neural network (FFNN).

Fig. 2 shows the RNN architecture design of the robot. The RNN operated in a dis-
crete time manner with the synchronizing of each event, and the input layer of the
RNN consisted of the current sensory input and the current motor values. The sensory
inputs are comprised of the output of the ultrasonic range-sensors and the color area
acquired from the omni-direction camera mounted on the robot’s back. The motors
consist of the current forward velocity and rotation velocity. The input layer has only
seven units. The output layer also has seven units, and its outputs are the prediction of
the next sensory input and the next action. This is the implementation of the paired
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forward and inverse model proposed by Kawato [9]. There are forty context units in
the input and output layers. The activations of the context outputs in the current time
step is copied to those of the context inputs in the next time step. It is noted that the
context units activities are self-organized through learning processes such that they
can represent the current state of the system corresponding to the past input se-
quences.

In our application, the RNN is utilized not only as a mapping function from inputs
to outputs but also as an autonomous dynamical system. Concretely, the RNN can
have two modes of operations as shown in Fig. 3. The first mode is the open-loop
mode where one-step prediction of the sensory-motor prediction is made using the
inputs of the current sensory-motor values. The second mode is the close-loop mode
in which the output re-entered the input layer through the feed back connection. By
iterating this with the closed loop, the RNN can generate an arbitrary length of the
look-ahead prediction for future sequences with given initial states in the input layer.
This function for the look-ahead prediction of the sensory-motor sequences can
achieve the mental rehearsal [10] that will be described later in the explanations of the
consolidation learning. The middle layer had thirty neurons. The RNN was trained by
using the back propagation through the time (BPTT) learning method [11].
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3.2   Consolidation Learning

It is generally observed that if the RNN attempts to learn a new sequence, the con-
tents of the current memory are severely damaged. One way to avoid this problem is
to save all the past teaching data in a database, add new data, and use all the data to
retrain the network. The problem with this method, however, is that the learning time
of the RNN is increased by increasing the amount of stored data.

To solve this problem, we used new learning method for RNN proposed by Tani
[10]. Observations in biology show that some animals use the hippocampus for tem-
porary storage of episodic memory and consolidate them into neocortical systems as
long-term memory during sleep. Tani modeled this process by using an RNN and a
database. In this method the newly obtained sequence pattern is stored in the “hippo-
campus” database. The RNN, which corresponds to the neocortex, rehearses the
memory patterns, and these patterns are also saved in the database. The rehearsal can
be performed in the close-loop mode described in the previous section. Various se-
quence patterns can be generated by setting the initial state of the RNN differently.
The ensembles of such various rehearsed sequences actually represent the structure of
the past memory in the dynamical systems sense. The RNN is trained using both the
rehearsed sequential patterns which correspond to the former memory and the current
sequence of the new experience. We named this method “consolidation-learning
algorithm”.

It is expected that this algorithm enable the RNN to carry out incremental learning
while maintaining the structure as much as possible. Although some robot studies
using this algorithm have been performed, its detailed characteristics have not yet
been clarified.
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3.3   Navigation System

Since the robot moves using the RNN, its performance is inadequate in the initial
stage of learning. We therefore implemented a collision avoidance system which
overrides the RNN commands when the minimum output of a range sensor falls be-
low the threshold value. This system is just the reflection system tuned up by the
designer. In our experiments, the more overrides made by this man-made collision
avoidance system mean the less performance of the RNN. The robot obtained the
color area, range sensor data, and vehicle conditions every 0.1 s. This data was com-
pressed and filtered. The RNN receives this preprocessed data as input and generates
the output with a time interval of 2 seconds.

A simplified reinforcement-learning method was employed for the RNN learning
as follows. At each trial, the robot and the subject go around the workspace together
for a fixed number of times. Then the time period taken for this travel is measured. If
the performance in terms of the time period is better (less period) than the previous
trial, the RNN is trained with the sensory-motor sequence experienced with this trial
(with rehearsed ones in the consolidation learning). Otherwise, no training is con-
ducted on the RNN. At each trial, 3,000 steps of iterative learning is conducted off-
line using the external computer. In this way, the learning in the robot side is con-
ducted incrementally depending on the performance achieved at each trial.

4   Experiments

The learning algorithms were evaluated and compared in 15-trial navigation experi-
ments with seven male subjects. In each trial, the subject and the robot went around
the workspace two times. After each trial there was a one-minute break for the ques-
tionnaire, which consisted of 11 items [1]. Additionally, at the end of each experi-
ment, the subjects filled out the questionnaire based on NASA-TLX [12].

Three neural networks, the FFNN, the RNN with a usual learning method, and the
RNN with consolidation learning explained in Section 3.2 were compared in the ex-
periments involving the seven subjects. In consolidation learning, the teaching data
consisted of the current sequence pattern and the three rehearsal patterns. These three
rehearsal patterns were generated in the close-loop mode with changes in the initial
value of the context units randomly, and stored in the database outside the RNN. The
order of the experiments was changed with the subjects to avoid presenting subjects
with a fixed order that might influence the results.

As the result of the experiments, although all performances improved in the first
half of the learning, differences appeared in the second half. The performance of the
FFNN gradually deteriorated and that of the RNN with the usual learning method
stagnated as the subject changed the operation by learning on its own. Only the per-
formance of the RNN with the consolidation learning continued to improve.

The results of the NASA-TLX questionnaire and the 11-item questionnaire are
shown in Fig. 4. In each questionnaire, the significant values of the levels of 1 % and
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5 % were calculated by Scheffe-test. It is easy to see that in both questionnaires the
RNN with the consolidation-learning algorithm gave the best mental impressions.

It is interesting here to compare the results between the FFNN and the RNN with
the usual learning method. In the robot experiments, the performance of the RNN was
better than that of the FFNN. In the navigation experiments, however, the FFNN
tended to give the subjects a better impression than the RNN especially in “result of
work”, “fatigue free” and “operability” in the 11-item questionnaire.
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5   Discussion

In the experiment with only the robot, the RNN performed effectively, because the
robot could decide the action using not only the sensor input including the noises but
also the information of the context layer. In the human-robot cooperation, however,
the performance of the RNN with the usual learning was worse than that of the
FFNN. It is thought that this is due to interactive learning including “Incremental
learning” which damaged the memory of the RNN. As the result, the “operability”
became worse because the robustness of the RNN to the input noise decreased.

To analyze the effect of consolidation learning, we examined the robustness of the
RNN dynamics by looking at its initial sensitivity characteristics. Both RNNs ob-
tained after the usual learning and the consolidation learning in our experiments were
tested to generate the output sequences in the close-loop mode with the addition of
three different sizes of noise in the initial input values. Fig. 5 and 6 shows the motion
trajectories of the robot re-constructed from the rehearsal motor output of the RNN.
These represent how the output trajectories developed with small differences in the
initial input conditions for the RNNs with usual learning and consolidation learning.
It is observed that output trajectories of the RNN by the usual learning tend to diverge
more than those by consolidation learning. This implies that the usual learning
scheme tends to generate more unstable dynamic structures in the trained RNN.
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This robustness characteristic of the RNN seems to be directly related to the “operabil-
ity” in the mental impressions. If the RNN tends to diverge largely even with small devia-
tions in the input sequences from the learned ones in the past, it would be difficult for the
subjects to harness the robot to keep it in the right directions. In the usual RNN learning, if
the contents of the current memory conflict with the one to be newly learned, the internal
structure of the RNN could be deflected severely and undesired pseudo memories could be
generated. Consolidation learning is beneficial in this aspect since this scheme allows itera-
tive rehearsing of past experiences. Also, training with enough number of rehearsed se-
quences could achieve a sort of generalization while attaining the global structures in the
internal representation.

6   Conclusion

In this paper, we showed that incremental learning is essential and important for man-
machine cooperation. We also pointed out that it is difficult to actualize context depend-
ence learning. The RNN was introduced as a learning algorithm system which can treat the
hidden state problem. The target task was the human navigation by a humanoid robot
called Robovie. The FFNN and the RNN were compared as the learning algorithm of
Robovie. Although the performances of the RNN and the FFNN both showed improve-
ments in the early stages of learning, they gradually became unstable as the subject
changed the operation by learning on its own. Finally, all performances failed. The results
obtained when the consolidation-learning algorithm, which uses the rehearsal outputs of
RNN, was applied confirmed that this algorithm’s performance was improved even when
interactive learning continues for a long time and that the subject’s mental impressions
were better. The analyzing and comparing the characteristics of RNNs produced results
which support these differences.



444 T. Ogata, S. Sugano, and J. Tani

Two further studies should be carried out. One should be a more detailed analysis of the
characteristics of the consolidation-learning algorithm. Although the robustness of the
RNN has been compared in this paper, the relation between the dynamic structure of the
RNN and the learning algorithm has not been analyzed mathematically yet. The other
study that should be carried out is a transition structure analysis of the cooperation form
between a human and a machine in the interactive learning process. Although we showed
that the RNN with the consolidation-learning algorithm could continue to improve the
performance, the adaptation phenomenon that might be the changing process of the coop-
eration form has not been analyzed in detail yet. The correspondence between the transition
of the RNN structure and the development of human operation should be investigated.
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Stereo Camera Handoff
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Abstract. To track multiple moving objects in multiple surveillance cameras is
a non-trivial problem, especially when occlusion is present. This problem is
also referred as  “Camera Handoff” as it hands over object’s identification from
one camerea to another camera, which shares a considerable common field of
view with the first. In this paper, moving object handoff is accomplished using
geometric constraints between the coordinate system of the two stereo cameras.
We proposed a Two-Pass Matching Method to deal with the occlusion problem
explicitly.

Keywords: Computer Vision, Stereo Vision, Video Surveillance, Camera
Handoff, Multi-camera Tracking

1   Introduction

One of the underlying problems in multi-camera tracking is to associate objects in
different camera views [3, 5]. One needs to establish correspondences between
objects captured in each camera. This task is also referred as “Camera Handoff”.
“Handoff” approaches can be divided into geometric-based and recognition-based [6].
The former transforms the geometric features (normally the coordinates of object’s
location) to the same spatial reference frame before matching is performed. The latter
is a special case of object recognition. Recognizable features are extracted from
different cameras’ views as models upon which to match objects. In the geometry-
based domain, the presenting methods are categorized further into two classes,
namely, “with terrain knowledge” and “without terrain knowledge.” In the former
situation, prior knowledge of the terrain information about geolocation and elevation
is known. In the case that the terrain knowledge is unknown, geometric constraints
must be applied to determine the relationship between cameras’ views. Three kinds of
constraints are currently present: “homography constraint [2, 5],” “epipolar constraint
[4],” and “FOV (field of view) constraint [7].”

Generally, widely distributed cameras (typically used in outdoor surveillance
applications) have totally different perspective views and often have different
illumination environments due to their geographical dispersion. Thus, the recognition-
based features such as colour, size and shape would be less reliable than the geometric
features (typically the location in a common coordinate frame). However, geometric
location matching inherently depends on the simultaneous visibility of an object to
both cameras. This implies that only those objects within the overlapping field of
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view could be “handed off” correctly using geometry-based methods. The task in our
research is to solve the problem: “when an object O moving from camera A into
another adjacent camera B within their overlapping field of view, how can camera A
handoff O’s identification to camera B, based only on geometric information?”

2   Proposed Solution: A Two-Pass Matching Method

Past methods, for examples, geometric method with terrain knowledge and geometric
method using homography constraint etc [1, 2, 5], which can solve the problem
mentioned in the section one. But all the above methods share the same limitation:
they cannot handle the occlusion problem explicitly, which is a very common
phenomenon in real world tracking applications. In the following, a new method is
proposed to handle the handoff problem with the presence of occlusion under the
configuration that two cameras are installed containing a considerable common field
of view where the handoff is conducted. This solution works with the following
assumptions:

• There exists a dominant ground plane in the monitored site and moving
objects (usually moving persons) are in contact with this ground plane.

• There is no blind area in the common field of view. In other words, at least
one camera will fully observe the moving object. This can be achieved by
adjusting the camera placement.

• A single camera motion tracking module (which has been implemented in
our previous work) correctly detects and tracks moving objects in both
cameras locally. Each object holds a unique local identification and a
bounding box tightly enclosing it.

2.1   The Homography’s Difficulty with Presence of Occlusion

The homography is a powerful constraint when there is a dominant planar ground in
the scene. In that case, by looking at the “feet” of the object (middle location of the
bottom of the bounding box), a simple homography transformation will help to locate
the object’s position in the other camera’s FOV. Given a planar ground and correct
“feet” position in both camera views, this kind of one-to-one correspondence provides
great confidence. However, even with the assumption that the ground is planar, it is
still difficult to guarantee the correctness of the “feet” position in the image. When the
object’s “feet” are occluded by a static scene structure or even another moving object,
the motion detection module reports a fake “feet” position, most likely the “belly” of
the object (static occlusion) or another object’s “feet” (mutual occlusion).
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Fig. 1. (Scenario 1) When there is a static scene structure occluding a moving object in camera
1’s view, an error may occur while performing the homography transformation.

In the first scenario (Fig. 1) where there is a static occlusion in camera 1’s view,
the object’s location will be incorrectly transformed to X2 instead of X1, where the
object is actually located in camera 2. In camera 1’s view, what is observed is that the
object’s “feet” are located at the white point, which is actually its “belly.” However, it
is incorrectly assumed that this “belly” position is on the ground plane, so the
homography transformation will indicate that the object’s “feet” position should be at
X2 in camera 2’s view, where probably no object is actually located. Note that X1 and
X2 must be lying on the same epipolar line, because the observed “feet” in camera 1
and the assumed “feet” position is actually collinear with the optical center C1 in the
three dimensional world coordinate system.

In another scenario, as shown in Fig. 2, two objects occlude each other in camera
1, but camera 2 observes them separately. (As for the situation that two objects
occlude each other in both camera views, there is no pure geometry-based method to
solve this problem. So no match will be made until the two objects separate, at least in
one camera’s view.) In this case, camera 1 will report one merged object and camera
2 will report two separate objects. The tracking data of camera 1 will tell which
objects this merged one may possibly contain, for example, O1 and O2. Heuristically,
it is assumed that the merged object share the same “feet” position with the closer
object (to the camera in the 3D world, as O1 in Fig. 2), because the closer object (O1)
must be lower than the further object (O2) in camera 1’s image plane, given that O1

and O2 have comparable scale of size and both of them are far from the camera, which
is true in a typical surveillance configuration. Since O1 occludes O2’s feet, the
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homography transformation will only establish correspondence between the merged
object to what O1 is observed as in camera 2, but leaving O2 in camera 2 unsolved.

Fig. 2. (Scenario 2) Simple homography transformation cannot handle the complexity of
mutual occlusion between moving objects. (O1 occludes O2 in camera 1)

According to the above analysis, the incorrectness of “feet” location with the
presence of occlusion leads to the failure of simple homography coordinate
transformation, so a new method is proposed to address this problem.

2.2   A Two-Pass Matching Method

The new method still applies homography as its primary tool to conduct matching,
however, the matching strategy is carefully designed to target the occlusion problem.

The method has the following steps:
1. Initialization:

After mounting the cameras, estimate the geometric parameters: the
homography matrix associated with the ground plane and the fundamental
matrix associated with the two cameras. The homography matrix and
fundamental matrix can be calculated by finding enough correspondence
points in both views [4, 5]. This can be either accomplished by landmark
points or automatic point correspondence establishing algorithms.
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2. First Pass Matching:
Start online tracking.

If an independent object Ui

1of camera 1 (not occluded by another object)
enters the overlapping area, get its feet position and transform it into the
coordinates of the other camera’s view according to the homography. If there
is an object standing at that location in camera 2’s view and there are no
other ambiguous matches, it is said to be a handoff. After the first pass, all
one-to-one matching objects will be solved with great confidence. In fact,
these objects should be those independent objects perfectly viewed by both
cameras without any occlusion.

If two independent objects of the first camera match the same object in
the second camera, it implies that camera 1 observes these two objects
separately, while camera 2 sees them occluding mutually. In this case,
handoff the identifications of these two objects to that merged object in
camera 2. Keep tracking and solve the one to one correspondence when the
two objects separate in camera 2’s view.

If a non-independent object M1 (two objects occluding each other) in the
first camera enters the common field of view, a match should be found in
camera 2, as discussed earlier (Fig. 2). However, the correct assignment
should be that M1 has two matches in camera 2, assuming that the two objects
are separate in camera 2’s view. From tracking data in camera 1, it could be
known which object is getting occluded and which one is occluding the
other. Handoff the identification of that occluding object (on the top) to the
matching object found in camera 2. The other unsolved object (the one being
occluded) will be solved in the second pass.

3. Second Pass Matching:
After the first pass matching, for each unsolved object Ui

1 of camera 1,
three possibilities exist. The first possibility is that because of static
occlusion, the “feet” position of Ui

1 is incorrectly detected in the first camera.
In this case, search all unsolved objects Uj

2 of camera 2 across the
corresponding epipolar line of this fake “feet” in camera 2, since all possible
matches must be located across this line (See Fig. 1). For each candidate
object Uj

2 along this line, project its “feet” coordinates back to camera 1
using the inverse matrix of the homography. If this Uj

2 is the true match of
Ui

1, the back-projected “feet” position in camera 1 should be the true “feet”
of Ui

1 but getting occluded by some static structure. According to this
heuristic, a matching pair (Ui

1, Uj

2) can be solved by checking if this back-
projected “feet” of Uj

2 holds a close horizontal coordinate with the fake “feet”
of Ui

1 but is a little bit lower vertically (within a certain threshold).
The second possibility is that Ui

1 is fully observed in camera 1 but gets
occluded by static features in camera 2. Similarly, project the “feet” position
of Ui

1 using homography to camera 2’s view. The projected “feet” should be
a little bit lower than the fake “feet” of Uj

2 in camera 2, if (Ui

1, Uj

2) is a true
match.

The third possibility is that the unsolved object of camera 1 is that
occluded object B1 (the bottom one) in a non-independent object M1. The
occluding object T1 of M1 (the top one) has been solved in the first pass, as
described before. In this case, search all the unsolved objects Uj

2 of camera 2
and back-project the “feet” of Uj

2 to camera 1’s view. If this back-projection
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is located within the bounding box of M1, it can be stated that (B1, Uj

2) is a
match.

4. On a per-frame basis, repeat the above two-pass matching strategy until the
object leaves the first camera’s view. For each frame, get a vote on a specific
object identification assignment. After counting all the votes over time, the
most likely handoff assignment is obtained.

5. For all remaining unsolved objects, the system will propose them to a human
monitor for a final solution.

3   Experimental Results

In order to prove the feasibility of the proposed two-pass algorithm, two experiments
were conducted regarding the two different scenarios, namely, the static occlusion and
the mutual occlusion. Homography matrix and fundamental matrix are estimated by
finding enough hand-crafted corresponding points in both camera views. Experiments
are performed in an off-line configuration without being fully applied to a full-rate
video sequence.  In another word, only static snapshots (for both cameras) of the
“handoff” instants were taken. Fig. 3 illustrates the results of the first experiment. A
moving object is occluded by some static structure (the car) in one camera’s view (b)
but is fully visible to another camera (a). By the proposed method in Section 2, the
homography transformation is performed from the “feet” position in (a) to that in (b),
which are pointed by the arrows in (a) and (b), respectively. Above (within a certain
threshold) from the inferred “feet” position in (b), an object is found, which can then
be explained as the object that is getting occluded.

                         (a)                                                                    (b)

Fig. 3.  (Experiment 1) Object is occluded by static structures in one camera but fully visible in
another camera.

The experiment 2 tackles the second scenario, namely, the mutual occlusion. As
illustrated in Fig. 4 (a), two moving objects are mutually occluded but in (b) they are
fully visible.  The match between O1

a and O1

b can be solved either by the homography
projection from (a) to (b) or the back-projection from (b) to (a), with no ambiguity.
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Notice that Ma is a merged object, which is known from the tracking history of
camera (a).  By a homography transformation, the “feet” of Ma can be matched to the
“feet” of O2

b. The object O2

b can then be explained as the occluding object (which is
closer to the camera) in Ma of camera (a). Since the back-projected position of the
“feet” of O3

b from (b) to (a) is within the bounding box of (the “belly” of) Ma, the
object O3

b can be matched to the object which is getting occluded in the merged object
Ma.

                              (a)                                                                    (b)

Fig. 4.  (Experiment 2) One moving object is occluded by another moving object in one camera
but fully visible in another camera.

4   Remarks

In this paper, the sub-problem of stereo camera handoff is tackled by exploiting
geometric constraints to estimate the relationship between the coordinate systems of
two adjacent stereo cameras, within the overlapping field-of-view. First, a survey on
this particular problem was conducted. Inspired by the existing state-of-the-art, a two-
pass matching algorithm is proposed as the solution, which is validated by positive
experimental results. The experiments were conducted in an off-line mode; hence it
didn’t provide confidence measure in an on-line environment. Future work will
integrate existed single-camera tracking module with the proposed two-pass matching
method, which fuses the tracking data of both single cameras and presents global
decisions; and complete experiments will then be performed in an on-line
configuration to fully evaluate this proposed method.
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Abstract. This paper presents an efficient method of separating words in hand-
written legal amounts on bank cheques based on the spatial gaps between con-
nected components. Currently all typical existing gap measures suffer from poor
performance due to the inherent problem of underestimation and overestimation. In
order to decrease such burden, a modified version for each of those existing
measures is explored. Also, a new method of combining three different types of
distance measures based on 4-class clustering is proposed to reduce the errors
generated by each measure. In experiments on real bank cheque database, the
modified distance measures show about 3% of better separation rate than their
original counterparts. In addition, by applying the combining method, further
improvement in word separation was achieved.

1   Introduction

Automatic recognition of legal amounts on bank cheques has been intensively studied
for many years in order to minimize manual efforts in bank cheque processing [1, 2].
However, due to the shape variability of the writers’ unconstrained writing style, and
horizontal overlapping, touching, and irregular gaps between connected components
limited by space on bank cheques, legal amount recognition still remains as a chal-
lenging task. Separating a sentence into words and analyzing them is a typical ap-
proach to recognize a legal amount. In this case, precise extraction of the individual
words is an essential step for achieving a reliable recognition performance.

In many related studies, measuring and sorting the spatial gaps between connected
components using a specific distance measure has been employed as a typical ap-
proach to extract words. Seni and Cohen [3] proposed eight distance measures for ex-
tracting words from a handwritten text line. Among them, bounding box (BB) method
that computes the horizontal distance between the bounding boxes of two adjacent
connected components, and run-length/Euclidean with heuristics (RLEH) method that
estimates the gap between two connected components using either the minimum run-
length or the minimum Euclidean distance have shown superior performance. Ma-
hadevan and Nagabushnam [4] proposed a convex hull (CH) method that approxi-
mates the gap between components by the distance between the convex hulls sur-
rounding each component.
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The above three distance measures, BB, RLEH, and CH methods are simple and
quite efficient but all suffer from the inherent problem of underestimation or overes-
timation. In order to reduce their drawbacks we first propose to modify each of these
measures. In the case of BB method, the left and right boundaries of bounding boxes
are adjusted appropriately to reduce the underestimation errors. Such concept of ad-
justing boundaries is also applied to the RLEH method to blunt its over-sensitivity to
component shape caused by dealing with component contours directly. In CH method,
a pair of convex hulls each of which respectively encloses the left and right part of a
given connected component is newly introduced to avoid an overestimation problem.
Next, a new method of integrating these three distance measures based on 4-class
clustering technique is proposed to compensate effectively the errors in each measure,
whereby further improvement in performance of word separation is expected.

In word separation experiments on a legal amount database extracted from real-life
bank cheques, we demonstrate the effectiveness of the modified distance measures
and combining method based on 4-class clustering by comparing their separation rates
with those of the original distance measures.

2   Distance Measures for Gap Estimation

For a word separation task, we first employ three well-known distance measures, BB,
RLEH, and CH method, and investigate their geometrical properties and drawbacks.
Next, a modified version of each measure for reducing their estimation errors is intro-
duced.

2.1   Distance Measures

For gap estimation, the BB method simply computes the length of a horizontal line
between the smallest rectangles respectively enclosing two adjacent connected com-
ponents, as shown in Fig. 1 (a). If the bounding boxes overlap horizontally, i.e. the
right boundary of the left box extends to the left boundary of the right box, the dis-
tance is considered as zero. The RLEH method, shown in Fig. 1 (b), uses the mini-
mum run-length or the minimum Euclidean distance with some heuristics to estimate
the gap between a given pair of connected components. If the connected components
overlap vertically by more than a threshold determined heuristically, the minimum
run-length is used, and the minimum Euclidean distance, otherwise. In the CH
method, the smallest convex polygon, called convex hull, enclosing each connected
component should be estimated first. Next, we obtain the particular points where two
adjacent convex hulls are intersected by the line linking their centroids. Finally, the
gap between two connected components is defined as the Euclidean distance between
these intersection points as shown in Fig. 1 (c).

These distance measures provide a simple gap estimation but frequently they pro-
duce serious estimation errors like underestimation or overestimation. The BB method
suffers from underestimation due to the rectangular nature suppressing component
shape to a box. As can be seen from Fig. 1 (a), the gap between the connected com-
ponents, at least one of which has horizontally protruded ‘head’ or ‘tail’ part (see gaps
a, b, c), is usually underestimated. The RLEH method estimates gaps directly from
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component contours. In such case, estimation results are very sensitive to component
shape and vertical positioning of components, as shown in Fig. 1 (b) (see gaps a, b, c).
The CH method also suffers from an overestimation problem when an ascender or a
descender is included in and located on either the beginning or the end part of connected
component, as shown in Fig. 1 (c) (see gaps a, b, c).

a b c

(a)

a b c

(b)

a b c

(c)

Fig. 1. Gap estimation using (a) BB, (b) RLEH, and (c) CH method

2.2   Modified Distance Measures

Next, we modify the above distance measures to avoid their overestimation or under-
estimation errors. In the case of BB method, we adjust the left and right boundaries of
the bounding box of the component containing horizontally protruded ‘head’ or ‘tail’
part. Considering that such protruded ‘head’ and ‘tail’ parts usually consist of a single
horizontal stroke as shown Fig. 2 (a), the ‘head’ part is defined as the region from the
leftmost position to a node point (denoted by ‘N’) where the value of horizontal histo-
gram is larger than Wβ . Here, W is the average stroke thickness in the entire image

calculated using a simple mathematical method proposed in [5], and β is empirically

determined as 1.25, considering some possible noise or distortion on a stroke. Similarly,
the ‘tail’ part is defined as the region from the rightmost position to the node point (de-
noted by ‘M’). Then, the new left and right sides of the bounding box are defined as
follows:

wd
oldnew HLL xx α+= (1)

wd
oldnew TRR xx α−= (2)
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Here, wdH  and wdT denote the widths of the ‘head’ and ‘tail’ parts, respectively. And

α is 0.35 if these parts are located within the body area and 0.25, otherwise. As can
be seen from Fig. 2 (a), the gap between two connected components each of which
has horizontally protruded ‘head’ or ‘tail’ part is quite well estimated by employing
the modified bounding box (MBB).

The RLEH method is also modified (MRLEH) slightly based on such concept of
adjusting bounding box to reduce its over-sensitivity to ‘head’ and ‘tail’ parts; the
component contour located within adjusted bounding box is only considered for gap
estimation. Unlike the MBB method, the parameter α  is assigned as 0.25 or 0.2 ac-
cording to the vertical positions of the ‘head’ and ‘tail’ parts. Furthermore, one more
heuristic is introduced to deal with some special components like the dot in character
‘i’ or ‘j’, and broken part of a character; if two connected components do not overlap
vertically, the gap between them is estimated by the bounding box distance instead of
the run-length or Euclidean distance.

B B  d is ta n c e

M B B  d is ta n c e

M N

H e a d

T a il
(a)

C H  d is ta n c e

M C H  d is ta n c e

A

B

(b)

Fig. 2. Gap estimation using (a) modified BB distance and (b) modified CH distance

Lastly, in order to deal with the overestimation problem in the CH method, a pair
of convex hulls for each connected component is introduced. We divide vertically a
connected component into two equal parts and estimate two convex hulls enclosing
each divided part. The gap between two adjacent components is then computed by
considering two convex hulls enclosing the right part of the left component and the
left part of the right component, as can be seen from Fig. 2 (b). This modified CH
(MCH) method is quite attractive because it produces a reasonable gap distance even
though an ascender or a descender is located on either the beginning or the end part of
component whereby the gap is usually overestimated in the original CH method
(compare gap A with B). Additionally, like the MRLEH method, a heuristic condition
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for dot or broken part is also added to the MCH method; if two connected components
do not overlap vertically, the gap is defined as the horizontal distance between the in-
tersection points of two convex hulls, instead of the Euclidean distance.

3   Experimental Results

In experiments, we investigated the effectiveness of the modified distance measures by
applying them to the word separation task using 1030 image samples of legal amounts
included in CENPARMI database called IRIS and comparing their performance to
that of the original measures. The IRIS database was obtained from real-life bank
cheques. Thus considerable noise, shape distortion, and space irregularity were present
in the images. Before performing word separation, several preprocessing procedures
including smoothing, slant detection and correction, and removal of non-character
components such as line, comma, and numeral parts were conducted in advance.

3.1   Word Separation by 2-Class Clustering

To extract words from a legal amount image based on the spatial gap distance, we
employ a clustering technique based on the LBG algorithm [6] that classifies all gaps
within a given legal amount image into two classes: inter-character gap (ICG) and in-
ter-word gap (IWG). Before clustering for word separation, some special image sam-
ples containing only ICGs or only IWGs are extracted first according to the following
heuristic procedure.
(1) For a given legal amount image, calculate three types (based on BB, RLEH, and

CH methods) of the maximum, minimum, and average gap distances.
(2) If the width from the leftmost connected component to the rightmost one is less

than 15% of the entire width of image, all gaps are assigned as ICG.
(3) If that width is less than 35% of the image width, and at least two types of the

maximum gap distances are less than the overall gap average obtained from the
whole data set or all three types of the average distances are less than 70% of the
overall gap average, all gaps are assigned as ICG.

(4) If that width is larger than 35% of the image width and at least two types of minimum
gap distances are larger than the overall gap average, all gaps are assigned as IWG.

Fig. 3. Extracting words from image samples containing only inter-character gaps (ICG) or
only inter-word gaps (IWG).
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Figure 3 shows the examples of word separation for the image samples, in which
only ICGs (1st and 2nd images) or only IWGs (3rd image) appear, using the above heu-
ristic procedure. After extracting such special image samples, the clustering procedure
based on LBG algorithm is then applied to the remaining samples. The experimental
results in Table 1 show that the RLEH method performs best with its correct separation
rate of 70.1% among the three original distance measures. Here, it should be noted that
correct separation means that all words in a given legal amount image are perfectly iso-
lated through the clustering procedure. Also, it can be found that all modified distance
measures produced about 3% of better separation rate, when compared to their corre-
sponding original distance measures.

Table 1. Experimental results of word separation

Distance Measures BB RLEH CH MBB MRLEH MCH

Correct Separation (%) 69.0 70.1 68.3 71.8 72.7 71.7

(a)

(b)

(c)

Fig. 4. Examples showing word separation error made by the original distance measures (upper
part of each figure) and correction by their modified versions: (a) BB and MBB, (b) RLEH and
MRLEH, and (c) CH and MCH
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Figure 4 shows the examples of word separation illustrating the effectiveness of the
modified distance measures. The words “hundred twenty” and “Thousand Two”
shown in Fig. 4 (a) and (b) are misrecognized as one word (upper part of each figure)
due to the underestimation by BB method and shape sensitivity by RLEH method, re-
spectively. However, these parts are successfully divided into two words by using the
modified measures, as shown in the lower part of each figure. In Fig. 4 (c), the word
“hundred” is incorrectly divided into three parts due to the overestimation by the
original CH distance but successfully merged by the modified method.

Next, we integrate these three different types of distance measures, thereby com-
pensating the separation errors in each measure to achieve further improvement in
word separation. A detailed description for our approach is provided in the following
subsection.

3.2   Combining Three Distance Measures Based on 4-Class Clustering

The Venn diagrams shown in Fig. 5 represent the distribution of word separation er-
rors due to the original BB, RLEH, and CH methods, and their modified versions, re-
spectively. From these diagrams, it can be found that many errors are commonly pro-
duced from two or all of three distance measures even modified methods are applied.
Thus a simple combining scheme such as the conventional majority voting is not ex-
pected to be effective in reducing such shared errors.

BB

RLEH CH

38

32 43

32 40

35

209

     

MBB

MRLEH MCH

30

32 27

17 33

21

211

(a)                                                               (b)

Fig. 5. Distribution of word separation errors in (a) BB, RLEH, CH methods and (b) their
modified versions

In order to compensate effectively those errors commonly produced from two or all
of distance measures as well as the errors caused by one measure only, we propose a new
method of integrating three individual measures based on a 4-class clustering tech-
nique as follows:
(1) Estimate all gaps in a given image using a distance measure and divide them into

4 classes using LBG algorithm. The partitions are sorted in order of magnitude of
their centroids.
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(2) Assign an integer value, }2,1,1,2{ −−∈α  to all the gaps according to the class

to which they belong.









∈−
∈−
∈
∈

=
42
31
21
12

classgfor
classgfor
classgfor
classgfor

i

i

i

i

iα
(3)

where, ig  denotes i-th gap in a given legal amount image. Thus, a larger positive

value ( 2=α ) is assigned to the gaps belonging to the class with a smaller cen-

troid (class 1) to accentuate their possibility of ICG, and vice versa.

(3) For the i-th gap, three different integer values, BB
iα , RLE

iα , and CH
iα  are assigned

according to the distance measures: MBB, MRLEH, and MCH.

(4) Define i-th gap as ICG if CH
i

RLE
i

BB
i ααα ++  is positive, and IWG, otherwise.

In the second part of word separation experiments on the proposed combining
method, we achieved more than 75% of correct separation rate. This performance is
much higher than those of any types of individual distance measures so far used in our
experiment as well as those of other studies that used a similar database for evaluating
their approaches, as shown in Fig. 6.

Se pa r a t io n  r a te  (%)
60 65 70 75 80

BB

RLEH

CH

MBB

MRLEH

MCH

Zhou [7]

Kim [8]

Integration 75.5

70.4

72.0

71.7

72.7

71.8

68.3

70.1

69.0

Fig. 6. Comparison of word separation rate according to methodologies

The Venn diagram in Fig. 7 clearly shows that the errors generated from only one
of three distance measures are almost perfectly removed. Moreover, it can be found
that the errors common to two of three distance measures are also reduced effectively.
However, the number of errors common to all of three distance measures is hardly re-
duced even when the combining method based on the 4-class clustering is applied.

A primary assumption to use the spatial gaps between connected components for
the problem of dividing a sentence into words is that the gaps between words are usu-
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ally larger than those between characters. However, such assumption does not match
well with the problem of extracting words from a legal amount on a bank cheque; an
inter-word gap is not always larger than an inter-character gap, and horizontal over-
lapping and touching of two adjacent words arise frequently due to the writer’s un-
constrained writing style and writing space constraints. Accordingly, our analyses in-
dicate that employing a prior knowledge such as possible maximum and minimum
lengths of a word in lexicon or the number of possible words in a legal amount is
needed to remove such troublesome errors. Moreover, introducing other methodolo-
gies such as implicit segmentation scheme or recognition based segmentation ap-
proach will be helpful to achieve further improvement in word separation perform-
ance.

MBB

MRLEH MCH

0

0 1

10 23

12

206

Fig. 7. Error distribution by combining method using 4-class clustering

4   Conclusions

Extracting words from the legal amount on a bank cheque has been performed based
on the spatial gaps between connected components. The existing distance measures:
BB, RLEH, and CH, are simple and quite efficient for gap estimation but all suffer
from the inherent problem of underestimation or overestimation. To alleviate such
problem, we have modified each distance measure; adjusted the left and right bounda-
ries of the bounding box for the BB and RLEH methods, and introduced a pair of
convex hulls enclosing equally divided connected components for the CH method.
Furthermore, we proposed a salient method of integrating three individual measures
based on 4-class clustering technique in order to effectively reduce the errors common
to two of three distance measures as well as the errors made by each individual dis-
tance measure only.

Through a series of word separation experiments on CENPARMI IRIS database,
we found that the modified measures show a better performance in terms of their
separation rates compared with their corresponding original distance measures. Also,
further improvement in performance of word separation was achieved by applying the
combining method.
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As a future study, we plan to introduce a priori knowledge about the lexicon of le-
gal amount and to employ other methodologies such as implicit segmentation scheme
or recognition based segmentation approach to reduce word separation errors caused
by gap irregularity and overlapping or touching between words.
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Abstract. In biology, manipulating a micro-scale object such as chromosome,
nucleus or embryo has been an important issue.  For instance, skillful manipu-
lation of the embryo cell in the biological experiment requires many years ex-
perience with a complex setup.  Moreover, such process is usually very slow
and requires many hours of intense operations such as trying to find the posi-
tion of the cell within a petri dish and injecting a pipette to the cell from the
best orientation.  We have designed a new vision system, by which it finds the
region of the mouse embryo cell, and then tracks the nucleus and the polar
body within the cell, respectively, using the deformable template algorithm.
Performance of the system is compared to the manual case.

1   Introduction

Manipulating an object within the micro scale is a key technology in biology, since
the sizes of DNA, chromosome, nucleus, cell and embryo are within the order of
micrometer [2], [3], [6], [10].  However, such manipulation is typically difficult,
because the objects are normally weak, small (e.g. the size of the mouse embryo cell
is about 1µm – 40µm), and the operation should be carried out in the slippery culture
fluid.  And yet, most of such micromanipulations are carried out manually.  There-
fore, the manipulators should often spend over a year to accomplish a biology ex-
periment.  Since they depend on visual inspection, the success rate and efficiency of
manipulation is extremely low because of the eyestrain.  For such reasons, automation
of the micromanipulation has been asked.

Several approaches have been proposed to analyze bio cells using computer. One
is to use template matching or morphological description of the cells (i.e. red blood
cells and leukocyte) [1], [8].  In the other cases, utilization of visual features such as
curvature, skeleton, and fractal dimension of the nucleus for leukemia diagnosis [9],
or segmentation of color image for analyzing bone marrow image [12], and repre-
sentation of peripheral blood smear [5] have been used, respectively.
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In the embryo cell manipulation, the insertion position of the pipette is determined
by the structure of the cell.  In this paper, we propose a new scheme where a machine
finds the embryo cell and then recognizes inner structures of the cell, such as nucleus,
polar body using the deformable templates.  Because the cell is alive and laying in the
culture fluid, the conventional vision algorithms such as template matching and
mathematical morphology operation show some limitation in recognizing the struc-
ture of the cells [1], [8].  Moreover, several factors such as diverse size and shape of
living cells and optical characteristic of the culture fluid make it difficult to recognize
the cell accurately.  It is found that the deformable template method is the better
choice [11].  We define first two deformable templates for the nucleus and polar body
for a cell, respectively.  And then, the calculated value of the energy function for each
template will determine whether it is best fit or not.  Therefore, the deformable tem-
plate and the energy function allow us to recognize accurate position of inner struc-
ture of the cell.

For the micromanipulation, an optical microscope is typically used.  In our setup,
we utilize three images, acquired from three different magnification ratios of the
microscope that maintain the same viewpoint.  The lower magnification image is used
for searching the ROI (Region Of Interest), whereas the higher magnification image
for recognizing the inner structure of the cell.  Utilization of multiple images in-
creases the efficiency and the precision.

In section 2, the details of our micromanipulation system are described.  The pro-
posed algorithm for recognizing the embryo cell is discussed in section 3 and section
4.  Result of experiments is described in section 5.  Finally, we summarize our results,
and discuss the performance of the whole system in section 6.

Fig. 1. A schematic view of the micromanipulation system
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2   The Micromanipulation System

Our vision-based micro-manipulation system consists of three main parts: first, an
optical stereomicroscope with three CCD cameras mounted on top of the microscope,
secondly, the micro XY stage and micromanipulator for a holding pipette and an
injection pipette, and thirdly, a PC with a controller for the micro XY stage, the mi-
cromanipulator and the image grabber.  Fig. 1 shows the vision based micromanipu-
lation system and its schematic architecture.

The system contains an optical stereomicroscope with three magnification ratios
(x400, x600 and x1200).  So, three images can be acquired simultaneously.  The
micro XY stage is driven by lead-screws for translation movement with a travel range
of 25mm.  Precision roller bearings guarantee straightness of travel within 2µm.  It
uses a compact closed-loop DC motor with a shaft-mounted high-resolution position
encoder, and the precision gear provides 0.1µm minimum incremental motion with a
resolution of 0.0085µm.  Both the injection pipette and holding pipette are installed
on the micromanipulator with 3DOF (Degree Of Freedom), actuated by three step-
ping motors.  The mobile range of each axis is 25.4mm and the step resolution of the
stepping motor is 0.04µm.

3   The Operation of the System

In this section, we describe how the system is operated, and the merit of using the
multiple magnification images.  By nature, as the magnified image provides more
precise view, one can get better information of the target.  However, the highly mag-
nified image brings also narrower visual field.  Moreover, any slight movement of
holding or injection pipette conveys a large displacement in the image.  On the other
hand, since the less magnified image shows a wide area, one can find the cell within
the image rapidly, and ignore small amount of displacement error.  However, the
lower resolution of such image makes it difficult to recognize exact position of inner
structures of the cell.  Fig. 2(a) shows a shot for the user interface.  Three windows
show images that have magnification ratio of 400, 600 and 1200, respectively.  As
you can see, the highly magnified one provides a more detail information about inner
structure of the cell than the less magnified one.

The use of those multiple images increases efficiency and precision of the micro-
manipulation system.  First, the system extracts the ROI within a given image with a
magnification ratio of 400 by using histogram segmentation algorithm as described in
section 4.  When the system has succeeded in extracting the ROI area of the cell, it
generates a moving trajectory to the center of the image by moving the micro XY
stage using visual feedback.  Then, it starts to search the inner structure of the cell.
However, when it fails, it regards that cell as an irregular cell.  Fig. 2(b) shows the
flowchart of the micromanipulation system.
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        (a)                                                                     (b)
Fig. 2. The user interface (a) and the flow chart (b) of the system

Our target here is the mouse embryo cell.  It is widely used for the biology experi-
ments, because of its similarity to the human embryo cell.  Fig. 3 depicts the typical
structure of a mouse embryo, consisting of nucleus, polar body and zona pellucida.
Since we want to prevent any chance of destruction of the polar body during insertion
of the injection pipette into the embryo, it is essential to recognize the exact positions
of the nucleus and the polar body.  Notice that the arrow A in Fig. 3 indicates the
potential injecting direction of the pipette, which is perpendicular to the dotted line
drawn over the nucleus and the polar body.

           Fig. 3. Structure of embryo

4   Shape Recognition of the Mouse Embryo

In this section, we describe the embryo cell recognition algorithm.  The present vision
algorithm consists of two main parts: the ROI extraction and the cell recognition.

4.1   Extraction of the ROI

To recognize the shape of the cell, first of all, we need to extract the ROI within the
acquired image.  This process increases the recognition rate of the system and reduces
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the computational time by applying the deformable template method selectively to the
ROI only.  The process consists of the histogram segmentation and the nearest neigh-
borhood clustering method [4].  Fig. 4(a) shows the mouse embryo cells embedded
on the background, and Fig. 4(b) is the histogram for the same image.  Since the
background area occupies the majority of the image, the peak in the histogram corre-
sponds to the background area.  By using this property, we can easily eliminate the
background area.

(a)                                        (b)
Fig. 4. The histogram of the cell image

Fig. 5 explicitly illustrates several steps how the ROIs can be extracted within the
given image.  Once the background gray pixels are removed from the image, the
image becomes Fig. 5(b).  After digitization of that image, each cell area consists of a
group of white pixels as shown in Fig. 5(c).

(a)                             (b)                                   (c)                                 (d)
Fig. 5. Steps of determination of the ROI

The nearest neighbor algorithm finds the nearest pair of distinct clusters and merges
the pair of clusters.  The result image is shown in Fig. 5(d).

4.2   Deformable Template Model

The deformable template method models a target object using a template with a few
parameters [7], [11].  It is used to recognize the target object by adjusting those pa-
rameters.  Although one can have a complex deformable template using many pa-
rameters, then the search time will increase rapidly.  Therefore the complexity of a
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deformable template model must trade off between the search time and the recogni-
tion accuracy.  To simplify our task, we made three assumptions:

(a) Shape of the nucleus is similar to a circle.
(b) Shape of the polar body is similar to an ellipse.
(c) The nucleus and the polar body do not overlap each other.

(a)                                (b)                                       (c)
Fig. 6. Two deformable templates and the potential field

4.2.1   Deformable Template for the Nucleus
Fig. 6(a) is the deformable template for the nucleus of the mouse embryo cell.  It has
three parameters, x , y  and r , corresponding to two coordinates of the center and

radius of the template, respectively.  These parameters are selected for modeling the
nucleus according to the assumptions (a).  An arbitrary point on the template is de-
fined as ( , )p x y .  From that point, the upper and lower contours are given by

{ }
{ }

2 2

2 2

( , ) [ , ] |

( , ) [ , ] |

Upper contour p x y x r r y r x

Lower contour p x y x r r y r x

= ∈ − = −

= ∈ − = − −
(1)

4.2.2   Deformable Template for the Polar Body
 Fig. 6(b) is the deformable template for the polar body of the mouse embryo cell.  To
model this template, we need the left and right half circles and two lines connecting
two half circles.  Hence, there are five parameters, x , y , l , r  and θ , corresponding to

two coordinates for the center, the length from the center of the template to the center
of the half circle, radius of the half circle and the rotational degree of the template,
respectively.  We define an arbitrary point on the upper straight line which connects
two half circle as follow

( , ) : [ , ]
cos ( )sin

sin ( ) cos

ulp x y x l l
x x y r
y x y r

θ θ
θ θ

∈ −
= + +
= − + +

(2)

where ulp  is an arbitrary point on the upper straight line.  And an arbitrary point on

the lower straight line, llp  is defined as follow
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( , ) : [ , ]
cos ( )sin

sin ( ) cos

llp x y x l l
x x y r
y x y r

θ θ
θ θ

∈ −
= + −
= − + −

(3)

Another arbitrary point on the left half circle, lcp  is defined as follow

2 2

( , ) : [ , ]

'
( ' ) cos sin

( ' ) sin cos

lcp x y x r r

x r y
x x l y
y x l y

θ θ
θ θ

∈ −

= − −
= − +
= − − +

(4)

The final arbitrary point on the right half circle, rcp is defined as follow

2 2

( , ) : [ , ]

'
( ' ) cos sin

( ' ) sin cos

rcp x y x r r

x r y
x x l y
y x l y

θ θ
θ θ

∈ −

= −
= + +
= − + +

(5)

4.2.3   Energy Function
To determine whether the ROI is a nucleus or not, an energy function is introduced.
The energy function is defined by equation (6).  Here, as the template models the
nucleus accurately, the total energy function becomes larger.

total edge deviationE E E= + (6)

The energy function consists of two terms: the edge enhancement term 
edgeE  and the

deviation term deviationE .  The first term is the summation of the potential fields for the

coordinates on the template contour,

0

1 ( , )
255

n
i

edge edge
i

E x y
n

φ
=

= ∑ (7)

where n  is the number of pixels on the template contour and the potential field 
edgeφ

is the edge enhanced image by using Sobel operator [4].  The potential field 
edgeφ  of

an image of the mouse embryo cells is shown in Fig. 6(c), where one can observe a
lot of noise, even after applying the noise elimination filter.  Since such noise de-
creases the recognition rate, a deviation term is adopted.  The deviation term deviationE
is given by

2

1

1 11 ( ( , ))
255

n
i

deviation edge
i

E ave x y
n

φ
=

= − −∑
(8)
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where ave  is the average of the field potentials on the coordinates of the template
contour.  From the equation (8), notice that the deviation term is decreased when the
edge potential is deviated from the given average value, whereas it approaches to the
maximum value 1 as the average value is equal to the field potentials.  By using the
deviation term, we can increase the recognition rate and stability of the energy func-
tion.

4.3   Application of Deformable Templates to the Embryo Cell

Once an ROI is selected as shown in Fig. 5(d), the system starts to find the nucleus
within the region, by scanning from the upper-left to the bottom-right, drawn as a
gray rectangle in Fig. 7(a).  The shape of the template is, of course, a circle since it is
looking for a nucleus of the mouse embryo.  The parameters for this template are two
coordinates for the center and radius of the circle.  The criterion for decision is based
upon the total value of the energy function.

(a)                                                                 (b)

Fig. 7. Application of deformable template to the nucleus (a) and the polar body (b) within the
ROI

As the nucleus of the cell is recognized, the next step is to find the polar body at-
tached on the surface of the nucleus as illustrated in Fig. 7(b), since it is defined in the
assumption (c) that the polar is not overlapped with the nucleus.  In this case, the
scanning is carried out similar to the above case except the nucleus area, which is
already recognized.

5   Experiment and Performance of the System

We construct an embryo cell image database to evaluate the performance of the pro-
posed embryo cell recognition algorithm.  All images in our present database are
acquired from the micromanipulation system described in section 2, and the database
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 (a)                                               (b)                                             (c)
Fig. 8. Superposition of deformable templates to the embryo images

contains 138 mouse embryo images with 400, 600 and 1200 magnification ratio,
respectively.  Fig. 8 shows three image shots for an embryo cell, and two deformable
templates (i.e. the circular one for the nucleus and the ellipse one for the polar body)
are superimposed on each image.

Table 1 summarizes our result for each magnification ratio.  It took 450ms, 100ms,
65ms at 1200:1, 600:1, and 400:1 ratio, respectively, suggesting that the larger mag-
nification ratio, the longer the processing time.  However, the recognition rate was
roughly proportional to the magnification ratio, since it was 93.5%, 80.4%, 52.2%,
respectively.  Note that we counted it as a success case only if our algorithm recog-
nized the nucleus and the polar body simultaneously.

Table 1. Processing speeds and recognition rates for different magnification ratios

Magnification ratio Processing time Recognition rate

1200:1 450ms 93.5%
600:1 100ms 80.4%
400:1 65ms 52.2%

Given that above data are measured for each image, we also look up how much time
it required for accomplishing closed-loop case, such as finding cells, moving the
microscope to the center of the image, and recognizing the structure of the embryo
cell.  These experiments were accomplished with living mouse embryo cells. Our
result shows that the total time of such operations took about average 9 seconds.  It
was known that an expert operator can manipulate about 13~14 cells for a day, be-
cause he normally feels eyestrain and looses concentration.  In contrast, the automatic
micromanipulation system can manipulate many cells without any fatigue and losing
any concentration.

6   Conclusions and Discussion

For developing an automatic biological micromanipulation for the mouse embryo
cells, we have designed a new vision system where a deformable template algorithm
was incorporated with the multiple view operation for recognizing the shape of the
mouse embryo cell.  Our strategy is to utilize multiple images that have same view-
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point but have multiple magnification ratio.  The system uses the low magnification
image to extract the ROI area within the image, whereas it utilizes the high magnifi-
cation image to apply the deformable template model to the ROI to speed up the sys-
tem.

The main part of the algorithm consists of the histogram segmentation, the nearest
neighborhood clustering and a deformable template model.  To increase the recogni-
tion rate and to reduce the computational load, a dynamic search area algorithm is
designed.  We have modified the deformable template method for the present task:
one for the circular-shaped nucleus and the other for the elliptic-shaped polar body of
the mouse embryo cell.  For the stability and performance of the method, the energy
function includes the deviation term as well as the edge potential field term.  Result
suggests that the present automatic system outperforms the manual case.
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Abstract. The reconstruction of edge information using the prevailing error
diffusion halftoning is represented as weak in visual and objective measuring
criteria. In the previous work, an excellent improvement in reconstructing edge
information of original image into belevel-toned image was achieved by adding
an edge enhancing filter to the original error diffusion method. In spite of such
effectiveness, the edge enhancing method made degradation in general
information representing average tone of original image and even in edge
information when excessive edge enhancing parameter is applied. In this paper,
we seek a novel edge enhanced error diffusion method to preprocess original
image so that further enhance edge information while preserving the good
characteristic of the original error diffusion in general information. To confirm
the achievement of the proposed method, we compare the method with both the
standard error diffusion and the conventional edge enhanced error diffusion for
Lena image in various objective measuring criteria.

Keywords: computer vision, digital halftoning, edge enhanced error diffusion,
gradient preprocessing filter

1   Introduction

Since the 20th century, bilevel-toned image devices including fax machines, printers,
and plasma display panels have developed rapidly and vastly. Although these devices
usually have only the two levels of tones or colors in consideration of technical and
economical points of view, the images output by the devices must be sawn as natural as
possible. Digital halftoning has been introduced to content with such requirement.

Halftoning is the rendition of continuous-toned image into bilevel-toned one and let
see the latter as the former when looked at from a distance. Of many halftoning
algorithms studied before, the error diffusion proposed by Floyd et al. is remarkable for
its superior blue-noise property [1]. It distributes the error made at a pixel over
surrounding pixels by quantizing the pixel into bilevel tones and using an error diffusing
filter that makes the average error for the entire image be zero.
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However, the error diffusing filter is designed to retain the average tone of original
image, i.e. the direct current element in frequency, so a degradation of original image
for edge information of high frequency has to be made [2]. Bilevel-toned images face
contradictory necessities. That is, they have to make the direct current elements of
power spectrum for display error be zero in order to retain average tone of original
image while having to minimize the error in power spectrum of high frequency in
order to preserve original edge information.

The studies having been conducted to obtain a further achievement of the error
diffusion include the methods to modify the error diffusion filter [3], to adaptively
adjust filter coefficients to minimize local errors [4], to introduce the property of
human visual system (HVS) [5], to utilize the characteristics of printers [6], and so on.
Most of all, the edge enhanced error diffusion proposed by Eschbach et al. has
singular performance. This method adds multiples of pixel tones to the original image
in the process of error diffusion to emphasize edges of original images and get clearer
bilevel-toned images. However, the bilevel-toned images converted by the method
have some errors at the areas of low frequency because it uniformly applies the
transformation to original images without considering local area characteristics.
Along with it, as an excessively large multiple is added to emphasize edges of original
image, it is even possible to distort the edge information.

The aim of this paper is to seek a novel error diffusion method to improve edge
information while keeping up general information. The method measures gradients of
pixels in original image and add the values of a function to process the measurements
to intermediate modified image before a threshold to determine bileveled tones is
applied in the standard error diffusion. The values of the function are large for edge
areas and small for flat areas in original image, so the method provides both the good
properties of the standard error diffusion and the edge enhanced error diffusion, and is
able to further achieve enhancement in edge information. In this paper, the function is
called the first-order gradient shaping of original image (FGSOI) filter.

The paper hereafter is organized as follows. In Section 2, we describe the edge
enhanced error diffusion proposed in this paper. The performance of the proposed
method is compared with those of the standard error diffusion and the existing edge
enhanced error diffusion for various objective measuring criteria in Section 3. The
comparison results are reported and discussed in Section 4 and we finally conclude
the paper in Section 5.

2   Proposed Edge Enhanced Error Diffusion

The overall error diffusion system is depicted in Fig. 1. and the edge enhancing
FGSOI filter is designated by the dotted box and the rest modules are the same as
those of the standard error diffusion of Floyd et al. [1]. In the figure, ),( jig  and

),( jih  are the input image and the bilevel-toned image of JI ×  samples,
respectively. It is assumed that ),( jih  has 0 or 1 and ),( jig  is belong to the range

]1,0[ . ),( jie  is the error generated during quantizing the original tone into 0 or 1.
The FGSOI filter is designed to further improve the edge enhancement of the error

diffusion proposed by Eschbach et al. [7] while maintaining general information in
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original image. The function of the FGSOI filter is to differentiate tones of original
image in horizontal and vertical directions and fabricate the differentials. To
differentiate tones, two Prewitt operator of 3 3×  size depicted in Fig. 2 are applied to
original image for the corresponding directions. The differentials resulted in for the
horizontal and vertical directions are iS  and jS , respectively, and have near zero for
flat area in tone change, positive for decreasing tone, and negative for increasing tone.
The values are processed into iR  and jR  to compensate for the different rates of
directive bias of error diffusing in the standard error diffusion. iR  and jR  are used to
make dS  to suppress excessive edge enhancing in diagonal directions resulted from
the summation of them. The results of the intermediate processes are finally combined
into ( , )P i j  and its responses are added to error-diffused image ( , )u i j .

Errors

Modified
ImageInput

Image

Threshold

Output
ImageSi Ri

e(i,j)

g(i,j) h(i,j)

Sj Rj

-

+

+

-

+

+

+

+
Sd

P(i,j)

u(i,j)

Fig. 1. The edge enhanced error diffusion to which the FGSOI filter is added

-1 0 +1

-1 g(i,j) +1

-1 0 +1

(a)

-1 -1 -1

0 g(i,j) 0

+1 +1 +1

(b)

Fig. 2. 3 3×  differential Prewitt operators for (a) the horizontal direction and (b) the vertical
direction
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The mathematical expressions involved in each process are presented as follows:
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( )( , ) i i j j dP i j S R S R S= ⋅ + ⋅ ⋅ .                                                          (6)

where, ia , ja , ib  and jb  are the coefficients to adjust the effect of edge enhancing
and ω  is the frequency range in tone change in original image. The combinatorial P
shows the similar characteristics to the standard error diffusion for flat area and to the
edge enhanced error diffusion proposed by Eschbach et al. for increasing or
decreasing area. Such characteristics can supply the ability to improve edge
information while retain general information of original image.

3   Evaluation

To evaluate the effect of the proposed edge enhanced FGSOI filter described in
Section 2, the two filters of Floyd et al. and Eschbach et al. are compared with the
FGSOI filter for Lena image. In this paper three measurement criteria are adopted for
the objective comparison of them: radial averaged power spectrum density (RAPSD),
edge correlation, and local average accordance. In this section, the three measurement
criteria are first described, and then the results of comparison for Lena are presented.

3.1   Radially Averaged Power Spectrum Density for Display Error

The RAPSD is a measurement to determine how similar the original image and the
bilevel-toned image are to each other [8]. The preferable bilevel-toned image should
not have directive biases in pixel pattern and be radially symmetric. This criterion is
tested for power spectrum. The power spectrum is defined as )( fP  which conducts
two-dimensional Fourier transform on bilevel-toned image, squaring the result, and
dividing it by the number of samples. Although )( fP  is represented in three-
dimension, one-dimensional figure can be presented by the frequency for the easy
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observation of characteristics. The one-dimensional figure is made by partitioning
power spectrum into circular rings of width ∆  as shown in Fig. 3.

∆

v

0
2
1

2
1

u

Fig. 3. Partitioning of power spectrum into unit circular rings

When the two-dimensional Fourier transform is designated by [ ]⋅τ , the power
spectrum density is expressed like this:

[ ] 21ˆ( , ) ( , ) ( , )P u v g i j h i j
I J

τ= −
×

.                                 (7)

The power spectrum is partitioned into circular rings of the uniform width ∆
established in sequence from the center of power spectrum to the outer as seen in Fig.
3. In the figure, it is noted that the circular frequency rf  is distant from the center of
circular rings by 2/r∆ . The RAPSD )( rr fP  is obtained by integrating the power
spectrum over the area of the r -th circular ring and dividing it by the number of
samples included in the area as follows:

∑
=

=
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)(
1)(

fr fN

ifr
rr vuP

fN
fP .                                      (8)

where, )( rr fN  is the number of samples in the r -th circular ring area.

3.2   Edge Correlation

The most important information of an image is in edge areas. Therefore, it has
objectiveness in quality assessment to measure the correlation for edge area between
bilevel-toned and original images. The measuring function C  for edge correlation is
designed as below:

( , ) ( , ) ( , )gD m n g i j g i m j n= − − − .                                          (9)

( , ) ( , ) ( , )h h hD m n g i j g i m j n= − − − .                                      (10)
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where, ( , )hg i j  is the continuous-toned image restored from the bilevel-toned image
by using a 7 7×  low-pass filter designed to consider HVS according to observation
distance [9]. ijW  is the weighting matrix for the horizontal, vertical and diagonal
directions. The rate of the diagonal value to the horizontal and vertical values is
1: 2  and is normalized such that 0.1465 is obtained for the horizontal and vertical
directions, and 0.1035 for the diagonal direction. The finally generated function C
evaluates the representing performance for edge area of the bilevel-toned image over
the original image. Large C  means that edge area of bilevel-toned image is consistent
with that of original image.

3.3   Local Average Accordance

The performance how much average tone of local area in original image can be
preserved is important as well. This performance is evaluated by a function to
measure local average accordance between original image and bilevel-toned one. The
original image is divided into rectangles of a specific size and the local average of a
rectangle is designated as mgL . The bilevel-toned image is reconstructed by using the
7 7×  low pass filter mentioned in Section 3.2 and the local average for a rectangle of
the reconstructed image is denoted as mhL . The mgL  and mhL  are formulated like
these:

1 1

2
0 0

1 ( , )
M M

mg
i j

L g i j
M

− −

= =

= ∑∑ .                                           (12)

1 1

2
0 0
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− −

= =
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where, 2M  is the area to get the local averages. The accordance between the two
kinds of local average is defined as follows:
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where, 2N  is the number of the local areas. The large LmA  means that local average
of the bilevel-toned image is consistent with that of the original image.

3.4   Experimental Results

In this section, the bilevel-toned images, the RAPSDs, the edge correlations, and the
local average accordances for each method are presented for Lena image. Display
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error is defined as the difference between original image and error diffused bilevel-
toned image, and the RAPSD for display error will be presented in this evaluation.
The experimental results for the filters of Eschbach et al. and the FGSOI are measured
for the optimal parameter(s) of their own: 3 is used for the multiplying constant for
the filter of Eschbach et al.; and 1.75, 1.75, 0.025 and 0.025 for ia , ja , ib  and jb ,
respectively, for the FGSOI filter.

The bilevel-toned images generated by the filters of  Floyd et al. and Eschbach et
al. and the FGSOI are depicted in figures (a), (b), and (c) of Fig. 4, respectively. The
figures are cut down from Lena of original size to get better resolution of printed
image.

(a) (b) (c)

Fig. 4. Bilevel-toned images generated by the filters of (a) Floyd et al. and (b) Eschbach et al.
and (c) the FGSOI

The RAPSDs for the display errors made when 0.004=∆  between the original
image and the bilevel-toned images for Lena are displayed in Fig. 5. In figure (a) of
Fig. 5, the low frequency range of rf  from 0 to 0.3 generates rare RAPSD and the
high frequency range from 0.5 to 0.7 high RAPSD. The RAPSD for the display error
by the filter of Eschbach et al. is reported in figure (b) of Fig. 5. The RAPSD for the
high frequency range from 0.5 to 0.7 has lower level than that of figure (a) does.
Figure (c) of Fig. 5 shows the RAPSD by the FGSOI filter. It is noted that for the
whole frequency range, the RAPSD is lower than that of the filter of Eschbach et al.,
especially for the low frequency range from 0 to 0.3 and for the high frequency rage
from 0.5 to 0.7.
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(a)

(b)

(c)

Fig. 5. RAPSD characteristics for the display errors by (a) the filter of Floyd et al.; (b) the filter
of Eschbach et al.; (c) the FGSOI filter

The edge correlation and the local average accordance for the bilevel-toned Lena
images are recorded in Fig. 6 and Fig. 7, respectively. Fig. 6 presents the edge
correlation values as increasing the distances of observation for the three filters. In
this figure, the values for the filter of Eschbach et al. and the FGSOI are greater than
those for the filter of Floyd et al. The difference between the two groups decreases as
observation distance increases, but is recognizable when the bilevel-toned image is
observed at a distance of 10 inches, and the values for the FGSOI filter are greater
than those of the filter of Eschbach et al. over the distance of 10 inches. Fig. 7
displays the local average accordance values while increasing observation distance for
all three filters. In this figure, the values for the filters of Floyd et al. and the FGSOI
are even higher than those for the filter of Eschbach et al.
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Fig. 6. Comparison of edge correlation values for all the filters

Fig. 7. Comparison of local average accordance values for all the filters

4   Discussion

The outcomes in terms of the visual inspection, the RAPSD for display error, the edge
correlation and the local average accordance confirm a distinct improvement of the
FGSOI filter compared with the filters of Floyd et al. and Eschbach et al. The filter of
Eschbach et al. makes bilevel-toned images sharper than that of Floyd et al. does.
However, the filter of Eschbach et al. considers little the fact that the negative effect
by the edge enhancing of its own might raise the damage of general information of
original images. Compared with the filter of Eschbach et al., the FGSOI filter can
enhance further edge information as well as sustain general information.

The comparisons in visual inspection, the RAPSD and the edge correlation
convince that the FGSOI filter generates more fine edge information than the filter of
Eschbach et al. does without losing general information. It is suggested in Fig. 4 that
the filter of Eschbach et al. improve the edge information of Lena over that of the
bilevel-toned image by the filter of Floyd et al. and the FGSOI filter further enhance
edges especially when the crinkle part of the hat are inspected. Figure (c) of Fig. 5
shows that in the high frequency rage from 0.5 to 0.7 the RAPSD of the FGSOI filter
achieves lower level than that of the filter of Eschbach et al. does. It is supported by
the outcome in Fig. 6 which all the edge correlation values of the FGSOI over the
distance of 10 inches are higher than those of the filter of Eschbach et al. It is because
the values of edge correlation present an objective criterion about how much edge
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information of original image is preserved in bilevel-toned image as described in
Section 3.2.

The negative effect of the filter of Eschbach et al. can be found out to compare the
RAPSD in the low frequency rage from 0 to 0.2 of figure (b) of Fig. 5 with that of
figure (c). It becomes clear when the local average accordance values made by the
filters of Eschbach et al. and the FGSOI are examined. As seen in Fig. 7, the
distortion of the bilevel-toned image in general information was made seriously by
the filter of Eschbach et al. Putting together the experimental evidences until now, it
can be argued that the FGSOI filter conducts more effectively the edge enhanced error
diffusion than the filter of Eschbach et al. does.

5   Conclusion

So far in this paper we have investigated the FGSOI filter-based error diffusion to
more emphasize edge information of original image while retaining general
information. The error diffusion of the filter was applied to Lena image and the
resulting bilevel-toned image was analyzed for the objective criteria in visual
inspection, the RAPSD for display error, the edge correlation, and the local average
accordance. From the experimental results, it can be finally concluded that the FGSOI
filter presents superior properties than the filters of Floyd et al. and Eschbach et al. do
for the low frequency range that includes general information and for the high
frequency range that includes most edge information in original image.
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Capitalizing Software Development Skills Using CBR:
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Abstract. This paper presents a CBR-Based tool dedicated to the capitalization
of development experience/knowledge within a software development com-
pany. The tool  (called CIAO-SI) provides developers with appropriate assis-
tance during the development process. The core of CIAO-SI is a memory of
software artifacts (models, documents, source code…) which may be produced
in a given CASE tool and easily retrieved using a relevant indexation structure.
The retrieval process is supported by domain and tasks ontologies related either
to some software development processes (RUP, Merise…) or to some applica-
tion domains (Human Resources Management, accounting, banking…).

1   Introduction

Experience capitalization has become one of the major challenging issues in software
engineering in general and software development in particular. The main idea is to
take advantage of the experience cumulated throughout years when addressing new
software development projects. Software reuse is one of the major issues when capi-
talizing experience. It is widely accepted by authors and professionals as a mean of
capitalizing know and know-how gained during previous development projects.
Knowledge management can contribute to this effort and is now considered as a po-
tential source of productivity and quality improvement in software development [1].
Exploiting software development experience in terms of knowledge related to devel-
opment process (meta-knowledge [2]) and artifacts (knowledge embedded in products
knowledge [2]) is in our own opinion, a powerful means that can enable very signifi-
cant software productivity, quality and costs improvements. This ability is not avail-
able till nowadays in major software development CASE tools found on the market
(Rational Rose, Objecteering, Together…).

Though these CASE tools do help produce software artifacts during the develop-
ment process, nothing is done to manage a memory of these artifacts for future devel-
opment projects. The idea in the CIAO-SI project is to take advantage of the CBR
methodology/technique [3]), and manage such a memory, facilitating reuse in devel-
opment activities. Furthermore, the CIAO-SI project is interested in the development
of a system that can assist developers during software development, reducing training
costs (especially for new developers). Finally the CIAO-SI project addresses the
problem of poor documentation during software development projects which is a real
and serious problem in many development companies. The CIAO-SI project was ini-
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tiated in 2001 by Roger Nkambou, professor of computer science and Director of the
GDAC laboratory in UQAM, and Raphael Mbogni, president of Le Groupe Infotel
Inc. This company is specialized in software development and as such, has developed
a great expertise regarding software development. Thus, it offers a good framework
for testing the CIAO-SI system.

The purpose of this paper is to present the first results of the CIAO-SI project rela-
tively to all the issues listed above. A brief review of tools and research work related
to knowledge management in software engineering is proposed in section 2. An ar-
chitecture and functionalities of our CBR based tool (the CIAO-SI tool) for software
development experience capitalization is presented in section 3. We present an exam-
ple of how to use the system in section 4 and conclude.

2   Related Works

Software engineering is a knowledge intensive discipline and as such, could benefit
from research on knowledge management. There are many research works and tools
(research prototypes or commercial tools) dedicated to knowledge management (KM)
in software engineering activities [4, 5, 6, 7, 8]. These tools often take into account
experience/knowledge from previous projects. Experience/knowledge Software engi-
neering in the field of includes artifacts related knowledge (requirements, design, and
other software documentation/models/data) as well as process related knowledge (de-
sign method tools, software best practices, technologies, lessons learned, various
models, and data) [6]. We have examined some tools that offer appropriate support
for knowledge management in software engineering.

Rebuilder [8] is one of the first tools we examined. It is a CASE (Computer Aided
Soft-ware Engineering) tool, which applies analogical reasoning to the reuse and de-
sign of object-oriented software. In ReBuilder, only UML class diagrams are used for
reasoning.

Design Rationale is another tool we examined. It is a framework for creating or-
ganizational memory that attempts to preserve information about the development of
a software product [4]. It addresses the organization of the software development
memory. The idea behind Design Rationale is that during a software development
project, different solutions to problems are tested and many decisions are taken based
on the results of these tests [4, 9]. Design Rationale has concentrated effort on knowl-
edge capture and representation. Capturing, recording or representing decision is a
particularly difficult problem [12]. Recording all decisions made, as well as those re-
jected, can be time consuming and expensive. The more intrusive the capture process
is, the more designer resistance will be encountered. The main limitation is the fact
that no explanation is given on the decision-making process. Design Rationale also
acknowledges the need for capturing information about solutions that were consid-
ered, but not implemented.

Tools like Kibitzer [10] and RFML Workbench [11] are among few knowledge ac-
quisition tools specially targeted to aiding domain experts in the identifica-
tion/conceptualization phase of the knowledge-based system development cycle. They
can interactively acquire knowledge about the domain (domain object, concepts and
corresponding relationships) for which the software is to be developed [4, 10, 13].
Kibitzer has contributed efficiently to identify various types of knowledge required
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for domain modeling. Thus, the model representation language resulting from this
analysis is relatively simplistic; it is useful for expressing the static aspect of a domain
(object) but not its dynamic concept (process, action) [13]. The validity and relevance
of the domain model depend on the user knowledge about the software domain (it
may contain incoherencies or redundancies).

Tools such as KBRAS [14], CAESAR [15], address particular phases of the software
engineering process. KBRAS supports reusability of software components by classi-
fying and retrieving requirements for other software applications. CAESAR is a case-
based reasoning system for constructing programs, in a specific domain, from existing
program components. CAESAR helps users building a first draft of new a program
from the given specification, using library programs of an existing software. The main
constraint for these tools is that the user must be a domain expert, in order to under-
stand how the library programs must be decomposed in terms of their functional
specifications.

Grupe et al. [7] have proposed a prototype that applies CBR to the software devel-
opment process. In their prototype, a case is limited to external aspects of a software
project (project name and description, hardware environment in which the project was
constructed, language or package under which the project was developed, number of
function points…). The reuse is limited to artifacts related knowledge.

Klaus [5], introduced a few years ago a tool architecture and its underlying meth-
odology for reuse and continuous learning of all kinds of software engineering expe-
rience. The architecture extends existing ones [6] by supporting the whole process of
reuse and learning for arbitrary experience items (artifacts). Although this architecture
does contribute to extend reusability concept to all the development phases, it does
not leave much room for the semantic dependences between these artifacts (the expe-
rience base is limited to a set of artifacts). The level of reusability (reuse granularity)
is limited to artifacts, which implies a total overlook of the solution. Moreover, the
production, the completeness and the format of the artifacts are not supported by a
well-defined methodology; it depends on the experience of the project team.

The last relevant tools we examined are Déjà vu and RSL. Déjà Vu [16] is a CBR
system for code reuse and generation using an hierarchical CBR. In this tool, the
problem space is partitioned into sub-cases (abstract and concrete). Each case has a
description part (specification part) and a solution part (program). One of the limita-
tions of this tool is that reusability remains at code level; moreover, search for similar
cases is focused on problem decomposition rather than problem-space decomposition.

As for RSL [17], it is a system that allows the reuse of code and design knowledge.
Component retrieval is done using natural-language queries, or using specific attrib-
utes. Component ranking is an interactive and iterative process between RSL and the
user.  Like other tools listed above, the reuse is limited to artifacts related knowledge
and nothing is said about the case structure, the completeness, the consistency and
relevance of the information stored in the case.

From all that precedes, it appears that all examined tools focus on specific devel-
opment phases and/or are not supported by any development process. Moreover,
many of them if not all do not offer a personalized assistance to the developer. These
limitations are taken into account in the CIAO-SI project.



486 R. Nkambou

3   The CIAO-SI Tool

3.1 System Functionalities

Software artifacts memory and reuse. The CIAO-SI tool manages a memory of ar-
tifacts produced during software development (documentation, planning, source code,
diagrams…). The system helps in producing or modifying these artifacts by invoking
appropriate development tools. For new developments, artifacts are not produced
from scratch: The system offers the possibility to reuse and adapt already stored arti-
facts. Details concerning cases structures and memory indexation strategy can be
found in [15, 16].

Application domain knowledge memory. The CIAO-SI tool manages a memory
of knowledge related to various application domains in terms of domain application
ontologies (domain ontology and tasks ontology). These ontologies are very useful for
a better characterization and classification of software development projects. For each
application domain, a set of concepts and tasks related to the domain is stored in the
application domain knowledge memory. In a case based reasoning perspective, they
will be used to refine the similarity between projects. For Le Groupe Infotel Inc. case,
we have identified four main application domains: Banking management, accounting
management, human resources management and payroll management. We are cur-
rently building ontologies for human resources management.

Process knowledge memory. The CIAO-SI tool manages a memory of knowledge
related to development process in terms of process ontologies (domain ontology and
tasks ontology). These ontologies are very useful for a better follow-up and tracking
of development activities and software artifacts related to each activity. Rational Uni-
fied Process (RUP) is one of the processes the system will be working with. Thus,
we’ve developed and stored in the process knowledge memory, a domain ontology
and a task ontology related to this process. We are expecting to do the same work
very soon with the Merise development process.

Assistance to developers. The CIAO-SI tool offers assistance to developers espe-
cially for solution adaptation activities:  it is useful for the quality of artifacts resulting
from the adaptation process, preventing inconsistencies. It also facilitates the training
of developers to development processes by guiding them during the adaptation proc-
ess (ensuring that the phases of the development process are respected and all artifacts
for each phase are produced). Process knowledge memory is used here. E-learning
techniques can also be put to contribution in adapting the assistance to the developer
(developer model, tutorial strategies [tutoring, coaching, criticizing…]).

3.2   System Architecture

From Fig. 1, it can be seen that the CIAO-SI tool consists of three main components:
the expert workspace, the developer workspace and the management component.

The developer workspace. This component allows a software engineer to design
and build a new application from existing “similar” ones. “Similar” applications are
retrieved from the case base via the case retrieval module based on a certain number
of retrieval criteria (characteristics of the new application, chosen by the developer
from a given criteria set). In order to reduce the number of retrieved cases, the re-
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trieval algorithm uses concepts and tasks from the considered application domain on-
tologies. These concepts and tasks are stored in the Application Domain Knowledge
Base (ADKB) and managed by the Application Domain Knowledge Manager
(ADKM). Depending on the case description and the score, one or many cases are re-
trieved from the case base. Retrieved cases are weighted according to their similarity
to the case problem (new application); in the next section, we present some details of
the retrieval process. The developer chooses one and adapts it using appropriate CASE
Tools, in interaction with the Assistant manager. The adaptation is supported by the
Process Knowledge Base (PKB) containing concepts, tasks and best practices related
to development processes (RUP, Merise…). The Assistant Manager also offers to the
developer a certain number of ready-to-use templates that present documents and arti-
facts. In order to personalize the assistance, the Assistant Manager uses the developer
profile stored in the Profile Database (PDB) and managed by the Profile Manager
(PM). The adapted case or candidate case that is the new application is stored in the
buffer (temporary case base used for storing not yet validated cases). The validation is
performed in the Expert workspace.

Fig. 1.  CIAO-SI system architecture

The expert workspace. This component allows an expert (someone who has an
expertise in an application domain) to validate cases contained in the buffer, in order
to: eliminate inconsistencies, ensure that the case is relevant according to the applica-
tion domain, and ensure that the case is not redundant in the case base. The validated
case or learned case is stored in the case base managed by the Case Manager. It
should to be noted that a case must always be validated before it is stored in the case
base.

The management component. This component is the core of the system. It com-
prises four main management modules: the Case Retrieval Manager, the Application
Domain Knowledge Manager, the Assistance Manager and the Case Manager. The
Case Retrieval Manager is dedicated to the retrieval of a case or set of cases that
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match best with a new application to be developed, given its characteristics. The Ap-
plication Domain Knowledge Manager is used for the management of all the knowl-
edge related to application domains. As for the Assistance Manager, it manages all
the knowledge related to development processes and ensures the follow-up of devel-
opers during the adaptation of a case. Finally the Case manager carries out the basic
operations on cases (add, modify and delete).

3.3   The Retrieval Process in CIAO-SI

The retrieval process is based on an indexation structure, which includes two parts: a
dynamic inductive tree and an inverted list.

Dynamic inductive tree: this sub-structure is built dynamically according to a set
of weighted retrieval criteria. The order in which the criterion are evaluated (succes-
sion of nodes) is determined by the indexation algorithm during execution, which
makes it possible to take into account the criteria according to their relevance (weight)
as defined by the user. Cases are classified in the tree leaves by group of satisfaction
(set of cases). The use of the dynamic inductive tree is very significant at this level
because it contributes to strongly partition the data into sets of cases with increasing
satisfaction level.

Inverted List: This sub-structure is similar to the one used for indexing documents
with keywords in documentary databases: In documentary databases, users are inter-
ested in obtaining the list of documents containing a set of keywords, while in our
case, we are interested in determining the list of cases containing a set of concepts.
References to selected concepts of the considered application domain are stored in the
sub-structure (for some application domains, a domain ontology is available in the
knowledge base). The user chooses the concepts from a list of concepts found in the
domain. A weight is affected to each concept referenced in the sub-structure, and ref-
erences to cases containing the concept are also kept. The weights and the number of
references to concepts for each case are used in combination to sort the cases. It
should be noted that cases considered here are the one appearing in the leaves of the
inductive tree presented above. The retrieval algorithm takes advantage of this struc-
ture. The retrieval process has two steps.

The first step uses a set of weighted retrieval criteria to locate candidate cases. This
set may contain more than one category of retrieval criteria. Selected criteria are used
to express constraints to be achieved by candidate cases. A dynamic inductive tree is
built based on these criteria. The dynamic inductive tree is used to partition the case
base into many subsets of cases. Each subset is made of cases that have the same
similarity level according to the selected criteria. The computation of similarity level
is done using Riesbeck’s formula [18]. Candidate cases are extracted from these sub-
sets. A candidate case is one belonging to a subset with a similarity level higher than a
threshold set by the user.

The second step of the retrieval process builds an inverted list of concepts from
candidate cases selected by the user. The inverted list consists of concepts and for
each concept, references to the case(s) containing the concept. On another hand, a list
of available concepts of the considered domain is extracted from the application do-
main ontology. The user selects appropriate concepts according to the application to
be built. Concepts of the inverted list are matched with concepts selected and
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weighted by the user. All cases referenced in the inverted list are ranked according to
the number and weight of concepts (those selected and weighted by the user) that they
contain. These cases are proposed to the user as final selected cases.

The proposed retrieval techniques has been successfully used and is better than
most existing techniques in terms of the relevancy of the selected cases. Other details
on this technique and its evaluation can be found in [17].

4   Using CIAO-SI : An Example

Let us suppose that a software engineer wants to develop a new banking application,
using the CIAO-SI tool. He logs into the tool as a developer and the developer work-
space/interface is displayed. Then he clicks on the new application button. He is
prompted with a window presenting a list of different application domains for which
ontologies are available in the system. From this list, he selects the Banking applica-
tion domain and continues the process. He is then prompted with a window displaying
different categories of software characteristics. These characteristics are used as re-
trieval criteria.

For each category of retrieval criteria (general, architecture, quality…), he selects
and instantiates the criteria that fit with the application to be developed. To each se-
lected criterion, a weight is affected indicating the importance of the criterion for the
developer. After selecting and instantiating the retrieval criteria, the developer is
prompted with a window presenting all the cases pre-selected from the case base, that
match best with the application to be developed, according to the selected criteria val-
ues and weights. This selection is computed using the induction tree as stated in sec-
tion 3.3.

For each pre-selected case, the “similarity” level (similarity with the application to
be developed) in percentage is given. Details of the application corresponding to each
the pre-selected case are also provided. Based on these details and the “similarity”
levels, the developer selects the cases he considers to be close to the application he
wants to develop. At this stage, the number of cases to be examined can still be high.
In order to reduce this number, a second level of case selection is performed on the
pre-selected cases using ontologies (domain ontology and tasks ontology) related to
the Banking application domain (the application domain of the application to be de-
veloped).

All concepts and tasks considered relevant for the application to be developed are
selected by the developer. Selected concepts and tasks are used by the retrieval proc-
ess, which goes trough the inverted list and comes out with appropriated cases. These
cases are then loaded in the main window of the developer workspace/interface (fig-
ure 2).
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Fig. 2. A selected case in the developer workspace of the CIAO-IS tool

The different phases of Rational Unified Process (RUP) appear at the top of the
screen (Figure 2). The left side of the screen contains the list of artifacts for a selected
phase and a selected application (the list of applications appears at the bottom of the
screen). Finally the right side of the screen contains details of a selected artifact. For
each selected case, the developer has all the artifacts (reports and models) produced
during the development of the corresponding application. He just has to adapt them
for his new application. During the adaptation phase, he can interact with the Assis-
tant manager for advises and validations.

5   Conclusion

We have presented a comprehensive architecture and functionalities of a CBR based
tool for software development experience capitalization. The main advantage of the
presented tool is the scope of reuse supported. While existing tool focus on specific
development phases and are not supported by any development process, our tool cov-
ers all the development life cycle and is supported by a development process (RUP
for instance). The CIAO-SI tool also provides personalized assistance to developers
on the software application domain and the development process, during the adapta-
tion of a project retrieved from the base. It allows developers to continue using their
favorite CASE tool, as long as it is XMI compliant. Future research works will in-
clude the strengthening of the case structure, the refinement of the indexation tech-
nique and the production of the first complete prototype.

Acknowledgement. We would like to thank Le Groupe Infotel Inc. for their finan-
cial support to this work.
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Abstract. There is a growing concern with the impact of human intervention in
the environment. The impact on the environment of toxic waste, from a wide
variety of manufacturing processes, is well known. More recently, however, it
has become clear that the more subtle effects of nutrient level and chemical
balance changes arising from farming land run-off and sewage water treatment
also have a serious, but indirect, effect on the states of rivers, lakes and even the
sea. This paper investigates the use of a hybrid Case Based Reasoning system
for monitoring water quality based on chemical parameters and algae
population.

1   Introduction

There is a growing concern with the impact of human intervention in the
environment. The impact on the environment of toxic waste, from a wide variety of
manufacturing processes, is well known. More recently, however, it has become clear
that the more subtle effects of nutrient level and chemical balance changes arising
from farming land run-off and sewage water treatment also have a serious, but
indirect, effect on the states of rivers, lakes and even the sea [4].

This paper investigates how Machine Learning techniques can be employed to
support environmental control, by monitoring water quality based on chemical
parameters and algae population. For such, this work uses a dataset composed by
samples taken from sites on different European rivers over a period of approximately
one year. These samples were analyzed for various chemical substances including:
nitrogen in the form of nitrates, nitrites and ammonia, phosphate, pH, oxygen,
chloride. In parallel, algae samples were collected to determine the algae population
distributions. It is well known that the dynamics of the algae community is
determined by external chemical environment with one or more factors being
predominant. While the chemical analysis is cheap and easily automated, the
biological part involves microscopic examination, requires trained manpower and is
therefore both expensive and slow [4].

The relationship between the chemical and biological features is complex and
demands the application of advanced techniques. This paper investigates the use of a
Case Based Reasoning (CBR) system for monitoring water quality using chemical
indicators and algae population.
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This paper is organized as follows: Section 2 briefly introduces the CBR paradigm.
Section 3 discusses some previous works. Section 4 presents the hybrid system
architecture. Section 5 shows experimental results. Section 6 presents the final
considerations.

2   Case Based Reasoning

CBR is a methodology for problem solving based on past experiences. This technique
tries to solve a new problem by employing a process of retrieval and adaptation of
previously known solutions of similar problems. CBR systems are usually described
by a reasoning cycle (also named CBR CYCLE), which has four main phases [1]:
1. Retrieval: according to a new problem provided by the user, the CBR system

retrieves, from a Case Base (CB), previous cases that are similar to the new
problem;

2. Reuse: the CBR system adapts a solution from a retrieved case to fit the
requirements of the new problem. This phase is also named case adaptation;

3. Revision: the CBR system revises the solution generated by the reuse phase;
4. Retention: the CBR system may learn the new case by its incorporation in the CB,

which is named case learning. The fourth phase can be divided into the following
procedures: relevant information selection to create a new case, index composition
for this case and case incorporation into the CB.

CBR is not a technology developed for specific purposes, it is a general methodology
of reasoning and learning [1], [7], [22], differing in important aspects from other AI
paradigms [1]:
• CBR can use specific knowledge from previous problems;
• The reasoning from previous problems is a powerful strategy for problem solving,

which is frequently applied by human beings;
• The CBR paradigm is based on psychological evidence.
The CBR paradigm is supported by two main principles [9]. The first principle says
that the world is regular: similar problems have similar solutions. Consequently, the
solutions of similar problems are a good starting point for the solution of new
problems. The second principle states that problems tend to repeat. Thus, new
problems tend to be similar to previous problems.

3   Previous Works on Hybrid Case Reasoning Systems

CBR and Artificial Neural Networks (ANN) have been successfully combined,
particularly in situations requiring a functional integration [11], [12], [18]. Several
approaches for integration of CBR and ANN employs neural networks in particular
stages of the CBR CYCLE, specially, in the case retrieval.

In [11], an incremental ANN is used for case learning and retrieval. Three layers
compose the network: the input layer, whose units receive the problem attributes, the
output layer, which contains a neuron for each case, and the internal layer, where each
neuron represents a cluster of similar cases (also named prototype). The main idea is
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the construction of a simple system of case organization with two levels of memory:
one containing prototypes of cases and another comprising instances of real cases.

Corchado et al. [3] use an ANN based on Radial Basis Function (RBF) model [14]
for case adaptation. When a new problem is presented to the CBR system, a set of
similar previous cases is retrieved. These cases are then used to train the RBF
network. After the training, the new problem description is presented to the network,
which works as a function mapping the current problem to a solution.

4   Hybrid System Architecture

This work investigates the use of committees of Machine Learning (ML) algorithms
to perform the adaptation of cases retrieved from a CB (second phase of the CBR
CYCLE) in a Case Based Reasoning system for monitoring water quality. The
committees investigated are composed of ML algorithms, here named estimators,
based on different paradigms. One ML algorithm, here named combiner, combines
the outputs of the individual estimators to produce the output of the committee. The
estimators and the combiner are used to perform adaptations in the recovered solution
to predict water quality. Similar approaches are presented in [15], [16]. The following
ML algorithms compose the committee:
• Estimators: a Multi Layer Perceptron (MLP) neural network [6]; a symbolic

learning algorithm M5 [21]; a Support Vector Machine (SVM) technique [20]
• Combiner: in this work were investigated three ML algorithms as the combiner of

the committee: a MLP neural network, the M5 learning algorithm and the SVM
technique. The combiner receives the outputs from the other three algorithms as
input, combines the results, and produces the output of the committee.

MLP networks are the most commonly used ANN model for pattern recognition. A
MLP network usually presents one or more hidden layers with nonlinear activation
functions (generally sigmoidal) that carry out successive nonlinear transformations on
the input patterns [6].

M5 is a learning algorithm that generates models on the form of regression trees
combined with regression equations (Model Tree) [21]. This model works similarly to
a classification tree. However, the leaves contain linear expressions instead of
predicted values. The Model Tree is constructed by a divide-and-conquer approach
that recursively creates new nodes. This approach applies a standard deviation test to
divide the remaining data into subsets and associates the test results to each new node.
This process is carried out for all data subsets, creating an initial model. Afterward, a
linear model is calculated for each inner node of the tree using a standard regression
process. Next, the tree is pruned by evaluating the linear model of each node and its
sub-trees [17].

SVM is a family of learning algorithms based on the statistical learning theory
[20]. It combines generalization control with a technique that deals with the
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dimensionality problem1 [20]. By using hyperplanes as decision surface, it maximizes
the separation borders between positive and negative classes. In order to achieve these
large margins, SVM follows a statistical principle named structural risk minimization
[20]. Another central idea related to SVM algorithms is the use of kernels to build
support vectors from the training dataset.

4.1   Case Adaptation

The approach for case adaptation employs two modules. The first module (adaptation
pattern generation) produces a dataset of adaptation patterns. This dataset is then used
by the second module (case adaptation mechanism). The second module trains a
committee of ML algorithms to automatically perform case adaptation. This approach
extends the approach proposed in [15], [16] by exploring the use of a hybrid
committee of ML algorithms as case adaptation mechanism. This approach assumes
that a CB is representative [19], i.e. the CB is a good representative sample of the
target problem space. Therefore, no re-training of the adaptation mechanism is
required when the system creates new cases during the reasoning process.

4.1.1   Adaptation Pattern Generation
The dataset generation module is capable of extracting implicit knowledge from a CB.
This module employs an algorithm that is similar to that proposed in [15],[16] (see
Algorithm 1).

Algorithm 1
function AdaptationPatternGenerate (CasesNumber, Component)
  for all cases from the original case base

    ProofCase ∧ ProofCaseExtract ()
    ProofDescrpt ∧ DescriptionExtract (ProofCase)
    ProofSolution ∧ SolutionExtract (ProofCase, Component)
    RetrievedCases ∧ Retrieve (ProofDescrpt, CasesNumber)
    for all RetrievedCases

      RetDescrpt ∧ DescriptionExtract (RetrievedCases(i))
      RetSolution ∧ SolutionExtract (RetrievedCases(i),
                                      Component)
      MakeAdaptationPattern(ProofDescrpt, RetDescrpt,
                            RetSolution, ProofSolution)
     end for
  end for
end function

                                                          

1 Machine Learning algorithms can obtain a poor performance when working on data sets with
a high number of attributes. Techniques of attribute selection can reduce the dimensionality
of the original data set. SVM is a ML Algorithm capable of keeping a good generalization
even for data sets with many attributes.
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Initially, the pattern generation algorithm extracts a case from the original CB and
uses it as a new problem (ProofCase) to be presented to the CBR system. The
remaining cases compose a new CB without the proof case. Next, the algorithm
extracts, from the proof case, the attributes of the problem (ProofDescrpt) and a
component (indicated by Component) of the solution (ProofSolution). Later, the
algorithm returns the N most similar cases from the ProofDescrpt (RetrievedCases),
where N is a predefined value. For each retrieved case, the attributes of the problem
(RetDescrpt) and a component of the corresponding solution (indicated by
Component) are extracted (RetSolution). Next, the algorithm generates the adaptation
patterns using as input attributes: the problem description stored in the proof case, the
problem description stored in the retrieved case, a component solution stored in the
retrieved case; and as output attribute: a solution component stored in the proof case.
Finally, the generated datasets are used to train the committee of ML algorithms.
First, the MLP, the SVM and the M5 algorithm are trained individually using the
adaptation pattern dataset generated. Next, the output of these three ML algorithms
are combined to produce a training dataset for the combiner of the committee (MLP
or M5 or SVM). The general structure of the adaptation pattern generation is shown in
the Figure 1:

Solution

Adaptation Pattern Generation

Solution

Solution

Solution

Problem Description Problem Description

Problem Description Problem Description

Proof Case Retrieved Case

Solution

Adaptation Pattern Generation

Solution

Solution

Solution

Problem Description Problem Description

Problem Description Problem Description

Proof Case Retrieved Case

Fig. 1. Adaptation pattern structure.

4.1.2   Case Adaptation Mechanism
The case adaptation mechanism allows the learning of the modifications that need to
be performed in the components values of the retrieved solutions in order to achieve
an adequate solution for a new problem. The most important characteristic of this
mechanism is the employment of implicit knowledge obtained from the CB with a
minimum effort for the knowledge acquisition. The case adaptation process is shown
in the Algorithm 2.

Algorithm 2
function Adaptation (Description, RetrievedCase, Component)

  RetDescription ∧ DescriptionExtract RetrievedCase)
  RetSolution ∧ SolutionExtract (RetrievedCase, Component)
  InputPattern ∧ MakeInputPattern (Description,
                                   RetDescription,
                                   RetSolution)
  Acts ∧ AdaptationMechanism (Normalization(InputPattern),
                              Component)
  NewSolution ∧ ApplyActs (RetSolution, Acts, Component)
  return NewSolution
end function
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When a new problem is presented to the CBR system, the most similar case store in
the CB is obtained by a retrieval mechanism [5], [10]. This case (RetrievedCase) is
sent to the adaptation mechanism together with the problem description (Description).
The adaptation algorithm, in turn, extracts the attributes from the new problem
(RetDescription). Next, for each component of the retrieved solution (indicated by
Component), the algorithm extracts the corresponding solution and generates an
adequate input pattern for the committee of ML algorithms developed for this
component. Afterwards, the committee indicates the required modifications in the
component of the retrieved solution (Acts). Finally, these modifications are applied to
the current component in order to obtain the solution for the new problem
(NewSolution).

The case adaptation approach works only with a single component of the solution
of a case. This approach can be easily extended for domains where the solution of the
cases has more than one component, by treating each solution component as a distinct
problem. This strategy keeps this approach independent of the structure of the case
solution. Figure 3 shows the general architecture of the hybrid approach, highlighting
the investigated algorithms in the CBR CYCLE.

 New Problem

New
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New
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Reuse 

New
Case
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Fig. 2. The CBR CYCLE  and the hybrid case adaptation approach (Algorithms 1 and 2).

5   Experimental Results

This Section presents a set of experiments carried out to evaluate the performance of
the strategy investigated for automatic case adaptation. For such, the performances
obtained with the use of committees of ML algorithms are compared to those obtained
by using individual ML algorithms for case adaptation: a MLP nework, a M5
algorithm and a SVM technique. In order to show that the automatic case adaptation
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may result in considerable gain in the prediction of the desired values for the solution
attribute, both case adaptation approaches, using committees of ML algorithms and
individual ML algorithms, have their performance compared with the performances
obtained by the individual ML algorithms for the prediction of the solution attribute
values.
The dataset used in this experiments was employed in the 1999 Computational
Intelligence and Learning (COIL) competition, available from the UCI KDD
repository [2]. This dataset comes from a water quality study where samples were
taken from sites on different European rivers over a period of approximately one year.
These samples were analyzed for various chemical substances including: nitrogen in
the form of nitrates, nitrites and ammonia, phosphate, pH, oxygen and chloride. In
parallel, algae samples were collected to determine the algae population distributions.
There is a total of 340 cases. However, some cases contain missing attributes. After
removing cases with missing attributes, 282 cases were felt in the dataset.
The first 11 values of each case are the season, the river size, the fluid velocity and 8
chemical concentrations, which should be relevant for the algae population
distribution. The last 7 values of each case are the distribution of different kinds of
algae (see Table 1).

Table 1. Water quality case structure.

Attribute Values
Season summer, spring, autumn, winter
Size small, medium, large
Velocity high, medium, low

Problem CC1,1 continuous
…
CC1,8 continuous
AG1,1 continuous

Solution …
AG1,7 continuous

The topology of the MLP networks employed as estimator has 37 input units, a
hidden layer with 20 neurons and 1 output neuron. The MLP networks were trained
using the momentum backpropagation algorithm, with moment term equal to 0.2 and
learning rate equal to 0.3. The M5 algorithm was trained using default parameters.
The SVM Algorithm was trained using the Radial Basis Function kernel and default
parameters. The MLP networks and M5 algorithm were simulated using the WEKA
library, version 3.2 - a set of algorithms of machine learning2. The SVM algorithm
was simulated using the LIBSVM tool3

For the experiments carried out, three different strategies for the generation of
adaptation patterns were investigated: strategy I - only the most similar case is
retrieved for a given proof case ; strategy II - the three most similar cases are retrieved
for a given proof case; strategy III - the five most similar cases are retrieved for a
given proof case.

                                                          

2 Available in http://www.cs.waikato.ac.nz/ml/weka/index.htm
3 Available in http://www.csie.ntu.edu.tw/\~cjlin/libsvm
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The data normalization (see Normalization in Algorithm 2) is only performed if the
retrieval and adaptation mechanisms requires it. The cases were stored in the CB in
their original format. The numerical values were normalized for the interval [0…1].
For the MLP, SVM and M5 techniques, the input symbolic values were transformed
into orthogonal vectors of binary values.

The tests followed the 10-fold-cross-validation strategy. The patterns were
randomly divided into 10 groups (folds) with similar size. One fold was used as a
test-fold (a set of new problems to be presented to the system) and the remaining 9
folds were considered as a training-fold (a set of previously stored cases). Before the
training of a ML algorithm using the training-fold, the over-sampling technique was
applied to the training-fold. After the training of a ML algorithm using the over-
sampled training-fold, the test-fold was presented to the system and the average
absolute error was calculated. This process was repeated for the remaining 9 folds.
Next, the average and standard deviation of the absolute error for each training
session were calculated. In order to confirm the performance of the hybrid approach,
the authors used the t test for bilateral procedures which 99% of certainty [13].

Table 2 shows the results of the tests carried out with the hybrid CBR systems,
with individual classifiers and with committees, using the three strategies of
adaptation pattern generation. The results obtained by the individual techniques
employed alone (MLP, M5 and SVM) are also shown. The best results and the best
model are shown in bold.

Table 2. Average error results for the proposed approach. The model CBR (CSVM - II), for
example, means a CBR system using a Committee with a SVM algorithm as a combiner and
using an adaptation pattern data set generated employing the strategy II for pattern generation.

Average Absolute Error

Model Algal 1 Algal 2 Algal 3 Algal 4 Algal 5 Algal 6 Algal 7

CBR (M5 – I) 9,86±1,71 6,51±0,65 4,34±0,45 1,38±0,17 5,24±0,60 6,66±0,86 2,38±0,50
CBR (M5 – II) 9,56±2,20 7,13±0,91 4,40±0,63 1,57±0,25 5,24±0,60 6,90±1,45 2,62±0,39
CBR (M5 – III) 10,42±2,54 8,54±1,74 4,64±0,74 1,71±0,25 6,29±1,48 7,14±1,42 2,64±0,54
CBR (SVM – I) 11,42±0,85 7,55±0,57 4,61±0,43 1,44±0,12 5,58±0,33 7,22±0,72 3,19±0,25
CBR (SVM – II) 11,30±0,97 7,40±0,62 4,57±0,51 1,38±0,14 5,61±0,36 6,75±0,80 3,14±0,25
CBR (SVM – III) 11,38±1,08 7,38±0,64 4,56±0,53 1,37±0,15 5,62±0,40 6,79±0,89 3,12±0,26
CBR (MLP – I) 27,19±3,29 8,96±1,33 10,66±1,24 3,25±0,53 11,61±1,80 11,76±1,11 5,86±0,90
CBR (MLP – II) 24,30±5,39 7,86±0,88 8,46±0,81 3,04±0,50 9,35±1,03 1,23±1,64 5,67±0,83
CBR (MLP – III) 26,49±4,16 13,92±1,35 8,94±2,16 3,08±0,52 10,25±1,53 12,02±1,62 5,77±0,88
CBR (CM5 – I) 14,14±1,91 12,03±2,19 7,69±1,29 2,19±0,49 9,48±1,53 9,15±0,75 2,38±0,50
CBR (CM5 – II) 14,56±2,92 11,00±1,46 5,64±0,50 2,02±0,36 7,23±1,01 10,01±1,26 2,62±0,39
CBR (CM5 – III) 15,98±2,43 10,72±1,58 6,30±1,42 2,13±0,42 7,75±1,21 9,20±1,16 2,64±0,54
CBR (CSVM – I) 5,05±0,59 3,49±0,45 1,86±0,23 0,63±0,07 2,84±0,38 4,33±0,24 1,50±0,25
CBR (CSVM – II) 3,46±0,67 3,77±0,38 1,47±0,26 0,53±0,10 3,39±0,30 3,80±0,33 1,77±0,17
CBR (CSVM – III) 3,34±0,53 3,92±0,18 1,93±0,20 0,71±0,08 3,48±0,24 3,80±0,40 1,56±0,22
CBR (CMLP– I) 13,99±2,25 11,82±2,04 7,45±1,18 2,19±0,41 9,59±1,41 10,08±0,91 5,02±0,73
CBR (CMLP– II) 16,19±4,22 12,07±1,34 6,24±0,70 2,40±0,42 8,07±0,91 10,82±1,22 4,23±0,45
CBR (CMLP– III) 16,44±2,11 12,29±1,34 6,74±0,98 2,53±0,48 8,07±0,92 10,68±1,59 4,69±0,77
M5 11,23±0,80 6,34±0,59 4,43±0,40 1,38±0,18 5,03±0,57 6,55±0,87 2,34±,48
SVM 10,14±1,26 7,39±0,59 4,62±0,44 1,40±0,13 5,52±0,41 6,86±0,75 3,17±0,24
MLP 23,05±2,70 9,43±1,47 9,98±1,10 3,20±0,62 12,41±2,52 14,06±2,52 5,86±1,92

In order to show the significance of the obtained results, Table 3 exhibits the solution
domain values of the dataset.
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Table 3. Domain values for the water quality dataset.

Value of the Solution Domain
Description Algal 1 Algal 2 Algal 3 Algal 4 Algal5 Algal6 Algal7

Maximum Value 89,80 72,60 42,80 14,30 61,10 70,0 31,60
Minimum Value 0,00 0,00 0,00 0,00 0,00 0,00 0,00
Average Value 15,13±19,71 7,58±11,03 4,45±8,81 1,36±2,22 6,12±8,74 6,84±12,13 2,24±5,05

The results show that the hybrid approaches, in general, were better in the prediction
of the problems solution than the classifiers techniques used alone. The results also
show the potential of the hybrid approaches combining inductive learning and
instance based learning and suggest that the adaptation pattern data set extracted from
the CB contains a good representative sample of the required adaptations over the
solution components in the solution space. Additionally, the results show that the
performance of CBR systems increases according to the number of retrieved cases in
each strategy of pattern generation (strategies I, II and III respectively). This result
occurs possibly due to the fact that, in general, a large number of cases produce a high
number of adaptation rules. Moreover, the results show that CBR employing
committee of ML algorithms introduces more accuracy and stability to the system, by
reducing the average absolute error and the standard deviation.

6   Conclusions

This work investigated the use of a hybrid Case Based Reasoning System Approach
for monitoring water quality using chemical indicators and algae population.
Preliminary results show that the use of a hybrid committee introduces more stability
to the system, reducing the standard deviation of the results. The case adaptation
approach can be easily extended for domains where the solution of the cases has more
than one component, by creating one independent adaptation dataset and one
independent ML algorithm or committee for each component of the solution, handling
these components as distinct problems. The investigated approach employs a process
of adaptation pattern generation that can reduce the effort for knowledge acquisition.
Besides, the hybrid approach is not computationally expensive, since the generation
of the adaptation patterns demands no comparisons between solution components.
Moreover, the process to obtain an adaptation pattern dataset is fully integrated with
the case retrieval mechanism and can be implemented employing usual retrieval
approaches. The results obtained suggest that the set of adaptation rules extracted
from the CB used is consistent and this new approach of adaptation knowledge
learning may be a promising technique to solve others real-world problems.
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Abstract. Here is discussed what is constructive meta-learning and how it goes
well compared with selective meta-learning that already becomes popular.
Selective meta-learning takes multiple learning schemes with the following
different ways: bagging, boosting, cascading and stacking methods. On the
other hand, constructive meta-learning constructs the learning scheme proper to
a given data set. We have implemented constructive meta-learning by
recomposing methods into learning schemes with mining (inductive learning)
method repositories that come from decomposition of popular mining
algorithms.  To evaluate our constructive meta-learning, we have done the
comparison of the performances of our constructive meta-learning and those of
two stacking methods, using UCI/ML common data sets. It has shown us that
our constructive meta-learning goes better than the two stacking methods.
Furthermore, it turns out to be promising that we apply constructive meta-
learning to meta-learner in selective meta-learning.

1   Introduction

In recent years, there are many studies about meta-learning scheme, which enhances
performances of classification tasks such as their accuracy, precision, recall and
robustness. Current meta-learning scheme contains two different approaches to
predict given test data set as shown in Fig.1.

Fig. 1. Classification of selective meta-learning algorithms

One integrates different base-level classifiers learned by different training data sets
with meta-model. This approach contains two well-known methods: boosting[10] and
bagging[2]. The other integrates different base-level classifiers learned by different
base-level learning algorithms with meta-model or meta-level classifiers. This
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approach contains three representative methods: voting, cascading[12] and
stacking[24].

Although these meta-learning algorithms work well to most data sets, they can not
work well to a given data set, when any base-level learning algorithms can not learn a
good model to the data set. This problem is caused by the reason why they do not
decompose base-level learning algorithms. Since these meta-learning algorithms just
select base-level classifiers, we call them “selective meta-learning scheme”.

To above problem, we propose another meta-learning scheme called “constructive
meta-learning scheme”. With this approach, we decompose base-level algorithms, and
recompose an adequate learning algorithm to a given data set. To implement this
scheme, firstly, we have organized an inductive method repository, analyzing
representative inductive learning algorithms. Then we have implemented a tool for
doing constructive meta-leaning based on the method repository called CAMLET.
CAMLET searches for an adequate inductive learning algorithm called an ‘inductive
application’, recomposing possible inductive learning algorithms by referring to the
method repository.

After implementing CAMLET, we have done an experiment to evaluate the
performance of CAMLET as meta-learning scheme on 34 UCI/ML benchmark data
sets[4], comparing with two stacking methods implemented in Weka[23].

2 Constructive Meta-learning

The basic idea of constructive meta-learning consists of decomposing base-level
algorithms and recomposing an adequate learning algorithm to a given data set.
Constructive meta-learning scheme composes an adequate learning algorithm to given
data set and user’s requirement as shown in Fig. 2.

Fig. 2.  Overview of selective meta-learning scheme and constructive meta-learning scheme.
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On the other hand, selective meta-learning scheme just combines base-level
classifiers. They learn base-level classifiers by training data sets. Then some
algorithms combine them with simple voting or weighted voting. Others learn a meta-
level classifier for classifying better base-level classifier or the class of test instances.
The meta-level classifier is learned by meta-level training data set made from the
predictions of base-level classifiers to validation data sets, which are generated from
the training data set.

Constructive meta-learning scheme has the following three major issues:

1. how to decompose base-level learning algorithms into parts
2. how to restrict combinations of these parts because they work better as learning

algorithms than base-level learning algorithms
3. how to recompose an adequate learning algorithms to given data set

We have solved these issues with constructing a method repository and searching
the possible learning algorithms for an adequate one. So we call this approach
“constructive meta-learning based on method repository”.

3   An Implementation of Constructive Meta-learning
Based on Method Repository

To implement constructive meta-learning based on method repository, we have
constructed a method repository, analyzing inductive learning algorithms. The method
repository includes an organization of each part of algorithms, control structure
templates to reconstruct learning algorithms and a data type hierarchy to organize the
methods. With this repository, CAMLET automatically recomposes inductive
applications, and searches for an adequate inductive application to a given data set.

3.1 Constructing an Inductive Learning Method Repository

To construct the method repository, firstly, we have analyzed representative inductive
learning algorithms. Then we have identified similar functional part called inductive
learning methods. Each group consists of one or more similar specific methods, and is
called generic method. The control structure templates have been defined to these
generic methods.

We have analyzed the following representative learning algorithms: Version
Space[18], AQ15[17], ID3[20], C4.5[21], Classifier Systems[5], Back Propagation
Neural Network[14], Bagged C4.5 and Boosted C4.5[22]. The analysis result first
came up with just unstructured documents to articulate what inductive learning
methods are in the above eight learning algorithms. Although it is a hard issue to
decide a proper grain size of methods, we analyzed under the condition that inputs
and outputs are data sets or/and classifier sets. Thus we have identified 25 specific
methods from the eight representative inductive learning algorithms.

By grouping similar methods, we have identified the following six generic
methods: “generating training and validation data sets”, “generating a classifier set”,
“evaluating a classifier set”, “modifying training and validation data sets”,



Constructive Meta-learning with Machine Learning Method Repositories 505

“modifying a classifier set” and “evaluating classifier sets to test data set”. To these
six generic methods, we have defined eight control structures with three feed back
loops to reconstruct inductive learning algorithms, as shown in Fig. 3.

Fig. 3. The six generic methods and eight control structures with three feed back loops.

We have organized the generic methods and the specific methods into a hierarchy as
shown in Fig.4, characterizing each generic method with input data type, output data
type, reference data type, pre-method and post-method. In Fig.4, the six generic
methods are put in the left column named ‘L1’, and each leaf node represents each
specific method identified from representative learning algorithms. Thus leaf nodes of
the hierarchy get into each specific method from some learning algorithm and its
executable code written in C language. For example, the method of “a void validation
data set” does not split given training data set into internal training and validation data
sets. So the validation data set becomes given training data set.

Fig. 4. Hierarchy of the method repository

To support making the hierarchy of the method repository, we have also defined a
data type hierarchy as shown in Fig.5. These data types are manipulated by the
methods.
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Fig. 5. Data type hierarchy

3.2   A Tool for Doing Constructive Meta-learning Based on Method Repository

We have designed parallel CAMLET as shown in Fig.6. The inputs of CAMLET are
training data set, test data set, and goal accuracy. The output of CAMLET is an
inductive application proper to the given data sets. CAMLET searches for an adequate
inductive application, executing inductive applications yielded by the method
repository. We have parallelized executions of inductive applications, because these
executions have high computational cost. Parallel CAMLET takes one processing
element named ‘Composition-level’ to compose specifications of inductive
applications and to control, and other processing elements named ‘Execution-level’ to
execute inductive applications.

Fig. 6. Pseudo code for the algorithm of parallel CAMLET

At the construction activity, CAMLET constructs basic specifications of inductive
applications randomly by selecting a path from “start” to “end” in Fig.3 and specific
methods in Fig.4. At the instantiation activity, CAMLET instantiates a basic
specification, checking connections of specific methods with roles of each method.
When a method is connected to another method at the level of specific method, the
specification for I/O data types must be unified. To do so, the instantiation activity
inserts a data type conversion procedure such as converting a decision tree to its rule
set.  Then CAMLET sends instantiated specifications to execution-level processing
elements. At the compilation activity, CAMLET compiles received specific
specification into executable code by referring to the method repository. The go and
test activity executes actual inductive application to given data set, and tests with
given test data set. Then the execution result is send to composition-level processor. If
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the result accuracy can not go to or beyond input goal accuracy, CAMLET refines the
specification with GA operations as shown in [1].

4   Experiments on UCI/ML Common Data Sets

After implementing the method repository, which has been constructed from eight
representative inductive learning algorisms, and parallel CAMLET written in Perl and
C language, we have done the experiment to answer the following two questions:
• Does CAMLET have good performance as a meta-learning algorithm?
• Does CAMLET enhance the performance of classification tasks, comparing with

its base-level learning algorithms?
To the first question, we have compared the performance of inductive applications

composed by CAMLET with that of two stacking methods of Weka 3.3.6 on 34 data
sets from UCI/ML repository. To the second question, we also compared the
performance from above result with that of base-level classifiers to each method.

4.1   Datasets and Evaluation Results

The evaluation method for UCI/ML data sets is 10-fold cross validation. Each pair of
training and test data set have been generated by SplitDatasetFilter implemented in
Weka 3.3.6, setting up the same random seed (-S =1) to each data set.

As the base-level learning algorithms of two stacking methods, we have set up the
following six algorithms: J4.8, Part rule set learner[9], IBk, Naïve Bayes, Bagged J4.8
with 10 iterations, Boosted J4.8 up to 10 iterations. As the meta-level learning
algorithms of each stacking method, we have set up J4.8 and ‘Classification via
Linear Regression’, which we call CLR later.

Goal accuracies of each data set for CAMLET have been set up the highest
accuracy of the two stacking methods. CAMLET has searched for an adequate
inductive application until going to or beyond the goal accuracy, executing them to
each data set. If any adequate inductive application has not been able to find out after
one hundred executions, CAMLET has selected just one inductive application, which
has the highest accuracy and the least computational cost within them.

Table 1 shows the average classification accuracy for every method and data set,
and indicates significant win/loss compared to each inductive application composed
by CAMLET. Table 2 shows numbers of significant win/loss of rows’ meta-learning
methods compared to column base-level algorithms. To test the significance of the
difference of the average accuracy, we have applied standard t-test with accuracies of
each fold of cross validation on each data set.
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Table 1. Average classification accuracy(%) and its standard deviation.

Acc. SD Acc. SD win/loss Acc. SD win/loss

anneal 99.56 0.78 99.44 0.59 99.55 0.78

audiology 73.97 12.33 69.60 16.60 72.15 12.04
autos 43.86 15.72 39.38 20.78 42.26 18.29
balance-scale 86.57 3.32 89.45 3.08 88.82 6.62
breast-cancer 73.82 7.03 72.07 7.87 73.46 7.73
breast-w 97.14 3.08 96.57 3.88 96.28 4.11
colic 83.44 7.23 85.05 5.17 84.21 6.44
credit-a 84.78 18.61 83.48 19.24 82.75 19.77
credit-g 74.90 3.96 75.00 4.78 73.80 5.43
diabetes 76.18 6.17 75.52 6.33 73.83 7.22
glass 70.22 9.77 67.38 19.79 70.56 9.96
heart-c 84.50 7.91 64.40 20.08 loss 76.91 5.54 loss
heart-h 80.40 19.14 46.09 40.16 loss 78.09 14.92
heart-statlog 84.45 6.00 83.70 5.58 84.07 4.29
hepatitis 83.63 11.57 83.08 10.17 76.38 14.38
hypothy roid 99.58 0.18 99.50 0.26 99.58 0.26
ionosphere 93.45 4.26 93.17 7.00 91.77 7.08
iris 95.33 5.49 92.67 11.09 92.00 8.78
kr-vs-kp 97.87 2.56 97.75 2.33 96.56 4.22
labor 89.33 17.27 91.67 8.78 89.67 8.95
letter 94.59 0.34 96.82 0.31 win 95.35 0.63 win
lymph 81.76 10.45 81.10 8.75 85.10 6.26
mushroom 100.00 0.00 99.93 0.23 100.00 0.00
primary-tumor 40.13 7.40 40.11 6.89 38.05 8.11
segment 97.62 1.24 98.10 1.10 97.79 1.28
sick 99.12 0.62 99.05 0.50 98.89 0.41
sonar 61.60 13.16 53.50 22.30 53.50 21.54
soybean 88.84 9.83 89.28 9.46 86.52 8.46
sp lice 89.56 7.91 94.92 1.82 94.11 2.64
vehicle 76.00 2.82 75.40 3.40 74.69 3.95
vote 96.07 2.70 96.54 2.51 95.39 3.64
vowel 65.16 7.13 64.55 5.94 59.29 5.09
waveform-5000 82.14 1.31 84.30 1.14 win 83.48 1.80
zoo 96.00 5.16 93.00 6.75 96.00 6.99
Average 83.58 6.84 81.52 8.37 82.38 6.99

CAM LET Stackin(CLR) Staking(J4.8)
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Table 2. Number of win/loss(win:loss) where algorithm in row significantly outperforms
algorithms in column

CAMLET vs. its base-level algorithms 　 　 　 　

　
C4.5

(unpruned)
ID3

(unpruned)
Classifier
Systems

Neural
Network

Boosted
C4.5

Bagged
C4.5

CAMLET 12:0 15:0 21:0 19:0 7:0 5:0

Stacking vs. its base-level algorithms 　 　 　 　

　 J4.8 Part
Naïve
Bayes IBk(k=5)

Boosetd
J4.8

Bagged
J4.8

CLR 6:0 8:1 12:3 10:2 3:0 5:1
J4.8 7:0 6:0 10:1 9:0 2:0 3:0

4.2   Discussion of Results

To answer the first question, the performance of inductive application composed by
CAMLET has been higher than two stacking methods. As shown in Table 1, inductive
applications composed by CAMLET take the first place to the following 22 data sets:
anneal, audiology, autos, breast-cancer, breast-w, credit-a, diabetes, heart-c, heart-h,
heart-statlog, hepatitis, hypothyroid, ionosphere, iris, kr-vs-kp, mushroom, primary-
tumor, sick, sonar, vehicle, vowel, zoo. To heart-c, the inductive application
composed by CAMLET has significantly outperformed the two stacking methods.
Looking at the number of significant win/loss, CAMLET shows as good performance
as the best performance of the two stacking methods. Although CAMLET has not
been able to recompose any stacking method, CAMLET has achieved higher
performance than each stacking method, only combining control structures and
methods extracted from base-level learning algorithms.

To the second question, the number of significant win/loss in Table 2 shows us the
ability as a meta-learning scheme. As shown in Table 2, CAMLET has never lost any
base-level learning algorithm of itself. Additionally, CAMLET has won more data
sets than the two stacking methods. As this result, we can say that our “constructive
meta-learning based on method repository” has satisfactory ability as a meta-learning
method.

5   Related Work

There is another study of selective meta-learning scheme. In [6] and [11], they present
dynamic selection of base-level classifiers to a given test data set with meta-rule,
which is learned with measurable characteristics of given data set. [16] and other
ranking methods[7] are also worked as selective meta-learning scheme. To support
data mining algorithm selection, they make the ranking of base-level algorithms to
given data set based on heuristic scores.
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To support whole data mining process including data pre-processing, data mining,
post-processing of the mining results, there is a way to present the ranking of data
mining applications to given data set like IDA[3]. However, if users do not get a
perfect ranking, they need to execute the data mining applications for clearing on their
actual performance.

Many data mining tools are developing to execute data mining algorithms for
various data sets. Weka is one of the platforms for constructing adequate data mining
applications with a useful interface. However, these tools only supply an execution
environment and literal information of each part of data mining process. Weka is also
used as a data mining method library like MLC++[15]. Although data mining
methods are now standardizing with PMML[19], their methods including Weka and
MLC++ are far coarser than that of CAMLET.

As the work for constructing data mining application, MEDIA-model[8] is a
reference structure for the application of inductive learning techniques. It focuses on
methodological aspects of data mining applications but not on automatic composition
facilities of data mining applications like CAMLET.

6   Conclusions

We present an evaluation of our proposal called “constructive meta-learning based on
method repository”. To construct the method repository, we have analyzed eight
representative inductive learning algorithms. With this analysis, we have identified 25
specific inductive learning methods. To organize them to the method repository, we
have identified six generic methods and eight kinds of control structures. Then
parallel CAMLET has designed to search the specification space of inductive
applications yielded by the method repository for an adequate one faster.

After implementing the method repository and parallel CAMLET, we have done an
experiment to evaluate our approach with 34 UCI/ML common data sets, comparing
with two stacking methods and their base-level learning algorithms. As the result,
CAMLET shows us higher performance than the two stacking methods. Comparing
with the performance of their each base-level learning algorithm, CAMLET also
shows us significant improvements as a meta-learning scheme. With our constructive
meta-learning, it is also possible to select proper base-level and meta-level learning
algorithms for a selective meta-learning.

As a future work, we will extend CAMLET to support whole data mining process
development. To construct data mining applications more flexibly, we will develop
the following new repositories: a data pre-processing method repository and a metrics
repository, which is to handle multiple criteria[13] with explicit model. In addition,
we will extend the inductive learning method repository to the mining method
repository. Although we have not search parameters included in mining methods and
control structures for the best combination, we need to search them, because they
affect the performance of data mining applications. Since the specification space of
data mining applications will become explosively larger space with above extensions,
we will also develop more efficient search method to search the specification space of
data mining applications.
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Abstract. Learning systems have been devised as a way of overcoming the
knowledge acquisition bottleneck in the development of knowledge-based sys-
tems. They often cast learning to a search problem in a space of candidate solu-
tions. Since such a space can grow exponentially, techniques for pruning it are
needed in order to speed up the learning process. One of the biases used by In-
ductive Logic Programming (ILP) systems for this purpose is mode declaration.
This paper presents an algorithm to incrementally learn this type of meta-
knowledge from the available observations, without requiring the final user’s
intervention.

1   Introduction

The knowledge acquisition process is widely known to be a serious bottleneck in the
development of intelligent systems, such as expert systems and decision support sys-
tems. For this reason, great interest has been devoted in the implementation of learn-
ing systems that are able to automatically induce the needed knowledge from obser-
vations. If, on the one hand, efficiency is a critical factor for the success of such sys-
tems, on the other hand reaching high performance is often strongly dependent on
good parameter settings, which in turn require deep technical knowledge and can be
hardly done by the final users. This is why it would be highly desirable to set auto-
matically the parameters of the learning systems.

Inductive Logic Programming (ILP) is an established sub-field of Machine Learn-
ing aimed at inducing first-order clausal theories from examples. This objective can
be cast to a search problem in a hypotheses space, that may lead to serious efficiency
problems when the complexity of the learning task and/or of the description language
used causes an explosion in the size of such a space. For this reason, many ILP sys-
tems are designed to use, if available, various forms of meta-knowledge about the
hypotheses to be learned in order to make the search more efficient.

In a general ILP scenario, given a description language, unary predicates represent
values of the objects properties, while n-ary predicates represent associations among
objects, and hence raise the problem of understanding which of their arguments must
be supplied as input and which ones they return as a result of their computation (mode
of the predicate), according to specific use of the predicates in a given context. Such
issue is well-known, for instance, in Prolog, where the procedural interpretation re
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quires predicates’ arguments to be used properly. This holds not only for predicates
having a unique use, but also for reversible predicates, in which different combina-
tions of input and output arguments are possible. However, in Prolog the possible
uses of built-in and library predicates are pre-defined, or known to the programmer in
the case of user-defined ones. The situation is different in first-order machine learn-
ing, where the available information (examples, observations, background knowl-
edge, etc.) could be provided by sources that are extraneous to the experimenter, and
thus the mode of the predicates in the description language could be unknown.

A mode declaration [2] is a specification of the predicate modes. It plays a central
role in the efficiency improvement of some systems (e.g., Progol [12], GOLEM [10],
FOIL [11]), and it is required, in particular, by systems designed to learn recursive
definitions (such as TIM [14] and MRI [13]). This paper presents an algorithm that
induces mode declarations from examples of the concept to be learned. Its main nov-
elty lays in its incremental behaviour, useful when the knowledge is not completely
available at the beginning of the learning process: in fact, it works without requiring a
previous theory for the target concept. It can be embedded in a natural way in ILP
systems as a pre-processor.

In Section 2 some significant previous works on Automatic Mode Inference in an
ILP problem are presented. Section 3 introduces the basic concepts needed to under-
stand the proposed approach and presents the new algorithm. In Section 4 the main
characteristics and the behavior of the algorithm are presented by means of examples.
Finally, Section 5 draws some conclusions.

2   Related Work

Formally, a mode of an n-ary predicate symbol is an n-tuple that represents a possible
instantiation of arguments of that predicate symbol in terms of some domain. Each
element of such a domain corresponds to a degree of instantiation of an argument of
the predicate symbol. In this work we set such a domain to {+,−}, where ‘+’ means
that the argument must be instantiated, and ‘−’ expresses the fact that the argument is
returned after the predicate computation.

Generally speaking, in a logic program there is not the concept of  “input” and
“output” variable: each variable might in principle be used either as an input or as an
output argument, and programs might be executed in either a “forward” or a “back-
ward” direction. Nevertheless, the need of mode declarations may arise in Logic Pro-
gramming for different reasons. For instance, knowledge about which arguments in a
predicate must be specified and which ones are returned after computation can help
programmers in verifying program correctness. Moreover, compilers can profitably
use it for optimization purposes (e.g., using efficient special-purpose unification rou-
tines instead of the general unification algorithm): indeed, it is often the case that, in a
particular program, a predicate is executed in one direction only, i.e. it is always
called with a particular set of its variables that are bounded (the “input” variables) and
the remaining set unbounded (the “output” variables).
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Traditionally, the task of supplying this kind of information has been in charge of
the programmer. In such a case, however, problems might arise due to the errors
made by the programmer in declaring modes that can lead to very strange program
behavior, whose cause can be hard to find. A possible solution may be letting the
compiler infer the modes, using them either to optimize a program without mode
declarations, or to verify the declarations made by the programmer, in a similar fash-
ion to type-checkers used in other languages to verify type declarations. The issue of
automatic mode inference for these purposes has been considered in [3], [4], [5], [6]
and [7]. All these works deal with a Prolog program (i.e., a set of definite Horn
clauses) together with a negative clause (called query), where the mode of a predicate
in the program indicates how its arguments will be instantiated when that predicate is
called. Thus, the modes of a program represent statements about all computations that
are possible from it [8].

Another use of mode declarations, as introduced in Section 1, comes from the ILP
where the modes are exploited to build systems that are able to explore the space of
hypotheses more efficiently. An algorithm to extract modes from data was presented
in [1] and implemented in LIME [15]. In LIME the search space is restricted to de-
terminate clauses; in the absence of any information, each time a literal is added to a
clause the system must assume that unbounded variables will be uniquely bounded.
As this process is essentially the same each time it is carried out, considerable im-
provement in performance can be achieved if mode information is available. LIME
extracts such information from the data, this way being able to skip clauses that are
not determinate. It considers predicates one at a time and assumes that any possible
mode declaration for that predicate has functional dependency. Then this assumption
is checked against the data: if it is false (i.e., the data show a counterexample), then
the algorithm discards that possible functional dependency. Another system that faced
these issues is MOBAL [9].

Example 1. Consider predicates append(l1,l2,l3) (“l3 is the list obtained ap-
pending the list l2 to the list l1”) and decomp(l,e,r) (“l is the list with head e
and tail r”). Mode declarations {append(+,+,-),append(+,-,+),append(-
,+,+),decomp(+,-,-),decomp(-,+,+)} are not consistent with ap-

pend(X1,X2,X3) ← decomp(X1,X2,X3), and hence the search space can be pruned
by eliminating such a clause.

3   MILE: Mode-Declarations Incremental Learner from Examples

In this section, after giving some preliminary definitions and a general idea of the
proposed technique for inducing mode declarations from a set of examples for some
concept (predicate), we present the detailed algorithm.

Examples are ground Horn clauses and the hypotheses space consists of function
free clauses, i.e. terms in the head of the target clauses and terms in the literals of the
body can be either variables or constants. This simplifies the structure of each clause
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without affecting expressiveness [16]. Each clause consists of a head literal followed
by a list of body literals. Each literal in the body of a clause must use at least one term
(variable or constant) that has been introduced by a previous literal in the body.
Hence, the list of literals in the body can be ordered according to the following defi-
nition.

Definition 1. (Layers of a clause) Given a linked clause h ← b1,b2,…,bn: the set of 1-
layer literals consists of all bi's, 1 ≤ i ≤ n, such that bi shares some argument with h.
The arguments of the literal h are called 1-layer activated terms; the set of k-layer
literals consists of all bi's such that bi is not a t-layer literal for 1 ≤ t < k and it shares
some of its arguments with the set of (k–1)-layer activated terms. The set of k-layer
activated terms (also known as variable depth [12]) is the union of all k-layer literals'
terms that are not (k–1)-layer activated terms. This notion induces an equivalence
relation on the set of literals in a given clause.

Example 2. The literals in the body of the following Horn clause:
h(X) :- p(X,Y),p(X,Z),p(X,W),o(Y,Z),q(Z,T),s(T),l(W).

can be ordered in layers (equivalence classes). The set of 1-layer activated terms is
{X}, that contains the only argument that is present in the head of the clause; p(X,Y),
p(X,Z), p(X,W) are the 1-layer literals, since they contain the variable X as argu-
ment. Hence, the set of 2-layer activated terms is {Y,Z,W}. Then, o(Y,Z), q(Z,T),
l(W) are the 2-layer literals and {T} is the set of 3-layer activated terms. Finally,
s(T) is the only 3-layer literal.

According to the identified layers, the above clause can be rewritten as follows:
h(X) :- [ [ p(X,Y), p(X,Z), p(X,W) ], % X

[ o(Y,Z), q(Z,T), l(W) ], % Y Z W
[ s(T) ] ]. % T

After introducing how to represent a clause by means of layers, we can give the
general idea behind MILE. Such an algorithm can be used as a preprocessor of the
examples given as input to an ILP system. It is incremental but obviously it can be
exploited also by batch systems.

Given a Horn clause:
1. select a possible mode declaration1 for the literal in its head and consider the

corresponding input arguments as 1-layer activated terms;
2. for k ≥ 1 repeat the following:

1.1. collect the set of k-layer literals
1.2. consider as input arguments those that correspond to k-layer activated

terms and as output arguments the remaining ones.
It is important to note that, at any step (corresponding to a layer), if an output term

is introduced by more than one literal (i.e., there are many k-layer literals with the

                                                          

1  Given a literal p(x
1
,x

2
, … ,x

n
), there are 2n-1 possible mode declarations, excluding the mode

that considers all arguments as output ones (we assume that there must be always at least one
input argument according to which computing the others).  For instance, predicate p/3 has
(23-1)=7 possible modes, specifically: (+,+,+),(+,+,−),(+,−,+),(−,+,+),(+,−,−),(−,+,−),(−,−,+).
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same term marked as “output” by step 1.2), it is not possible to decide which of them
actually introduces it. For example, if p(X,Y) and q(X,Y) are two k-layer literals
and X is a k-layer activated term, then it is necessary to assess if Y is produced by p or
by q. In these cases, the algorithm maintains all the possible alternatives, waiting for
the next steps and/or examples to (hopefully) disambiguate the correct one.

Example 3. Given the following clause:
h(a,b) :- p(a,b), p(b,c), o(a,b,c).

and hypothesizing mode (+,−) for the head literal, there are two 1-layer literals,
p(a,b) and o(a,b,c), that have the same term b as a possible output. In this case,
the available information was not sufficient to identify a single mode for predicates
p/2 and o/3 given the mode (+,−) for the predicate h/2. Indeed, the list of modes
induced by MILE for the above clause is

md([[ h(-,+), [ [p(+,+),o(-,+,-)]]],
    [ h(+,-), [ [p(+,+),o(+,-,-)], [p(+,-),o(+,+,+)]]],
    [ h(+,+), [ [p(+,+),o(+,+,-)]]]]).

Algorithm 1. MD(Bound,Lits,Modes):NewModes

/* Bound: set of terms; Lits: list of literals;
Modes: set of set of mode declarations: Modes = {m1, …,mn} where mi is a set of modes*/

if Lits ≠ []
   Bound' ← ∅; Lits' ← Lits
   forall bi∈Lits that shares some of its arguments with Bound do
      if bi is not a linked-layer literal then
         Mi is the mode of bi obtained by setting its arguments that are in Bound as
            input (+) and the others as output (−)
         if consistent(Mi,Modes) then
            Remove bi from Lits' and add to Bound' the output terms of bi
         else remove inconsistency from Modes
      else Link ← list of all literals linked-layer to bi
         forall bj ∈Link do
            Mj is the mode of bj obtained by setting its arguments that are k-layer
               activated terms as input (+) and the others as output (−)
            if consistent(Mi,Modes) then
               Remove bi from Lits' and add to Bound' the output terms of bj
            else remove inconsistency from Modes and exit
            if Modes ≠ ∅
               NewModes ← MD(Bound',Lits',Modes)
            else fail
else NewModes ← Modes
return(NewModes)



An Algorithm for Incremental Mode Induction 517

Note that a mode is related to the concept described by the predicate it belongs to
(i.e., to its context2). The term disambiguation refers to the assumption that there is a
unique mode for each predicate in a given context (i.e., each predicate is used always
with the same meaning – it is a function). Thus, the algorithm is able to learn many
modes for the same predicate, even if just one for each fixed context.

Definition 2. (linked-layer literal) A k-layer literal p is called linked-layer literal if
there exists a k-layer literal q that shares some argument with p and such arguments
are not k-layer activated terms; in this case, we also say that p is linked-layer to q.

Algorithm 1 describes how MILE learns mode declarations for the predicates in
the body of an example ‘h :- Body’. Let us consider the list Lits=(l1,…,ln) of such
body literals, the set Bound of 1-layer activated terms (input arguments of h), and an
initial set of mode declarations Modes (=∅ at beginning for a new example). For each
literal li ∈ Lits that shares some arguments with the set Bound: a) if li is not a linked-
layer literal then its mode considers as input terms all those that are in Bound, and as
output the others; b) if li is a linked-layer literal, then all the literals that are linked-
layer to it are collected, and all possible modes for them are considered (see Example
3). Each new mode is added to the set Modes, and all elements of Modes that are
inconsistent3 with it are eliminated.

If many examples are available, they can be used to further refine the identified set
of modes, as described in Algorithm 2. At any moment, MILE maintains a set M of
all consistent modes learned thus far for all concepts and predicates encountered in
the processed examples. For each new incoming example, MILE applies Algorithm 1
to find all possible modes for its predicates, and then combines the outcome with M

                                                          

2 Specifically, the context of a predicate in the body of an example is the head of that example.
3 A mode declaration M1 is inconsistent respect to a mode M2 iff M1 ≠ M2 (i.e., M1 has in-

put/output terms different from M2). The internal representation of Modes in Algorithm 1 is a
set M={m

1
,…,m

n
} where each m

i
 is the list of modes for the literals in the body of an example.

A mode m
p
 for a predicate p is inconsistent with respect to the set M, if there is a list of modes

mi∈M such that mi contains a mode m
p’
 for the predicate p inconsistent with respect to m

p
.

Algorithm 2. MILE(E)

M = ∅
forall e ∈ E do
   (h/n) ← predicate in the head of e
   forall possible modes Mh/n of the predicate h/n do
      Bound ← input terms of h
      Lits ← the body of e
      if m(Mh/n, MD(Bound, Lits, ∅)) is consistent with M
         update M accordingly
      else
         fail
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in order to exclude inconsistent ones. Modes in M are grouped by concept, and repre-
sented as couples of the form “m(h,b)” where h is a concept along with one possible
mode for its arguments (e.g., p(+,−)) and b is the list of all corresponding modes for
the other predicates.

Note that, the restriction of having a single mode for each context can be relaxed in
the algorithm, by just dropping the consistency test. This is useful when a predicate is
used with different meanings. However, such cases may give rise to issues that need
further discussion (outside the scope of this paper). Consider for instance the follow-
ing predicate for reversing a list:

reverse([3,1,2],[2,1,3]).

represented by the example:
   rev(a,b):- decomp(a,3,c),decomp(c,1,d),decomp(d,2,e),nil(e),
              decomp(b,2,f),decomp(f,1,g),decomp(g,3,e).

where a represents the list [3,1,2] and b the list [2,1,3]. The following modes are
obtained by applying the algorithm:
   {rev(+,-),decomp(+,-,-),decomp(-,+,-),decomp(-,+,+),
     decomp(+,-,+),nil(+)}

The strange mode is decomp(-,+,-) expressing that it is possible to obtain the tail
of a generic list with a given head. The problem is due to one predicate (decomp/3)
being used both to decompose (meaning represented by the mode decomp(+,-,-))
and to recompose (expressed by the mode decomp(-,+,+)) a list. One solution
would be to exploit different predicate names for different uses. However, a more
clever solution is based on the consideration that this mode is obtained from literal
decomp(g,3,e), which is applicable if and only if the third argument is a constant e
such that nil(e) is true (i.e., the empty list).

4   Examples

In the outlined mode declarations learning task, it is possible to encounter problems
due to the ambiguity of a predicate mode. In some cases, this ambiguity can be re-
solved by subsequent observations (if any) provided to the algorithm. In other cases,
the ambiguity cannot be avoided since it depends on the context in which the predi-
cate is used. The presented algorithm is able to recognize such cases and to manage
them correctly. This section shows, by means of some examples, the capabilities of
the algorithm in such different situations.

The internal representation of M is a structure of the following form:
md([ [cm_1, [mp_11, mp_12, ... ] ],
     [cm_2, [mp_21, mp_22, ... ] ],
         ... ,
     [cm_n, [mp_n1, mp_n2, ... ] ] ).

where md represents M, cmi represents a possible concept with one of its possible
modes, and the mp_ij's represent a possible list of modes for body predicates in the
context of cm_i.

The first example shows as the incremental feature of the algorithm turns out to be
important in some contexts.
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Example 4. Given the example:
h(a):-p(a,b),p(a,c),t(a,b),t(a,c),l(c).

MILE induces the following list of modes for the literals h/1, p/2, t/2 and l/1:
md([[h(+),[[l(+),t(+,+),p(+,-)],[l(+),t(+,-),p(+,+)]]]]).

According to the algorithm presented in Section 3, the argument a in the head
leads to the following 1-layer literals: p(a,b), p(a,c), t(a,b), t(a,c). The first
argument (a) of the predicates p/2 and t/2 is certainly an “input argument”, but
there is an indeterminism on the second argument, because both literals of p/2 and
literals of t/2 produce simultaneously the same set of constants {b,c}. Since it is
impossible to determine which of these two predicates actually gives as output the
terms {b,c}, the system keeps both possibilities, hoping that a new incoming exam-
ple resolves this ambiguity. Indeed, supposing that the next example provided to the
system is

h(a) :- p(a,b),p(a,c),t(a,b),l(c).

MILE is able to induce the following list of modes for this example
md([[h(+),[[l(+),t(+,+),p(+,-)]]]])

that causes the following updated version of the global one (in which ambiguity is
removed):

md([[h(+),[[l(+),t(+,+),p(+,-)]]]])

Hence, after examining just two examples, MILE learned the correct mode decla-
rations for the predicates h/1, l/1, t/2 and p/2. All new incoming examples must
satisfy these declarations, or else an error will be notified. Indeed, the semantics that
can be associated to these predicates is that p/2 introduces new objects in the de-
scription, while t/2 checks a relation between two known objects and, finally, l/1
represents a property of the objects. Hence, supposing that the system is provided
with the new example

h(a):-p(a,c),t(a,b),l(b).

it notes that the semantics (i.e., the mode declaration) of its predicates is different
from that learned so far: the predicate t/2 now  introduces objects in the description.
Then, the algorithm notify at the user that his descriptions associate different (or in-
consistent) semantics to predicates. Note that this behavior can be avoided relaxing
the consistency check.

The following example aims at showing a case in which the algorithm learns many
mode declarations for one concept.

Example 5. Given the following example regarding the domain of family relation-
ships

father(a,b) :- parent(a,b),male(a).

MILE is able to induce the following list of modes for the concept father/2:
md([ [ father(-,+), [ [male(+),parent(-,+)] ]],
     [ father(+,-), [ [male(+),parent(+,-)] ]],
     [ father(+,+), [ [male(+),parent(+,+)] ]]])

Due to a poor example description (only two literals in the body of the example),
all the possible modes for the predicate father/2 are correct (no inconsistency are
derived). More in general, it is impossible to associate the correct semantics to the



520 N. Di Mauro et al.

predicates father/2 and parent/2. Supposing that MILE is provided with this
second example, whose description is more detailed than the first one:

father(a,b):-parent(a,b),male(a),parent(b,c),female(c).

Now, the algorithm is able to understand that the only correct mode for the predicate
father/2 is (+,-):

md([[father(+,-),[[female(+),male(+),parent(+,-)]]]])

Indeed, since female(c) is only used to test a property, the only predicate that
can provide ‘c’ is parent(b,c). Thus, parent/2 must have mode (+,-), and
hence this leads to mode (+,-) for the predicate father/2.

Finally, the following example presents an important characteristic of the algo-
rithm: its capability to learn many mode declarations for the same predicate when it is
involved in different contexts.

Example 6. Supposing the following examples are provided to the algorithm:
father(a,b) :-
  parent(a,b),male(a),parent(b,c),female(c).
tree(t) :-
  node(t,a),node(t,b),node(t,c),parent(a,b),parent(a,c).

The user exploited the same predicate parent/2 to describe both the family rela-
tionship concept father/2 and the data structure concept tree/1. In this case, it is
important to distinguish the two uses by linking the mode to its context. MILE in-
duced the following list of modes:

md([[tree(+),     [ [node(+,-),parent(+,+)] ]],
    [father(+,-), [ [female(+),male(+),parent(+,-)]]]])

The algorithm distinguished different semantics for the same predicate: in the con-
cept (context) tree/1 the predicate parent/2 is used to check a property of the
objects (nodes) introduced by the predicate node/2; while in the concept (context)
father/2 the predicate parent/2 gives the second argument as output, thus allow-
ing to ‘retrieve’ children of a given person.

The algorithm MILE is integrated as preprocessor in a system for the incremental
learning of first-order logic theories from examples, called INTHELEX, that is in-
cluded in the architecture of the EU project COLLATE4, in order to learn rules for
automated classification and understanding of paper documents [17]. A deeper analy-
sis about the best way to exploit/integrate the meta-knowledge of mode declaration in
the revision phases of INTHELEX is currently ongoing, in order to assess the gain
obtained in terms of computational complexity.

                                                          

4 IST-1999-20882 project COLLATE: Collaboratory for Annotation, Indexing and Retrieval of
Digitized Historical Archive Material (URL: http://www.collate.de).
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5   Conclusions

One of the biases used by Inductive Logic Programming (ILP) systems for reducing
the space of candidate solutions in knowledge acquisition and concept formation is
mode declaration. An algorithm to incrementally learn mode declarations for predi-
cates from examples, called MILE has been presented. Since such information can be
useful for restricting the search space of ILP systems, implementations of the pro-
posed algorithm could be profitably used as a preprocessor of input examples in ILP
systems in order to provide them with this meta knowledge. At present, the algorithm
is implemented in Prolog language. Important features of MILE are its ability to man-
age and resolve (whenever possible) ambiguity, and to capture different semantics for
each predicate in relation with its use in different contexts. We plan to extend the
algorithm in order to deal with predicates used with different meanings in the same
context.
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TSP Optimisation Using Multi Tour Ants

Tim Hendtlass
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Abstract. Ant colony optimisation has proved useful for solving problems that
can be cast in a path length minimisation form, particularly the travelling sales
person (TSP) problem.  Finding good, if not optimal, solutions in a reasonable
time requires a balance to be struck between exploring new solutions and
exploiting known information about possible solutions already examined.  A
new algorithm in which individual ants each live long enough to explore
multiple solutions is introduced.  Results are presented that show that enabling
ants to learn from their own prior experience in addition to the collective
wisdom of the colony improves performance on two standard test TSP data sets
and suggests that the algorithm may well be useful for the whole class of TSP
problems.

Keywords: Ant colony optimisation, travelling salesperson problem, heuristic
search.

1   Introduction

Optimisation algorithms require a balance between exploration of new possibilities
and the exploitation of prior experience. Excessive exploration can result in
unsystematic exhaustive search while extreme excessive exploitation can result in
endless re-evaluation of the previously explored results.  Managing the balance
between these two factors is a critical part of algorithm design.  It is clear that
algorithms exist which, even without explicit control of the ratio between these
conflicting requirements, regularly find very good optima. These algorithms cannot
guarantee to find the absolute optimum, but they find their (possibly local) minimum
orders of magnitude faster than it would take an exhaustive search algorithm to find
the global optimum.

Ant colony optimisation (ACO) algorithms are examples of such algorithms
[DOR92,].  Each of these algorithms minimises the total cost of performing a fixed
set of actions exactly once and returns an action order with a small (ideally the
smallest) associated cost. It is most commonly described in the context of the
travelling sales person (TSP) problem in which the actions are visits to locations and
the cost is the total distance travelled, the sum of the path segments that join the
various cities.  If the length of the path segments is the same regardless of the
direction of travel the resulting TSP is called a symmetrical, otherwise the TSP is
called asymmetric. Many papers have solved the TSP using ACO methods including
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the seminal DOR96, together with DOR97, DOR97b, DOR99 and STU99. This last
paper contains a summary of all ACO applications to the TSP to publication date.

The algorithms use an analogue of the chemical pheromone used by real ants.  This
pheromone is attractive to and tends to be followed by ants but is not the only factor
influencing their path choices. Pheromone evaporates over time (diminishing the
influence of old information) but is reinforced by ants laying more pheromone of each
path they travel.  The pheromone trails build up a collective estimation of the worth of
the various possible path segments.

A simple description, applicable to the whole set of ant colony optimisation
algorithms, is as follows.  The individual algorithms differ in detail as described
below.
1. The pheromone on every path segment is initialised to an initial value ( 0τ ) and N

ants are randomly distributed among C cities. This initial city, although part of
the path, is not considered as having been move to.

2. Each ant then decides which city to move to next.  The exact way they do this is
algorithm dependent and described later, however, ants are always prohibited
from returning to any city previously moved to. Each ant moves to its chosen city
and then considers the city it should move to next, repeating this process until it
is back at the city it started from.  At this point the ant has completed one tour.

3. Each ant calculates the length of its tour, and updates the information about the
best (shortest) tour found so far if necessary.

4. The pheromone levels on each path segment are then updated, the exact update
strategy is algorithm dependent but all involve evaporating pheromone and
adding extra to selected path segments.

5. All ants that have completed their maximum number of tours (often one) die and
are replaced by new ants at a randomly chosen cities. No change is made to
pheromone levels.

6. The algorithm continues from step 2 and the process continues until some
stopping criteria is met, such as the best path being below some threshold or a
maximum total number of tours having been completed.

It is in the detail of steps 2 and 4 that the various algorithms differ.  Two of the
most common algorithms, AS and ACS, are described below together with the detail
of the AMTS algorithm introduced in this communication.

1.1   Ant Systems (AS)

The original of these algorithms, the Ant System (AS) algorithm was inspired by the
behaviour of Argentinean ants [DOR92].

In AS an ant at city i calculates which city to visit next by first calculating the
attractiveness ijA  of each possible city j.  0=ijA  if the city has been visited before

or βα
ijijij DPA =  if it has not.  ijP is the pheromone level on the path segment from

city i to city j, ijD is the distance from city i to city j and α and β are two user

chosen parameters, typically 2 and –2 respectively.  The probability that this ant
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moves from city i to city j is 

∑
=

C

j
ij

ij

A

A

1

 and the decision as to which city to visit next is

solely dependent on this set of probabilities.

In AS the pheromone levels are updated simultaneously once all ants have
completed their tour. The pheromone on every path segment is first decreased by
being multiplied by )1( ρ− , where ρ is a parameter less than unity. Each ant then

augments the pheromone on all the path segment it used as part of its tour by adding
Lu /ρ units of pheromone to that path segment, where uρ is another parameter and L

is the length of that ants tour.
Deciding which city to visit next from the set of probabilities involves at least one

random numbers at it is this that introduces the exploration element into the
algorithm.  However, as the balance between exploration and exploitation is
stochastic, it cannot be accurately predicted.

1.2   Ant Colony System (ACS)

The Ant Colony System (ACS) [DOR99] differs from AS in two important ways; the
method of deciding the next city to visit and the pheromone update procedure.  These
changes make the algorithm more complex but generally lead to better performance
than AS.

The decision process starts with the calculation of the attractiveness ijA  of each

city j using the same formula as for AS except that the value of α is unity.  A random
number is then compared to a preset threshold1, the greedy probability.  If the random
number is below this threshold the city with the highest attractiveness is chosen,
otherwise the same probabilistic selection process is used as in AS. This change
increases the emphasis on exploitation compared with AS and has the effect of
ensuring that many of the path segments each ant follows are in common with the
currently best known path, thus encouraging such exploration as occurs to occur
around this best known path.

The second change is that two different types of pheromone update occur.  The
best-found path is reinforced even if no ant has exactly followed that path this tour.
This update mechanism does not alter the pheromone levels on any path segment not
involved in the best-known path.  The pheromone on every path segment of the best
known path is first decreased by being multiplied by )1( ρ−  where ρ is a user

chosen parameter (less than unity) and then has +Lu /ρ units of pheromone added to

it, where +L  is the length of this best known path.

                                                          
1 Actually there is no reason why the threshold should not be modified as the algorithm

progresses. While such an approach is attractive it has not been done in this work as the
algorithm for varying the threshold introduces yet another function with the potential to mask
the effect of the algorithm variation described for the first time in this communication.
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The second update mechanism updates the pheromone on every path segment
actually travelled by an ant, but in such a way as to reduce the value of the
pheromone on these segments.  Each ant updates all the path segments it used by first
multiplying the current pheromone level by )1( ρ−  and then adding 0*τρ  units of

pheromone where 0τ  is the initial value of pheromone deposited on all path

segments.
The pheromone levels on used segments that are not part of the current best path

are moved asymptotically down towards 0*τρ  while the path segments used in the

currently best known path have their pheromone levels move asymptotically up. Note
that the pheromone levels on path segments neither involved in the best-known path
nor travelled by any ant this tour are left unchanged.

As a result, ants that do not travel on a best path segment are more likely - in time -
to choose an unused (or underused) segment.  These two pheromone updates
simultaneously encourage exploration of unused path segments and the exploitation
of the segments that are part of the current best-known path.

1.3   Max-Min Ant System

If the pheromone level on the most densely travelled path becomes high, many ants
will take this path further reinforcing the high pheromone level. This will have the
effect of decreasing the amount of exploration.  At the same time, the pheromone
levels on infrequently travelled path segments can drop so as to be insignificant, again
decreasing the probability that they will ever be explored.  Just normalising the
pheromone densities on the paths to and from a city does not help as this does not
alter the relative levels on the frequently and infrequently travelled path segments.

One way of addressing these problems is to limit both the maximum and minimum
permissible pheromone levels. One algorithm for doing this is the Max-Min algorithm
[STU00].  In this algorithm the pheromone on all path segments is initialised to the
maximum density that is to be allowed, maxτ , which is equal to 1/ρ where ρ is the
evaporation rate.  When all ants have completed their tour, all paths suffer
evaporation during which their pheromone is reduced by a factor of (1- ρ).  A
minimum pheromone level is specified for any path segment ( minτ ).  Any path
segment whose pheromone level would drop below this as a result of the application
of the (1- ρ) factor has its pheromone level reset to minτ .  The path segments that
make up the best path (only) have pheromone added to them. One unit of pheromone
is added to their pheromone level but the level is then reduced to maxτ  if necessary.

1.4   Ant Multi-tour System (AMTS)

Both AS and ACS share one particular common feature - after an ant has completed a
tour it dies and is replaced by a new ant at some randomly chosen city.  In the Ant
Multi-Tour System (AMTS) ants do not die until they have completed a used chosen
number of tours.  After their first tour each ant carries some information from its
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previous tours; in particular how many times it has previously moved from city i to city
j. This information is used to encourage the ant not to (exactly) follow the path that it
travelled previously but to explore variations to these paths.

Each ant builds up a list of the prior path segments it has followed from each city. It
used this information to reduce the probability of repeating a choice previously made.

The only difference to the ant system algorithm is this modification made to the
probability of an ant moving from city i to city j, which is now calculated using

∑
=

C

j
ijij

ij

AF

A

1

.  In this calculation the extra term ijF on the denominator is a factor that

reflects the number of times that this ant has previously chosen to move from city i to
city j in previous tours ( ijprior ).  In the work reported in this communication,

ijij priorF +=1 . As priorij only reflects a singular transition, the storage

requirements are trivial compared to storing all parts explored.
Reducing the probability of remaking choices that have already been made by this

ant encourages each ant to increase exploration at the cost of exploitation on all tours
after its first.

2   The Burma 14 Data Set

The Burma 14 data set shown in Table 1 is a relative small symmetric TSP problem.
However, it is large enough to test optimisation TSP algorithms while simultaneously
being small enough that the full set of possible solutions can be exhaustively generated.
The problem is to find the shortest tour between the 14 cities, specified by their latitude
and longitude in the data set, with each city being visited exactly once.  There are 14
possible starting points for each closed tour and each tour can be traveled in two
different directions.

Table 1. The Burma 14 data set.

City Latitude Longitude City Latitude Longitude
0 16.47 96.10 7 17.20 96.29
1 16.47 94.44 8 16.30 97.38
2 20.09 92.54 9 14.05 98.12
3 22.39 93.37 10 16.53 97.38
4 25.23 97.24 11 21.52 95.59
5 22.00 96.05 12 19.41 97.13
6 20.47 97.02 13 20.09 94.55

None of these choices affect the tour length. The number of different tours is

therefore 13!/2, or approximately 910*3 .

The length ijdist  of the path segment between any two cities i and j (latitudes ila ,

jla and longitudes ilo , jlo respectively) is given by the following calculation.

)1)3*)11(()2*)11((*5.0cos(*388.6378int( +−−+= qqqqadistij  where
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Note that the length of each path segment is converted to an integer as prescribed in
the TSLIB library of TSP problems [REI95].

Table 2. The top ten paths for Burma14.

Length City order Length City order
3323 0,1,13,2,3,4,5,11,6,12,7,10,8,9 3359 0,1,13,2,3,4,11,5,6,12,10,8,9,7
3336 0,1,13,2,3,4,5,11,6,12,10,8,9,7 3369 0,7,1,13,2,3,4,11,5,6,12,10,8,9
3346 0,1,13,2,3,4,11,5,6,12,7,10,8,9 3371 0,7,12,6,11,5,4,3,2,13,1,9,8,10
3346 0,7,1,13,2,3,4,5,11,6,12,10,8,9 3381 0,1,13,2,3,4,5,11,6,12,7,9,8,10
3359 0,1,13,2,3,4,5,11,6,12,10,9,8,7 3381 0,1,13,2,3,4,5,11,6,12,8,9,10,7
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Burma 14 data set. Best path, length 3323.
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Burma 14 data set. Second best path, length 3336.

Fig. 1. The two best paths for the Burma 14 data set.

Table 3. The number of path segments different between the top 10 paths for Burma 14.

3336 3346 3346 3359 3359 3369 3371 3381 3381
3 2 3 5 3 6 5 2 3 3323

5 3 2 2 4 4 2 3 3336
3 6 3 3 5 4 5 3346

4 5 2 3 4 5 3346
2 6 5 3 2 3359

3 6 4 5 3359
5 6 7 3369

2 5 3371
4 3381

The length and the actual city orders for the ten shortest tours are given in Table 2 with the two
shortest tours shown in Fig. 1.

Table 3 lists the number of path segments different between the top ten paths.
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3   Results

Each of the three algorithms (AS, AMTS and ACS) was used to solve the Burma 14
TSP problem using the parameters shown in Table 4.  The AS and AMTS values had
been previously found by the author to be effective for the Burma 14 data set, the
ACS values follow the recommendations in [DOR99].  An iteration consists of all
ants completing one tour.  Runs were terminated after 100 iterations had occurred
without a new best path being found.

Table 4. Parameter values used for each of the algorithms for Burma14.

PheromoneAnt
count Alpha Beta Initial Decay Update Max Min

Greedy
probability

AS &
AMTS 10 2 -2 0.1 0.1 0.5 n.a. n.a. n.a.

ACS 10 1 -2 2.2*10-5 0.1 0.1 n.a. n.a. 0.9
Max
Min

10 1 -2 3.3 0.3 1 3.3 0.1 n.a

Table 5. AS, ACS and AMTS results.   All results expressed as a percentage.

Algorithm AS AMTS 
ijij priorF +=1 ACS Min

Max
Max age na 2 3 4 5 6 7 na na

Path length = 3323 6 19 50 53 56 59 40 15 17
Path length = 3336 41 32 32 42 38 39 59 53 62
Path length = 3346 7 3 5 2
Path length = 3359 15 16 10 3 2
Path length = 3369 1 1
Path length = 3371 4 8 1 22 10
Path length = 3381 23 20 3 2 2 1 1 9 6
Path length > 3381 3 1 1 5

Average excess path 30.29 27.16 10.65 7.7 7.28 6.13 8.25 24.08 22.09
Average iterations 47.15 51.51 48.6 41.49 38.4 29.99 22.02 9.45 30.54

The results are shown in Table 5.  The average excess path length is the difference
between the average path found and the best possible path length of 3323.

4   Discussion

It is clear that the AMTS algorithm outperforms both of the other algorithms on the
Burma 14 TSP, both in the quality of the solutions that it finds and also the time it
takes to find them. The parameters used for the ACS algorithm are the generic values
suggested by [DOR99] while the parameter values used for AS have been optimised
for this data set during prior work.  This may account for the relatively poor results
obtained using the ACS algorithm, which while tending to find poorer solutions found
them faster than AS.
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The AMTS algorithm typically ends at one of the two shortest paths. Consider
Table 3 that shows the number of path segments that differ between each of the top

ten paths.  It can be seen that transitions from the majority of the poorer paths to the
second best path involves one or more steps that require a generally smaller number
of path segments to be changed than to move to the best path.  Moving directly from
the second best to the best path requires three path segments to change with the result
that both the two best paths of the Burma 14 TSP data set are fairly stable, as reflected
in the percentage of times that one of them is the final solution found.

As the maximum age of the ants increases in the AMTS algorithm a point is
reached at which the quality of the solution starts to degrade, even though the speed

with which they are found continues to fall.  This happens as the value of ijF
becomes so large that the ant rarely follows any path segment of the current best path.
Since it is likely any better path will share at least some (and probably many) path
segments with the current best path, such a strong disinclination becomes counter
productive.

The ACS and AMTS algorithms have a closer similarity in intent and approach
than might at first appear.  The key difference is that ACS works on a global level
with the best path found by anyone in the whole colony being reinforced and all path
segments travelled by any ant being made less attractive to all other ants.  In AMTS
each ant reinforces the best path it has personally found so far while each ant is only
influenced not to re-explore the path segments it personally has travelled in the past.
This leads to a greater diversity of collective ‘wisdom’ about good path segments in
AMTS and reduces the emphasis on exploitation compared to ACS.

This ant specific nature of the re-exploration deterrent in AMTS, rather than the
global deterrent of ACS, seems more appropriate.  Each ant must evaluate the
undesirability of each possible path segment based on the experience of and the paths
already tried by this ant rather than on the net experience gained from all the paths
travelled before by any ant.  The ACS method, while useful, is unlikely to be as useful
and thus the targeting of the exploration in AMTS is likely to be better. Indeed since
AMTS always involves a probabilistic decision at each city, as opposed to often
taking the most path with the highest desirability as in ACS, the quantity of
exploration may be expected to be higher too.

For a TSP a new good path will usually include many path segments in common
with the previously best-known path. An example of this can be seen from Figure 1 in
which the difference between the best and second best path is restricted to the path
segments between the cities in the top left corner of the plots.  As a result, an over
emphasis on exploration becomes counter productive as all paths tried are likely to
contain too few of the already discovered necessary path segments. Thus there is
likely to be an upper limit to the useful age of, and therefore the number of tours
completed by, an ant.  For the work described here the useful upper age limit appears
to be about six.  The useful upper age limit is almost certainly problem dependent.
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Fig. 2. The best solution for the Berlin 52 city TSP data set.

7400 7600 7800 8000 8200
Length

0

4

8

12

16

20

In
st

an
ce

s

Berlin 52. 25 ants, AS

7400 7600 7800 8000 8200
Length

0

4

8

12

16

20
In

st
a

n
ce

s

Berlin 52. 25 ants AMTS, max age = 6

Fig. 3. The results of 100 repeats of the AS algorithm (left) and the AMTS algorithm (right) on
the Berlin 52 TSP data set.

Table 6. The relative performance of the AS and AMTS algorithms on the Berlin 52 TSP data
set.

AS AMTS
max age 6

Average excess path 216.4 90.8
Average iterations 66.0 33.1

The results for the Burma 14 data set, while significant, are not in themselves
conclusive as there remains the possibility that it is some aspect of this particular data
set that responds to the AMTS algorithm better than to the AS algorithm.  Preliminary
results (shown in figure 3) have also been obtained for the Berlin 52 data set with
approximately 7*1065 paths. The best solution is shown in Fig. 2. It should be noted
that, apart from increasing the number of ants to 25, all the parameters used for both
the AS and AMTS are identical to the values used for the Burma 14 data set and are
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unlikely to be optimum.  It is not the absolute results that are important here, although
the best solution (with a path length of 7542) was found (once by AS and nine times
by AMTS in a 100 repeats).  What is important is the improvement that accrues from
allowing the ants to take multiple tours.  As can be seen from the results quoted in this
paper, this is significant with the AMTS algorithm finding better solutions
considerable faster.  Overall the results presented in this paper suggest that the AMTS
algorithm may well be beneficial for TSP problems in general.

5   Conclusions

Allowing ants to have access to both the collective wisdom of their colony and their
own prior life experience has been shown to be beneficial when solving at least two
TSP data sets. Further work will be needed to truly evaluate the relative performances
of AMTS and ACS.

At this stage of development ants do not share their ‘life experiences’ when they
meet at a city.  Nor is the influence of the prior experience factor a function of the
number of times that an ant has already departed from their personal best path.  These
refinements may be implemented and tested in future work.
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Abstract. For a local search algorithm to find a better quality solution it is re-
quired to generate and evaluate a sufficiently large number of neighbor candi-
date solutions at each iteration, demanding quite an amount of CPU time. This
paper presents a method of selectively generating only good-looking neighbors,
so that the number of neighbors can be kept low for efficient search. In our
method, a newly generated candidate solution is probabilistically selected to
become a neighbor based on a quality estimation made by a simple heuristic.
Experimental results on the problem of load balancing in production scheduling
have shown that our neighbor selection method based on probabilistic filtering
outperforms other random or greedy selection methods in terms of solution
quality given the same amount of CPU time.

1 Introduction

It is inevitable to use a heuristic search algorithm when given a large-scaled optimiza-
tion problem. Popular heuristic search algorithms such as simulated annealing [1] and
tabu search [2] start from a certain candidate solution and probe its neighborhood to
find ones with improved quality. The search continues iteratively from point to point
in the search space until a satisfactory solution is found. For this reason, these search
algorithms are often called iterative improvement search or local search algorithms.
To increase the possibility of obtaining a good solution by local search such as tabu
search, we have to generate and evaluate enough number of neighbors for enough
number of iterations. However, since the time taken for evaluation is proportional to
the number of neighbors generated, we commonly generate only a certain limited
number of neighbors randomly to keep the number of iterations sufficiently large. In
an effort to make the search more efficient with limited number of neighbors, we
sometimes generate neighbors selectively based on a greedy heuristic, taking the risk
of prematurely converging to a local optimum.

This paper presents a neighbor selection method which is based on simple prelimi-
nary evaluation of the generated candidate solutions. Our method selects neighbors
                                                          
1 This work was supported by National Research Laboratory Program (Contract Number :

M10203000028-02J0000-01510) of KISTEP.
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based on what we call probabilistic filtering in the following way. First, a candidate
solution is randomly generated and a preliminary evaluation is done using a simple
heuristic measure. Then, a bias function is applied to map the evaluation value to a
probability. Based on this probability, it is determined whether the candidate solution
should become a neighbor or not. This process repeats until a predetermined number
of neighbors are collected. Note that a precondition for our neighbor selection method
to be meaningful is that the cost of preliminary evaluation should be ignorable com-
pared to that of the original objective function evaluation. The bias function above is
adjustable so that the resulting probability makes the search to become either more
random or greedier depending on how much we give bias towards the results of pre-
liminary evaluation.

Simulated annealing also employs probabilistic decision making in determining
whether to move to a newly generated neighbor or not. The probability is derived
from evaluation value through a bias function made up from an analogy with a physi-
cal process of annealing. However, the evaluation is done by using the original objec-
tive function of the given problem. As a matter of fact, we can apply our method to
simulated annealing by applying the filtering process explained above as a preproc-
essing to select a neighbor before it is fully evaluated. As long as the preliminary
evaluation is very cheap, the filtering as a preprocessing contributes to improving the
search efficiency.

There are other previous works using probabilistic decision making in searching for
solutions. The mixed random walk strategy by Selman and Kautz [3] solves hard satis-
fiability problems by using both random walk strategy and greedy local search, in an
effort to improve the previous method called GSAT [4]. At each iteration with prob-
ability p, a variable is selected randomly from unsatisfied clauses and its value is
changed, while with probability (1 – p) greedy local search is conducted. However,
there is no notion of generating and filtering neighbor solutions. Heuristic-biased
stochastic sampling (HBSS) [5] improves iterative sampling method [6] [7] by apply-
ing a bias function to heuristic evaluation value to derive probability for selecting a
node in constructive search. The original iterative sampling method finds a candidate
solution, which is a path from the root to a leaf of a search tree, by repeatedly select-
ing a child node randomly. When a predetermined number of such solutions are col-
lected the best one is returned, and this process repeats until a satisfactory solution is
found. Instead of random sampling of a child node, HBSS heuristically evaluates all
the child nodes and applies a bias function to assign probabilities based on which one
child node is sampled. More recently, Binato et. al. [8] applied the idea of probabilis-
tic job selection to solve job shop scheduling problems within the framework of
GRASP [9]. GRASP is an iterative improvement search procedure and each of its
iterations consists of two phases: construction and local search. In the work of Binato
et. al., the construction phase builds a feasible job shop schedule and local search
explores its neighborhood. It is in this construction phase where the probabilistic se-
lection of a job is made. Therefore, their method can be viewed as an instance or a
close variant of HBSS.

Our method presented in this paper can be considered an extension of HBSS to it-
erative improvement search. Our method is different from HBSS in that our method
does a simple preliminary evaluation on a complete candidate solution, while HBSS
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does the evaluation using the original objective function but on a partial solution be-
cause it works within the framework of constructive search. Another difference is that
our method is typically applied to collect many good-looking neighbor solutions,
while HBSS is used to sample a single child node in the search tree.

We have tested both tabu search and simulated annealing with our neighbor selec-
tion method by applying them to a large-scaled real world problem of load balancing
in production scheduling. Experimental results have shown that neighbor selection by
probabilistic filtering outperforms other random or greedy selection in terms of solu-
tion quality given the same amount of CPU time. We have also been confirmed that
the bias function, if adjusted appropriately, plays an important role in making the
search efficient by providing a good compromise between exploration and exploita-
tion.

The next section introduces the target problem of load balancing in production
scheduling. Section 3 describes how we apply our method of neighbor selection by
probabilistic filtering to the load balancing problem. Section 4 reports experimental
results, and finally section 5 gives conclusions.

2 Load Balancing in Production Scheduling Problem

Production scheduling is the problem of allocating resources to the activities of multi-
ple processes over time to achieve a targeted global behavior, while satisfying various
constraints among the activities and the resources. In our target problem, we are given
a long-term project which consists of many jobs to be done in some particular shops.
The objective is to schedule the jobs in such a way that weekly loads of the shops are
balanced as much as possible without violating given constraints. Figure 1(a) illus-
trates a job schedule of a particular shop in the form of a Gantt chart. A bar in the
chart shows that the corresponding job is assigned to this shop and scheduled to start
and end as indicated. Figure 1(b) shows the weekly accumulated load of all the jobs
assigned to the shop. Both the load and the weekly capacity are measured in man-
hours.

time (week) 

time (day) 

job j 

start date end date

(a) Gantt chart 

(b) Load graph 

jobs 

load (man-hour) 

Fig. 1. Gantt chart of a shop schedule and its load graph
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The objective of our scheduling problem is to adjust the start and end dates of each
job so that the load of each of the shops is balanced as much as possible among the
different weeks over the whole project term. The objective function is therefore
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where g is the number of the shops, wk is the weight value reflecting the importance of
shop k, and 2

kε  is the mean squared error of the weekly normalized loads of shop k
with respect to the full weekly capacities, i.e.,
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where t is the number of weeks in the whole project term, Lki is the accumulated load
of shop k on the i-th week, and Cki is the capacity of shop k on the i-th week.

The adjustment of start and end dates of each job, however, must be done carefully
considering various constraints. The first such constraint is the partial ordering con-
straint; a job (or jobs) can start only after all the jobs constrained to precede it ended,
and sometimes there can be a certain buffer period required during which the suc-
ceeding jobs should remain idle before they can start. Although each of the jobs has a
predetermined shop where the job is to be done, the ordering constraint may exist
among the jobs of different shops, making the load balancing problem more compli-
cated. Another constraint to be noted is that each job has its own minimum and maxi-
mum possible durations. Therefore, the number of different ways of making adjust-
ment of the start and end dates is limited. If there are n different jobs in a given proj-
ect and m different ways of adjustment on the average, the size of the search space
becomes mn. In case of the problem we used for our empirical study, n is 467 and m is
214.

3 Neighbor Selection by Probabilistic Filtering

The load balancing problem described above can be solved efficiently by a local
search employing our neighbor selection. The method consists of two stages by fol-
lowing the so-called successive filtration strategy [2] to reduce the amount of search; a
candidate neighbor solution (a new schedule) is generated from the current solution
(the current schedule) first by selecting a critical job and then by adjusting its start
and end dates. A job is considered critical if the adjustment of its schedule is expected
to contribute a lot to the improvement of the overall load balance.

In the first stage, a job belonging to a shop is picked up randomly and its criticality
is estimated through a simple preliminary evaluation. Based on this evaluation, a deci-
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sion is made probabilistically to determine whether the job at hand should be held as a
critical job or not. If discarded, this random job picking and probabilistic filtering
repeat until one is held as critical. Then in the second stage, it is determined whether
the schedule of the critical job should be adjusted to move forward or backward along
the time axis. This decision is also made probabilistically based on another simple
heuristic evaluation. After the direction of adjustment is decided, the amount of ad-
justment is determined purely randomly because it is hard to guess how much adjust-
ment is good for eventual load balancing. If a job schedule is to be adjusted to move
forward, for example, the current start date and the following dates lying within the
range allowed by afore-mentioned constraints are all equally likely to be picked up as
a new start date. In succession, the end date is also changed in the same manner. The
schedule obtained this way, however, may have no change on both start and end dates.
When this happens, either the start or end date is adjusted by one day in the decided
direction to make sure the new schedule is different from the old one. This two-stage
process is iterated until an appropriate number of neighbors are collected. At each
iteration, the jobs already selected as critical ones before are excluded from consid-
eration. When only a single neighbor is needed as is the case with simulated anneal-
ing, the process terminates as soon as one neighbor is selected.

To estimate the criticality of a job it is helpful to have the Gantt chart overlapped
with the load graph as shown in Figure 2. It is reasonable to guess that a job is critical
if the load within the duration of the job is far deviated from the average load. By
adjusting such a job we expect a large contribution to improving the load balance.
Suppose job j is assigned to shop s. Let dmax,s be the maximum deviation of the load of
shop s from its average load, and dj,s be the local peak deviation of the load of shop s
within the duration of job j. Both dmax,s and dj,s can be obtained from either a peak or a
valley. In any case the deviation is measured in absolute value. Then, the criticality
value vj of job j is simply calculated by vj = dj,s / dmax,s.

 

 
load graph of shop sload

time 
start date end date

job j 

average load 
dj,s dmax,s 

local peak 
global peak

Fig. 2. Estimation of job criticality by comparing the peak loads of a shop.

To convert the criticality value v of a job to probability pc of holding it as a critical
job, the following bias function Bρ is introduced:

ρ
ρ

/)1()( v
c evBp −−== , 0 ≤ v ≤ 1, ρ > 0  (3)
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The purpose of introducing the bias function Bρ is to have control over the resulting
probability distribution by adjusting the randomization factor ρ depending on the bias
towards the criticality value calculated heuristically. When ρ is very large, pc ≈ 1 re-
gardless of the value of v as can be seen in Figure 3. In this case a job is almost ran-
domly selected as a critical job. As ρ becomes smaller, the selection becomes greedier.
The criticality value itself can directly be used as probability also, which case corre-
sponds to having no bias function (or equivalently an identity bias function, i.e., pc =
v). Various bias functions with different randomization factor ρ are shown in Figure 3.

0.0

0.2

0.4

0.6

0.8

1.0

0.0 0.2 0.4 0.6 0.8 1.0

Fig. 3. Various bias functions with different randomization factor ρ.

After a critical job is selected, the direction of its schedule adjustment along the
time axis must be decided. Figure 4 illustrates how we derive probability for deciding
the direction of adjustment by observing the load graph over the duration of the criti-
cal job. Assuming that job j belongs to shop s, the figure shows that the load of shop s
on the end date of job j is higher by δj,s compared to that on the start date. If τj is the
duration of job j, the angle of gradient can be calculated by θj,s = atan(δj,s / τj), where –
π/2 < θj,s < π/2. We get a negative angle value when δj,s is negative. When θj,s is posi-
tive, job j might have to be moved in the backward direction along the time axis, i.e.,
its schedule might have to be adjusted to some earlier time. The reason is that we may
expect some reduction of load around the end date of job j. With bigger value of θj,s,
we expect bigger effect of reducing the load by backward schedule adjustment. There-
fore, the probability pb(j) of making backward adjustment of job j is made propor-
tional to the value of θj,s.

Given a critical job, the decision for the direction of schedule adjustment is made to
be either backward or forward, with probability pb for backward and accordingly (1 –
pb) for forward. Once the direction is decided, the amount of adjustment in that direc-
tion is made purely randomly as described earlier in this section, thus producing a
complete neighbor candidate solution. Note that pb must be 1/2 when θ = 0 because it
is not clear which direction is the right one. When θ < 0, pb must be less than 1/2 be-

ρ = 100

pc

v

ρ = 1.5

ρ = 0.01

pc = v

ρ = 0.1

ρ = 0.25
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cause in that case the adjustment should better be made in the forward direction. Con-
sidering all these, pb is derived from θ as follows:

π
θ+=

2
1

bp (4)

Nonlinear bias function of the kind used before is not introduced here to map the
angle value to probability. This decision has been made based on our empirical study.
Note that the computation costs of equations (3) and (4) are ignorable compared to
those of equations (1) and (2). This implies that the overhead of neighbor selection by
probabilistic filtering is not of much concern.

 load graph of shop sload 

timestart date end date

job j 

τj 

δj,s 
θj,s 

Fig. 4. The angle used for deciding the direction of schedule adjustment.

4 Experimental Results

We have conducted experiments for production scheduling with real data of a one-
year project. The project consists of 467 jobs each of which should be done in one of
the two specialized shops. The average number of different ways of schedule adjust-
ment per job is 214. Given an initial schedule made by a human expert (an initial
schedule can also be generated automatically by following some simple rules consid-
ering the given constraints), the task is to improve the balance of loads of both shops
over the whole project term by adjusting the start and end dates of certain jobs while
satisfying all the given constraints. This task is attacked by applying local search algo-
rithms equipped with our neighbor selection method. We tested both tabu search and
simulated annealing as our local search algorithm. The number of neighbors collected
by probabilistic filtering is 23 (empirically determined) for tabu search and 1 for
simulated annealing.

To see the effect of neighbor selection by probabilistic filtering, we compare the
following three strategies for generating neighbor candidate solutions.
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• Random: A job is randomly selected and its schedule is also randomly ad-
justed.

• Greedy: Jobs are selected in decreasing order of their local peak’s or val-
ley’s deviation from the average load. The direction of schedule adjustment
is decided to be backward when the gradient angle θ > 0, forward when θ <
0, and random when θ = 0. The amount of adjustment is randomly deter-
mined.

• NSPF: Jobs are selected by probabilistic filtering with or without the bias
function. The direction of schedule adjustment is decided probabilistically
but the amount of adjustment is determined randomly.

Figure 5 shows typical runs of tabu search with various neighbor selection strate-
gies given an initial schedule with the evaluation value of 18.9. The evaluation values
are obtained by calculating equation (1). Greedy selection turns out to be much worse
than random selection, and the winner is NSPF employing the bias function. The
greedy selection prefers jobs which look the most critical. However, schedule adjust-
ment of such jobs sometimes cannot be done by an enough amount due to the order-
ing constraints with other preceding or succeeding jobs. Once this schedule becomes
the next candidate solution to move to anyway, it is likely that the search is caught in
a local optimum hard to escape from. On the other hand, NSPF is more likely to se-
lect and adjust the schedules of less critical jobs. This sometimes provides enough
room for other preceding or succeeding critical jobs to be adjusted into the right di-
rection in subsequent iterations, thus giving opportunities for significant improve-
ment. Note also that the nonlinear bias function plays an important role in making the
search even more efficient. With an appropriate randomization factor ρ, the bias
function seems to provide a good compromise between intensification and diversifi-
cation of search.

1

2

3

4

5

0 5 10 15 20
CPU time (min.)

evaluation
value

Fig. 5. Typical runs of tabu search with different neighbor selection strategies.

Table 1 compares the quality of the solutions obtained by tabu search and simu-
lated annealing with different neighbor selection strategies. The algorithms have been

 Random Greedy 

NSPF(no bias) NSPF(ρ=0.5)
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run for five times with 30 minutes of CPU time given for each run. Further improve-
ment has hardly been observed after 30 minutes. The numbers in the table are five
time average of the evaluation values obtained by calculating the equation (1). We can
see that NSPF with nonlinear bias performs the best compared to other methods. Im-
provement by NSPF with or without bias has been found consistent in both tabu
search and simulated annealing search.

Table 1. Performances of tabu search and simulated annealing with different neighbor selection
strategies.

Neighbor Selection Methods Tabu Search Simulated Annealing
Greedy 2.52 2.54
Random 1.82 1.79

NSPF (no bias) 1.65 1.69
NSPF (ρ = 0.5) 1.45 1.61

Table 2 shows for a few representative cases the total number of iterations, the av-
erage number (shown in parentheses) of candidate solutions generated for investiga-
tion during probabilistic filtering at each iteration, and the total number of solutions
evaluated during the whole run of 30 minutes. The total number of iterations by NSPF
is the smallest because of the overhead of neighbor selection by probabilistic filtering.
However, NSPF shows the best performance because it can examine quite a large
number of candidate solutions during probabilistic filtering. Simulated annealing has
the largest total number of iterations but has the smallest number of full evaluations
done because only one solution is evaluated at each iteration.

Table 2. The number of iterations, the number of solutions generated for investigation during
probabilistic filtering, and the number of solutions evaluated for a few representative cases.

Tabu Search

Random Greedy NSPF(no bias) NSPF(ρ = 0.5)

Simulated
Annealing

NSPF(ρ = 0.5)
#  iterations 65×103 40×103 37×103 34×103 730×103

#  generated 1.50×106 0.92×106 14.7×106 15.4×106 14.9×106

(per iteration) (23) (23) (392) (450) (20)
# evaluated 1.50×106 0.92×106 0.86×106 0.78×106 0.73×106

5 Conclusions

We have proposed a neighbor selection method that can be used by local search algo-
rithms so that they can investigate only a limited number of promising neighbors. The
method works as a preprocessing in which candidate neighbors are randomly gener-
ated and evaluated by a simple heuristic measure and then only good-looking ones are
selected based on a biased probabilistic decision. The local search algorithms em-
ploying this neighbor selection method enjoys the effect of virtually examining a large
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number of neighbors without fully evaluating all of them by the real objective function
which is expensive to compute.

The bias function introduced for probabilistic decision making provides a conven-
ient means of controlling the amount of bias to give towards the result of preliminary
heuristic evaluation. Too much or less commitment (or bias) to the heuristic evalua-
tion leads to either greedy or random search, respectively. What is important is to
maintain a good balance between exploration and exploitation. Experiments with a
large-scaled load balancing problem have shown that our selection method with biased
probabilistic filtering outperforms both greedy and random selection methods.
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Abstract. Propositional satisfiability (SAT) problem is fundamental to the
theory of NP-completeness. Indeed, using the concept of “polynomial-time
reducibility” all NP-complete problems can be polynomially reduced to SAT.
Thus, any new technique for satisfiability problems will lead to general
approaches for thousands of hard combinatorial problems. In this paper, we
introduce the incremental propositional satisfiability problem that consists of
maintaining the satisfiability of a propositional formula anytime a conjunction
of new clauses is added. More precisely, the goal here is to check whether a
solution to a SAT problem continues to be a solution anytime a new set of
clauses is added and if not, whether the solution can be modified efficiently to
satisfy the old formula and the  new clauses. We will study the applicability of
systematic and approximation methods for solving incremental SAT problems.
The systematic method is based on the branch and bound technique while the
approximation methods rely on stochastic local search and genetic algorithms.

Keywords: Propositional Satisfiability, Local Search, Genetic Algorithms,
Branch and Bound.

1  Introduction

A boolean variable is a variable that can have one of two values: true or false. If x is a
boolean variable, ¬ x is the negation of x. That is, x is true if and only if ¬x is false.
A literal is a boolean variable or its negation. A clause is a sequence of literals
separated by the logical or operator (∨). A logical expression in conjunctive normal
form (CNF) is a sequence of clauses separated by the logical and operator (∧). For
example, the following is a logical expression in CNF:

 (x1 ∨ x3) ∧ (¬x1 ∨ x2) ∧ ¬x3 (1)

The CNF-Satisfiability Decision Problem (called also SAT problem) is to determine,
for a given logical expression in CNF, whether there is some truth assignment (set of
assignments of true and false to the boolean variables) that makes the expression true.
For example, the answer is “yes” for the above CNF expression since the truth
assignment  {x1 = true , x2 = true , x3 = false }  makes the expression true. SAT
problem is fundamental to the theory of NP-completeness. Indeed, using the concept
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of “polynomial-time reducibility” all NP-complete problems can be polynomially
reduced to SAT1. This means that any new technique for SAT problems will lead to
general approaches for thousands of hard combinatorial problems.

One important issue when dealing with SAT problems is to be able to maintain the
satisfiability of a propositional formula anytime a conjunction of new clauses is
added. That is to check whether a solution to a SAT problem continues to be a
solution anytime a set of new clauses is added and if not, whether the solution can be
modified efficiently to satisfy the old formula and the new clauses.

In this paper we will investigate different systematic and approximation methods
for solving the SAT problem in an incremental way. The systematic method is a
branch and bound technique based on the Davis-Putnam-Loveland algorithm. The
second method relies on stochastic local search. Indeed the underlying local search
paradigm is well suited for recovering solutions after local changes (addition of
constraints) of the problem occur. The third method, based on genetic algorithms, is
similar to the second one except that the search is multi-directional and maintains a
list of potential solutions (population of individuals) instead of a single one.  This has
the advantage to allow the competition between solutions of the same population
which simulates the natural process of evolution. Experimental comparison of the
different methods on randomly generated SAT instances favors the approximation
methods (stochastic local search and genetic algorithms) over the systematic one
(branch and bound). The approximation methods however do not guarantee the
correctness of the solution provided.

Note that related work on solving SAT problems in an incremental way has already
been reported in the literature. These methods however rely solely on stochastic local
search [1,2] or systematic search (backtrack search or branch and bound) [3,4,5] while
our goal is to explore and compare different systematic and approximation methods to
tackle the dynamic satisfiability problem.

In the next section we define the dynamic satisfiability problem and present the
corresponding resolution procedure. Sections 3, 4 and 5 are respectively dedicated to
the systematic method based on branch and bound, the approximation method based
on stochastic local search and the approximation method based on genetic algorithms.
Section 6 is dedicated to the empirical experimentation evaluating the three methods.
Concluding remarks and possible perspectives are finally presented in conclusion.

2   Solving Dynamic SAT Problems

Before we present the general procedure for solving incremental SAT formulas, let us
define the dynamic SAT problem.

2.1   The Dynamic CNF-Satisfiability (DSAT) Problem

We define a dynamic SAT problem (DSAT) as a sequence of static SAT problems
SAT0,…, SATi, SATi+1,…, SATn each resulting from a change in the preceding one
                                                          
1  We will refer the reader to the paper published by Cook [6] proving that if CNF-Satisfiability

is in P, then P = NP.
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imposed by the “outside world”. This change can either be a restriction (adding a new
set of clauses) or a relaxation (removing a set of clauses because these later clauses
are no longer interesting or because the current SAT has no solution). In this paper we
will focus only on restrictions. More precisely, SATi+1 is obtained by performing an
addition of a set of clauses to SATi. We consider that SAT0 (initial SAT) has an empty
set of clauses. A DSAT over a set X of boolean variables is a sequence of static SAT
problems using only the variables in X. Solving a DSAT problem consists of
maintaining the satisfiability of the related static SAT problems anytime a new set of
clauses is added.

2.2   General Procedure for Solving DSAT

Let us assume that we have the following situation: SATi+1 = SATi ∧ NC where:
• SATi is the current SAT formula,
• NC is a new set of clauses to be added to SATi,
• and SATi+1 is the new formula obtained after adding the new set of clauses.

Both SATi and NC (and by consequence SATi+1) are defined on a set X of boolean
variables. Asuming that SATi is satisfiable, the goal here is to check the consistency
of SATi+1 when adding the new set of clauses denoted by NC. To do so, we have
defined the following procedure:

1. If x ∧ ¬x is contained in NC, return that NC is inconsistent. NC cannot be
added to SATi .

2. Simplify NC by removing any clause containing a disjunction of the form   x
∨ ¬x.

3. Let NC = NC1 ∧ NC2 where NC1 is the set of clauses, each containing at least
one variable that appears in SATi  and  NC2  the set of clauses that do not
contain any variable that appears in SATi or NC1. Let SATi = S1 ∧ S2 where
S1 is the set of clauses, each containing at least one variable that appears in
NC and  S2  the set of clauses that do not contain any variable that appears in
NC or S1. S2 will be discarded from the rest of the procedure since any
assignment to the variables of NC will not affect the truth assignment already
obtained for S2.

4. Assign the truth assignment of SATi to NC1. If NC1 is satisfiable goto 7.
5. Using a search method flip the variables of NC1 that do not appear in S1. If

NC1 is satisfied goto 7.
6. Using a search method, look for a truth assignment for both S1 and NC1. If no

such assignment is found return NC cannot be added as it will affect the
consistency of SATi.

7. Using a search method look for a truth assignment for NC2. If no such
assignment is found return NC cannot be added as it will affect the
satisfiability of SATi.

Step 5 requires a search procedure that starts from an initial configuration and iterates
until a truth assignment satisfying NC1 is found. To perform this step we can use one
of the following methods:

• A randomized local search method starting from the initial configuration.
The local search algorithm will iterate by flipping the values of the variables
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of NC1 that do not appear in S1 until a truth assignment for NC1 is found.
Details about the stochastic local search method are presented in section 4.

• A genetic algorithm starting from a population containing instances of the
initial configuration. The genetic algorithm iterates performing the mutation
and crossover operators on only the part of the vectors containing the
variables of NC1 that do not appear in S1. The method based on genetic
algorithms is presented in section 5.

• A branch and bound method which starts with a lower bound equal to the
number of non satisfied clauses of the initial configuration, and explores a
subset of the search space by assigning values to the variables that appear in
NC1 and not S1. The algorithm will stop when the lower bound is equal to
zero or when the entire subset of the search space is explored. The detail of
the branch and bound method is presented in section 3.

In step 6 the search procedure starts from the best configuration (assignment) found in
step 5, and iterates until a truth assignment satisfying both NC1 and S1 is obtained. The
search procedure has also to make sure to avoid checking any configuration already
explored in step 5. This can be done by checking, at each variable assignment, that the
subset of variables belonging to S1 and that do not belong to NC1 has an assignment
different from the old one satisfying SATi. Step 7 requires a search procedure for
determining a truth assignment for NC2.

3   Solving SAT Using Systematic Search Techniques

The exact algorithms for solving the satisfiability problem include the well known
Davis-Putnam-Loveland algorithm [7,8] and the integer programming approaches [9].
As we have seen in the previous section, we are mainly concerned with a procedure
that solves the SAT problem by increasing at each step the number of satisfied
formulas. Thus, the algorithm that we will use is a branch and bound variant of the
Davis-Putnam-Loveland procedure. This algorithm starts with an upper bound (UB)
corresponding to the number of unsatisfied clauses of a given complete assignment.
The algorithm will then iterate updating the value of UB anytime a new complete
assignment with a lower number of unsatisfied clauses is found. The algorithm will
stop when UB is equal to zero which corresponds to a solution satisfying all the
clauses. Our implementation of the algorithm is as follows:

We use a variant of the backtrack search method that compares at each node the
upper bound UB with a lower bound LB corresponding to the sum of the number of
unsatisfied clauses of the current partial assignment and an underestimation of the
number of clauses that become unsatisfied if we extend the current partial assignment
into a complete one. If UB ≤ LB the algorithm backtracks and changes the decision at
the upper level. If UB > LB the current partial assignment is extended by instantiating
the current node to true or false. If the current node is a leaf node, UB will take the
value of LB (a new upper bound has been found). The algorithm will stop when UB is
equal to zero. The underestimation is equal here to the minimum between the number
of clauses that become unsatisfied if true is chosen for the next assignment and the
number of clauses that become unsatisfied if false is chosen for the next assignment.
For choosing the next variable to assign, we use the in-most-shortest clause heuristic
as reported in [10].
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4   Solving SAT Using Stochastic Local Search

One of the well known randomized local search algorithms for solving SAT problems
is the GSAT procedure [11,12] presented below.  GSAT is a greedy based algorithm
that starts with a random assignment of values to boolean variables. It then iterates by
selecting at each step a variable, flips its value from false to true or true to false and
records the decrease in the number of unsatisfied clauses. The algorithm stops and
returns a solution if the number of unsatisfied clauses is equal to zero. After MAX-
FLIPS iterations, the algorithm updates the current solution to the new solution that
has the largest decrease in unsatisfied clauses and starts flipping again until a solution
satisfying all the clauses is found or MAX-TRIES is reached. This is how the
algorithm is used in step 7 of our general procedure. When used in step 5, the GSAT
algorithm starts from the initial configuration (corresponding to the truth assignment
found for the formula before adding the new clauses) instead of a random
configuration. Also, only the variables belonging to NC1 and which do not appear in
S1 can be chosen for the flip. For step 6, GSAT starts from the best configuration
found in step 5. Also, all the configurations explored in step 5 are avoided in step 6 as
shown in subsection 2.2.

Procedure GSAT
begin

for  i ← 1  until MAX-TRIES do
begin

T ← a randomly generated truth assignment
for  j ← 1  until MAX-FLIPS do

if  T  satisfies the formula then
return  T

else make a flip
end
return (“no satisfying assignment found”)

end

5   Solving SAT Using Genetic Algorithms

 Genetic algorithms [13] (GAs) perform multi-directional non systematic searches by
maintaining a population of individuals (called also potential solutions) and
encouraging information formation and exchange between these directions.  It is an
iterative procedure that maintains a constant size population of candidate solutions.
Each iteration is called a generation and it undergoes some changes. Crossover and
mutation are the two primary genetic operators that generate or exchange information
in GAs. Under each generation, good solutions are expected to be produced and bad
solutions die.  It is the role of the objective (evaluation or fitness) function to
distinguish the goodness of the solution. The idea of crossover operators is to combine
the information from parents and to produce a child that obtains the characteristics of
its ancestors.  In contrast, mutation is a unary operator that needs only one input.
During the process, mutation operators produce a child by selecting some bad genes
from the parent and replacing them with the good genes. The two operators may
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behave differently but they both follow the characteristic of GAs in that the next
generation is expected to perform better than the ancestors.

Let us see now how to solve the CNF-Satisfiability problem using genetic
algorithms. Since we are dealing with variables that can only take on two states, true
or false, the representation we choose is a binary vector of length n where n is the
number of boolean variables with the coding of 1 being true and 0 being false. Each
entry in the vector corresponds to the truth assignment for the variable which
corresponds to that location in the vector. For example, if we consider the formula in
introduction, then the vector (010) will correspond to the truth assignment {x1 = false ,
x2 = true , x3 = false}  which does not satisfy the formula.

The pseudo code of the GA based search algorithm we use is presented below.

1. begin
2. t ← 1
3. // P(t) denotes a population at iteration t
4. P(t) ←  n randomly generated individuals
5. eval←  evaluate P(t)
6. while termination condition not satisfied do
7. begin
8. t ← t + 1
9. select  P(t)  from  P(t-1)
10. alter  P(t)
11. evaluate  P(t)
12. end
13. end

The GA search method starts from an initial randomized population of individuals and
evaluates each vector using a fitness function to see if we have discovered the
optimum solution. We define the fitness function as the number of true clauses
corresponding to a given vector. For example, the fitness function of the vector (110)
is equal to 2. If the fitness function is equal to C (C is the number of clauses of the
formula) then the CNF expression is satisfied. After evaluating the randomized
population, if the optimum function is not found then the crossover and mutation
operators will be applied to some selected individuals. The way we use to select the
individuals (select function) is to assign a probability of being selected to each
individual in proportion of their relative fitness. That is, an individual with the fitness
function equal to 10 is 10 times more likely to be chosen than an individual with a
score of 1. Note that we may obtain multiple copies of individuals that happened to be
chosen more than once (case, for example, of individuals with good fitness function)
and some individuals very likely would not be selected at all. Note also that even the
individual with the best fitness function might not be selected, just by random chance.
In step 7 of our resolution procedure the above GA method will be used as is to look
for the satisfiability of the formula NC2. In step 5, the initial population contains
instances of the initial configuration. Crossover and mutation operators are modified
such that only the entries of the vectors corresponding to variables of N1 which do not
appear in S1 are affected by the operators. The crossover operator randomly selects
two individuals (that we call parents) and generates a new individual (that we call
child) as follows. We assume N the number of variables in the vector and NS a
random number chosen from [1..N]. The child individual is randomly generated from



Systematic versus Non Systematic Methods for Solving Incremental Satisfiability 549

the two parents by taking the first NS variables from the first parent and the last N-NS
variables from the second parent. The mutation operator selects one individual and
flips the value of one of its variables chosen at random.

6   Experimentation

In this section we will present an experimental comparison of the following four
methods for solving DSAT problems.

• SLS: the stochastic local search method is used here in steps 5,6 and 7 of the
resolution procedure.

• GA: the method based on genetic algorithms is used in steps 5,6 and 7.
• BB: the branch and bound method is used in steps 5, 6 and 7.
• BB+SLS: the branch and bound method is used in steps 5 and 6 while the

stochastic local search method is used in step 7.
The experimental tests are performed on randomly generated DSAT instances. Since
we did not found libraries providing DSAT problems, we randomly created these
instances as follows:

1. First, random 3-SAT instances are taken from the well known SATLIB
library (www.informatik.tu-darmstadt.de/AI/SATLIB). Each
instance, characterized by the number of variables n and clauses k it
contains, is generated as follows. Each of the k clauses is constructed from 3
literals which are randomly chosen from the 2n possible literals (the n
variables and their negations) such that each possible literal is selected with
the same probability of 1/2n. Clauses are not accepted for the construction of
the problem instance if they contain multiple copies of the same literal or if
they are tautological (i.e., they contain a variable and its negation as a
literal). All random 3-SAT instances are satisfiable. More details about this
generation process can be found in [14].

2. Each DSAT instance is then developed from a 3-SAT one in a series of
stages. At each stage, a random number of clauses is taken from the 3-SAT
instance and added to the DSAT one until there are no more clauses to take.
The initial DSAT has 0 clauses. In our experimentation, the number of stages
is fixed to 10. Let us assume N the total number of clauses of the 3-SAT
instance and N1, N2, … , N10 the random numbers of clauses at each stage.
These numbers are generated as follows. N1 and N2 are randomly chosen from
[1,N/5 – 1]. N3 and N4 will then be generated from [1, (N – N1 – N2)/4 – 1],
and N5 and N6 chosen from [1, (N – N1 – N2 – N3 – N4)/3 – 1]. N7, N8, N9 and
N10 will be generated in the same manner. This will guarantee that the
numbers N1, N2, … , N10 will each have a value almost equal to N/10.

Table 1 presents the time performance in seconds needed by each method to maintain
the satisfiability of randomly generated DSAT instances. Indeed, each method is first
executed on a given number of instances (100 or 1000) from each test-set. We take
then the average running time required to achieve the satisfiability of the instances.
All tests are performed on a 2GHz Pentium IV computer under Linux. The “- ”
symbol indicates that the corresponding method fails to obtain the satisfiability of
instances for a given test-set.
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SLS and GA approximation methods present the best results. The performances of
these two methods are comparable.  Further study of the search space is needed in
order to see when to expect genetic algorithms to outperform stochastic local search
and vice versa. Due to the exponential running time of the branch and bound method
(comparing to the polynomial time cost of the approximation methods) BB and
BB+SLS are slower especially for large instances.

Table 1. Performance of the four methods on randomly generated DSAT problems

Test Set
# of

instances
# of

variables
# of

clauses
SLS GA BB BB+SLS

uf20-91 1000 20 91 0.001 0.01 0.2 0.2

uf50-218 1000 50 218 0.004 0.02 1.2 0.8

uf75-325 100 75 325 0.01 0.06 1.6 0.9

uf100-430 1000 100 430 0.08 0.2 2.4 1.4

uf125-538 100 125 538 0.132 0.6 4.4 2.8

uf150-645 100 150 645 0.227 1.2 12.8 7.2

uf175-753 100 175 753 0.951 3.2 35.6 15.7

uf200-860 100 200 860 3.197 3.5 128 37

uf225-960 100 225 960 32.1 12.8 - 158

uf250-1065 100 250 1065 37.82 34 - -

7   Conclusion

In this paper we have presented different ways based respectively on systematic and
approximation methods for maintaining the satisfiability of CNF propositional
formulas in an incremental way. Our work is of interest to a large variety of
applications that need to be processed in an evolutive environment. This can be the
case of applications such as reactive scheduling and planning, dynamic combinatorial
optimization, dynamic constraint satisfaction and machine learning in a dynamic
environment.
One perspective of our work is to deal with retraction of clauses in an efficient way.
Assume that during the search, a given clause (or a set of clauses) is removed.  Would
it be worthwhile to reconsider any decision made because of these clause(s) or would
it be more costly than just continuing on with search. Another idea we will investigate
in order to improve the performance of our general procedure consists of processing
steps 4 until 6 and step 7 of our procedure in parallel. If any of these two parallel
phases fails then the main procedure will stop and returns NC (set of new clauses to
be added) inconsistent.
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Improved GRASP with Tabu Search for Vehicle Routing
with Both Time Window and Limited Number of Vehicles
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Abstract. In this paper, we study a new useful extension of vehicle routing
problem (VRP) – VRP with both time window and limited number of vehicles
(m-VRPTW). We propose an improved Greedy Randomized Adaptive Search
Procedure (GRASP) framework by techniques of multiple initializations,
solution reuse and mutation improvement, with four specified heuristics for m-
VRPTW: short left time first, near customer first, short waiting time first and
long route first. From the experimental results on benchmark data, it is shown
that our algorithm not only well solves the m-VRPTW problem, but also
obtains accurate solution for classical VRPTW problem with stable
performance in short running time. In fact, the search techniques proposed in
this paper can be easily applied for other meta-heuristics for problem solving …

1 Introduction

The Vehicle Routing Problem (VRP) calls for the determination of the optimal set of
routes to be performed by a fleet of vehicles to serve a given set of customers, and it
is one of the most important and studied combinatorial optimization problems for past
40 years. The VRP is a well-known integer-programming problem with falls into the
category of NP-Complete problems. For such problems it is often desirable to obtain
approximate solutions, provided they can be found fast enough and are sufficiently
accurate for the purpose. The difficulty of solving VRP lies at the intersection of the
following two well-studied problems: The Traveling Salesman Problem (TSP) and
Bin Packing Problem (BPP). Because of the interplay between the two underlying
problems, instances of the VRP can be extremely difficult to solve in practice. In real
practice, VRP appears many constraints, such as capacitated VRP(CVRP), VRP with
time window(VRPTW), VRP by multiple depots (MDVRP), VRP with pick-up and
delivering (VRPPD) and periodic VRP(PVRP). These extensions of VRP are widely
used in a lot of real-life applications including currency delivery and scheduling at
ATM machines, dynamic sourcing and transport of fuels, pickup of charitable
donations from homes, snow plow and snow removal routing, postal delivery truck
routing and so on.

Most well-studied extensions of VRP focus on how to minimize the resources
(such as the number of vehicles) to satisfy all customers under all constraints. In fact,
in real practice, there exists another type of application of VRP that for given limit
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resources, how to satisfy as most requests as possible. For instance, if you are a boss
of a transportation company, for a lot of incoming business orders, you must have
decision on how many customer orders your company can serve at most by current
limit resources such as vehicles, man-powers and so on. In addition, you may need to
consider how to support high quality service to elite customers, how to support a
robust planning of vehicle transportation to minimize the risk of uncertain events
when you serve customers. In above cases, we not only consider the optimization of
VRP, but also consider other factors of the solution, i.e. stability, robustness and risk.

In this paper, we study a case of above types of VRP, named Vehicle Routing
Problem with Both Time Window and Limited Number of Vehicles (m-VRPTW). We
propose an improved Greedy Randomized Adaptive Search Procedure (GRASP)
framework by techniques of multiple initialization, solution reuse and mutation
improvement. Four useful heuristics m-VRPTW are also presented, including short
left time first, near customer first, short waiting time first and long route first. From
the experimental results for well-studied benchmark test data, it is shown that our
algorithm not only well solves the m-VRPTW problem studied in this paper, but also
obtains good solution for classical VRPTW problem with stable performance in short
running time. In fact, above search techniques proposed in this paper can be easily
applied for other search frameworks in problem solving.

The paper is organized as follows. In Section 2, we state the m-VRPTW problem
formally. In Section 3, we propose a new GRASP framework with many new
techniques, such as multiple initial solutions, solution reuse and mutation
improvement. Furthermore, we describe the complete algorithm for m-VRPTW in
detail in Section 4 and give the computational results for both m-VRPTW and
VRPTW for benchmark test data in Section 5. Lastly, we conclude the paper in
Section 7.

2 Problem Statement

The m-VRPTW problem is defined as follows formally. There is an undirected graph
G(V, E) where V={v0, v1, …, vn} and E={(vi, vj): i ≠ j, 1 ≤ i, j ≤ n}. v0 represents the
depot while vi represents one customer with demand di, time window (ei, li) and
service duration si, for all 1 ≤ i ≤ n. In addition, we assign a travel distance (time) tij to
each edge (vi, vj). And then, we have total m vehicles with the capacity of C. The
objective function of the m-VRPTW is to maximize the number of customers served
by the m routes {R1, R2, …, Rm}, one route by one vehicle, satisfying the following
constraints.

1. Each route must starts and ends at depot v0;
2. The total demands among all served customs in one route should not exceed the

vehicle capacity, i.e. ∑ ⊆
≤≤≤

ji Rv i mjCd 1, ;

3. Each customer can only be served by one vehicle (in one route) within its
corresponding time window. In other words, for each customer, it is either served
by one vehicle or not served by any vehicle at all, e.g. vi ≠ vj if vi ∈ Rp and vj ∈ Rq
(p ≠ q).
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From the above definition, we can know that m-VRPTW is a generalization of the
multiple constrained knapsack problems which have been proved as NP-hard
problems. Because of NP-hard, we should find approximation algorithms with high
performance to make the computation in realistic-size reliable.

To our knowledge, there has little research that focus on m-VRPTW in literature.
We firstly give brief literature review for the classical VRPTW problem. The
VRPTW problem is NP-hard and even finding a feasible solution is also a NP-hard
[11]. The early work on the VRPTW was case study oriented [6], [2]. Later research
focused on the design of heuristics and the development of effective optimal
approach. In heuristics, route construction algorithms build a feasible solution by
inserting an un-routed customer into current partial route, such as sequential insertion
heuristics by Solomon [9]. Route improvement methods iteratively modify the current
solution by performing local searches for better neighboring solutions by r-exchange
operator [15], [1], [10], [13]. Another type of heuristics is composite heuristics that
blend route construction and improvement algorithms, for example, a combination of
greedy heuristic and randomization to produce initial routes in parallel [2]; embedding
route improvement within the tour construction process [16] and hierarchical local
search [14]. On the other hand, many efficient meta-heuristics have been proposed for
VRPTW problem including Rochat and Taillard [21], Potvin and Rousseau [5],
Chiang and Russell [20]. Another alternative used in meta-heuristics is guided local
search described by Kilby et al [12]. Moreover, Thangiah et al combined genetic
algorithm, simulated annealing and tabu search for VRPTW [17].  Only Lau et al
proposed an ordinary tabu search algorithm [4]. In that algorithm, a holding list is
used to contain the list of customers that haven't been served in the current solution.
The customers are then transferred back and forth the holding list under the tabu
search strategy. The author combined the two-stage approach into a nested approach.
He increased the number of vehicles in stages and at each stage, applies standard tabu
search to maximize the number of customers to be inserted into vehicles. In general,
the experimental results published in the paper leave great space for us to improve.

3 Improved GRASP

The Greedy Randomized Adaptive Search Procedure (GRASP) is a two-phase multi-start
method that consists of a construction phase in which a feasible solution is constructed
iteratively followed by a local search phrase that tries to improve each constructed
solution. GRASP was first applied to a difficult set covering problem [18]. [7] provided a
recent survey of the basic method, enhancements and applications of GRASP.

We illustrate the classical GRASP as follows. In the first phase of the GRASP, a
feasible solution is constructed by greedy randomization. We call this step is greedy
randomized construction. In each iteration of this phase, let the set of candidate elements
be formed by all elements that can be incorporated to the partial solution under
construction without destroying feasibility. The selection of the next element for
incorporation is determined by the evaluation of all candidate elements according to a
greedy evaluation function. The second phase of the GRASP is a local search to find a
local optimal solution starting from the solution given by the greedy randomized
construction. If the current local optimal solution has better performance than the stored
best solution, we update the best solution. These two phases will be iterated several times.
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As pointed out by [2], for GRASP to work well, it is important that high-quality
solutions (feasible solutions that are close to the optimum as tight as possible) are
constructed during the first phase, with the most promising solutions passed to the second
phase. This is different from Tabu search and simulated annealing which do not need
high-quality feasible initial solutions and expend much effort in trying to improve the
current solution. From this motivation, we propose some improvements on classical
GRASP to obtain better performance under limit time consuming, by the following three
basic ideas:
1. Create multiple initial solutions by heuristics at greedy or at random. we call it

"multiple initial solutions";
2. Inherit the local optimum found by the local search as the starting search solution for

greedy randomized construction in next iteration. We call this strategy "Solution
reuse";

3. During the iterative search procedure in GRASP, we randomly mutate current solution
to jump the current search subspace for performance improvement if possible.
Moreover, the occurrence of the mutation is controlled by a given probability. We call
this technique "Mutation Improvement".

3.1   Multiple Initial Solutions

For m-VRPTW, we create the following six different methods to construct initial solutions
for GRASP. The first four heuristics are based on various greedy criteria.
1. Short left time first: try to insert every unserved customer into the end of each route to

minimize the left time.
2. Near customer first: construct the route for each vehicle one by one. For each route,

insert the unserved customer that provides the shortest additional left time at the end of
the route. The above insertion will be iterated until there is no unserved customer can
be inserted into that route.

3. Short waiting time first: construct the route for each vehicle one by one. For each route,
insert the unserved customer at the most suitable position that provides the shortest total
waiting time due to the time windows constraints of the customers. The above insertion
will be iterated until there is no unserved customer can be inserted into that route.

4. Long route first: construct the route for each vehicle one by one. For each route, insert
the unserved customer at the most suitable position that makes that route has the
longest length expansion. The above insertion will be iterated until there is no unserved
customer can be inserted into that route.

Moreover, we also develop two random methods to get random initial solutions.
1. Random customer insertion: select unserved customer one by one randomly. For each

selected customer, randomly select one route that the customer can be inserted into, if
there is such a route. And then, insert the customer into that route at the position where
the left time of that route is minimized.

2. Random route construction: select an uncompleted route randomly to construct. For
that route, select randomly an unserved customer to be inserted into it, if there is such a
customer can be inserted into it. Otherwise, block this route as complete constructed.
The above procedure will be iterated many times until all routes have been blocked.
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3.2   Solution Reuse

The basic GRASP produces a new initial solution in every iteration without any
relationship with the results from the local search of the previous iterations. That
means GRASP never reuses the previous results in history during search. In our
algorithm, we try to modify the GRASP framework to reuse the solution from the
previous iteration as the input for greedy randomized construction in current iteration.
   Different from the classical GRASP, in the modified algorithm we reuse the result
from the local search as the input for the greedy randomized construction of the next
iteration. To make the idea of solution reuse reliable, we must modify the original
greedy randomized construction procedure to allow the construction starting from a
given solution. Such a modification may have a lot of variations depending on the
problems. In our algorithm to solve the m-VRPTW, we use the random reassignment
to implement it. For each route ri (1 ≤ i ≤ m) in a given solution, randomly select a
pair of two customers in that route and try to exchange their positions. If the new
assignment is a feasible solution, update the exchange. Otherwise, keep the original
solution. The above random reassignment will be applied to all m routes.

3.3   Mutation Improvement

From the experience of applying genetic algorithm or other meta-heuristics for
solving difficult NP problems, the mutation always benefits the search procedure to
get more accuracy result. In the second phrase of the GRASP, normally the
determined local search without any random component works stably. However, such
a stable search always loses the energy. In the other hand, a search algorithm with too
many random components can help the search procedure jump the local optimum and
bring the search to enter an untouched search subspace. However, the performance of
random search is not stable: sometimes gets wonderful results but sometimes gets
poor results. In our algorithm to solve m-VRPTW problem, we bring a random
component in the framework of GRASP after local search. In addition, we also set
one probability parameter to balance between the randomization and determination in
search.

After the local search in each iteration of GRASP, we repeat the following random
search by fixed Tamax times for each route ri (1 ≤ i ≤ m) of the solution. That is to
randomly select a pair of two customers in the route ri, and then try to exchange their
positions in that route to get a new route. If the new route not only is feasible but also
has shorter left time than the original one, update the exchange and exit the iteration
of the random search for the current route ri. The occurrence of this mutation is
controlled by a fixed probability parameter p (0 ≤ p ≤ 1), that means it will be run
p*100 times per 100 iterations in the GRASP.

4 Algorithm

The whole algorithm to solve m-VRPTW is illustrated as Algorithm 1. The algorithm
first calls the six methods proposed in Section 3.1 to generate six initial solutions
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(four at greedy and two at random) for the following iterated search of GRASP. The
global iterative search in GRASP will be continued until the iteration time once
exceeds the fixed maximum iteration time - MaxIteration. For each initial solution
from previous iteration (in the first iteration, use the results from the six algorithms
for initial solution generation, we process them following the four steps:
1. Tabu search: call standard tabu search (iteration time is equal to T_Tabu) to find

local optimum from the initial solution;
2. Mutation: Call random search proposed in Section 3.3 to improve the local

optimum under the probability p;
3. Update: update the current optimal solution if a better solution has been found;
4. Solution reuse: call random generation procedure that mentioned in Section 3.2 to

generate an initial solution for next iteration via current search result.
In the algorithm, let x* be the best solution found; let f be the solution-elevated

function, and f*=f(x*).

Algorithm 1 Improved GRASP with smoothed dynamic tabu search for m-VRPTW

f* ← ∞;
Generate six initial solutions x1, x2, … , xK (K = 6)
Iteration, Iteration’ ← 0;
while Iteration < MaxIteration do
    Iteration ← Iteration + 1
    if Iteration’ < Iteration then
        Iteration’ ←Iteration’ + 1
    else
        Iteration’ ←Iteration’ - 1
    end if
    





 −×=

onMaxIterati
IterationonMaxIteratiureMaxTabuTenTabuTenure )'(

    for 1 ≤ i ≤ K do
        Call tabu search to find the local optimum newxi from xi;
        Call random search for newxi under the probability p;
        if f(newx’) < f* then;
     f* ← f(newx’);
     x* ← newx’;
            Iteration’ ← 0;
        end if
        Call random assignment to get x from newx’;
    end for
end while
return x*;
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5 Experimental Results and Analysis

5.1   Test Data and Experimental Environment

To evaluate our improved GRASP algorithm with tabu search technique to solve the
m-VRPTW problem, we tested its performance on the set of 56 Solomon's test cases
with 100 customers [8]. The 56 test cases (six sets) are designed highlights several
factors that affect the behavior of routing and scheduling algorithms including
geographical data; the number of customers serviced by a vehicle; percent of time-
constrained customers; and tightness and positioning of the time windows. The
geographical data are randomly generated in sets R1 and R2, clustered in sets C1 and
C2, and a mix of random and clustered structures in sets RC1 and RC2. Sets R1, C1
and RC1 have a short scheduling horizon and allow only a few customers per route
(approximately 5 to 10). In contrast, the sets R2, C2 and RC2 have a long scheduling
horizon permitting many customers (more than 30) to be serviced by the same
vehicle. The customer coordinates are identical for all sets within one type.

We set the parameters of our algorithm as follows: MaxIteration=2000, p=0.2,
MaxTabuTenure=30. The algorithm was tested on an Intel Celeron 4 Machine with
1.7G CPU and 512M RAM. The average running time of the algorithm for all test
cases is around 2 minutes.

5.2   Performance on m-VRPTW

To access the performance of our proposed algorithm clearly, we illustrated the
average number of customers served vs. different available vehicles of the upper
bound and our GRASP in Figure 1, 2 and 3 for set C, R and RC. Moreover, since Lau
didn't propose his results for neither set R nor set RC, we only could give the
performance curve of his published m-VRPTW algorithm in the same condition for
set C1 for comparison in Figure 1.

Anyway, we use ILOG CPLEX to computer all below upper bounds.

Fig.1. For set C1
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Fig.2. For set R1

Fig.3. For set RC1

From the above given results, it is shown that
1. For set C1, the performance of our proposed algorithm is tight to the upper bound.

Moreover, the performance of ours and Lau's are the same mostly.
2. For set R1 and RC1, our algorithm not only gives close results to the upper bound,

but also shows stable performance when we increase or decrease the number of
available vehicles. The gaps of the results between our algorithm and the upper
bound are 0.68, 3.08 and 3.40 customers per vehicle. The gaps of set R1 and RC1
are much bigger than the one of set C1 is due to the random data distribution for
R1 and RC1 rather than the clustering distribution for C1. In m-VRPTW, the
binary programming model (upper bound) will leave more far away from the
optimal solution for random distribution data than for clustering distribution data.

5.3   Performance on VRPTW

It is obviously that we can easily obtain the results for the classical VRPTW problem
by the algorithms for m-VRPTW directly, by repeating the m-VRPTW algorithm
while increasing the number of vehicles step by step until all the customers can be
served completely. The result of m-VRPTW at that time (all customers can be served)
is of course the result of VRPTW.

We support a summary of the average performance comparison among most
current overall best published heuristics, Lau's heuristics for m-VRPTW and our
improved GRASP for m-VRPTW, shown in Table 1. Here, the current best published
heuristics include Rochat and Taillard (RT), Chiang and Russell (CR), Taillard et al.
(TBGGP), Homberger and Gehring (HG) and Cordeau et al. (CLM).
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By the above results and comparison, we have
1. Our proposed algorithm can solve the classical VRPTW problem well with the

close performance to the best published results, even the objective function of our
algorithm is not for VRPTW problem directly. Especially, for set C1, C2 and R2,
our proposed algorithm achieves the best solutions in term of the minimizing the
number of vehicles.

2. Our algorithm outperforms Lau's published heuristic in average performance for all
sets, especially for set R and RC. In all 56 Solomon's test data, our improved
GRASP with smoothed dynamic tabu search improves Lau's for 12 cases (21% of
all cases) totally.

Table 1. The average results comparison

RT CR TBGGP HG CLM Lau GRASP
C1 mean 10 10 10 10 10 10 10
C2 mean 3 3 3 3 3 3 3
R1 mean 12.83 12.17 12.17 11.92 12.08 12.92 12.42
R2 mean 3.18 2.73 2.82 2.73 2.73 3 2.73
RC1 mean 12.75 11.88 11.5 11.5 11.5 12.25 11.75
RC2 mean 3.65 3.25 3.38 3.25 3.25 3.38 3.375

6 Conclusion

In this paper, we study the vehicle routing problem with constraints of both time
window and limit number of vehicle. This variant of VRPTW has wider applications
in real business world. We improve GRASP framework by techniques of multiple
initialization, solution reuse and mutation improvement. From the experimental
results for well-studied benchmark test data, it has shown that our proposed algorithm
not only solved the m-VRPTW problem studied in this paper, but also obtained
accurate solution for the classical VRPTW problem with stable performance in short
running time. In fact, above proposed search techniques can be easily applied to other
meta-heuristics for problem solving.
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Abstract. This paper introduces a new robust optimization technique which
performs tolerance and parameter design using a genetic algorithm. It is
demonstrated how tolerances for control parameters can be specified while
reducing the product's sensitivity to noise factors. As generations of solutions
undergo standard genetic operations, new designs evolve, which exhibit several
important characteristics. First, all control parameters in an evolved design are
within a set of allowed tolerances; second, the resulting product response meets
the target performance; and finally, the product response variance is minimal.

1   Introduction

Robust design of a product or a manufacturing process generally involves parameter
design or design optimization and tolerance design, which is also known as sensitivity
analysis [16]. The role of parameter design is to specify the levels of design variables
(control factors) that minimize sensitivity of a product or process to uncontrollable
noise factors such as manufacturing imperfections, component deterioration, and
external operational conditions. During this step, tolerances are assumed to be wide
enough as to keep the manufacturing cost low. If parameter design fails to produce
adequately low functional variation of the product, then during tolerance design
tolerances are selectively reduced based upon their cost effectiveness [17]. Generally,
most design efforts are concentrated on system design, which involves innovation and
the use of engineering sciences, and on tolerance design while ignoring parameter
design [1, 2, 11, 18].

Deterministic approaches to quality improvement, such as Taguchi's method, allow
designers to use a small number of experiments to determine effects of main control
factors [16]. Incorporation of noise factors (tolerances) in design, on the other hand,
often results in conducting a large number of experiments, which is an infeasible
option in many design environments. An improvement to Taguchi's approach has
been proposed, which is based on an interval-based, min-max optimization method
[8]. This method has the advantage that it requires fewer experiments to perform
sensitivity analysis, but it does rely on computationally intensive model-building
methods, and it is not scalable to larger, more realistic design problems.
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Other approaches to tolerance design include the heuristic techniques of search
space smoothing and centers-of-gravity (CoG) [15]. These are iterative design
centering techniques that use Monte Carlo simulation to draw large numbers of
samples from the tolerance design region and then focus on the detailed features of
the target area. The nominal design centers are then typically moved towards target
areas until the desired yield is achieved. Although search space smoothing is
computationally less intensive than CoG, both techniques require much auxiliary
information in order to work properly. Furthermore, Monte Carlo simulations require
large numbers of sampling points to assure high degrees of correlation between
estimated and observed product yields [14].

Genetic algorithms (GAs) are another powerful search technique, which are
modeled after natural genetics and have been applied to plethora of engineering
design and optimization tasks [3, 7, 13]. The main strength of GAs is that, unlike
many traditional optimization methods, they require minimal auxiliary information in
order to exploit promising solution regions. For instance, gradient searches need
derivatives in order to perform hill-climbing, but they fail when attempting to explore
noisy, non-smooth, poorly-behaved search spaces. Dynamic programming methods
need to maintain a global perspective function in order not to converge to local sub-
optimum solutions, but they most often perform poorly when dealing with larger,
real-world problems [12]. And finally, greedy combinatorial optimization methods
require access to most if not all tabular parameters and are susceptible to converging
to local sub-optimal solutions [13].

In the area of system reliability design GAs have been used in conjunction with
interval programming [6, 19]. These approaches transform the interval programming
aspect of the task at hand into an equivalent multiobjective optimization problem and
then attempt to locate Pareto optimal solutions. For tolerance analysis, special types
of GAs have been developed that use truncated Monte Carlo simulation in order to
identify optimal allotment of tolerances [14]. The simultaneous use of GAs in both
design optimization and tolerance design, however, is an issue that has not been
investigated before.

In this paper we introduce a new approach to tolerance and parameter design using
a genetic algorithm, whose main strength is twofold. First, our GA's chromosomal
representation of the design space, unlike other proposed GA-based methods for
design optimization, is interval-based. This feature allows designers to easily allot
tolerances for design variables and simultaneously study effects of various tolerances
on product performance indices. And second, the GA's method of evaluating
candidate designs ensures convergence toward design regions where product
responses are on target while showing minimal fluctuations.

The remainder of the paper is organized as follows. Section 2 provides a brief
introduction to genetic algorithm and then discusses our approach to design
optimization in more detail. Section 3 deals with optimum design of a temperature
controller unit and reports on the simulation results. And finally, section 4 is the
concluding remarks.
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2   Chromosome Representation and Evaluation

Genetic algorithms (GAs) are powerful random-walk search techniques that have been
successfully applied to a variety of engineering design and optimization tasks and are
well explained in literature [3, 4, 7, 12, 13]. Our specific techniques for chromosomal
representation and evaluation, however, are explained in this section.

In contrast to classical optimization methods, which support only ‘single’ point
designs, the GA presented in this work builds tolerances for design parameters by
successively evolving populations of hyper-rectangular design regions. For instance,
traditionally a design vector X with n independent design parameters is represented as
(x1,…,xn). Here, however, the same design vector is represented as (x1

center,…, x2
center)

where the nominal values for each design variable are initially selected at random.
Since the design tolerances are indicated a priori by designers, each input vector is
internally represented by ([x1

low, x1
high], …, [xn

low, xn
high]), where xi

low and xi
high are the

low-end and high-end of an interval for each design variable xi = (i=1,…,n),
respectively. Consequently, solutions obtained in this manner no longer correspond to
single points within the design space, but rather to hyper-rectangular regions. From the
perspective of off-line quality control, this approach has the benefit of allowing
designers to systematically incorporate into design the effects of uncontrollable
variations that occur during the manufacture or normal operation of a product.

One final comment relates to the size of hyper-rectangular design regions and its
effect on the produced product response. As discussed in Section 1, the primary
concern in a robust design environment is with design of products that exhibit minimal
scatter for a given range of input parameters. In an environment where design
tolerances are selected by designers the genetic algorithm will attempt to find
minimum scatter response regions which satisfy user-defined geometric constraints.
The fitness assignment scheme developed in this work explores regions where a
product's range of performance measure is deemed optimal. This point is further
explained in the next section.

In terms of evaluating the fitness of a chromosome, it must be stated that as
opposed to single point designs where every solution vector results in a particular
product response, each candidate design in this formulation produces a range of
responses. The implemented method for evaluating a chromosome, which essentially
represents a hyper-rectangular region within the design space, utilizes fractional
factorial experiments [16, 17]. Fig. 1 depicts an L18 experiment that can easily
accommodate a design involving one 2-level and seven 3-level design variables.
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Factors
Experiment

1 2 3 4 5 6 7 8

1
2
3

4
5
6

7
8
9

10
11
12

13
14
15

16
17
18

1
1
1

1
1
1

1
1
1

2
2
2

2
2
2

2
2
2

1
1
1

2
2
2

3
3
3

1
1
1

2
2
2

3
3
3

1
2
3

1
2
3

1
2
3

1
2
3

1
2
3

1
2
3

1
2
3

1
2
3

2
3
1

3
1
2

2
3
1

3
1
2

1
2
3

2
3
1

1
2
3

3
1
2

3
1
2

2
3
1

1
2
3

2
3
1

3
1
2

2
3
1

1
2
3

3
1
2

1
2
3

3
1
2

2
3
1

2
3
1

3
1
2

1
2
3

1
2
3

3
1
2

3
1
2

1
2
3

2
3
1

2
3
1

Fig. 1. L18 (2
1 × 37) experiment

A full factorial experiment for using six 3-level design parameters would typically
require a total of 36 experiments. The L18 orthogonal array, on the other hand, would
require only 18 experiments.  Note that since the array can accommodate a total of 8
factors, the first 2 columns can easily be ignored. This type of design of experiments
also involves application of statistical methods such as analysis of means and analysis
of variance (ANOVA) in order to identify optimum design factor levels [17]. In the
case of the GA, it was decided to use an L18 array to rank each design vector as
follows. Each candidate design vector in a given population contains upper and lower
bounds for each design parameter based on assigned tolerances. The levels 1, 2 and 3
associated with a particular design variable, therefore, correspond to the lower, middle
and upper values of the interval associated with that particular factor. Each hyper-
rectangular design region obtained in this manner produces a set of 18 responses.

The next step in evaluating designs is to assign absolute fitness values to each
design candidate. Taguchi and other types of design of experiment methods routinely
employ smaller-the-better, nominal-the-best or larger-the-better characteristic
functions [16]. The best characteristic function for our case was nominal-the-best as it
was desired to keep the design's performance level as close as possible to some



566 B. Forouraghi

predefined target value. Some modifications, however, were made in order to
incorporate designers' requirements.

In particular, it was decided to use a variation of the mean-square error (MSE)
function to assess the behavior of each design. Various forms of the MSE measure are
widely used in many mechanical tolerancing design environments such as six sigma
[10]. The appealing property of MSE is that not only it evaluates the central
tendencies of some response region, but it also measures the amount of fluctuation that
is present in that region. The modified MSE characteristic function used in our work
was formulated as:

( ) .1
1

2∑ −=
n

Ti yy
n

MSE (1)

Here, n is the number design points associated with a particular hyper-rectangular
design region (i.e., 18 for L18), yi is the produced response, and yT is the desired target
value. The GA's evaluation method can then use the inverse of MSE to assign higher
fitness values to minimal-scatter designs that are centered at or near the desired target
value.

After candidate designs in the current pool are assigned absolute fitness values in
the manner described above, the genetic operations of reproduction, crossover and
mutation [7, 13] follow. In each iteration of the algorithm the search for optimal
solutions continues concurrently within many regions in the design space. This entire
process of evaluation and selective breeding continues until some stopping criterion is
met. In our case, the GA was allowed to evolve 30 generations of solutions, each
containing 100 candidate designs. The behavior of the top ranking design along with
the average behavior of the entire population can be monitored throughout the entire
course of optimization. This will be discussed next where an actual design case is
presented.

3   Design of a Temperature Controller

This section presents the optimum design of a temperature controller unit that has
been previously used as a test case [8, 18].

The temperature controller circuit (see Fig. 2) involves 6 design factors: voltages
E1 and E2; and resistances R1, R2, R3, and R4. The performance characteristic is the
values of the resistance RT-on at which a relay activates the heater. The target value y*

for this characteristic is 3kΩ. The dependency relation for the performance
characteristic is:

R R E R E R
R E R E R E R

1 2 2 4 1 3

3 2 4 2 2 1 2

( )
( )

+
+ −

 . (2)

The design factors E1, E2, R1, R2, R3 and R4 must vary within the ranges [7.5V, 9.5V],
[4.5V, 7.5V], [0.5kΩ, 1.5kΩ], [6kΩ, 10kΩ], [2kΩ, 6kΩ], and [16kΩ, 48kΩ],
respectively.
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The main goal is to find the optimal design vector X* = (E1, R1, R2, R3, R4, E2) for
the temperature controller such that the resulting performance is as close as possible to
the target value of 3kΩ while minimizing fluctuations around that target value.

Relay

        R1      R3

        RT      R2
R4

     E1                       E2

Fig. 2. Temperature controller circuit

The genetic algorithm produced a random pool of 100 candidate designs and
individual designs were evaluated and ranked relative to one another based on how
well they satisfied the particular performance index that was selected for this problem.
Design chromosomes then underwent the genetic operation of selection whereby
candidates to breed in the next generation were chosen. The standard genetic
operations of crossover and mutation were applied to the entire pool of the selected
individual solutions with probabilities of 1.0 and 0.001, respectively. The algorithm
was allowed to run for 30 generations.

Fig. 3. Average MSEs (1% and 5% tolerances)
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A close examination of fitnesses of individual members of a population during the
course of the search reveals the GA's direction of informed walk within the solution
space. To this end, the performance index of each generation's best design was
recorded. To account for statistical fluctuations present in selection of the initial pool
and also in applying the genetic operators of crossover and mutation, each experiment
was repeated three times for a given user-defined tolerance level. The performance
profile of 30 generations of designs using 1% and 5% design tolerances is depicted in
Fig. 3.

As seen in Fig. 3, the initial members of the pool perform rather poorly in satisfying
the design constraints. This implies that the generated designs do not achieve the
target performance, or they do that while exhibiting large degrees of variation. After
each application of the genetic algorithm, the general fitness of the entire pool tends to
increase toward more acceptable levels.

Although 5% tolerances are acceptable in many typical applications, for further
testing it was decided to test the true mettle of the GA by using wider tolerances of
10% and 20%. Results of these experiments, which depicted similar patterns, are
shown in Fig. 4.

Fig. 4. Average MSEs (10% and 20% tolerances)

Initially, the product response for 10% and 20% tolerances is poor but with each
application of the genetic algorithm the quality of newly evolved designs improves.
Clearly, the amount of fluctuation around the controller's response target value has to
increase in order to accommodate higher design tolerances. This observation directly
explains as to why the average MSE of an entire population grows larger as the user
requested tolerances become wider.

Another useful experiment for assessing the behavior of a genetic algorithm is to
examine not only the highest-ranking design in the population, but also the general
tendencies of an entire population. This type of observation helps to understand
whether the entire pool of designs is performing hill-climbing or just a few randomly
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selected elite individuals are exploring optimal response regions. Fig. 5 shows the
results of 3 statistically independent runs of the algorithm.

Fig. 5. Average MSE of an entire population over 3 independent iterations of the algorithm
(5% tolerances)

The average behavior of an entire population in each run of the algorithm follows a
similar pattern. Initial members of the pool perform poorly while future applications
of genetic operators redirect the search toward more promising (fitter) regions of the
response surface. The fluctuations that appear in the 3 fitness plateaus are directly
attributed to the non-deterministic nature of the algorithm in which the crossover and
mutation operators can introduce poorer traits into a generation. This genetic drifting,
however, typically disappears in subsequent generations as fitter individuals dominate
the population [7].

Having considered individual as well as collective behavior of the 100 candidate
designs, Fig. 6 demonstrates the quality of the achieved designs after 30 evolutions of
an original random pool. The first row in Fig. 6 shows the solution obtained by using a
traditional min-max optimization method [8]. The optimum design vector x* = (8.31,
0.64, 9.27, 2.06, 34.55, 7.18) using a 5% tolerance level results in the value of
3.23±0.36kΩ for the performance characteristic RT-on.  In order to better describe the
quality of obtained designs, it was decided to measure the coefficient of variation (CV)
for each design, which is the ratio of the standard deviation to the mean expressed in
percentage terms:
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100⋅=
y
sCV .

(3)

Design Parameters Variation
Coefficient

Design
Method

Design
Tolerances

E1 R1 R2 R3 R4 E2

Response
RT-on

Min-
Max

5% 8.31 0.64 9.27 2.06 34.55 7.18 3.23±0.36 11.2%

GA 1%
1%
1%

5%
5%
5%

10%
10%
10%

20%
20%
20%

8.44
8.53
7.56

7.80
8.50
8.31

7.97
7.61
7.80

7.87
7.67
7.68

1.41
1.09
1.31

1.28
0.86
1.36

1.22
1.32
1.17

1.22
1.42
1.32

6.50
8.82
9.73

7.70
7.88
8.13

6.73
7.61
7.79

6.25
6.90
6.85

3.70
4.01
5.04

3.68
2.68
4.27

3.11
3.83
3.49

3.18
4.21
3.68

32.29
38.23
44.24

43.07
41.51
41.57

40.73
41.68
43.38

43.94
45.57
46.59

6.62
6.35
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7.06
6.19
7.38

7.32
7.13
7.17

7.29
7.26
7.23

2.99±0.03
2.98±0.03
2.99±0.04

3.04±0.18
2.96±0.19
2.97±0.17

2.91±0.38
2.93±0.38
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2.70±0.72
2.50±0.61
2.60±0.64

1.2%
1.1%
1.3%

6.0%
6.7%
5.6%

13.0%
13.0%
12.3%

26.4%
24.6%
24.6%

Fig. 6. Optimum designs for the temperature controller

The rationale for using this indicator is that CV is a more descriptive tool than the
standard deviation s alone as it describes s as a proportion of the mean [5, 9].
Consequently, the CV measure of 11.1% for the min-max solution (row 1 in Fig. 6) is
rather high considering the fact that the response value of 3.23 is not as close to the
target value of 3kΩ as it is required by design constraints.

The second row in Fig. 6 depicts a number of solutions obtained by our genetic
algorithm. For each requested tolerance level, there are included 3 designs obtained
from 3 statistically independent experiments. For instance, the first design with 5%
tolerance levels identifies the optimum design vector (7.80, 1.28, 7.70, 3.68, 43.07,
7.06) which results in RT-on = 3.04±0.18 with a CV measure of 6.0%. Comparison of
our result to that obtained via the min-max method implies the following observations.
First, the GA solution is far superior in satisfying the design requirements by
producing a design whose response is extremely close to designers' requested target
value, and also, the resulting fluctuations around the response are quite acceptable
considering the wide design margin of 5%. And second, the non-deterministic nature
of the GA allows designers to inspect various promising regions in the solution space
with minimal effort. This point is best demonstrated by examining the remaining 2
solutions that were obtained for 5% tolerance designs.
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Furthermore, other reported designs in Fig. 6 that pertain to higher tolerance
designs of 10% and 20% consistently provide designers with robust designs where the
responses are either on target or very close to it. Although these designs, which do
allow higher tolerances, exhibit larger CV values, this is to be expected as wider
margins in design variables naturally entail higher response fluctuations.

Another advantage of GA's approach to mechanical design tolerancing is the non-
deterministic nature of the algorithm. In many instances designers face situations
where either due to manufacturing and operational constraints or economic factors a
given design scenario can no longer remain optimal (e.g. a new motor may not provide
the same range of cutting speeds). In these cases, a GA will be able to provide
designers with myriad of optimal, tradeoff solutions. The deterministic approaches of
traditional min-max optimization, response surface methodology or Taguchi's
experimental design, however, are rigid in that they do not easily allow incorporation
of model uncertainty parameters into design.

4   Conclusions

Improving production quality and reducing cost while performing tolerance design is
an inevitable challenge in today's competitive global market. Non-deterministic
optimization methods such as genetic algorithms are powerful random-walk search
techniques that allow designers efficiently explore many optimal regions of a design
space in parallel.

In this paper we discussed a new approach to quality control and tolerance design
using genetic algorithms. The main strength of the genetic algorithm presented here is
in its use of biologically motivated concepts of crossover and mutation as to evolve
populations of optimal designs. Specifically, it was demonstrated how the GA could
be used to identify optimal hyper-rectangular regions within the design space where
the resulting response of a temperature controller unit was fixed on a target value
while exhibiting minimal variations. It was demonstrated that the non-deterministic
nature of GAs allows designers to inspect many promising design regions within
which a product can operate optimally and within anticipated margins.
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Abstract. This paper demonstrates that the reintroduction of genetic informa-
tion from past generations can be used to alter the genetic diversity and conver-
gence characteristics of an evolutionary algorithm (EA). Traditional EAs breed
a new generation from the preceding generation: in this work a new generation
is bred from the preceding generations.   The gene reuse scheme described in
this paper allows control of the genetic diversity of the population with a re-
sulting beneficial effect on the convergence performance.
Keywords: Genetic algorithm, evolutionary algorithm.

1 Introduction

The Evolutionary Algorithm (EA) is a robust optimisation technique that is based on
Darwinian evolution [1,2]. Although the artificial representation of genetic structure
is quite rudimentary, this method can be used to find solutions to a plethora of prob-
lems. The procedure uses Darwinian selection to cause a ‘population’ of possible an-
swers to progress (or evolve) towards better optimal points. This is done through suc-
cessive generations of evolution where new potential solutions are ‘bred’ from the
previous generation, with better performing solutions being rewarded with a higher
probability of passing on their own genetic material to future generations. Individual
solutions consist of a chromosome of genes, and it is the values of these that specify
the particular solution represented by this chromosome. Typical EA implementations
tend to winnow this genetic information as they progress from one generation to the
next.

As pieces of solutions are recombined with each other (or copied) and mutated, the
EA causes the population as a whole to ‘explore’ the problem, particularly concen-
trating on regions with promisingly high fitness.  This concentration of effort is a re-
sult of the predominance in the population of particular gene values associated with
higher fitness regions.  One of the unfortunate drawbacks of the EA is that it is not
guaranteed to find the global optimum for every problem.  A particular set of gene
values may so dominate a population that every individual chromosome describes a
very similar solution within a small region of problem space. When this happens the
EA is said to have converged.  Premature convergence is said to have occurred if the
solution converged on is sub-optimal [3,4].  With no diversity in gene values explora-
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tion outside the current region is highly improbable (unless extreme mutation is al-
lowed).

Since escape from premature convergence is extremely hard, various strategies
have been undertaken in order to avoid premature convergence. These include the use
of island population schemes, cyclic mutation, tabu mechanisms and multiploid
structures. Each of these approaches attempts to preserve diversity in gene values
without inhibiting the general focus of the search toward regions of known merit.

It has been shown that the performance of the EA can be improved by means of the
concept of using “islands” [5,6]. Island populations can be thought of as dividing an
entire population of an EA into physically separate (or caste) parts. It has been noted
that under such circumstances each group within the total population will evolve
separately. Each population is loosely linked with the others, by the occasional trans-
fer of entire individual solutions between groups. The advantage of this method does
not become apparent until differing conditions, such as the imposition of varying
probabilities of mutation are applied to each population. For further discussion of this
see, for example, [7].

High mutation has the effect of significantly increasing the diversity of gene values
but, being a stochastic process, may interfere with the guided exploration of problem
space.  It may produce movements that are inconsistent with the (unknown) scale of
the significant features in problem space.  Cyclic mutation addresses these concerns
by the periodic variation of mutation parameters (probability and/or maximum mag-
nitude) throughout the evolution process [8]. High mutation periods force an increase
in diversity and are followed by periods of low mutation that allow the exploration of
the problem space now occupied.

Tabu search maintains a list of areas of the solution space that have already been
searched [9].  When used in collaboration with an evolutionary algorithm the breeding
process is modified so that only solutions not already on this tabu list are allowed to
be bred.  This pushes future generations into areas that have been less thoroughly in-
vestigated.  For a non-quantized problem space, the tabu list can be replaced by a spe-
cial neural network that stores an ever-evolving series of pointers to regions of known
good and bad points.  Then the probability of a new solution being accepted into the
population is inversely proportional to the distance from the closest of these points.  It
is important that the probability coefficients differ between good and bad points [10]
as both of these directly prevent convergence (premature or otherwise).

The work reported in this paper uses two island populations, one of which is con-
ventional and contains the current population. The other island contains gene values
taken from earlier populations, essentially an island in time.  This will be referred to
as storage. The gene values (not whole chromosomes) stored cannot interbreed or
mutate.  They are just held for possible reintroduction into a future generation: that is,
the “reincarnation” of old genetic material into a later generation.  The aim is to rein-
troduce information in order to preserve useful diversity, where useful diversity is that
which has a beneficial effect on convergence by allowing backtracking in the path to
the solution.  Backtracking when premature convergence is detected should improve
the performance of the search.

Acan and Tekol have reported on chromosome reuse [11].  In their work, after the
breeding process, individuals from some fitter part of the population that have not
been selected as a parent are copied into extra storage.  At the next breeding process
these individuals compete equally with the members of the current conventional
population for parenting opportunity. An upper limit is placed on the size of this aux-
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iliary storage, once this is filled only individuals with a fitness higher than the least fit
individual currently stored there can be added and replace the least fit individual.

Gene, rather than whole chromosome, reuse can be accomplished by the use of
multiploid structures in which each gene has its own restricted array of values, only
one of which can be expressed at any particular time. For further information see, for
example, [12].

This work involves a more extended process than either of the above in which a
targeted selection is made from all extinct gene values for deliberative rather than sto-
chastic reintroduction into the current population. It differs from other work in the use
of replacement at the gene level, in the range of values available to be chosen and the
deliberative nature of the reinsertion mechanism.

2 Diversity

A numeric measure of diversity is required in order to discuss changes in diversity.
Integer gene values were used in this work and a suitable definition for the diversity
DG of gene G is:

DG=(VG-1)/(P-1) (1)

where VG is the number of different values occurring in gene G in the P individuals in
the population (it is independent of the distribution of these values).  Note that DG is a
simple measure that only reflects the number of values and does not in any way re-
flect how useful these values might be for any particular problem.

At the time of initialisation an EA starts with random gene values (assuming no
seeding arising from a priori knowledge of the problem). The diversity of the popula-
tion at this point in time is quite large, and results in a sparse but general sampling of
the solution space. As the EA progresses the function of the reproduction operators
are inclined to cause each of the (formerly random) potential solutions to become
more similar as they move towards optima within the solution space. The sampling of
optimal regions increases as individuals in the population become more similar, how-
ever the scope of exploration decreases. In the case of premature convergence the
population loses diversity to the point where further search is highly improbable.
Once diversity has reached its low point the search tends to become a “creep muta-
tion” search in the sole remaining area of interest.  This is characterized by a thorough
search of a small area with little regard for the overall problem.

Figure 1 shows the variation in diversity with time within a population without
mutation and in the absence of a fitness gradient.  It also shows the result of a very
simple scheme for reintroducing extinct gene values. After each generation had been
bred, the gene values that had become extinct (found by comparing the old and new
populations) were placed into storage. The average occurrence rate of the gene values
in the new population is calculated and those gene values whose number of occur-
rences exceeds this are noted.  For each of these over-represented gene values  on av-
erage one in four instances are replaced by values drawn randomly from storage to
reduce the occurrence of the over-represented gene value towards the average.  No
further material was added to storage after generation 50, instead one item was per-
manently removed from storage each generation after that.
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Fig. 1. The change in diversity in a region of uniform fitness with and without the reintroduc-
tion of previously lost genetic material. After 50 generations no further material was added to
storage. The sharp fall in diversity at 200 generations for the EA with reinsertion arises from
the emptying of the storage mechanism.

Note the rapid decrease in diversity without a mechanism for reintroducing extinct
values.  Using the reintroduction mechanism described above, initially the diversity
drops more slowly.  However after 200 generations, as the storage was deliberately
emptied, the rate of diversity loss approaches that experienced by the basic evolution-
ary algorithm without reinsertion of genetic material.  In this case, without a fitness
gradient, one reintroduced value is as good (or bad) as any other.  When a fitness gra-
dient exists, to be useful naturally the values returned must show a bias towards val-
ues that assist solution to the problem.

3 The Basic Evolutionary Algorithm

The basic evolutionary algorithm used is conventional as follows.
1. An initial generation of solutions is created with randomly chosen gene val-

ues.  The fitness of each individual in this population is calculated.

2. Create a new generation by crossing over two (or more) parents to form each
new individual. The probability of selecting a particular individual to be a
parent is proportional to its relative fitness compared to the rest of this gen-
eration. After the new individual has been produced, it may be mutated by
small random adjustments to its gene values.

3. Calculate the fitness of each member of the new generation. Unless some
stop criterion has been reached (i.e. the fitness of the best performing indi-
vidual is better than some threshold or a predetermined number of genera-
tions has been bred) loop back to step 2 and continue.
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While there are many variations in the exact way that parents are selected and
crossover preformed, these are basically ways of fine-tuning the algorithm to improve
its performance on a particular problem.  This paper is concerned with the effect of
reintroducing genetic material on the basic EA, there is no reason to suppose that the
use of any of the many variations known to the authors would significantly affect the
results obtained.

4 The Genetic Material Reinsertion Algorithm

The reinsertion of genetic material algorithm used interposes an extra step between
steps 2 and 3 above. This step can be expressed as two sub steps as follows.

i. After a new generation of individuals has been conventionally bred it is
compared with the old generation.  For each gene, a list is made contain-
ing all the values of this gene that have become extinct as a result of this
breeding process. These values are added to storage, if not already there.

ii. For each gene in the chromosome, a list is made of the gene value distri-
bution in the new population.  Gene values that occur more frequently
than average are identified and a randomly chosen proportion of these are
replaced by values retrieved from storage.  In the work reported here the
number of a particular gene value replaced is one quarter of the difference
between its number of occurrences and the mean number of occurrences.
The value used for a particular replacement operation was chosen from
storage by one of two methods:
a) Random insertion (RI):

Replace all instances of a gene value identified for replacement with
one randomly select from storage.

or
b) Tested insertion (TI):

Repeat
Randomly chose a value from the freezer.
Perform a trial insertion and measure the change in fitness of the
recipient, ∆f.
Accept this insertion with a probability P =sigmoid(∆f).

Until an insertion is accepted or N randomly chosen values have been
tried.

5 Methodology

The aim of this work is to investigate the effect of reinsertion of genetic material on
the incidence of premature convergence.  Hence experiments were performed on two
functions that have a high probability of exhibiting premature convergence. Addition-
ally, the normal mutation parameters were chosen to increase the probability of pre-
mature convergence, although not to the extent that successful completion failed to
occur a significant proportion of the time.



578 B. Prime and T. Hendtlass

The first fitness function used is given in two-dimensional form in equations 2 and
3, in which G1 and G2 are the two genes values.

))(5cos()(1 25.0 TT π−+    (2)

where for two dimensions 2
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and for three dimensions 2
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Figure 2 shows the two-dimensional fitness surface produced consisting of a series
of deep concentric rings (with a separation of 0.4) superimposed on a shallow dish.
The global minimum at (0.1,0.2) has a value of zero, the next ring has a minimum
value of 0.632 and the ring after that 0.894.

Similar functions can be readily constructed with any required number of dimen-
sions, the difficulty of solving it increasing rapidly as the number of dimensions in-
creases.  In this work a 3D version (with a global minimum at (0.1,0.2,0.3)) produced
by equations 2 and 4 was also used.

The second fitness function, given in n dimensional form by equation (5)
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produced the two-dimensional fitness surface shown in figure 3.  Irrespective of the
value of n this function has a single minimum with a value of zero when each gene
value is 3. This is the leftmost of the three minima in figure 3. This function was cho-
sen as it produces a fitness surface that is quite different to the radial surface produced
by equation 2.

The evolutionary algorithm used was deliberately simple without a local heuristic to
better reveal the effect of the reintroduction of genetic material.  Crossover was simple
one point cross over and the mutation probability was 0.2. The mutation magnitudes
used came from a Gaussian distribution around zero with a standard deviation of 0.08, a
value chosen to make finding the global minimum difficult but not impossible.

All results quoted are the averages from 1000 independent repeats with different
randomly chosen starting values. Each run was continued for a fixed number of gen-
erations after which preliminary work had shown that no further significant change
resulted. For the first function this was 500 generations (2D) or 2000 generations
(3D), for the second this was 10,000 generations.  The maximum number of repeat
trial insertions allowed when using tested reinsertion was ten.

Fig. 2. The fitness surface produced by equa-
tions 2 and 3 over the range ±2 on each axis

Fig. 3.  The fitness surface produced by equa-
tion 5 when n=2 over the range ±10 on each
axis.
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6 Results

For the first function the results are shown in figures 4 to 11.
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Fig. 4.  First function in 2D. Best fitness per
generation. Average over 1000 repeats.
Global optimum fitness zero.

Fig. 5. First function in 3D. Best fitness per
generation. Average over 1000 repeats.
Global optimum fitness zero.
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Fig. 6.  First function in 2D. Diversity per
generation. Average over 1000 repeats.

Fig. 7.  First function in 3D. Diversity per
generation. Average over 1000 repeats.
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Fig. 8.  First function in 2D, basic EA. Dis-
tribution of fitness values at 500 generations
over the 1000 repeats.

Fig. 9.  First function in 3D, basic EA. Distri-
bution of fitness values at 2000 generations
over the 1000 repeats.
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Fig. 10.  First function in 2D, basic EA with
random reinsertion. Distribution of fitness
values at 500 generations over the 1000 re-
peats.

Fig. 11.  First function in 3D, basic EA with
random reinsertion. Distribution of fitness
values at 2000 generations over the 1000 re-
peats.
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Fig. 12.  First function in 2D, basic EA with
tested reinsertion. Distribution of fitness
values at 500 generations over the 1000 re-
peats.

Fig. 13.  First function in 3D, basic EA with
tested reinsertion. Distribution of fitness val-
ues at 2000 generations over the 1000 repeats.
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Fig. 14. Second function in 2D. Best average
fitness per generation. Average over 1000
repeats. Global optimum fitness zero.

Fig. 15. Second function in 2D. Diversity per
generation. Average over 1000 repeats

Figure 4 shows the average best fitness for each generation for the 2D version of the
first function and figure 5 the average best fitness for each generation for the 3D ver-
sion of this function. Figures 6 and 7 show the average diversity for each generation
for the 2D and 3D versions respectively. The next two figures show histograms of the
fitness found from the 1000 runs for the basic EA, figure 8 is for the 2D version (at
500 generations) and figure 9 for the 3D version (at 2000 generations). Figures 10 and
11 show this information for the basic EA plus random reinsertion and figures 12 and
13 show this information for the basic EA plus tested reinsertion. To facilitate com-
parison the same vertical axes scale has been used for all the histograms.

Figures 14 and 15 show the average fitness and diversity for the second function
(equation 5) in two dimensions. The same general performance advantage can be
seen, indicating that the advantage does not come from some particular aspect of the
first fitness function, although random insertion is this time better than tested inser-
tion.

7 Discussion

The figures above show that reinsertion of genetic material does significantly improve
the performance of an evolutionary algorithm on two different problems known to be
prone to premature convergence. Both the random reinsertion and tested reinsertion
algorithms show a significant improvement over the basic EA. At first sight this
seems surprising, as there is no guarantee that the reinserted material is immediately
beneficial. However, such a requirement is a desirable but not necessary condition, as
the normal evolutionary pressure will in time remove the disadvantageous.
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Both insertion algorithms first identified all over represented gene values in the
population and then identified which of these instances should be replaced. For ran-
dom reinsertion all the instances of each specific gene value so identified were then
replaced by the same randomly chosen value.  Other experiments proved this to be
more advantageous than replacing each of the designated instances with an independ-
ently randomly chosen value from storage.  This is again believed to reflect the differ-
ence between an immediate effect (which therefore reflects in the breeding probability
of the individual that received the insertion) and the effect over a more extended
number of generations.  By inserting multiple instances of the randomly chosen value
it has longer to prove its worth before facing extinction.

The tested reinsertion algorithm effectively applied a first filter to the reinserted
material, thus leaving less ‘cleaning up’ for the evolution to do.  Since immediate and
longer-term benefits are two different (if overlapping) requirements, this first filter
should not be too drastic. For this reason, the probabilistic filter used here has been
designed so that, although biased towards accepting immediately beneficial insertions,
it allows for the possibility of accepting an immediately detrimental replacement. As
it was more probable that the inserted value was beneficial in the short term, the value
was more likely to be passed onto future generations as a result of the breeding proc-
ess even though immediately after insertion it only once occurred in the population.
Interestingly there was no clear winner of the two reinsertion algorithms as a result of
the work reported in this paper. For this simple fitness function, both the algorithms
approximately tripled the computational load per generation, this being partly com-
pensated for by the reduced number of generations required.

8 Conclusion

The results from this first investigation clearly show that reinserting genetic material
can be advantageous, at least for the two problems described in this paper.  The addi-
tional added computational expense is modest for the RI algorithm as this requires no
more evaluations per generation than the basic EA. The increase in computation is
somewhat more for the TI algorithm mainly due to the larger number of evaluations
required and may or may not lead to a performance improvement.

Other work suggests that the results may well be applicable to other problems for
which a conventional evolutionary algorithm exhibits a tendency to converge in sub-
optimal local minima. Further work will be necessary to uncover how critical (and
possibly problem specific) the choice of methods for selecting values to be placed into
and recalled from storage are.
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Abstract. In this paper, an adaptive Linear Quadratic Regulator (LQR) with
Repetitive (RP) control is applied to Uninterruptible Power Supply (UPS)
systems. The RP controller with forgetting parameters is used to attenuate the
effects of periodic disturbances. In order to achieve an output signal with law
Total Harmonic Distortion (TDH), the parameters of RP controller should be
tuned excellent. In the paper, using genetic algorithms optimization, these
parameters are optimal tuned. Simulation results of the closed-loop system with
proposed controller reveal the effectiveness of the proposed approach.

1     Introduction

Uninterruptible Power Supplies (UPS) systems, which supply emergency power in

case of utility power failures, are used to interface critical loads such as computers

and communication equipment to a utility power grid. Many discrete time controllers

have been designed to control a single-phase inverter for use in UPS [1-5]. In order to

apply advanced control techniques in low coat micro controllers, a proper choice of

the controller gains can be made off-line, which simplifies the control algorithm.

In this paper, an adaptive LQR with repetitive controller (LQR-RP) for single-

phase UPS application is designed. In the proposed controller, a RLS estimator

identifies the plant parameters, which are used to compute the LQR gains periodically

[6]. The quadratic cost function parameters are chosen in order to reduce the energy

of the control signal. The repetitive control action improves the response of the

controller mainly in the presence of cyclic loads [7]. In [5] it is shown that using the

repetitive controller with forgetting exponential coefficients, the control results can be

improved significantly, which leads to an output voltage with low Total Hormonic

Distortion (THD). There is not any efficient analytic mechanism to obtain the optimal

values of the parameters of theses forgetting coefficients. So, we have to use

intelligent optimization methods. Genetic Algorithms (GAs) [8] is one the most

efficient methods for this application. In this paper, using GAs the optimal tuning of

repetitive controller's parameters is performed. Simulation results on the closed-loop
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SCHRIFTEN ----------------------------------------
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system with obtained parameters conform the ability of the proposed method to
achieve an output signal with low and admissible THD.

2      Model of the Plant

The conventional single-phase PWM inverter is shown in Fig.1 [9] The LC filter and
the resistive load R are considered to be the plant of the system. The power switches
are tuned on and off during each interval Ts such that Vin is a voltage pulse of magnitude
E,0,-E and a width T∆ . The plant can be modeled by the state space variables Vc and iL
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Then, a discrete time model of the plant with a Zero Order Hold (ZOH) and a
sample period Ts is given by
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To convert the control signal u(k) calculated by the digital processor into a pulse
width signal, the following equation is used

E

Tsku
kT

)(
)( =∆       (3)

The pulse amplitude will have the same sign of the control signal u(k) and the
maximum width theoretically available in a sample period is 

s
TT =∆  when Eku =)( .

In practice, T∆ is lower than Ts, because there is a loss in duty cycle during the dead
time of the inverter switching.

R

+

V c

-

+

V in

-

L

S 1 S 3

S 4 S 2

E

i L

Fig.1.  Inverter, filter and load.

3      Adaptive LQR-RP Controller Design

The servo-system with integrator shown in Fig. 2 is proposed [5]. It has the objective
of tracking the discrete sinusoidal r(k) reference in each sample instant. The system
output y(k) is the capacitor voltage in the discrete form Vc(k). The total control signal
u(k) is obtained adding the LQR action with the repetitive action. The LQR has the
objective to minimize a cost function defined a priori. The RP has the objective to
reduce the steady state error due to periodic disturbances.
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Estimation
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+ ++
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Fig.2. Block diagram of the closed loop system.

3.1   LQR Controller

The state variables used in the LQR are the measured output voltage Vc(k), the
estimated inductor current )(ˆ ki

L
, the integrated tracking error e(k), all with a feedback

action and the discrete reference r(k) and its derivative )(kr with a feed forward

action. Each state variable has a weighting Ki tuned in function of )(kθ . The state

vector )(kϖ is defined as

[ ]T
dLC

krkrkVkikVk )()()()()()( =ϖ       (4)

and the LQR control signal is given by
)()( kKku

LQR
ϖ−=       (5)

To design the optimal gains K1,K2,…,K5, the system must be represented in the form
)()()1( kHukGk

LQR
+=+ ϖϖ       (6)

where each state variable is calculated by a difference equation. The two first
variables of vector )(kϖ are obtained by (3). The signal V(k) is

V(k+1)=e(k+1)+V(k);  e(k)=r(k)-y(k)       (7)
The continuous time reference variables are
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This system generates a sinusoidal reference when started with the values r(0)=0
and

p
Vr ω=)0( , where 

p
V  is the sine wave amplitude and ω  is the angular frequency.

In the discrete form, using a sample period Ts, the subsystem (8) is given by
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Therefore, the closed loop system representation becomes
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The optimal gains of the control law (5) are those that minimize
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where Q and Ru are chosen as positive definite matrices that set the weighting of each
state and of the control signal. The K gains can be obtained as
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3.2   Repetitive Controller (RP)

The RP controller has the duty of improving the steady state response to cyclic
disturbances. The block diagram of a system with such controller is sketched in Fig. 3,
where c1 and c2 are the controller coefficients and n=fc/f that f and fc are the reference
and sampling frequencies respectively. It was proved that using a RP controller; the
steady state error of periodic disturbances with frequency of less than fc/2 is zero [7].
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Fig. 3. A discrete time system with a repetitive controller.

The RP control signal can be stated as

−++−+=
=

L
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)1()1()(     (13)

In practice, for the digital control systems it should be 01 >−+ ink  so

n

k
L

1+<     (14)

where L is the number of periods that should be considered.
In [5] it is shown that using c1 and c2  in the form of forgetting exponential

parameters, the THD can be improved significantly in comparison fixed parameters.
The final control signal will be

)()()( kukuku
RPLQR

+=     (15)

4   Controller Design Considerations

4.1  Tuning the Controller Gains

To find a proper set of LQR gains for a wide range of loads, the following procedure

was adopted:

1. Define the cost function J giving the importance of each state by choice of the

matrixes Q and Ru.
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2. Obtain the matrices G and H for the specified load condition. A RLS is used to

find the plant parameters on line.

3. Find the LQR gains.

4. Verify the system response.

5. If the result has a periodic error, adjust the repetitive gains (using GAs) to

correct the system and try again.

6. Else, if the result is not acceptable, change the cost function and repeat the

algorithm from 1.

4.2   Recursive Least Square (RLS) Estimator

To estimate the plant parameters when the load conditions are variable, a RLS
algorithm is used [6]. The discrete plant model with a zero order hold is given by the
following
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where Y,U, and W are output, input and disturbance, respectively.  In RLS estimation

method, a disturbance can affect on the estimated parameters. In this work, for the

objective of disturbance attenuation a proper filter, )(zG
f

, is used. So, the output is
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The difference equation of the estimated output is
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The RLS equations are
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where K is the estimation gain matrix, P is the covariance matrix, 
f

ϕ is the regression

vector and θ  is the parameter vector. In (19) the following values are set

6
105)0( ×=P  and 0005.0=∆ .

And for the filter

9972.0

002774.0
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−
=

z
zG

f
.

After estimation, the state space model of the system is
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4.3   Observer Design

As only the output voltage is measured, an observer should be designed to estimate

the other state variable. In (20) the state variables are the output voltage and x(k),

where x(k) is a function of the output voltage and the inductor current. So, instead of

the inductor current, x(k) will be estimated. For this, the state space model of the

system is rewritten as follows
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where α  is the desired pole of the observer system and should be faster than the

fastest pole of the system. In here it is 02.0−=α .

4.4   Total Harmonic Distortion Criterion

Total Harmonic Distortion (THD) criterion determines the quality of the output signal,

which shows that how much of the signal is not constructed of first harmonic. In order

to calculation of THD the coefficients of the Fourier series of the output signal should

be firstly obtained. The output is a sinusoidal signal with frequency of 60Hz and the

sampling period sec3600/1=
s

T . So, the discrete time output is a signal with period

of 60=N . The coefficients of the Fourier series of the output signal can be obtained as
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The amplitude of each harmonic can be obtained as the following

22

nnn
baV +=     (25)

Thus, the THD criteria is calculated by
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where 
k

V  is the amplitude of the k
th

 harmonic.
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5   GA Optimization

Evolutionary algorithms are optimisation and search procedures inspired by genetics
and the process of natural selection. This form of search evolves throughout
generations improving the features of potential solutions by means of biologically
inspired operations. On the ground of the structures undergoing optimisation the
reproduction strategies, the genetic operators' adopted, evolutionary algorithms can be
grouped in: evolutionary programming, evolution strategies, classifier systems,
genetic algorithms and genetic programming.

The genetic algorithms behave much like biological genetics [10]. The genetic
algorithms are an attractive class of computational models that mimic natural
evaluation to solve problems in a wide variety of domains [11,12]. A genetic
algorithm comprises a set of individual elements (the population size) and a set of
biologically inspired operators defined over the population itself etc. a genetic
algorithms manipulate a population of potential solutions to an optimisation (or
search) problem and use probabilistic transition rules. According to evolutionary
theories, only the most suited elements in a population are likely to survive and
generate offspring thus transmitting their biological heredity to new generations [13].

5.1   GA Operations

5.1.1   Selection
The purpose of parent selection in a GA is to give more reproductive changes to those

individuals that are the fit. There are many ways to do it, but one commonly used

technique is roulette wheel parent selection (RWS). A second very popular way of

selection is stochastic universal sampling (SUS). This way is a single-phase algorithm

with minimum spread and zero bias. In this work, we will use SUS.

 5.1.2  Crossover (Recombination)
The basic operator for producing new chromosomes in the GA is that of crossover.

Like in nature, crossover produces new individuals, which have some parts of both

parents’ genetic material. The simplest form of crossover is that of single–point

crossover [8], which is used in the paper. The crossover probability is set to 
c

ρ . Of

course there exist other crossover variations such as dual point, multipoint, uniform,

shuffle, asexual crossover, and single child crossover.

5.1.3   Mutation
Mutation causes the individual genetic representation to be changed according to

some probabilistic rule. In the binary string representation, mutation cause a random

bit to change its state. In natural evolution, mutation is randomly applied with low

probability
m

ρ , typically in the range 0.001 and 0.01, and modifies element in the

chromosomes. Given that mutation is generally applied uniformly to an entire

population of string, it is possible that a given binary string may be mutated at more

than one point.
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5.1.4   Reinsertion
Once selection and recombination of individuals from the old population have

produced a new population, the fitness of the individuals in the new population may

be determinate. If fewer individuals are produced by recombination than the size of

the original population, than the fractional difference between the new and old

population sizes in termed a generation gap. To maintain the size of the original

population, the new individuals have to be reinserted into the old population.

Similarly, if not all the new individuals are to be used at each generation or if more

offspring are generated than size of old population then a reinsertion scheme must be

used to determine which individuals are to exist in the new population.

5.2   Fitness Function

In the optimization algorithms, a predefined fitness function should be optimized. As
THD is the main objective in our control strategy, it is chosen as a fitness function.
So, (33) is the fitness function should be optimized using GA.

6       Simulation Results

For simulation the system parameters shown in Tab. 1 are used. A GAs with
population size of 100 and 01.0,1 ==

mc
ρρ is chosen as an optimizer. Initial

population is chosen from the intervals 999.00,50 ≤≤≤≤ βα . Fig. 4 depicts the

fitness evaluation versus generation number. Evidently, the generation number of 20
can satisfy our objectives.

Tab. 1. System parameters.

Filter inductance L=5.3 mH

Filter capacitance C=80 µ F

Nonlinear load TRIAC in series with R=24 Ω
Turn on angles=

o
60 and

o
240

DC input voltage E=40 V

Reference voltage )120sin(30)( ttr π=
Sample time Ts=1/3600  sec

State weightings Q=diag[50,10,150,1,1]

Control weighting Ru=100

The identified parameters using RLS estimation algorithm are shown in Fig. 5. As it
can be seen the parameters are estimated excellent. The rapid variations in the
parameters are because of sudden load variations. The following parameters are
obtained after GAs based optimization

9735.28577.0,2353.1 ===
optoptopt

THDβα
Fig. 6 shows the reference and actual outputs produced using the controller and the
error between them. Clearly, the output could regulate to its reference value excellent
and the error between them is not significant. The harmonic distortion is depicted in
Fig. 7.
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Fig. 4. Fitness evaluation using GAs.

Fig. 5. Identified parameters using RLS estimation algorithm.

Fig. 6. Reference and actual output with proposed adaptive controller.
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Fig. 7. Harmonic distribution of the output voltage.

7   Conclusion

In this paper, the parameters of RP controller in adaptive LQR-RP controller were
tuned based on Gas and the proposed controller was applied to a UPS system. Using
RLS estimation method, the system parameters were identified and then the LQR
parameters were determined adaptively. The RP controller with exponentially
forgetting coefficients was added to the adaptive LQR controller to attenuate the
effects of periodic errors. The parameters of these coefficients were tuned using a
GAs, which led to an output signal with low THD. Simulation results of the closed-
loop system with obtained parameters showed excellent performance of the controller.
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Abstract. In this paper, we study two different circuit encoding used for digital
circuit evolution. The first approach is based on genetic programming, wherein
digital circuits consist of their data flow based specifications. In this approach,
individuals are internally represented by the abstract trees of the corresponding
circuit specifications. In the second approach, digital circuits are thought of as a
map of rooted gates. So individuals are represented by two-dimensional arrays
of cells. Each of these cells consists of the logic gate name together with the
corresponding input signal names.  Furthermore, we compare the impact of
both individual representations on the evolution process of digital circuits.
Evolved circuits should minimise space. We show that for the same
input/output behaviour, employing both approaches yield circuits of almost the
same characteristics in terms of space. However, the evolution process is much
shorter with the second encoding.

1 Introduction

Evolutionary hardware [7] is a hardware that is yield using simulated evolution as an
alternative to conventional-based electronic circuit design. Genetic evolution is a
process that evolves a set of individuals, which constitutes the population, producing
a new population. Here, individuals are hardware designs. The more the design obeys
the constraints, the more it is used in the reproduction process. The design constraints
could be expressed in terms of hardware area and/or response time requirements. The
freshly produced population is yield using some genetic operators such as crossover
and mutation that attempt to simulate the natural breeding process in the hope of
generating new design that are fitter i.e. respect more the design constraints. Genetic
evolution is usually implemented using genetic algorithms.

The problem of interest consists of choosing the best encoding for evolving
rapidly efficient and creative circuits that implement a given input/output behaviour
without much designing effort. The obtained circuits are expected to be minimal both
in terms of space and time requirements: The circuits must be compact i.e. use a
reduced number of gates and efficient, i.e. produce the output in a short response
time. The response time of a circuit depends on the number and the complexity of the
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gates forming the longest path in it. The complexity of a gate depends solely on the
number of its inputs.

The remainder of this paper is divided in five sections. In Section 2, we describe
the principles of evolutionary hardware. In Section 3, we describe the first
methodology and propose the necessary genetic operators. In Section 4, we describe
the second approach as well as the corresponding genetic operators. In Section 5, we
compare the evolved hardware using either methodology. Finally, we draw some
conclusions.

2 Principles of Evolutionary Hardware Design

Evolutionary hardware consists simply of hardware designs evolved using genetic
algorithms, wherein chromosomes represent circuit designs. In general, evolutionary
hardware design offers a mechanism to get a computer to provide a design of circuit
without being told exactly how to do it. In short, it allows one to automatically create
circuits. It does so based on a high level statement of the constraints the yielded
circuit must obey to. The input/output behaviour of the expected circuit is generally
considered as an omnipresent constraint. Furthermore, the generated circuit should
have a minimal size.

Starting form random set of circuit design, which is generally called initial
population, evolutionary hardware design breeds a population of designs through a
series of steps, called generations, using the Darwinian principle of natural selection.
Circuits are selected based on how much they adhere to the specified constraints.
Fitter individuals are selected, recombined to produce off-springs which in turn
should suffer some mutations. Such off-springs are then used to populate of the next
generation. This process is iterated until a circuit design that obeys to all prescribed
constraints is encountered within the current population.

Each circuit within the population is assigned a value, generally called fitness. A
circuit design is fit if and only if it satisfies the imposed input/output behaviour. A
circuit design is considered fitter than another if and only if it has a smaller size.

An important aspect of evolutionary hardware design is thus to provide a way to
evaluate the adherence of evolved circuits to the imposed constraints. These
constraints are of two kinds. First of all, the evolved circuit design must obey the
input/output behaviour, which is given in a tabular form of expected results given the
inputs. This is the truth table of the expected circuit. Second, the circuit must have a
reduced size. This constraint allows us to yield compact digital circuits.

We estimate the necessary area for a given circuit using the concept of gate
equivalent. This is the basic unit of measure for digital circuit complexity [6]. It is
based upon the number of logic gates that should be interconnected to perform the
same input/output behaviour. This measure is more accurate that the simple number
of gates [6]. The number of gate equivalent and an average propagation delay for each
kind of gate are given in Table 1. The data were taken form [6]. Note that only 2-input
gates NOT, AND, OR, XOR, NAND, NOR, XNOR and 2:1-MUX are allowed.
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Table 1. Gates, symbols and number of gate-equivalent

Name Symbol Gate-equivalent Name Symbol Gate-equivalent
NOT 1 NAND 1
AND 2 NOR 1

OR 2 XNOR 3

XOR 3 MUX 3

Let us formalise the fitness function. For this purpose, let C be a digital circuit that
uses a subset (or the complete set) of the gates given in Table 1. Let Gates(C) be a
function that returns the set of all gates of C. On the other hand, let Val(T) be the
Boolean value that C propagates for the input Boolean vector T assuming that the size
of T coincides with the number of input signal required for C. The fitness function is
given as follows, wherein X represents the input values of the input signals while Y
represents the expected output values of the output signals of C, n denotes the number
of output signals that C has.
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For instance, consider the evolved circuit described in Equation 2. It should
propagate the output signals of Table 2 that appear first (i.e. before symbol /) but it
actually propagates the output signals that appear last (i.e. those after symbol /).
Observe that signals Z2 and Z1 are correct for every possible input combination of the
input signals. However, signal Z0 is correct only for the combinations 1010 and 1111
of the input signals and so for the remaining 14 combinations, Z0 has a wrong value
and so the circuit should be penalised 14 times. Applying function Gates to this
circuit should return 5 AND gates and 3 OR gates. If penalty is set to 10 then,
function Fitness should return 140 + 5 × 2 + 3 × 1. This fitness sums up to 153. Note
that for a correct circuit the first term in the definition of function Fitness is zero and
so the value returned by this function is the area of the evaluated circuit.

Z2 ⇐ (X0 AND Y0) AND (X1 AND Y1) (1)
Z1 ⇐ (X1 AND Y1) AND (X0 NAND Y1) (2)
Z0 ⇐ (X1 NAND Y0) AND (X0 NAND Y1) (3)

Apart from fitness evaluation, encoding of individuals is another of the important
implementation decisions one has to take in order to use evolutionary computation in
general and hardware design in particular. It depends highly on the nature of the
problem to be solved. There are several representations that have been used with
success: binary encoding which is the most common mainly because it was used in
the first works on genetic algorithms, represents an individual as a string of bits;
permutation encoding mainly used in ordering problem, encodes an individual as a
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sequence of integer; value encoding represents an individual as a sequence of values
that are some evaluation of some aspect of the problem; and tree encoding represents
an individual as tree. Generally, the tree coincides with the concrete tree as opposed
to abstract tree of the computer program, considering the grammar of the
programming language used. In the next sections, we investigate two different
internal representations of digital circuits and look at the pros and cons of both of the
methodologies.

Table 2. Truth table of the circuit whose specification is given above in Equation (2)

X1 X0 Y1 Y0 Z2 Z1 Z0 X1 X0 Y1 Y0 Z2 Z1 Z0

0 0 0 0 0/0 0/0 0/1 1 0 0 0 0/0 0/0 0/1
0 0 0 1 0/0 0/0 0/1 1 0 0 1 0/0 0/0 1/0
0 0 1 0 0/0 0/0 0/1 1 0 1 0 0/0 1/1 1/1
0 0 1 1 0/0 0/0 0/1 1 0 1 1 0/0 1/1 1/0
0 1 0 0 0/0 0/0 0/1 1 1 0 0 0/0 0/0 0/1
0 1 0 1 0/0 0/0 0/1 1 1 0 1 0/0 0/0 1/0
0 1 1 0 0/0 0/0 1/0 1 1 1 0 0/0 1/1 1/0
0 1 1 1 0/0 0/0 1/0 1 1 1 1 1/1 0/0 0/0

3 Circuit Designs = Programs

In this first approach [4], a circuit design is considered as register transfer level
specification. Each instruction in the specification is an output signal assignment. A
signal is assigned the result of an expression wherein the operators are those listed in
Table 1.

3.1  Encoding

We encode circuit specifications using an array of concrete trees corresponding to its
signal assignments. The ith tree represents the evaluation tree of the expression on the
left-hand side of the ith signal assignment. Leaf nodes are labelled with a literal
representing a single bit of an input signal while the others are labelled with an
operand. For instance, a 2-bit multiplier has 4-bit result signal so an evolved register
transfer level specification is as follows, wherein the input operands are X =<x1x0>
and Y =<y1y0> and the output is the product P =<p3p2 p1p0>. A chromosome with
respect to this encoding is shown in Fig. 1.

p3 ⇐ (x0 AND y0) AND (x1 AND y1) (4)
p2 ⇐ ( 0x  OR 0y ) AND (x1 AND y1) (5)

p1 ⇐ ( 1x  OR 0y ) XOR ( 0x  OR 1y ) (6)
p0 ⇐ (y0 AND x0) OR y0 (7)
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Fig. 1. Chromosome for the circuit specification of Equations (4) to Equation (7) with respect
to the first encoding

3.2  Genetic Operators

Crossover recombines two randomly selected individuals into two fresh off-springs. It
may be single-point, double-point or uniform crossover [3]. Crossover of circuit
specification is implemented using a variable double-point crossover [3] as described
in Fig. 2.

Fig. 2. Double-point crossover of circuit specification

One of the important and complicated operators for genetic programming [2] is
the mutation. It consists of changing a gene of a selected individual. The number of
individuals that should suffer mutation is defined by the mutation rate while how
many genes should be altered within an individual is given by the mutation degree.
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(a) Operand node mutation (b) Operator node mutation

Fig. 3. Node mutation for circuit specification

Here, a gene is the expression tree on the left hand side of a signal assignment
symbol. Altering an expression can be done in two different ways depending the node
that was randomised and so must be mutated. A node represents either an operand or
operator. In the former case, the operand, which is a bit in the input signal, is
substituted with either another input signal or simple expression that includes a single
operator as depicted in Fig. 3-(a). The decision is random. In the case of mutating an
operand node to an operator node, we proceed as Fig. 3-(b).

4 Circuit Designs = Schematics

Instead of textual specification, a circuit design can also be represented by a graphical
one, which is nothing but the corresponding schematics. So in this second approach
[5], a circuit design is considered as map of gates given in Table 1. The first row of
gates receives the input signals while the last row delivers the circuit output signals.

4.1 Encoding

We encode circuit schematics using a matrix of cells that may be interconnected. A
cell may or may not be involved in the circuit schematics. A cell consists of two
inputs or three in the case of a MUX, a logical gate and a single output. A cell may
draw its input signals from the output signals of gates of previous rows. The gates
includes in the first row draw their inputs from the circuit global input signal or their
complements. The circuit global output signals are the output signals of the gates in
the last raw of the matrix. A chromosome with respect to this encoding is given in
Fig. 5.
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Fig. 5. Chromosome with respect to the second encoding

4.2   Genetic Operators

Crossover of circuit schematics, as for specification crossover, is implemented using a
variable four-point crossover. This is described in Fig. 6.
The mutation operator can act on two different levels: gate mutation or route
mutation. In the first case, a cell is randomised and the corresponding gate changed.
When a 2-input gate is altered by another 2-input gate, the mutation is thus
completed. However, when a 2-input gate is changed to a 3-input gate (i.e. to a
MUX), the mutation process randomises an additional signal among those allowed
(i.e. all the input signals, their complements and all the output signals of the cells in
the rows previous). Finally, when a MUX is mutated to a 2-input gate, the selection
signal is simply eliminated. The second case, which consists of route mutation is quite
simple. As before, a cell is randomised and one of its input signals is chosen randomly
and mutated using another signal. The mutation process is described in Fig. 7.

5 Result Comparison

In this section, we compare the evolutionary circuits yield when using the first
encoding and those evolved using the second encoding. For this purpose, we use five
examples that were first used in [1]. For each one of these examples, we provide the
expected input/output behaviour of the circuit and the circuit designs evolved by the
first and the second approach. For each of the evolution process, we state the number
of generation for the same input parameters.

The truth table of the benchmarks is given in Table 3. Apart from benchmark (a),
which has only three inputs, the remaining benchmarks, i.e. (b), (c) and (d), need four
inputs. On the other hand, apart from benchmark (d), which yields three output
signals, the rest of the benchmarks, i.e. (a), (b) and (c) propagate a single output
signal. The circuits receive input signal X and propagate output signal Y.
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Fig. 6. Four-point crossover of circuit schematics

Fig. 7. Mutation of circuit schematics
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Table 3. Truth table of the circuit used as benchmarks to compare both encoding methods

X3 X2 X1 X0 Ya Yb Yc Yd2
Yd1

Yd0

0 0 0 0 0 1 1 1 0 0
0 0 0 1 0 1 0 0 1 0
0 0 1 0 0 0 1 0 1 0
0 0 1 1 1 1 0 0 1 0
0 1 0 0 0 0 1 0 0 1
0 1 0 1 1 0 0 1 0 0
0 1 1 0 1 1 1 0 1 0
0 1 1 1 0 1 1 0 1 0
1 0 0 0 - 1 1 0 0 1
1 0 0 1 - 0 1 0 0 1
1 1 1 0 - 1 1 1 0 0
1 0 1 1 - 0 0 0 1 0
1 0 0 0 - 0 0 0 0 1
1 1 0 1 - 1 1 0 0 1
1 1 1 0 - 0 1 0 0 1
1 1 1 1 - 0 1 1 0 0

The circuit evolved by the genetic algorithm that uses the first encoding are shown
by the corresponding schematics in Fig. 8, while those discovered by the genetic
algorithm that uses the second encoding are depicted also by the corresponding
schematics in Fig. 9.

In Table 4, we provide the size of the circuits evolved in terms of gate-equivalent
as well as the average numbers of generations that were necessary to reach the shown
result. The last size corresponds to human designs. These numbers of generations
were obtained for 100 different evolutions. In the last column of Table 4 we computed
the average evolution effort gain in terms of percentage. The average gain over 400
different evolution processes is of about 87% in favour of the second encoding.

6 Conclusions

In this paper, we described two different encoding to be used in digital circuit
evolution. In the first representation, we view a circuit design as a program that
provide its specification. The second representation, in contrast, views a circuit as
schematics that graphically describe the composition of the circuit. For each one of
these encoding, we presented the necessary genetic operators. Finally, we compared
the performance of two genetic algorithms, each one using one of the described
encoding. The comparison was performed using 4 different benchmarks that were
first used in [1]. The evolution process was repeated 100 times for each one of the
benchmarks and the average number of generation that was required to reach a valid
solution was recorded. The evolved circuits are of the same complexity in terms of
size. However, the number of generation necessary to reach a valid solution when
using the first encoding was almost 10 times bigger. We computed the average gain in
terms of generation number. This was about 87% in favour of the second encoding.
The evolved solution are always better compared the ones classically designed.
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Fig. 8. Circuits evolved when using the first encoding for the benchmarks whose input/output
behaviour is given in Table 3

Fig. 9. Circuits evolved when using the second encoding for the benchmarks whose
input/output behaviour is given in Table 3
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Table 4. Number of gate-equivalents and generations that were necessary to evolve the circuits
of Fig. 8 and 9 when using the first and the second encoding respectively

Benchmark Size1 Size2 Size3 #Gen1 #Gen2 gain
(a) 8 8 12 302 29 90%
(b) 13 10 20 915 72 92%
(c) 9 9 20 989 102 89%
(d) 20 16 34 1267 275 78%
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Abstract. Audit sequences have been used effectively to study process
behaviors and build host-based intrusion detection models. Most sequence-
based techniques make use of a pre-defined window size for scanning the
sequences to model process behavior. In this paper, we propose two methods
for extracting variable length patterns from audit sequences that avoid the
necessity of such a pre-determined parameter. We also present a technique for
abstract representation of the sequences, based on the empirically determined
variable length patterns within the audit sequence, and explore the usage of
such representation for detecting anomalies in sequences. Our methodology for
anomaly detection takes two factors into account: the presence of individual
malicious motifs, and the spatial relationships between the motifs that are
present in a sequence. Thus, our method subsumes most of the past works,
which primarily based on only the first factor. The preliminary experimental
observations appear to be quite encouraging.

1   Introduction

In this work we propose a technique for intrusion detection from audit logs. Audit
logs of a hosting computer store process activities at the system call level, which are
typically analyzed to study the behavior. Various approaches have been proposed to
detect intrusions based upon identifying deviations from normal traffic at a host
computer. Forrest et al. (1996) proposed an approach in which they formed
correlations between audit events within a fixed window size. Lane and Brodley
(1997a, 1997b) suggested techniques for capturing the user profiles.  They calculated
the degree of similarity between two different audit sequences by looking into
adjacent events within a window of ten events. The main limitation of such
approaches is that an attack may be spread beyond such a pre-determined window.

In this paper, we attempt to address the problem (of using a fixed window-size) by
extracting variable length patterns (subsequences or motifs) from the audit sequences.
We then transform the audit event-sequence to a pattern-based representation. This
also results in some data reduction and is expected to simplify the task of the
“similarity” finding algorithm. Another motivation behind developing this
representation scheme is not only to detect intrusions but also to model different types
of normal or abnormal behaviors. Moreover, most of the anomaly detection systems
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rely on the presence/absence of some events that represent the abnormal behavior. But
an attack may not always be such a novel event. Rather an attack may constitute
normal events placed in a “wrong” order. We conjecture that the relative positions of
some frequently observed subsequences (we call them patterns, sub-strings or motifs
synonymously) within a sequence of system calls model the behavior of a sequence.

The paper is organized as follows. In Section 2, we describe some system call
sequence-based approaches in IDS’s. Section 3 presents our approach for detecting
anomalies, and the steps involved in our experiments. In Section 4, we summarize the
results obtained from the experiments with some real data. We also analyze the results
and discuss certain related issues there. A brief description of the 1999 DARPA
evaluation data set is also presented. Section 5 addresses some views and the future
direction of our work.

2   Related Work

Lane and Brodley (1997a, 1997b) examined sequences of user actions and explored
various matching functions to compare the behaviors of sequences with the various
user profiles. Their matching functions measured similarity of adjacent audit events
within a fixed size-window. They empirically found the window-length 10 to be
providing better results. Forrest et al. (1996) also proposed an approach for host based
anomaly detection wherein the traces of normal executions were considered and the
subsequences were recorded by creating a look-ahead window. These subsequences
were then used to create a database.  All subsequences in the test cases (using the
same window size and look-ahead) were checked for consistency with the training
database.  If the number of mismatches was above a threshold for a sequence it was
deemed anomalous. One of the issues involved in their approach was the use of a
small window that does not correlate well over a long period of time. Similar
sequences with minor variations could still be flagged as anomalous producing a very
high number of false positives. Both these techniques have arbitrarily fixed the
window length that could lead to an easy evasion by an attacker. Our technique
detects all frequently occurring subsequences of variable lengths, thereby removing
the need for such a pre-defined parameter for window length.

Wespi et al. (1999, 2000) proposed a scheme for producing variable length patterns
using Teiresias, a pattern discovery algorithm for biological sequences (Rigoutsos and
Floratos, 1998). This method improved upon the fixed length pattern usage techniques
proposed by Forrest et al. Jiang et al. (2002) extended this idea by taking into account
both the intra-pattern and the inter-pattern anomalies for detecting intrusions. Though
all these techniques also use the notion of variable length sequences, they rely on
encountering novel events to identify anomalous behaviors. We attempt to find
anomalies by using an abstract representation of an audit trail sequence based on the
previously known subsequences (we have extracted them from the sequences).
Michael (2003) also suggested a technique for replacing frequent subsequences with
“meta-symbols” when extracting variable length sequences.  But his approach looks
for repeated substrings that are only adjacent to one another. Our suggested technique
is a generalization of his approach.
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A simple methodology for comparing amino acid sequences or nucleotide
sequences, called the Matrix Method, was proposed by Gibbs and McIntyre (1970). A
matrix is formed between two sequences, where the elements of one sequence
constitute the rows and that for the other sequence constitute the columns. An entry,
where the row and the column have common elements between them, is marked with
an asterisk (*), as shown in Figure 1. A series of adjacent asterisks parallel to the
diagonal indicate a common subsequence between the two sequences. We have
borrowed this technique for extracting common motifs of system calls. Another
popular method for alignment in bio-informatics is the Basic Local Alignment Search
Tool (BLAST, Altschul et al, 1990). This algorithm starts with small common
subsequence as a seed and builds it gradually until mismatches appear. There is a
whole body of literature in the area of bio-informatics on alignment of bio-sequences.
However, they are not exactly useful for our problem of motif generation for three
reasons. (1) These algorithms are for aligning two (or more) sequences and not for
extracting common sub-sequences. (2) Point mutation through evolution creates gaps
or replaces an element with another and the alignment algorithms need to
accommodate for that. (3) One of the objectives of such alignment algorithms is fast
database-search over some sequence databases and not necessarily for identifying
motifs. The primary goal there is to create a distance metric between bio-sequences so
that one could retrieve matched sequences against a query sequence. There are many
details of the problem structure (e.g., typically a small query against the large target
sequences) that are not necessarily valid in our case. However, this body of literature
provides a good source for our research.

3   Approach

Filtering the audit data: In this preprocessing phase we extract the very large finite
length sequences of system calls from the audit trails, related to a particular
application (e.g., ftpd) and related to a particular process.

Translation of system calls: Subsequently we map each system call to a unique
arbitrary symbol. Thus, we form strings of finite lengths from the sequences of system
calls.

3.1   Motif Extraction Phase

We have pursued two different mechanisms for generating the motifs: auto-match and
cross-match. These two techniques are discussed below.

3.1.1   Motif Extraction Using Auto-match
For our initial experiments, we have considered any pattern (substring/motif)
occurring more than once in a string as frequent enough to be a candidate motif.  We
start by looking at such sub-strings of length two within each string. Then, we do the
same for substrings of increasing lengths (3, 4, … up to an arbitrary limit of 7).



608 G. Tandon, D. Mitra, and P.K. Chan

Variable length motifs are generated by studying the overlapping patterns of the fixed
length motifs in the sequences (explained latter). The longer motifs may be generated
out of the motifs with shorter length. While the frequencies of occurrence of the
motifs within a sequence provide good indication regarding such subsumption, there
are some problems associated with the issue. To illustrate this consider the following
sequence

acggcggfgjcggfgjxyz     (I)

One may note that in this sequence we have a motif cgg with frequency 3, and
another motif cggf with frequency 2, which is longer and sometimes subsumes the
shorter motif but not always. We consider them as two different motifs since the
frequency of the shorter motif was more than the longer one. Thus, a motif of shorter
length may be subsumed by a longer motif only if it has the same frequency as that of
the shorter motif. Frequency of a shorter motif in a sequence cannot obviously be less
than that of the longer one.

Another aspect of the above issue is that two or more overlapping motifs may be
merged together to form a motif of greater length. This is how we create motifs of
arbitrarily long sizes. After extracting motifs of length 4 in the example sequence (I),
we have motifs cggf, ggfg and gfgj, all with frequency 2. Since these patterns are
overlapping and have the same frequency, they may be merged together in order to
obtain a longer motif cggfgj with the same frequency 2. However, there are instances
when the smaller motifs may concatenate forming a longer motif at some places, but
may occur at other positions on the sequences independently (i.e., not overlapping).
Even though they have the same frequency, the concatenated longer motif does not
subsume the shorter ones. Consider the sequence cggfgjabcggfpqrggfgxyzgfgj. Here,
the motifs cggf, ggfg and gfgj each have a frequency 2. But the longer motif cggfgj
occurs only once, though we may wrongly conclude a frequency of 2 by using the
above derivation. The remaining instances of the smaller motifs are at different (non-
overlapping) positions within the string. The solution to this problem is that the
occurrence of the longer motif obtained from the fusion of the smaller motifs should
be verified for accuracy. If the frequency of the longer motif is found to be the same
as that of a smaller one, then merging of the latter ones is all right, i.e., we ignore the
smaller motifs. This technique reduces the effort of going through all possible string
lengths and of finding all possible motifs for those lengths. The procedure of finding
motifs of variable lengths by first merging and then verifying is repeated until no
more motifs could be merged.

Let us consider the following two synthetic sequences: acgfgjcgfgjxyzcg (II),
cgfgjpqrxyzpqr (III). Using auto-match for sequence (II), we obtain the motifs cg with
frequency 3, gf with frequency 2, and cgf, cgfg and cgfgj each with frequency 2.
Motifs cgf and cgfg are subsumed by cgfgj, so the final list of motifs for sequence (II)
is cg and cgfgi. For sequence (III), the only motif we get by auto-match is pqr.

After the procedure terminates running over a string the motifs extracted are (1) of
length ≥ 2, (2) a motif is a substring of another motif iff the former exists
independently, and (3) the frequency of each motif is ≥ 2. Motifs extracted from each
string are added to the motif database making sure that there is no redundancy in the
latter, i.e., the same motif appearing in different strings is not recorded twice. In
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subsequent phases of modeling sequence-behaviors, the frequency values of the
motifs are no longer needed.

3.1.2   Motif Extraction Using Cross-Match
The technique of auto-match is meant for finding frequent patterns in each string.
Some other techniques (Jiang et al, 2002; Michael, 2003; Wespi et al, 1999, 2000)
also follow the concept of extracting such frequent patterns in each string. However,
we are additionally interested in patterns that did not occur frequently in any
particular string but are present across more than one of the different strings. We
believe that these motifs could also be instrumental in modeling an intrusion detection
system, as they might be able to detect attack patterns across different attack
sequences. We obtained these by performing pairwise cross-match between different
sequences. Using cross-match between the example sequences (II) and (III), we get
the motifs cgfgj and xyz, since these are the maximal common subsequences within
the two given sequences, as shown in Figure 1, which represents the two sequences in
a matrix and depicts the common elements with a * (Gibbs and McIntyre, 1970).

SEQUENCE (II)

a c g f g j c g f g j x y z c g
c *
g *
f *
g *
j *
p
q
r
x *
y *
z *
p
q

SE
Q

U
EN

C
E 

(I
II

)

r

Fig. 1. Matrix representation of the cross-match strategy between the sequences II &III

Motifs extracted in cross-match are (1) of length ≥ 2, (2) appears at least in a pair of
sequences. Unique motifs extracted in this phase are also added to the database. Note
that the motifs extracted in the cross-match phase could be already present (and so,
ignored) in the motif database generated in the previous phase of auto-match. Also
note that, although a motif could be appearing only once across a pair of sequences in
the cross-match, its frequency count is 2 because of its presence in both the matched
sequences.

A discerning point between our work and most of the previous ones in the IDS-
literature is that we do not necessarily attach any semantics (e.g., anomalous motif) to
any sub-string, although we could do so if that is necessary. We extract motifs that are
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just “frequently” appearing and so, may have some necessity within the sequences,
and we use them only for creating an abstract representation of the sequences
(explained later). Since the motif database is created only once the efficiency of the
procedures for extracting them is not a critical issue.

3.2   Sequence Coverage by the Motif Database

A motif database storing all the extracted unique motifs is created from the previous
experiments. Continuing with the example sequences (II) and (III), the motif database
comprises of (obtained by auto-match and cross-match) cg, cgfgj, pqr and xyz.

We also produce data reduction by our proposed representation of sequences using
only the relevant motifs. Hence, it is important to verify the degree of loss of
information. After extracting the motifs, we performed another study of checking the
coverage of the sequences by these motifs. Coverage of a sequence by the motif-
database is parameterized by the percentage of the sequence length that coincides
with some motifs in the database. For instance, the string acgfgjcgfgjxyzcg has 15
characters from the motif database {cg, cgfgj, pqr and xyz} out of total length of 16,
so, has coverage of 93.8%. The technique proposed by Wespi et al (1999, 2000)
determines anomaly when the coverage is below a threshold. But in reality an
uncovered pattern may not necessarily be a representation of an attack. Rather, it may
be a novel audit sequence representing a normal behavior. This increases the rate of
false alarms in their method. We do not use coverage information explicitly; rather we
use it only for the purpose of checking the quality of motif extraction process. It is
good to have a significant amount of coverage of the sequences by the motif database,
which will indicate a low loss of information for the representation.

3.3   Motif-Based Representation of Sequences

At first (matching phase) we extract the motifs’ presence in each sequence. A
standard automaton is being implemented for all the motifs to find the respective ones
within a sequence in this phase. Each sequence is run through the automaton and the
existing motifs along with their starting positions in the sequence are recorded.

Eventually each motif in the database is translated to a unique numeral id. [It is
important to note that in the pre-processing phase the translation was for individual
system calls to the corresponding ids, while the translation here is for the motifs.]
Each string is subsequently represented as a scatter-plot, where a motif’s starting
point is the abscissa and the motif’s id is the ordinate of the corresponding point. This
is how the spatial relationships between different relevant subsequences/motifs within
a sequence are being taken into account. The representations for the two synthetic
example sequences (II) and (III) are shown in Figures 2(a) and 2(b) respectively.
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3.4   Testing Phase – Anomaly Detection

Let },...,,{ 21 NtttT =  be the training set comprising of N sequences and the test
sequence be denoted by s. Also, let },...,{ 2,1 nmmmM = denote the set of n motifs.

),( ki tmf represents the frequency of motif mi in the sequence tk., whereas )( km td
i

is
the distance between two consecutive occurrences of the same motif mi in the
sequence tk. The re-occurrence interval of a motif mi in the sequence tk , denoted
by )( km tr

i
, is computed by averaging over all such motif distances within the
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An anomaly score ),,( ki tsmAS  is associated with every motif mi common between a
pair of sequences s and tk, which is equal to the difference of the re-occurrence
intervals for that motif in the two sequences. The total anomaly score ),( ktsTAS is
obtained by aggregating the anomaly scores over all such motifs.
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An alarm is raised if the anomaly score for a test sequence with respect to each of the
training sequences exceeds the threshold. That is,

SequenceAnomalousThresholdtsScoreAnomalyTotalNk k ⇒>∈∀ ),(],,1[
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Fig. 2. Cloud representations of the sequences acgfgjcgfgjxyzcg and cgfgjpqrxyzpqr respectively
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4   Results And Analysis

The data set that we have used for the extraction of motifs is developed by Lippman
et al. (2000) for the 1999 DARPA Intrusion Detection Evaluation. The test bed
involved a simulation of an air force base that had some machines under frequent
attack. These machines comprised of Linux, SunOS, Sun Solaris and Windows NT.
Various IDS’s are being evaluated using this test bed, which comprised of three
weeks of training data obtained from the network sniffers, audit logs, nightly file
system dumps and BSM logs from Solaris machine that trace the system calls. We
selected the Solaris host and used the BSM audit log (Osser and Noordergraaf, 2001)
to form the sequences for the processes corresponding to the ftpd application. For a
given process id, all the data from the exec system call to the exit system call
comprised the data for that particular process. The fork system call was handled in a
special manner. All the system calls for a child process are for the same application as
the parent process until it encounters its own exec system call. Thus, we have used
variable length sequences corresponding to different processes running over the ftp
server. We have selected a total of 91 sequences for the ftpd application across weeks
3, 4 and 5 of the BSM audit log. In our experiments, the sequence lengths were
mostly in a range of 200-400, with an average sequence length of 290.11 characters.

Table 1. Coverage’s of the sequences by motifs

BSM Data
Used

Range of Coverage
(Auto-Match)

Range of Coverage
(Cross-Match)

Lowest Highest Lowest Highest
Week 3 82 % 94 % 91 % 99 %
Week 4 65 % 94 % 90 % 99 %
Week 5 65 % 92 % 96 % 99 %

The first set of experiments involved motif extraction using auto-match and cross-
match methods, as explained before. We generated 66 unique motifs in the auto-
match and a total of 101 unique motifs after the cross-match, for our motif database.
The next set of experiments computed the percentage coverage of the audit sequences
by the motifs to check the quality of the motif database for the studied sequences.
Table 1 presents the lowest and the highest coverage over the sequences. It shows better
coverage for cross-match since it considers motifs across sequences ignoring their frequencies.
A good coverage of the sequence by the motifs implies here that there will be a low
loss of information in our scatter-plot representation.

After obtaining the motifs, we created the abstract representations of the sequences
as described in Section 3.3. They are the scatter-plots for the sequences in the ftpd
application of the 1999 DARPA evaluation data set. Our next set of experiments
aimed at generating alarms based upon the anomalies observed, as discussed in
Section 3.4. Week 3 comprised of the training sequences and weeks 4 and 5 were
used as the test data as they contained unlabeled attacks. The evaluation criterion is
the number of true positives and false positives obtained by using our methodology.
Utilizing a simple metric for anomaly score (average separation of each motif’s
multiple occurrences in a sequence) as explained in Section 3.4 we are able to detect 6
attacks with 3 false alarms. We were able to successfully detect 1 warezmaster, 2
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warezclient, 2 ftp-write and 5 instances of a guessftp attack. Whereas warezmaster
and warezclient attacks are denial-of-service attacks, ftp-write and guessftp belong to
the remote-to-local attack category. More sophisticated metric will be deployed in
future for automated clustering of the sequences.

Figure 3 depicts curves for two test sequences – a normal test sequence and an
attack test sequence respectively. Each point on a curve corresponds to the anomaly
score (Y-axis) of the corresponding test sequence with respect to the training
sequences (each with a unique id as on X-axis). The results indicate that the execution
of a normal process results in less deviation of relative motif positions and hence a
lower anomaly score. A malicious sequence, on the other hand, consists of execution
of code which alters the spatial relationship between the motifs, resulting in anomaly
scores (with respect to all training sequences) exceeding the threshold. We chose a
threshold of 100 for our experiments. We also varied the threshold and raised it till
300 but there was no change in the results.
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Fig. 3.  Anomaly score curves for a normal and an attack sequence (from the ftpd application in
the BSM audit log of the 1999 DARPA evaluation data set). Each point on a curve represents
the anomaly score of the sequence with respect to some sequence (denoted by unique sequence
ids on the X-axis) from the training set

We would also like to mention that an attacker might devise some clever
techniques to evade typical sequence-based anomaly detection systems. Wagner and
Soto (2002) presented one such idea wherein they were successful in modeling a
malicious sequence by adding null operators to make it consistent with the sequence
of system calls. The sequence based techniques dealing with short sub-string patterns
can be bypassed by spreading the attack over longer duration (or longer sub-
sequences). Our technique uses variable length motifs and also takes the relative
positions of the motifs for anomaly detection, and hence will be robust against such
evasion. In essence, our system models sequences at two different levels – at the
individual motif level and also at the level of spatial relationship between motifs
within the audit sequence. The latter level adds to the security of the system and
would make it even harder for the attacker to evade the system, since he has to now
not only use the “normal” audit event patterns, but also to place those event-
sequences/motifs within the respective sequence at proper relative positions.
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5   Conclusions and Future Work

We have described two different lines of approach for extracting motifs from finite
length strings. We were successful in generating frequently occurring motifs using the
first technique (auto-match) and motifs that were common (but not necessarily
frequent) across different sequences using the cross-match technique. Motifs obtained
from the cross-match technique displayed better coverage across all the sequences.
These pattern-extracting techniques can also be used for data reduction without much
loss of information, since we now deal with only the subsequences (motifs) and not
the whole audit trail. The structure of a sequence is accurately captured by the motifs
and a good coverage across the sequence implies low inherent loss of information.

We have also presented an abstract motif-based representation of sequences that
preserves the relative positions between the motifs in a sequence. This abstract
representation enhances the efficiency and effectiveness of the resulting intrusion
detection system. Our results suggest that not only are the novel system call
sequences important, but also the relative positions of the motifs/patterns are
important in modeling the activities over a host-system. Of course, if an attack occurs
with an event or a motif not existing in our motif database we will not able to detect
it. However, our model can be extended to incorporate such cases.

We intend to use an unsupervised learning technique in future, which will not only
be able to distinguish the activities as normal or abnormal but also will be able to
classify a richer repertoire of system behaviors. Such knowledge of a particular
attacker’s behavior may also help in tracking him (or them) down.
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Abstract. Recent cyber attacks on the Internet; have proven that none of the
open network systems are immune to availability attacks. Recent trend of the
adversaries “if I can’t have it, nobody can” has changed the emphasis on the
information resource availability in regards to information assurance. Cyber
attacks that are launched to deny the information resources, data and services to
the legitimate user are termed as denial of service attacks (DoS) or availability
attacks. The distributed nature of the Internet helps the adversary to accomplish
a multiplicative effect of the attack; such attacks are called distributed denial of
service attacks.

Detecting and responding to denial of service attacks in real time has
become an elusive goal owing to the limited information available from the
network connections. This paper presents a comparative study of using support
vector machines (SVMs), multivariate adaptive regression splines (MARS) and
linear genetic programs (LGPs) for detecting denial of service attacks. We
investigate and compare the performance of detecting DoS based on the
mentioned techniques, with respect to a well-known sub set of intrusion
evaluation data gathered by Lincoln Labs.

The key idea is to train the above mentioned techniques using already
discovered patterns (signatures) that represent DoS attacks. We demonstrate
that highly efficient and accurate signature based classifiers can be constructed
by using computational intelligent techniques to detect DoS attacks. Future we
describe our ongoing effort of using computational intelligent agents to respond
to DoS attacks at the boundary controllers of the network.

1 Introduction

Information availability has become an issue of serious global concern. The
complexity and openness of client/server technology combined with Internet have
brought about great benefits to the modern society; meanwhile, the rapidly increasing
connectivity and accessibility to the Internet has posed a tremendous security threat.
Malicious usage, attacks, and sabotage have been on the rise as more and more
computers are put into use. Connecting information systems to networks such as the
Internet and public telephone systems further magnifies the potential for exposure
through a variety of attack channels. These attacks take advantage of the flaws or
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omissions that exist within the various information systems and software that run on
many hosts in the network.

In the early days security of information was equated to confidentiality. With the
change in adversaries trend that denying legitimate services to authorized users is as
good as compromising the confidentiality of information; information availability has
gained additional emphasis.

Efforts on how to define and characterize denial of service attacks through a
collection of different perspectives such as bandwidth, process information, system
information, user information and IP address is being proposed by several researchers
[1,2,3]. Using the defined characteristics a few signature-based and anomaly based
detection techniques are proposed [4,5,6,7,8,9]. Recent distributed availability attacks
proved that there exists no effective means to detect, respond and mitigate availability
attacks.

In this paper we propose a computational intelligent approach to detect denial of
service attacks. A comparative study of SVMs, MARs and LGPs for detecting denial
of service attacks is performed through a variety of experiments performed on a well
know Lincoln Labs data set that consists of more than 80% of different denial of
service attacks described in section 3. We also address the issue of identifying the best
performing computational intelligent technique in three critical aspects, Accuracy,
training time and testing time to build signature-based detection models for detecting
availability attacks.

In the rest of the paper, a brief introduction to the data we used is given in section
2. In section 3 a brief introduction to DoS attacks is given. Experiments for detecting
DoS attacks using MARs, SVMs and LGPs are given in section 4. Conclusions of our
work are presented in section 6.

2 Data

In the 1998 DARPA intrusion detection evaluation program, an environment was set
up to acquire raw TCP/IP dump data for a network by simulating a typical U.S. Air
Force LAN.  The LAN was operated like a real environment, but being blasted with
multiple attacks [10,11]. For each TCP/IP connection, 41 various quantitative and
qualitative features were extracted [12]. Of this database a subset of 494021 data were
used, of which 20% represent normal patterns.

Attack types fall into four main categories:
1. Probing: surveillance and other probing
2. DoS: denial of service
3. U2Su: unauthorized access to local super user (root) privileges
4. R2L: unauthorized access from a remote machine

3 Denial of Service Attacks

Attacks designed to make a host or network incapable of providing normal services
are known as denial of service attacks. There are different types of DoS attacks: a few
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of them abuse the computers legitimate features; a few target the implementations
bugs; and a few exploit the misconfigurations. DoS attacks are classified based on the
services that an adversary makes unavailable to legitimate users. A few examples
include preventing legitimate network traffic, preventing access to services for a
group or individuals.

Table 1. Overview of denial of service attacks

Attack Type Service Mechanism Effect of the attack

Apache2 http Abuse Crashes httpd

Back http Abuse/Bug Slows down server response

Land http Bug Freezes the machine

Mail bomb N/A Abuse Annoyance

SYN Flood TCP Abuse
Denies service on one or more

ports

Ping of Death Icmp Bug None

Process table TCP Abuse Denies new processes

Smurf Icmp Abuse Slows down the network

Syslogd Syslog Bug Kills the Syslogd

Teardrop N/A Bug Reboots the machine

Udpstrom Echo/Chargen Abuse Slows down the network

Attack signatures:

 Apache2: DoS attack performed against an apache web server where an
adversary submits an http request with several http headers. In theory if the server
receives too many of such requests it will slow down the functionality of the web
server and eventually crashes. This attack denies the web service temporarily; the
service can be regained automatically with system administrator intervention.

 Back: DoS attack performed against an apache web server where an adversary
submits an URL request with several front slashes. While trying to process these
requests, the server’s service becomes unavailable for legitimate users. This
attack denies the web service temporarily; the service can be regained
automatically.

 Land: DoS attack performed against TCP/IP implementations where an adversary
sends a spoofed SYN packet where the source and destination IP address are the
same. In theory it’s not possible to have the same destination address as the
source address. The adversary targets the badly configured networks and uses the
innocent machines as zombies for performing distributed attacks. This attack can
be prevented by carefully configuring the network, which prevents requests
containing the same source and destination IP addresses.

 Mailbomb: DoS attack performed against the server where an adversary floods
the mail queue, possibly causing failure. The adversary tries to send thousands of
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mails to a single user. This attack denies the service permanently. The service can
be regained by the system administrator intervention; blocking the mails coming
from or to the same user within a short period of time can prevent the attack.

 SYN Flood (Neptune): DoS attack performed against every TCP/IP
implementations where an adversary utilizes the half open TCP connections to
flood the data structure of half open connections on the innocent server causing
to deny access to legitimate requests. This attack in some cases can cause
permanent failure. The service can be regained automatically. Looking for a
number of simultaneous SYN packets coming form the same host or unreachable
host in a given short period of time can prevent this attack.

 Ping of Death (PoD): DoS attack performed against older versions of operating
systems where an adversary tries to send an oversized IP packet, and the system
reacts in an unpredictable manner, causing crashing, rebooting and even freezing
in some cases. This attack causes temporary failure of services. Looking for
Internet Control Message Protocol (ICMP) packets that are longer than 64000
bytes and blocking them is the way to prevent this attack.

 Process table: DoS attack performed against a variety of different Unix systems
where an adversary tries to allocate a new process for every incoming TCP/IP
connection; when the systems process table is filled completely, legitimate
commands are prevented from being executed. This attack causes temporary
failure of services. Looking for large number of active connections on a single
port helps in preventing this attack.

 Smurf: DoS attack performed against all the systems connected to the Internet
where an adversary uses the ICMP echo request packets to IP broadcast addresses
from remote locations to deny services. This attack causes temporary denial of
services and can be automatically recovered. Looking for a large number of echo
replies to the innocent machine from different places without any echo request
made by the innocent machine helps in detecting this attack.

 Syslogd: DoS attack performed against Solaris servers where an adversary tries to
kill the syslogd service remotely. The adversary exploits the DNS lookup feature,
if the source IP address does match the DNS record then the syslogd crashes with
a segmentation fault. This attack permanently denies the services and can be
recovered with the system administrator intervention.

 Teardrop: DoS attack performed against older versions of TCP/IP stack where an
adversary exploits the feature of IP fragment reassembly. This attack denies the
services temporally.

 Udpstrom: DoS attack performed against networks where an adversary utilizes
the UDP service feature to cause congestion and slowdown. This attack denies
the services permanently and can be resumed with system administrator
intervention. This attack can be identified by looking for spoofed packets and
inside network traffic.
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4 Experiments

We partition the data into the two classes of “Normal” and “DoS” patterns, where the
DoS attack is a collection of six different attacks (back, neptune, ping of death, land,
smurf, and teardrop). The objective is to separate normal and DoS patterns. We apply
SVMs to the DARPA data set as described in Section 2.  In our experiments we use
the SVMs, MARs, and LGPs to classify patterns in several different ways. In the first
set of experiments SVMs, MARS and LGPs are used to classify normal patterns vs.
DoS patterns. In the second set of experiments the above mentioned techniques are
used to classify DoS patterns vs. the rest of the patterns, which include other types of
attacks. Further we extended our experiments for DoS instance-specific
classifications. Results of SVM, MARS and LGP classifications are given in Table 2,
Table 3 and Table 4 respectively.

4.1 Support Vector Machines

The SVM approach transforms data into a feature space F that usually has a huge
dimension. It is interesting to note that SVM generalization depends on the
geometrical characteristics of the training data, not on the dimensions of the input
space [13,14]. Training a support vector machine (SVM) leads to a quadratic
optimization problem with bound constraints and one linear equality constraint.
Vapnik shows how training a SVM for the pattern recognition problem leads to the
following quadratic optimization problem [15].
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Where l is the number of training examples α is a vector of l variables and each
component iα corresponds to a training example (xi, yi). The solution of (4) is the

vector *α for which (4) is minimized and (5) is fulfilled.
Because SVMs are only capable of binary classifications, we will need to employ

individual SVMs, for DoS classification and 6- DoS instance classification problem in
DoS detection, respectively. (Note: In the DARPA data, the 4 attack classes refine
into 32 instances of attacks; however, training data are available for only 23 instances.
Classification results using SVMs for DoS detection are given in Table 2.
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Table 2. Performance of SVMs for DoS attacks

Experiment Accuracy
(%)

Training
time (sec)

Testing
time (sec)

Train/Test Data sets

DoS/Normal 99.69 24.09 15.30 11593/51875

DoS/Rest 99.25 22.87 1.92 5092/6890

Smurf/Rest 100.00 4.79 2.45 5092/6890

Neptune/Rest 99.96 21.18 0.87 5092/6890

Back/Rest 99.70 8.34 2.87 5092/6890

Land/Rest 99.93 0.82 0.15 5092/6890

PoD/Rest 99.99 3.18 1.75 5092/6890

Teardrop/Rest 99.61 16.16 0.07 5092/6890

4.2 Multivariate Adaptive Regression Splines

Splines can be considered as an innovative mathematical process for complicated
curve drawings and function approximation. To develop a spline the X-axis is broken
into a convenient number of regions. The boundary between regions is also known as
a knot. With a sufficiently large number of knots virtually any shape can be well
approximated. While it is easy to draw a spline in 2-dimensions by keying on knot
locations (approximating using linear, quadratic or cubic polynomial etc.),
manipulating the mathematics in higher dimensions is best accomplished using basis
functions. The MARS model is a regression model using basis functions as predictors
in place of the original data. The basis function transform makes it possible to
selectively blank out certain regions of a variable by making them zero, and allows
MARS to focus on specific sub-regions of the data. It excels at finding optimal
variable transformations and interactions, and the complex data structure that often
hides in high-dimensional data [16,17].

Given the number of records in most data sets, it is infeasible to approximate the
function y=f(x) by summarizing y in each distinct region of x. For some variables, two
regions may not be enough to track the specifics of the function. If the relationship of
y to some x's is different in 3 or 4 regions, for example, the number of regions
requiring examination is even larger than 34 billion with only 35 variables. Given that
the number of regions cannot be specified a priori, specifying too few regions in
advance can have serious implications for the final model. A solution is needed that
accomplishes the following two criteria:

 Judicious selection of which regions to look at and their boundaries
 Judicious determination of how many intervals are needed for each variable

Given these two criteria, a successful method will essentially need to be adaptive to
the characteristics of the data. Such a solution will probably ignore quite a few
variables (affecting variable selection) and will take into account only a few variables
at a time (also reducing the number of regions). Even if the method selects 30
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variables for the model, it will not look at all 30 simultaneously. Such simplification
is accomplished by a decision tree at a single node, only ancestor splits are being
considered; thus, at a depth of six levels in the tree, only six variables are being used
to define the node.

Fig. 1. MARAS data estimation using spines and knots (actual data on the right)

Table 3. Performance of MARS for DoS attacks

Experiment Accuracy (%) Train/Test
Data sets

DoS/Rest 94.73 5092/6890

Smurf/Rest 100.00 5092/6890

Neptune/Rest 98.48 5092/6890

Back/Rest 99.80 5092/6890

Land/Rest 100 5092/6890

PoD/Rest 99.90 5092/6890

Teardrop/Rest 99.94 5092/6890

4.3 Linear Genetic Programming

Linear genetic programming is a variant of the GP technique that acts on linear
genomes [18,19]. Its main characteristics in comparison to tree-based GP lies in that
the evolvable units are not the expressions of a functional programming language
(like LISP), but the programs of an imperative language (like c/c ++). An alternate
approach is to evolve a computer program at the machine code level, using lower
level representations for the individuals. This can tremendously hasten up the
evolution process as, no matter how an individual is initially represented, finally it
always has to be represented as a piece of machine code, as fitness evaluation requires
physical execution of the individuals. The basic unit of evolution here is a native
machine code instruction that runs on the floating-point processor unit (FPU). Since
different instructions may have different sizes, here instructions are clubbed up
together to form instruction blocks of 32 bits each. The instruction blocks hold one or
more native machine code instructions, depending on the sizes of the instructions. A
crossover point can occur only between instructions and is prohibited from occurring
within an instruction. However the mutation operation does not have any such
restriction.
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Table 4. Performance of LGPs for DoS attacks

Class/
Rest

Population Size Cross Over
Rate

Mutation
Rate

Accuracy (%)

DoS 2048 72.24 78.14 99.91

Smurf 512 30.10 96.61 100

Neptune 512 30.10 96.61 99.99

Back 1024 67.97 85.03 99.87

Land 512 40.09 87.45 100

PoD 1024 57.17 87.36 99.91

Teardrop 1024 57.17 87.36 100

5 Conclusions

We have implemented MARs, SVMs and LGPs for detecting DoS patterns and
validate their performance using the DARPA intrusion evaluation data. A
comparative study on the performance of the computationally intelligent techniques
for detecting DoS attacks is presented and LGPs performed the best with the expense
of training and testing times.

In the IDS application (and, specifically, DoS detection) SVMs perform well and
outperform other machine learning techniques like neural networks in the important
respects of scalability, training time, running time and detection accuracy [20,21].  In
particular, the training time of SVMs is frequently an order of magnitude shorter than
that of neural networks, while the detection accuracy is markedly higher.

SVMs and LGPs easily achieve very high detection accuracy (greater than 99%)
for each of the attack instances of data. SVM feature ranking method in our previous
work revealed that using only the important or using important plus secondary
features achieved only slightly lower accuracy, which suggests that a sensitivity
selector may be included in an IDS--i.e., depending on the security requirements,
different sets of features may be used in the DoS detection engine.

Acknowledgements. Support for this research received from ICASA (Institute for
Complex Additive Systems Analysis, a division of New Mexico Tech) and a U.S.
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Abstract. Automatic writer identification systems have several applications for
police corps in order to perform criminal and terrorist identification. The ob-
jective is to identify individuals by their off-line manuscripts, using different
features. Character level features are currently the best choice for performance,
but this kind of biometric data needs human support to make correct character
segmentation. This work presents a new system based on using Connected
Component level features, which are close to character level and can be easily
obtained automatically. Our experiments use Support Vector Machines using
Connected Components gradient vectors to identify individuals with good re-
sults. A real-life database was used with real forensic cases in different writing
conditions.

1   Introduction

Forensic techniques have been broadly used by police corps in order to perform
criminal and terrorist identification. One of these methods is handwriting identifica-
tion related to forensic methods. Forensic scientists can identify individuals in big
populations or previously registered suspects using typographical analysis.

Forensic scientists have developed different handwriting individuality analysis
techniques in order to verify or identify criminals using multiple manuscript features.
Forensic document examiners have been intensively studying the methodological
aspects of handwriting identification, as described in [1] and [2].

The identification of authors of questioned handwritten documents has great im-
portance on the criminal justice system from two points of view: verification and
identification. The system described in this paper was focused on identification pro-
cedures and it was developed in collaboration with a Spanish police corps forensic
laboratory. The identifying problem compares 1-document (questioned) versus N-
documents (genuine) i.e. the case of classifying one handwritten document between
several authors in a group. For instance, this approach would try to identify a criminal
or individual between a group of suspects, supposing there are handwritten samples
(specimens) previously recorded from them.
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The field of dynamic biometrics ([3],[4]) is related to the use of some individual’s
behavior performing at repetitive tasks in order to identify/verify him/her. Off-line
handwriting identification can be included as a particular kind of behavioral biomet-
rics where the shapes and relationships of writing strokes are used as biometric fea-
tures to authenticate an individual. These features are used in the case of forensic
handwriting analysis to identify a person in a group of suspects.

Several works related to off-line writer identification can be found in biometrics on
previous work [5]-[10], and the most important study about handwriting individuality
(due to the great volume of samples used: 1000 volunteers) that we are aware of was
performed by Srihari et al. [5]. An important result of this work was to establish that
character level features give the best performance for writer identification. But using
character features, human support is needed to do manual character segmentation
because there aren’t perfect character segmentation algorithms. The main objective of
our work was to design an automatic system able to perform writer identification with
the high identification accuracy of character features but without human interaction
i.e., it does not need the human forensic support.

2   Method

The application described in this paper is organized in two main modules: the data
capture module, performing the writing specimens digitalization and segmentation,
i.e. Connected Components; and the identification module, developed using a Support
Vector Machine algorithm.

2.1   Data Capture Module: Connected Components

The first step in the data capture process is the digitization of the handwriting images.
The system uses digitized images of the original confiscated/authenticated documents
or with photo-copies of them (A4 size), provided by the Spanish forensic lab collabo-
rating in the project. An example of this kind of document is shown by Fig. 1, in this
case an extract obtained from a notebook. The documents are scanned into digital
form using a resolution of 300 DPI in a PC running Microsoft Windows XP. The full
document image is stored in the system’s hard disk in bitmap image format (BMP)
using 24 bits per pixel i.e. RGB color.

Next step is feature extraction. This subsystem extracts the information needed in
the classification subsystem with the defined constraints. As previously mentioned,
other works on writer identification have shown that character level features give the
best performance, but they are also very difficult to implement because there are no
perfect segmentation algorithms at the character level. Character segmentation needs
also to solve the handwriting recognition problem, which nowadays is pretty far to be
achieved. Therefore, an operator (maybe the forensic expert) has to do manual char-
acter segmentation using common graphics tools with the document bitmap image.
This is a painfully slow and hard process.
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Fig. 1. Digitized photo-copy of a confiscated document (questioned specimen).

The main objective of our system is to avoid this problem. The system has to be
completely automatic and keep a high identification rate. In order to achieve this goal,
our tool uses a pseudo-character level: Connected Components. Connected Compo-
nents are usually used in handwriting recognition in order to get chaincodes (as de-
scribed by  [11],[12]), i.e. a representation of the stroke direction that sometimes is
the input for character segmentation algorithms. This algorithm binarizes bitmap
image using the Otsu’s algorithm [13]. Afterwards, the black and white image is
analyzed row by row looking for black pixels in letter/word strokes, and when a black
pixel is found the algorithm follows the outside contour of the stroke until it gets back
to the initial pixel. This contour defines the Connected Component i.e. a handwriting
particle delimited by background (white pixels). In general this is not a letter or letter
group, it also can be just an isolated stroke of a letter or just image noise. The Fig.2
illustrates an example of this process where five components are extracted from the
Spanish word “Puertas” (“doors”) in the document.

The Connected Component level can be good for identification considering the
physiology of writing and the factors influencing letter formation. A writer learns to
write by the “impulse method” (see [14]). The different writing impulses are defined
as follows:
• The stroke impulse: the writer learns to write by drawing individual lines, which,

when connected together, make a letter.
• The letter impulse: the whole letter is created as a single writing act.
• The syllable impulse: syllables or several letters are connected together.
• The word or name impulse: complete words or names are created as a single act

of writing.
• The sentence/phrase impulse: when “graphic maturity” is reached, the thinking

and writing of sentences/phrases are a single act.
These impulse levels are related to regularity levels in the behavior of the writer.

This regularity can be exploded by pattern recognition algorithms in order to identify
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the writer. The Connected Components are graphic specimens separated by back-
ground pixels so it means the writer did a pause between them during writing, so they
were writing impulses closed to the “syllable impulse level” previously cited. Our
system uses this “Connected Component impulse level” for writer identification.

Fig. 2. Connected Components extraction process.

Therefore the tool is able to process the bitmap documents, binarize them, and ex-
tract all its Connected Components. All these Connected Component samples are
stored in a database. The automatic tool has been developed with Microsoft Visual
C++  and it uses a simple Microsoft Access database. The main entities in this data-
base are users and samples. Users are individuals, and a number of different data are
registered related to them. One of these data is the ‘type’ of user. The type of user can
be ‘questioned’ or ‘genuine’. A ‘genuine’ user is a virtual individual in the database
who has associated several samples that come from an authenticated/validated indi-
vidual. The ‘questioned’ user has associated specimens from a suspect, i.e. he/she is
an individual who has to be identified between the group of ‘genuine’ registered users
in the system’s database.

Because the forensic procedure we were attempting to automate was based just on
Connected Component examination, which is very closed to character examination,
we included in the system the best character level feature used in the study of [5]:
gradient feature vectors.

The computation of gradient feature vectors is based on the gradient of the letter
image. Let be (x,y) a point in the digitized image with a f(x,y) image value, then the
gradient vector at this point is a vector where the x and y components are approxi-
mated using Sobel spatial filters. These operators consist of 3 x 3 masks that are con-
voluted in the pixel and the eight nearest neighbors. The gradient vector direction (a
value between 0 and 2π radians) is calculated and further approximated to one of
twelve ideal directions, having π/6 radians steps. A 13th direction is used in order to
denote background points i.e. when all the pixels for convoluting the mask are white
(background) the pixel value is set to the 13th direction.
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Considering the idea of comparing the stroke shapes of the character by the gradi-
ent vector, the algorithm has to make use of relative distances to ignore the effects of
character size. The gradient vector is computed cell by cell in a 4 x 4 grid, centered in
the image. A gradient vector results with 13 bits (directions) by the 4 x 4 cells i.e. a
total vector of 208 bits. The direction bits of each cell are set to 1 when the probabil-
ity of the corresponding vector is greater than a threshold equal to 1/13, otherwise
they are set to 0.

2.2   Identification Module: SVM

Support Vector Machine (SVM) is a classification tool introduced by V. Vapnik in
1995 [15]. Since then, it has been used in a variety of problems with excellent results
[16]. A SVM separates two classes using an optimum discriminator hyperplane so to
minimize a convex quadratic objective function. This simple algorithm has remark-
able properties: there is one solution only (no local minima); SVM parameters are
few and easy to handle; data separation is performed in a very high dimensional fea-
ture space, making it much easier; new features are not calculated explicitly, so there
is no complexity increase regardless of the use of high dimensional spaces; expected
noise figures are introduced in the training algorithm, upgrading robustness; generali-
zation capability is outstanding, despite the high dimensional space.

As SVM are binary classifiers, the easiest way to build a multiple class SVM clas-
sifier is to create a number of independent one-against-all binary SVM [17]. In the
experiments we had 10 genuine individuals, so we created 10 binary SVM, each of
them classifying one individual’s handwritten characters against the other nine’s.
Note that a binary equilibrium is essential for good performance, i.e., input data set
size must have a similar number of positive and negative examples. For that purpose
we increased the influence of positive examples (single individual) to be the same as
the sum of negative examples (the other individuals). In this process no information
was lost. Each data vector contained the gradient features information only, described
as 208 ordered integer values either 1 or 0, as described in previous sections, which
correspond to the directions of the gradient in the Connected Component.

Note that when we want to recognize between two writers, their letters and/or
Connected Components must be compared from an equivalence point of view, i.e, we
should try to compare a’s with a’s to perform an expert-like process. To achieve im-
plicit character recognition, the best choice is the Gaussian Radial Basis Function as
the SVM kernel. We also used parameter sigma as 5 and noise parameter C as 15.

The rate calculation is performed on the questioned individuals. For each one, all
the trained SVM are fed with the complete single questioned individual data set. Each
SVM gives an independent proximity rate: number of positive-classified examples
versus number of examples. The SVM with the highest score should then correspond
to the genuine individual associated to the questioned set. Otherwise a classification
error is generated.



630 M. Tapiador, J. Gómez, and J.A. Sigüenza

3   Experimental Results

Using the techniques described by previous sections, a real-life database has been
created using Spanish documents confiscated to criminals/terrorists or authenticated
in the presence of a policeman. A volume of 20,864 Connected Components samples
have been captured and digitized, evenly distributed in 20 individuals, 10 genuine and
10 questioned.

The specimens from genuine individuals were obtained from documents written in
the presence of a policeman, and the specimens from questioned individuals were
obtained from documents confiscated to these same individuals, written at a different
time and conditions. All of them correspond to real cases where forensic document
examiners have identified them. These data was provided by the forensic lab partici-
pating in the project.

For each genuine individual, the tool generates a SVM trained to recognize his/her
Connected Components. In the identification process the questioned individual
specimens are presented to every genuine SVM. A similarity rate or score is com-
puted for each genuine user and the final classification is defined as the highest
genuine user’s. Table 1 resumes the results.

In this preliminary experiment, this writer identification system shows a 80%
identification accuracy with 20 users in the database (10 genuine individuals and 10
questioned individuals). Two errors were observed for questioned users “q07” and
“q08” during the experiment. These mistakes appear to be caused by the SVM of the
genuine user “svm05”, whose training process was not as efficient as in the other nine
cases. A high scoring rate is produced by this SVM for all the questioned users, and
this issue has a particular effect for cases “q07” and “q08” where the “svm05” wins
versus the other SVM modules and is wrongly selected as the winner.

Table 1. Identification results.

% q01 q02 q03 q04 q05 q06 q07 q08 q09 q10

Svm01 71 25 25 24 33 24 28 26 31 24

Svm02 5 47 28 20 21 9 32 18 16 29

Svm03 47 17 37 33 28 49 25 43 44 25

Svm04 28 28 19 68 32 10 21 45 6 22

Svm05 32 32 28 55 44 14 38 46 13 32

Svm06 4 28 10 3 8 58 13 4 51 4

Svm07 7 4 21 15 16 4 33 12 3 20

Svm08 42 12 20 11 25 44 16 35 30 11

Svm09 8 17 25 13 19 49 18 18 58 11

Svm10 12 34 31 19 19 10 29 20 16 64

Ok q01-10       %score obtained with the questioned users 1-10

Error svm01-10  genuine SVMs
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4   Conclusion

The analysis of these results with a limited database of individuals suggests that the
basic idea of this research can be effectively exploded in order to develop automatic
writer identification tools based on Connected Components analysis. Moreover, mul-
tiple-character connected components are quite useful in writer identification. As it
was explained above, the “syllabic” impulse is an important feature in a specific
writer style. Therefore, the use of multiple-character connected components may
increase recognition performance much in the same way as an expert might. Next
experiments will be directed to extend the number of individuals involved in them, in
order to get a larger database. With this extended database the results of the experi-
ments will achieve high accuracy and will provide more information about the Con-
nected Components distribution on large populations.

Future work on this system will improve the data collection method in this Con-
nected Components analysis approach. Now the tool generates thousands of writing
specimens (i.e. Connected Components) for a reduced group of users, but in order to
use this kind of application in large-scale situations, the amount of data must be re-
duced to achieve reasonable response times. Clustering and data mining techniques
will enable the application to use only relevant  specimens and discard noise samples.
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Abstract-This paper investigates the suitability of linear genetic programming
(LGP) technique to model efficient intrusion detection systems, while
comparing its performance with artificial neural networks and support vector
machines. Due to increasing incidents of cyber attacks and, building effective
intrusion detection systems (IDSs) are essential for protecting information
systems security, and yet it remains an elusive goal and a great challenge. We
also investigate key feature indentification for building efficient and effective
IDSs. Through a variety of comparative experiments, it is found that, with
appropriately chosen population size, program size, crossover rate and mutation
rate, linear genetic programs could outperform support vector machines and
neural networks in terms of detection accuracy. Using key features gives
notable performance in terms of detection accuracies. However the difference in
accuracy tends to be small in a few cases.

1 Introduction

Since most of the intrusions can be located by examining patterns of user activities
and audit records, many IDSs have been built by utilizing the recognized attack and
misuse patterns. IDSs are classified, based on their functionality, as misuse detectors
and anomaly detectors. Misuse detection systems use well-known attack patterns as
the basis for detection [1,2]. Anomaly detection systems make use user profiles as the
basis for detection; any deviation from the normal user behavior is considered an
intrusion. One of the main problems with IDSs is the overhead, which can become
unacceptably high. To analyze system logs, the operating system must keep
information regarding all the actions performed, which invariably results in huge
amounts of data, requiring disk space and CPU resource. Next, the logs must be
processed to convert into a manageable format and then compared with the set of
recognized misuse and attack patterns to identify possible security violations. Further,
the stored patterns need be continually updated, which would normally involve
human expertise. An intelligent, adaptable and cost-effective tool that is capable of
(mostly) real-time intrusion detection is the goal of the researchers in IDSs. Various
AI techniques have been utilized to automate the intrusion detection process to reduce
human intervention; several such techniques include neural networks [3,4,5], and
machine learning [5,6]. Several data mining techniques have been introduced to
identify key features or parameters that define intrusions [6,7].
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LGP has been already successfully implemented to a variety of machine learning
problems [8]. This paper investigates the suitability of linear genetic programming
technique, for modeling intrusion detection systems and indentifying the key features
that help in deciding whether a connection is intrusive or normal activity. We also
compare the performance of LGP with Support Vector Machines (SVM) and a Neural
Network (NN) trained using resilient backpropagation learning. Performance metrics
include a few critical aspects of intrusion detection like training and testing times,
scalability and detection accuracy that help IDSs perform in real time or near real
time. The data we used in our experiments originated from MIT’s Lincoln Lab [9].

We perform experiments to classify the network traffic patterns according to a 5-
class taxonomy. The five classes of patterns in the DARPA data are (normal, probe,
denial of service, user to super-user, and remote to local). The experimental results of
overall classification accuracy and class specific accuracies using linear genetic
programs, support vector machines and resilient back propagation neural network are
reported. Results obtained form feature ranking experiments are also reported with
brief description of the most important features for each class.

In Section 2 a brief introduction to linear genetic programs, support vector
machines and resilient back propagation algorithm is given. Section 3 briefly
introduces the data we used to compare performance of different soft computing
techniques. Section 4 presents the experimental results using LGP, SVM and NN. We
briefly describe the feature selection/importance of ranking and the related results in
section 5. The summary and conclusions of our work are given in section 6.

2 Linear Genetic Programming (LGP)

Linear genetic programming is a variant of the GP technique that acts on linear
genomes [10,11]. Its main characteristics in comparison to tree-based GP lies in that
the evolvable units are not the expressions of a functional programming language
(like LISP), but the programs of an imperative language (like C/C ++). An alternate
approach is to evolve a computer program at the machine code level, using lower
level representations for the individuals. This can tremendously hasten up the
evolution process as, no matter how an individual is initially represented, finally it
always has to be represented as a piece of machine code, as fitness evaluation requires
physical execution of the individuals. The basic unit of evolution is a native machine
code instruction that runs on the floating-point processor unit (FPU). Since different
instructions may have different sizes, here instructions are clubbed up together to
form instruction blocks of 32 bits each. The instruction blocks hold one or more
native machine code instructions, depending on the sizes of the instructions. A
crossover point can occur only between instructions and is prohibited from occurring
within an instruction. However the mutation operation does not have any such
restriction.

2.1 Resilient Backpropagation (RBP)

The purpose of the resilient backpropagation training algorithm is to eliminate the
harmful effects of the magnitudes of the partial derivatives. Only the sign of the
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derivative is used to determine the direction of the weight update; the magnitude of
the derivative has no effect on the weight update. The size of the weight change is
determined by a separate update value. The update value for each weight and bias is
increased by a factor whenever the derivative of the performance function with
respect to that weight has the same sign for two successive iterations. The update
value is decreased by a factor whenever the derivative with respect that weight
changes sign from the previous iteration. If the derivative is zero, then the update
value remains the same. Whenever the weights are oscillating the weight change will
be reduced. If the weight continues to change in the same direction for several
iterations, then the magnitude of the weight change will be increased [12].

2.2 Support Vector Machines (SVMs)

The SVM approach transforms data into a feature space F that usually has a huge
dimension. It is interesting to note that SVM generalization depends on the
geometrical characteristics of the training data, not on the dimensions of the input
space [13,14]. Training a support vector machine (SVM) leads to a quadratic
optimization problem with bound constraints and one linear equality constraint.
Vapnik shows how training a SVM for the pattern recognition problem leads to the
following quadratic optimization problem [15].
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Where l is the number of training examples α is a vector of l variables and each
component iα corresponds to a training example (xi, yi). The solution of (1) is the

vector *α for which (1) is minimized and (2) is fulfilled.

3 Intrusion Detection Data

In the 1998 DARPA intrusion detection evaluation program, an environment was set
up to acquire raw TCP/IP dump data for a network by simulating a typical U.S. Air
Force LAN.  The LAN was operated like a real environment, but being blasted with
multiple attacks [16,17]. For each TCP/IP connection, 41 various quantitative and
qualitative features were extracted [6]. Of this database a subset of 494021 data were
used, of which 20% represent normal patterns.

Attack types fall into four main categories namely (1) Probing: surveillance and
other probing (2) DoS: denial of service (3) U2Su: unauthorized access to local super
user (root) privileges and (4) R2L: unauthorized access from a remote machine
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3.1 Probing

Probing is a class of attacks where an attacker scans a network to gather information or
find known vulnerabilities. An attacker with a map of machines and services that are
available on a network can use the information to look for exploits. There are different
types of probes: some of them abuse the computer’s legitimate features; some of them
use social engineering techniques. This class of attacks is the most commonly heard and
requires very little technical expertise.

3.2 Denial of Service Attacks

Denial of Service (DoS) is a class of attacks where an attacker makes some computing
or memory resource too busy or too full to handle legitimate requests, thus denying
legitimate users access to a machine. There are different ways to launch DoS attacks: by
abusing the computers legitimate features; by targeting the implementations bugs; or by
exploiting the system’s misconfigurations. DoS attacks are classified based on the
services that an attacker renders unavailable to legitimate users.

3.3 User to Root Attacks

User to root (U2Su) exploits are a class of attacks where an attacker starts out with
access to a normal user account on the system and is able to exploit vulnerability to gain
root access to the system. Most common exploits in this class of attacks are regular
buffer overflows, which are caused by regular programming mistakes and environment
assumptions.

3.4 Remote to User Attacks

A remote to user (R2L) attack is a class of attacks where an attacker sends packets to a
machine over a network, then exploits machine’s vulnerability to illegally gain local
access as a user. There are different types of R2U attacks; the most common attack in
this class is done using social engineering.

4 Experiments

In our experiments, we perform 5-class classification. The (training and testing) data set
contains 11982 randomly generated points from the data set representing the five
classes, with the number of data from each class proportional to its size, except that the
smallest class is completely included. The set of 5092 training data and 6890 testing
data are divided in to five classes: normal, probe, denial of service attacks, user to super
user and remote to local attacks. Where the attack is a collection of 22 different types of
instances that belong to the four classes described in section 3, and the other is the
normal, and the other is the normal data. The normal data belongs to class1, probe
belongs to class 2, denial of service belongs to class 3, user to super user belongs to
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class 4, remote to local belongs to class 5. Note two randomly generated separate data
sets of sizes 5092 and 6890 are used for training and testing the LGPs, SVMs, and RBP
respectively. Same training and test datasets were used for all the experiments. Tables
1,2 and 3 summarize the overall classification accuracy of LGPs, RBP and SVMs.

4.1 Linear Genetic Programming Training

LGP manipulates and evolves program at the machine code level [10]. The settings of
various LGP parameters are of utmost importance for successful performance of the
system. This section discusses the different parameter settings used for the experiment,
justification of the choices and the significances of these parameters. The population
space has been subdivided into multiple subpopulation or demes. Migration of
individuals among the subpopulations causes evolution of the entire population. It helps
to maintain diversity in the population, as migration is restricted among the demes.
Moreover, the tendency towards a bad local minimum in one deme can be countered by
other demes with better search directions. The various LGP search parameters are the
mutation frequency, crossover frequency and the reproduction frequency: The crossover
operator acts by exchanging sequences of instructions between two tournament winners.
A constant crossover rate of 90% has been used for all the simulations. After a trial and
error approach, the parameter settings in Table 1 are used to develop IDS. Five LGP
models are employed to perform five class classifications (normal, probe, denial of
service, user to root and remote to local). We partition the data into the two classes of
“Normal” and “Rest” (Probe, DoS, U2Su, R2L) patterns, where the Rest is the
collection of four classes of attack instances in the data set. The objective is to separate
normal and attack patterns. We repeat this process for all classes. Table 1 summarizes
the results of the experiments using LGPs.

Table 1. Performance of LGPs

Class Population
Size

Program
Size

Crossover
Rate

Mutation
Rate

Testing
Accuracy (%)

Normal 1024 256 72.24 90.51 99.89
Probe 2048 512 51.96 83.30 99.85
DoS 2048 512 71.15 78.14 99.91

U2Su 2048 256 72.24 90.51 99.80
R2L 2048 512 71.15 78.14 99.84

4.2 RBP Experiments

In our study we used two hidden layers with 20 and 30 neurons each and the network is
trained using resilient backpropogation neural network. As multi-layer feed forward
networks are capable of multi-class classifications, we partition the data into 5 classes
(Normal, Probe, Denial of Service, and User to Root and Remote to Local).We used
testing data set (6890), network architecture [41 20 30 1] to measure the peformace of
the RBP. The top-left entry of Table 2 shows that 1394 of the actual “normal” test set
were detected to be normal; the last column indicates that 99.6 % of the actual “normal”
data points were detected correctly. In the same way, for “Probe” 649 of the actual
“attack” test set were correctly detected; the last column indicates that 92.7% of the
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actual “Probe” data points were detected correctly. The bottom row shows that 96.4% of
the test set said to be “normal” indeed were “normal” and 85.7% of the test set
classified, as “probe” indeed belongs to Probe. The overall accuracy of the classification
is 97.04 with a false positive rate of 2.76% and false negative rate of 0.20.

Table 2. Performance of resilient back propagation neural network

Normal Probe DoS U2Su R2L %
Normal 1394 5 1 0 0 99.6
Probe 49 649 2 0 0 92.7
DoS 3 101 4096 2 0 97.5

U2Su 0 1 8 12 4 48.0
R2L 0 1 6 21 535 95.0
% 96.4 85.7 99.6 34.3 99.3

4.3 SVM Experiments

Because SVMs are only capable of binary classifications, we employed five SVMs, for
the 5-class classification problem.. We partition the data into the two classes of
“Normal” and “Rest” (Probe, DoS, U2Su, R2L) patterns, where the rest is the collection
of four classes of attack instances in the data set. The objective is to separate normal and
attack patterns. We repeat this process for all classes. Training is done using the RBF
(radial bias function) kernel option; an important point of the kernel function is that it
defines the feature space in which the training set examples will be classified. Table 3
summarizes the results of the experiments using SVMs.

Table 3. Performance of SVMs

Class Training time (sec) Testing time (sec) Accuracy (%)

Normal 7.66 1.26 99.55
Probe 49.13 2.10 99.70
DoS 22.87 1.92 99.25
U2Su 3.38 1.05 99.87
R2L 11.54 1.02 99.78

5 Ranking the Significance of Features

Feature selection and ranking [16,17] is an important issue in intrusion detection. Of the
large number of features that can be monitored for intrusion detection purpose, which
are truly useful, which are less significant, and which may be useless? The question is
relevant because the elimination of useless features (the so-called audit trail reduction)
enhances the accuracy of detection while speeding up the computation, thus improving
the overall performance of an IDS. The feature ranking and selection problem for
intrusion detection is similar in nature to various engineering problems that are
characterized by:
a. Having a large number of input variables x = (x1, x2, …, xn) of varying degrees of

importance to the output y; i.e., some elements of x are essential, some are less
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important, some of them may not be mutually independent, and some may be
useless or irrelevant (in determining the value of y)

b. Lacking an analytical model that provides the basis for a mathematical formula
that precisely describes the input-output relationship, y = F (x)

c. Having available a finite set of experimental data, based on which a model (e.g.
neural networks) can be built for simulation and prediction purposes

Due to the lack of an analytical model, one can only seek to determine the relative
importance of the input variables through empirical methods. A complete analysis
would require examination of all possibilities, e.g., taking two variables at a time to
analyze their dependence or correlation, then taking three at a time, etc. This, however,
is both infeasible (requiring 2n experiments!) and not infallible (since the available data
may be of poor quality in sampling the whole input space). Features are ranked based on
their influence towards the final classification. Once the rank of the features is obtained
unimportant features in groups of five are deleted and the performace is evaluated.
Figures 1 and 2 gives the rank and importance towards calssification of each class
respectively. Table 4 gives a brief description of the most important five features for
each class. Feature ranking performance results for the individual classes are given in
figures 3,4,5,6, and 7.

Feature Ranking Results
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Fig. 3. Feature reduction results for normal

Table 4. Description of 5 most important features

Class Feature Discription

Normal

 hot indicators: Number of “hot” indicators
 destination bytes: Number of bytes sent from the destination system to

the host system
 source bytes: Number of bytes sent from the host system to the

destination system
 compromised conditions: Number of compromised conditions
 dst_host_rerror_rate: % of connections that have REJ errors from a

destination host

Probe

 dst_host_diff_srv_rate: % of connections to different services from a
destination host
 rerror_rate: % of connections that have REJ errors
 srv_diff_host_rate: % of connections that have same service to

different hosts
 logged in: binary decision
 service: type of service

DoS

 count: Number of connections made to the same host system in a given
interval of time
 compromised conditions: Number of compromised conditions
 wrong_fragments: no of wrong fragments
 land: 1 if connection is from/to the same host/port; 0 otherwise
 logged in: 1 if successfully logged in; 0 otherwise

U2Su

 root shell: 1 if root shell is obtained; 0 otherwise
 dst_host_srv_serror_rate: % of connections to the same service that

have SYN errors from a destination host
 no of file creations: no of file creation operations
 serror_rate: % of connections that have SYN errors
 dst_host_same_src_port_rate: % of connections to same service ports

from a destination host

R2L

 guest login: 1 if the login is a “guest’ login; 0 otherwise
 no of file access: no of operations on access control files
 destination bytes: Number of bytes sent from the destination system to

the host system
 failed logins: no of failed login attempts
 logged in: binary decision
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Fig. 4. Feature reduction results for probe Fig. 5. Feature reduction results for DoS

Fig. 6. Feature reduction results for U2Su Fig. 7. Feature reduction results for R2L

6   Conclusions

Table 5 summarizes the overall performance of the three soft computing paradigms
considered. LGPs outperform SVMs and RBP in terms of detection accuracies with
the expense of time. SVMs outperform RBP in the important respects of scalability
(SVMs can train with a larger number of patterns, while would ANNs take a long
time to train or fail to converge); training time and prediction accuracy. Resilient back
propagation achieved the best performance among the several other neural network
learning algorithms we considered in terms of accuracy (97.04 %). The performances
of using the important features for each class, give comparable performance with no
significant differences, to that of using all 41 features.

Table 5. Performance comparison of testing for class specific classification

Class SVMs
Accuracy (%)

RBP
Accuracy (%)

LGP
Accuracy (%)

Normal 98.42 99.57 99.64

Probe 98.57 92.71 99.86

DoS 99.11 97.47 99.90

U2Su 64 48 64

R2L 97.33 95.02 99.47

We note, however, that the difference in accuracy figures tend to be very small and
may not be statistically significant, especially in view of the fact that the 5 classes of
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patterns differ in their sizes tremendously. More definitive conclusions can only be
made after analyzing more comprehensive sets of network traffic data.
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Abstract. The data mining algorithms and tools have been employed in many
engineering and non-engineering applications. This paper proposes a new prac-
tical application of data mining in the study of problems related to the Internet
performance. Well-predicted performance is a key engineering issue in Internet-
based processing, e.g. in peer-to-peer systems. The measurements of round-trip-
time performed by the traceroute probing technique are used for Internet path
performance evaluation. We show how data mining can be used by the end-
users to evaluate the performance of the communication path between their lo-
cation and a specific Internet host in a long-term performance prediction scale.
The mining data is mined using the IBM Intelligent Miner for Data system. We
discover how the round-trip times of the packets and the number of hops they
pass vary with the day of the week and the time of the measurement and use this
knowledge to built the decision tree that can be a useful guide to the future
characteristics of relevant properties of given Internet path in a long-term scale.

1   Introduction and Related Work

The usage of Internet services grows so rapidly that both service providers and users
are urgently seeking new methods and tools in order to predict end-to-end perform-
ance. Clients perceive good Internet performance as low latency, high throughput and
high availability. Internet quality of service is extremely difficult to study in an inte-
grated way. It has never been easy to determine whether slow responses are due to ei-
ther network problems or end-system problems on both sides, and both. Most of these
performance problems are transient and very complex in the relationships between dif-
ferent factors that may influence each other. Therefore we cannot exactly diagnose
and isolate their key sources. Since almost 60% latency, as perceived by end-users at
their microscopic level, refers to the end-to-end path latency [5], therefore under-
standing the network performance problems is very important. New network applica-
tions that are becoming main contributors in Internet traffic, such as peer-to-peer and
grid applications [16], require the predictable performance behavior of Internet paths
used for communication. They may need both short-term and long-term performance
forecasts. Short-term forecasting requires instantaneous measuring of network re-
source performance and usage. In long-term forecasting we may stop thinking about
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instantaneous measuring and may try to predict path performance characteristics from
the measurement data describing path performance which was collected for some time
period in the past.

Characterizing the behavior patterns of the end-to-end Internet paths is critical for
diagnosing performance problems. Unfortunately, the Internet was not primarily de-
signed with the goal to help the end-users in the measurements and evaluation of their
Internet paths. For short-time evaluation the user usually use the ping utility program
to diagnose the network latency. Though the user can do it before transmitting, this is
the knowledge about only current value of latency and none knowledge is about the
future characteristics of the latency. Transport network protocols like TCP keep an
estimate of the current RTT on each connection, however the user application cannot
get the RTT value from TCP because and it is internal to TCP. In such case, the user
can use one of the special forecasting services such as well-known Network Weather
Service (NWS) [19]. NWS is a distributed framework that aims to provide short-term
forecasts of dynamically changing performance characteristics of a distributed set of
Internet hosts. It measures, among other parameters, the end-to-end network latency
and network bandwidth. It periodically monitors and dynamically forecasts short-term
expected performance of the network path between hosts. In order to calculate ex-
pected performance it runs all the time and instantaneously gathers readings of per-
formance conditions from a set of monitors. Unfortunately, NWS runs only in Unix
operating system environments and does not support long-term forecasts.

Many complex measurement activities and projects have been launched on the
Internet [1, 2, 3, 4, 8, 13, 14, 19, 20, 21]. They present the network weather reports
but most of them are aimed at dealing with the performance problem related to the
whole Internet or a significant part of it, where large amounts of measured data re-
garding, for instance, round trip delay among several node pairs over a few hours,
days or months, are collected. For these purposes the specific measurements and data
analysis infrastructures are used. Such measurements are mainly performed for large
Internet-based projects by means of complex measuring infrastructure and especially
they are performed in the core of Internet. But how can we characterize end-user con-
nectivity not included in any of the aforementioned projects? The answer would be to
track our way.

Measurements can merely report the network state at the time of the measurement.
They are effectively used by various protocols to test and monitor current performance
and to take necessary action when changes are detected. Nevertheless, when the rele-
vant network properties exhibit to be constant (stable) over observed network life-time
span, then the measurements can be also a useful guide to the future. The concept of
constant (steady) network parameters is especially more useful for coarser time scale
than for fine time scales. It was shown in [20] that in general the round trip packet
delay as measured by the Round-Trip-Time (RTT) appears well described as steady
on time scale of 10-30 minutes. In our paper we also use RTT as performance char-
acteristics of Internet path.

Internet periodic behavior is observed. It is evidenced by web and network event
logs. Paper [12] shows that the number of HTTP operations per second is non-
stationary and its five-minute mean changes essentially with time-of-day and day-of-
week. It was also shown [12] that time-of-day explains 53% of the variability in the



Data Mining in Evaluation of Internet Path Performance 645

raw data of HTTP transactions collected over eight months from a production Web
server whereas after including day-of-week and month factors we reach only 64% of
the variability in the data. Our user is interested only in a general path characteristic.
Therefore, we simplify matters in our further analysis by only considering time-of-day
and day-of-week factors. Also we are conscious that many network events may effect
on path performance. Most of them are beyond our control and knowledge, however
some knowledge of them (such as regular network measurements obtained from the
Internet weather service [4, 6, 7] may be included in a knowledge-based data mining.
This knowledge is not considered here. We use only the knowledge which can be de-
rived from our measurement data.

We are not concerned in uncovering the basic nature of the underlying phenomena.
Instead the focus is on producing a solution that can generate useful predictions. We
do not want to predict the particular value of path performance metrics (e.g. RTT
value) at specific time frame but we can try to classify the “network weather” that may
occur in a long-time scale. Therefore, the data mining is proposed as an information
tool that can guide decisions in conditions of limited certainty.

We assume that the end-user is a domain expert and is not either specialist in sta-
tistics or Internet but he/she knows crucial concepts in data mining and can use a
software tools for data mining. We want ultimately to create a prediction model fully
interpretable by domain expert who based on our method will be able to schedule
his/her Internet activity (e.g. data transfers) using the particular network path. We
propose such a method which is easy enough, yet powerful enough and usable by the
user.

In this paper we assume that the path performance behavior can be classified into
some typical categories (classes, patterns). Can we develop a general characterization
of different performance behavior types? Can we develop a model which will classify
new data and predict class labels? We do not know if there are any different perform-
ance pattern types at all. If there are different performance pattern types, we do not
know how many types there are. In our problem patterns and relationships in data are
not obvious. This paper proposes to address this problem with a data mining that
combines clustering and classification functions.

We want to find the differences between these classes especially in terms of the
moments of measurements (based on time-of-day and day-of-week factors) and to cre-
ate a model describing the segmentation of the data. The model should explain the
rules grouping measurement data records with similar properties and could be used to
decide what class will occur for the specified measurement moment in the future. In
this sense we can think about a long-term forecast of future Internet path behavior.
Such knowledge may be used for scheduling of future usage of Internet path for a par-
ticular time and date. The user may want to schedule Internet data file transfers in a
long-term scale but, unfortunately, cannot reserve a bandwidth of network connection
(i.e. QoS) and therefore wants to know Internet path behavior in the demanded time
period using previous historical measurements.

Interest in data mining is motivated by the growth of computerized data sets and by
the high potential value of patterns discovered in those data collections. As for today
Internet data mining is mainly devoted to Web mining [17]. We can find several data
mining applications in science, engineering, business, industry and medicine [11].
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Data mining and knowledge discovery in computer networks are of great topical inter-
est of early works [10, 13]. Nowadays the classical statistical data analysis is usually
performed to derive network performance characteristics [2, 3, 4, 6, 15]. This contri-
bution shows that data mining methods can be used for that analysis for long-term
network behavior. Our strategy involves discovering knowledge that may characterize
performance behavior of Internet paths and then making use of this knowledge to
guide future user actions.

This paper describes an ongoing Internet performance forecasting project. Path per-
formance is characterized by the end-to-end latency and measured by the Round-Trip-
Time. The traceroute packet probing technique is used for measurements. The ulti-
mate goal is to use a commercial data mining system providing the environment layer
API functions for controlling the execution of mining runs and results. The environ-
ment layer API gives a possibility to develop a system for (semi)-automated analysis.
Therefore we used the IBM Intelligent Miner for Data and its clustering and classifi-
cation mining functions.

The remainder of this paper is organized as follows. Section 2 presents our meas-
urement and analysis methodology. The results of mining using sample data are dis-
cussed in Sections 3 and 4. Finally, concluding remarks appear in Section 5.

2   Measurement and Analysis Methodology

Our aim was to mine a two-way connectivity between pairs of hosts in the Internet. In
every pair the source host was installed in our local network whereas its counter part-
ners called target hosts were somewhere in the Internet. The data mining sets used
here were compiled from the measurements performed during six months in 2003,
starting from 26 February 2003. The measurements were performed periodically each
half an hour and probes were sent between our source host and 18 servers taken from
SLAC list [21]. Hence we collected information from 18 Internet paths, each in both
directions.

We used the traceroute as a tool for Internet network connectivity and routing test-
ing from our source server [13]. It is a standard tool available on most Internet hosts
and is flexible and informative for common user. We have chosen this tool due its
simplicity and low network traffic overhead. A number of research groups used also
this tool, for example for generating maps of Internet [15]. Traceroute is the program
that tests the route over the network between two destinations on the Internet and lists
all the intermediate routers (nodes) a testing packet must pass through to rich its desti-
nation as well as the latency between the source host and intermediate systems. This
latency called the Round-Trip Time (RTT) tells us how long a packet goes from a
source host to relevant remote system and back again. RTT is a common measure of
the current delay on a network. RTT can be measured by the ping tool but we used the
traceroute to measure RTT and to discover IP routing. Traceroute operates only in one
direction, i.e. from traceroute source host to traceroute target host. Any connection
over the Internet actually depends on two routes: the route from source host to the tar-
get host, and the route from target host back to source host. These routes may be (and
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often are) different (asymmetric). To discover reverse routing, we used reverse trac-
eroute that is simply the traceroute but diagnosing the network in an opposite direc-
tion, i.e. from the target host to the source host. To proceed with our task we have
chosen such service of reverse traceroute servers offered by these 18 target servers in
the SLAC project [21]. Using traceroute to remote host and reverse traceroute from
remote host to our host we measured two-way latency defined by both RTTs shown by
traceroute and reverse traceroute.

In this paper we present the results of measurements and performance evaluation
made using data mining methods for the path between the source host operating within
the network of the Wroclaw University of Technology and a target host randomly se-
lected from available target servers. As the data mining system we used the IBM In-
telligent Miner for Data 8.1 [18] running on the IBM RISC/6000 F80 computer along
with AIX 4.3.3 and DB2 8.1 database. The measurements were collected by this
server. Data mining was also done on PC-based host equipped with P4 2.4 GHz, 512
MB RAM, 120 GB HDD, MS Windows XP Professional PL and DB2 8.1 database.
The measurements are collected in the relational table where the rows contained all
the data collected for the relevant path measured at the specific time. Each record has
21 fields – among them there are the following fields: SOURCE_HOST_NAME,
HOST_NAME, IP_ADDRESS, MINUTE, HOUR, MONTH, YEAR, DAY,
TIME_STAMP, RTT_1, RTT_2, RTT_3, RTT, and HOP. RTT is the average RTT
calculated from RTT_1, RTT_2 and RTT_3. The HOST_NAME is the name of either
some intermediate router tracerouted on the way to the target server, or the target
server itself.

We propose to use a clustering data mining function followed by classification
function data mining in such a way that the results of clustering are the inputs to clas-
sification. Clustering approaches address segmentation problems and assign data rec-
ords with a large number of attributes into a set of groups of records called "clusters".
This process is performed automatically by clustering algorithms that identify the dis-
tinguishing characteristics of the dataset and then partition the n-dimensional space
defined by the dataset attributes along natural cleaving boundaries. There is no need to
identify the groupings desired or the attributes that should be used to segment the da-
taset. Clustering segments data records into groups, i.e. clusters that are classes of
network behavior. Each cluster labeled by its ID describes some discovered charac-
teristics of path performance.

Because cluster definitions are not easily extracted and easily interpreted by the
user, we prepare cluster characterization using a decision tree. The results of cluster-
ing are the inputs to classification. Building a decision tree with the cluster ID as the
field to be classified and using training data allows explicit rules to be extracted for
each cluster. Therefore, in the next stage we construct a decision tree model to be used
in classifying new data. Classification function is used to develop a predictive model.
Model is developed in two phases: training and testing. In training phase we develop a
model using some historical data, whereas in testing phase we try out the model on
new input data.

There are the following steps in the data mining process: (i) Data selection, (ii)
Data preparation and transformation, (iii) Clustering, (iv) Cluster result analysis, (v)
Cluster characterization using a decision tree. In the data selection step we defined a
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relational table discussed earlier. We have measured and collected data over six
months of periodic active experiments for all target hosts in both directions using the
traceroute facility. The performance of each end-to-end network path (the direction of
the path is important) is analyzed individually; therefore further analysis is applied
only to a single (directed) path from one host to another. In this paper we choose the
path from our local host to a single target host. Therefore, for further analysis only
data records matching that path were selected from the table. In the second step we
had to clean the data. There were missing RTT values – we assigned these missing
values a mean value calculated on the basis of previous and next observations. For
every data record we calculated an average RTT based on three probes (we do not
consider invalid RTT values greater than 10000 ms, that shows host/network failure).
RTT is a numeric continuous variable therefore before applying the clustering algo-
rithm we made the discretization of RTT data using equal-width (except for the last
bin) discretization (binning) scheme. The following breakpoints were used in the dis-
cretization of RTT data: 0, 25, 50, 75, 100, 125, 150,…, 325, 350, 10000, so data was
divided into 15 ordinal values. We also mapped values of RTT to low, medium, or
high, as they will be used in interpretation of results. For example: value RTT is me-
dium, or between 50 and 75. Other fields used in mining were: the day of the week
DAY € {1, 2, 3, 4, 5, 6, 7}, the hour of the measurement HOUR € {0, 1, 2, 3… 23}
and the length of the path between source and target host – the number of hops HOP €
{1, 2…}.

3   Application of Clustering Mining Function

We want to find some differences between these groups especially in terms of the time
of measurements and to create a model describing the factors responsible for such a
split of records called clusters. The model should explain the rules of grouping records
with similar properties and based on the assigned group description it would give the
information about the results most probable to achieve at a given moment in the future
without performing the measurements. For finding the groups of similar measurement
results in our input mining base we used the neural clustering algorithm, which em-
ploys a Kohonen Feature Map neural network [18]. This method uses a process of
self-organization to group similar input records. The user specifies the number of
clusters and the maximum number of passes trough the data. Specifying multiple
passes through the input data improves the quality of the generated clusters but also
extends the processing time required to perform clustering. We restricted the number
of passes to 20 (more then 10 passes are preferred) and the number of clusters to be
generated up to 16 in order to find accurate and homogenous groups of objects and
simultaneously avoiding the production of too many small clusters. As the active
fields (attributes), i.e. record fields that participate in creation of clusters, we chose:
DAY, HOUR, HOP and the average RTT. The results of the clustering function show
the number of detected clusters and the characteristics that make up each cluster. We
obtained the following mining outputs: Number of Passes Performed: 20, Number of
Clusters: 16, Clustering Deviation: 0.01082. The results can be visualized using
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graphical characteristics for all clusters and for each individual one. The results are
normalized. This information can be analyzed by the user now or better after predict-
ing a cluster using the decision tree. E.g. the user can perform the sensitivity analysis
using the sensitivity report which is generated as a list of input fields ranked according
to their respective importance to the classification function.

First eleven clusters (76% of total population) are almost similar in their sizes, each
size from a range 6-8 % of the total population. General cluster description of the six
top clusters is shown in Fig. 1. The clusters differ from each other. For instance, clus-
ter 14 (7.93% of population) defines the set of records where RTT is high, DAY is
predominantly 3, HOP is predominantly 19 and HOUR is predominantly 16. For such
cluster description the modal values for the relevant fields are respectively: 200-225
ms, 3, 19, 16.

Id Relative cluster size (%) Cluster Description

14 7.93 RTT is high, DAY is predominantly 3, HOP is pre-
dominantly 19 and HOUR is predominantly 16

3 7.79 DAY is predominantly 1, HOUR is predominantly 2,
HOP is predominantly 20 and RTT is medium

7 7.69 DAY is predominantly 1, HOUR is predominantly 9,
HOP is predominantly 20 and RTT is medium

12 7.05 DAY is predominantly 7, HOUR is predominantly 23,
RTT is medium and HOP is predominantly 20

8 6.97 DAY is predominantly 7, HOUR is predominantly 15,
RTT is medium and HOP is predominantly 20

4 6.91 DAY is predominantly 7, HOUR is predominantly 11,
RTT is medium and HOP is predominantly 20

Fig. 1. Description of the six top clusters

The next (according to its size) cluster 3 (7.79%) defines the set of records where
DAY is predominantly 1, HOUR is predominantly 2, HOP is predominantly 20 and
RTT is medium. Then modal values for the relevant fields are respectively: 1, 2, 20
and 50-75 ms. The order of active fields in the definition of cluster shows the impor-
tance of the field. The field distributions within the clusters tend to be different from
their global distributions.

We can analyze cluster details, for example, of cluster 14. The records assigned to
the cluster 14 represent the measurements, which in most (about 42% of records be-
longing to that cluster) situations are performed on Wednesday (DAY=3) or on
Thursday (39%), with the number of hops predominantly 19 (65%). These measure-
ments are performed mostly between 12:00 and 23:00 (98%) with the predominant
hour 16:00 (12%). The other 2% of records include remaining twelve values that
might appear in the HOUR field. In 14% of measurements represented in that cluster
there are round-trip times from the 200-225 ms range. Each of the RTT ranges 175-
200, 275-300, 300-325 ms includes 12% of records. RTT less than 100 ms or greater
than 425 ms never occurred. There are mostly 19 hops on the path between our hosts
(65%). 20 hops are identified in 31% measurements whereas only 4% of paths have
19 hops. In comparison, the total population has different distribution: RTT is pre-
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dominantly medium (i.e. 50-75 ms, 39% of total population), DAY and HOUR have
even distributions and HOP is predominantly 20.

4   Application of Classification Mining Function

One of the disadvantages of cluster models is that there are no explicit rules to define
each cluster. The model is thus difficult to implement, and there is no clear under-
standing of how the model assigns cluster IDs. Therefore we need the next step in
building our model. We propose to use the classification mining function. Classifica-
tion is the process of automatic creation of a model of classes from a set of records.
The induced model consists of patterns, essentially generalizations over the records
that are useful in distinguishing the classes. Once a model is induced, it can be used to
automatically predict the class of other unclassified records. Decision tree represents
the knowledge in the form of IF-THEN rules. Each rule can be created for each path
from the root to a leaf. The leaf node holds the class prediction.

IBM Intelligent Miner for Data offers tree induction (modified CART regression
tree) or neural networks algorithms (back propagation) to compute the classes [18].
Like neural networks used previously, the trees develop arbitrary accuracy and use
validation data sets to avoid spurious detail. Unlike neural networks, trees are easy to
understand and modify. In many instances the decision tree produces a very accurate
representation of the cluster model (>90% accuracy). If the tree representation is accu-
rate, it is preferable to implement a tree, because it provides explicit, easy-to-
understand rules for each cluster. That is why we used a decision tree to classify the
cluster IDs using the output data that was obtained as a result of applying the cluster-
ing algorithm. When building the tree, we did not limit the number of node levels for
the binary tree to be created, but we assumed that 5 records were included in an inter-
nal node before it split to the next node. The general objective of creating the model is
to use it to predict RTT values and the number of hops most probable to achieve in the
future. We assume that the only a priori information that is to be given in the future is
the day of the week and the hour of the day. These fields were specified as active
fields participating in classification mining function. First we use our mining system in
the training mode to build a model based on the selected input data. This model is
later used as classifier. After then we tested the model on the same data with known
class values to verify that the model created in training mode produces results of satis-
fying precision. Finally in application mode, we used a model created in training mode
to predict the specified fields for every record in the new input data (measurements
from another month). We split the whole data set into training and testing data. The
measurements from last two weeks were used as the testing data whereas the remain-
ing measurements were used for training. The tree classifier built in training mode the
tree with 47 nodes and depth 12. This tree showed 91% of correct classifications while
testing. Fig. 2 shows the decision tree rebuilt after the pruning of some nodes (31
nodes were pruned for prune level 4). Pruned tree has worse number of correct classi-
fications, namely 79% but is simpler. The purity in leaf node indicates the percentage
of correctly predicted records in that node.
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Fig. 2. Decision tree model built by the classification function (after pruning)

The decision tree consists of rules, which can be used by the user in forecasting the
path performance. The user can take advantage of this knowledge, e.g. for scheduling
transfer of data in that period of time. For example, the following rule for cluster 4 can
be applied when using the pruned tree: if our Internet activity (on the path under con-
sideration) is to be scheduled on Saturday or Sunday (DAY=>5.5) and between 5
o’clock (HOUR=>5.5) and 11:30 (HOUR<11.5), than we can suppose that the net-
work performance will be similar to the conditions described by cluster 4, that is the
RTT will be medium (i.e. 50-75 ms) and HOP will be predominantly 20.

5   Conclusions

This paper presents some lessons from the application of data mining in a new appli-
cation area. We have mined the RTT measurements collected over specified period of
time. We showed how information about past performance experience can help users
identify potential performance problems in the future and decide how to use the Inter-
net paths. We demonstrated how two data mining functions, namely clustering and
classifying, can be used to discover patterns in performance of end-to-end Internet
path. The decision tree model was built and tested using sample data. It showed good
accuracy of 91% and can be used to predict Internet path performance. The model
created was the best at the moment and for the specific Internet path. It should be
continuously updated when new measurements are performed. There is the need to
develop new algorithms for doing incremental data mining for such case. Although we
dealt here only with data mining used for characterization of a single host-to-host path
we do hope that data mining approach can be used in much advanced investigations
on Internet behavior.
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Change Summarization in Web Collections
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Abstract. World Wide Web is not only enormous but also dynamic information
space. Every day large quantity of new information is published on web pages.
Many times people want to know what are the major changes in their area of
interest over a given time period. This paper addresses the problem of
summarizing changes in web collections devoted to a common topic. We have
created a system called ChangeSummarizer, which periodically monitors a web
collection in search for new changes and generates their summary. Since many
web pages can be quite static over long time or just unrelated to the query we
employ the method to evaluate, which pages are dynamic and which provide
valuable content. Basing on this evaluation ChangeSummarizer creates web
page ranking list and updates it regularly in order to improve subsequent
summaries. Additionally, the system searches for new, valuable web pages,
which can be included into the collection to enhance its quality.

1   Introduction

Internet has become the biggest information repository in the world. The large
quantity of available data and the dynamic nature of web pages make information
retrieval a challenging task. User interested in a certain topic can exploit many
information resources of various nature, content and characteristics. The low cost of
publishing information in WWW pages results in an unpredictable and quick changes
of document contents. User can be overwhelmed with the quantity of news sources
and may not be aware, which of them contain valuable and up-to-date information.
Our system assists users in searching for new relevant information by providing them
with the summary of recent, important changes related to specified topic.

We would also like to introduce a new research area called “change
summarization” or more specifically “multi-document change summarization”. The
idea is to collect textual changes in related documents over certain time interval and
to produce their summary. Such summary would ideally display the most important,
popular changes occurring in the whole collection of web documents. There are
several situations when change summarization can be of some value. Users may want
to know the most important changes occurring in some domains. They can be
interested in popular topics discussed in their area of interest or for example in the
changes in opinions of web page authors during a specified period. Web pages in
contradistinction to standard documents can change their contents unlimited number
of times. We can say that changes reflect the dynamic character of a document.
Generally, a web page should be considered as a dynamic document or as an
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information slot where a new content can be placed in undefined time. However, it is
difficult to predict the scope and time of web page changes. Usually for newswire
sources one can be quite sure that fresh news will be published on a daily or weekly
basis. Nevertheless, the situation can be different in case of other types of pages. The
changing text of the page can have various sizes. The most extreme case happens
when the whole document is deleted or a new one is created. In other cases some new
information is inserted or old text is deleted in addition to some unchanged, static
context. The textual changes can have various meanings however we assume that, to
high extent, they are topically related to the old versions of the page and to the entire
collection.

Each WWW page from the collection is periodically checked for new textual data.
After comparison of new and old versions of all pages from the set, the most
important terms are extracted. The system calculates scores for each term according to
the popularity of the term in static and dynamic parts of the collection. Basing on the
ranking list of important terms occurring within the examined period, we select
sentences with the highest overall scores and present them to user. Apart from these
methods we decided also to exploit the knowledge hidden in the history of each web
document activity. The notion of “up-to-date-ness” function for a given web page is
introduced in order to evaluate how often textual changes appear on the page and how
topically close they are in comparison to the other documents. This function is based
on web page dynamic scores, which are calculated every time the WWW page is
examined for new changes. They specify the significance of new textual data found at
this page with regards to dynamic content of other pages from the collection.
ChangeSummarizer maintains a ranking list of the web pages constituting collection,
which is updated after each change monitoring. Therefore web pages, which are not
changing frequently or whose changes do not contain sufficiently enough popular
terms will not be taken into account during generation of next summaries.
Furthermore, the top 15 pages from the ranked list are periodically exploited as the
base for discovery of new documents. The system searches for other related or similar
web documents. After inclusion into to the collection these new sites have dynamic
scores assigned as in case of the rest of pages constituting the set. In this way we aim
at creating and maintaining the collection of relevant to the topic and frequently
updated web pages.

In the remainder of this paper, we describe our efforts towards summarizing
changes in online resources. In the next section we review some related systems and
solutions. Section 3 discusses the architecture of ChangeSummarizer. In Section 4
results of our experiment are presented. We conclude in the last section and outline
future research directions.

2   Related Work

In the last years several attempts have been made to design systems for developing
automatic reports of important events [5], [3], [6]. Usually these applications search
for popular and important topics basing on predetermined set of web pages. Google
News [3] tracks several thousands of news sources. User can issue a query and read
related, recent articles. However Google News does not produce typical summaries
but rather displays links to variety of sources discussing any given event. The other
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systems like Newsinessence [6] or Newsblaster [5] provide summaries of popular
recent events, which are discussed in some chosen news sources. However, there is a
need for an application that could summarize information from any types of web
pages. In other words it should be a system that could produce summaries of
collections of web pages, which are not limited to newswire extracts. WebInEssence
[7] is an example of such application, attempting to generate summaries from
dynamically constructed groups of web pages. ChangeSummarizer, on the other hand,
summarizes textual changes in web collections. We focus on new, changed data in
various kinds of web documents searching for common information. Additionally, our
system expands web collection by searching for related web pages.

There are several systems designed for detecting and visualizing changes in WWW
pages. Any user-specified features like links, text, pictures and etc. can be tracked.
Usually change detection applications require a user to provide web page address to
be monitored [4], [1]. The results can be sent by email as a list of changes or as a
composition of different page versions for better visualization of changes. However,
user is often overloaded with meaningless changes like, for example, modified syntax
or color. In spite of this drawback, there was little research done on the extraction and
summarization of meaningful changes from web pages.

3   ChangeSummarizer System

The conceptual architecture of our system is displayed in Figure 1. It shows the
information flow in one cycle of ChangeSummarizer’s performance, which takes
place between downloading two consecutive versions of web collection. Each such
phase is executed periodically within pre-defined time interval. Changes are examined
throughout the whole tracking process, which contains some number of singular
phases. The longer time the system is running, the more information can be gathered
and later used as a collection history data.

The time interval between two consecutive downloads of web collection versions
has an impact on overall “recall of changes” and on a single page influence on the
summary. The shorter this period, the more efficient the system is in detecting short-
life changes. However, usually such brief time is not sufficient enough for many web
pages to change. Therefore only one or few of them will have any changes at all. In
result it may happen that a single document change has relatively high impact on the
final summary. The scope of this influence depends on the character of web pages
constituting the collection. On the other hand, in case of the longer period one should
obtain more changes, which in the end will diminish the influence of a singular web
page on the summarization result. However there is a risk of losing some dynamic
data during this extended time. Simply some documents may change their contents
more than once during the period. In consequence, the “recall of changes” can be
lower especially in the case of fast-changing resources.
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Fig. 1. Information flow in the system

3.1   Change Detection and Term Scoring

We can collect web pages relevant to user's interest in two ways: by issuing query to
search engine or by using some popular web directories like, for example, Yahoo! In
case of the first way, the decision of the right query words is very important since
tracking results will naturally depend on the content of a web collection. Elementary
base set of web pages is created by fetching first 200 hits generated by search engine
in response to the user query. ChangeSummarizer checks also for duplicate pages,
which must be discarded. On the other hand, the second method is a straightforward
one since it utilizes already clustered and human-edited set of web documents.

Periodically or according to an arbitrarily specified time schedule, ChangeSumma-
rizer extracts changes from the web collection by comparing old and new versions of
each web page. User can specify the threshold or percentage of web pages, which will
be considered for summary. We have decided to process 75% of web pages with the
highest scores in the ranking list of the collection.

Next, textual data must be extracted from downloaded HTML files and converted
into plain text format. Retrieval of new information (changes) is conducted by the
comparison of sentences from the consecutive document versions. If a given sentence
from the latest version does not appear in the previous version of the web page, then it
is regarded as a new one.

In the following step, ChangeSummarizer separates words from the changed
sentences and subjects them to stemming. To eliminate semantically poor words the
system conducts basic stop-list filtering. Regarding the selection of features for
summary creation, we have decided to use n-grams, where n is from 1 to 3. N-grams
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are combinations of consecutive n words. ChangeSummarizer calculates n-grams for
changed parts during each cycle and also eliminates low frequency terms to reduce
the feature dimension. N-grams are treated as separated entities in an equal way as
single words.

Consequently, a weight iS , denoting a score of “popularity” for a term i, is

computed using the following weighting scheme.
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Table 1. Explanation of symbols used in Equation 1

iS - score for term i ispn - number of pages where static parts contain term i

docN  - number of pages in the collection icpn  - number of pages where changed parts have term i

jsN - number of static terms in page j jcN  - number of changed terms in page j

sdocN - number of static documents jcn  - number of term i  in changed part of page j

cdocN - number of changed pages jsn - number of term i  in static part of page j

Table 1 explains the meanings of individual symbols used in Equation 1. This
equation defines the score of a term as its “popularity” in changes in the web
collection. However, additionally, the score is also influenced by term’s
“unpopularity” throughout static parts of current web collection snapshot.
Consequently, terms with high scores should appear often in changed parts of many
web pages but rarely in static parts of documents.  In this way, user may find not only
popular terms in changes but also terms, which are unexpected since they do not
occur frequently in static parts of documents. Such unexpected terms can be
interesting to a user who is an expert in his area. Another motivation for this approach
is that terms appearing frequently in changes may have low semantic values for a
given topic. Since we want the system to be domain independent, we employ only one
general stop-list. However each topic has different terms that are considered as
semantically poor in given domain. Therefore we should assign higher scores to terms
that do not occur frequently or are not typical words of specific domain chosen by
user. Parameter α  is used to specify the relative weight of such “unexpected” terms.
Its range is from 0 to 1, where the value equal to 0 indicates that there is no influence
of the static part of collection on the term selection. Common terms in changed
(dynamic) parts of documents are represented as the exponent of frequency of a term
in those parts of web pages. For better explanation we can conceptually divide the
Equation 1 into two parts. The first one describes how often a given term occurs
inside each document on average. This part can have values between 0 and 2
depending on the term distribution in every single document and on parameter α .
The second part is the exponent of the term distribution among all documents in the
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collection. It has major impact on overall score since terms popular in many changed
parts of documents should reflect common changes.

3.2   Page Up-to-date-ness and Web Collection Enhancement

Some web pages change within high frequency and have meaningful contents related
to the query. Including such web documents into the collection could improve the
quality of subsequent summaries. Thus it would be beneficial to select and utilize
them to greater extent. In order to do so, the system creates web page ranking list. The
rank of a page is based on singular dynamic scores tS , which are assigned to the web

page for every period t of consecutive cycles of the system. As was said before,
periodically, we obtain a list of common weighted terms taken from all changes. Thus
for a given page it is possible to describe the value or “commonness” of its dynamic
content simply by summing weights of all terms and dividing the acquired sum by the
number of all terms in this piece of text dN  (Equation 2).
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We also consider the frequency of web page changes as another type of measure of
web document value. Thus we need to take into consideration the number of times
that the web page changed during the whole monitoring process. Our idea is to sum
the dynamic scores of the web page with respect to their dates of occurrence. The
latest additions of new information indicate higher usefulness of the web page in the
present moment. Therefore, the latest changes should be scored higher then changes,
which occurred somewhere in the beginning or in the middle of page tracking. We are
proposing an up-to-date-ness function D of a web page expressed as a sum of singular
dynamic scores, whose value is decreasing along with time (Equation 2). Variable T
denotes the number of time units, which passed from the beginning of the change
tracking process. Web pages are sorted in the ranking list according to the value of
function D. Figure 2 shows an example of the up-to-date-ness function (thick line)
where the singular dynamic scores tS of the page are represented as the starting points

of thin lines.
Except for change extraction and summarization, new resources should be

constantly discovered and included into the collection to enhance its quality.  After
the inclusion of new web pages, the scores would be computed to calculate their
positions in the ranking list. Basing on this approach the consecutive summaries
should be more correct and up-to-date.
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Fig. 2. Example of up-to-date-ness function

In order to automatically discover new informative web pages, ChangeSummarizer
searches for web sites related to the few high-scored documents from the ranking list.
Our method is a modification of Co-citation algorithm [2] in the sense that we search
for resources related to several web pages simultaneously rather than only to one web
page. Usually 15 web pages with highest ranks in the list are examined for their in-
links. It means that the system looks for web pages which link to this selected group
of documents. Then common in-links are arranged according to their frequency and
200 of the top parent pages are downloaded and stored in a separate folder. These are
the documents that have the highest number of links leading to different pages from
the group of 15 best resources. As a next step, the system investigates out-links from
these retrieved 200 web pages searching for the frequent ones. Finally, the most
common 10 links are selected. Then the web pages that are pointed to by these links
are fetched and included into the collection as new resources. Consecutive change
tracking phases will process these pages and use for summarization. It is important to
state that only original pages should be inserted into the collection. Duplicate ones
would not only influence the results but also would cause the miscounting of links
during next collection updating phases. Therefore we filter duplicate pages, as well as,
pages from the same sites, that means, web documents, which have identical domain
names. This is due to the fact that pages within the same site may contain identical
link set, which influences link counting.

3.3   Sentence Selection

In the result of change tracking, the system stores the ranked list of the most common
terms together with their responding weights. To produce the final summary one
needs to select representative sentences from the content of changes.
ChangeSummarizer calculates the overall weight for each new sentence to pick up the
ones that convey the meaning of main changes in a given period. Consequently the
user is presented with the list of few most highly weighted sentences for each cycle of
the system. To increase readability we add also preceding and following sentences
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surrounding selected top sentences. Additionally, such extracts contain links to their
host web pages to enable the user to read the whole document if necessary. Sentence
scoring formula is illustrated in Equation 3.


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



 −
∗+∗=

∑
=

doc

pagedoc
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i
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N

S
S β11 . (3)

Score for a sentence is basically the sum of the scores of its all terms divided by
the number of these terms. Furthermore, we make use of the historical data, which has
been acquired during earlier change tracking phases. Thus we modify the sentence
score by the page weight of the document, where a given sentence was published. The
symbol pageS  indicates the web page position in the ranking list of the collection.

Parameter β  corresponds to the strength of the “historical data” influence and has a
range from 0 to 1.

As was mentioned before, 75% of the highest scored web pages are utilized for
summarization. Nevertheless, ChangeSummarizer continually computes scores for the
remaining pages in the lower positions of the list. Thanks to that, there is a chance to
include them for forthcoming summaries provided that their characteristics will
improve.

4   Results

We present the results from the experiment conducted for the query “latest movies”.
The collection was obtained after issuing the query to a search engine and fetching the
top 200 web pages. Change tracking was performed several times during period from
18th February to 12th May. Table 2 displays top-scored terms obtained during 4-days
interval from 26th to 29th April 2003. Due to limited space we present only the top-
scored terms for one time interval.
On the 25th April two popular movies were released such as “It runs in the family” and
“Identity”. The first one is about the life of three generations of New York’s family
with Kirk and Michael Douglas starring. The later one shows the sequence of
mysterious murders committed in motel during one night. The main actor in this
movie is John Cusack.

We show three sets of highest-scored terms for different values of parameter α .
Along with the increasing value of α  terms having rather general meaning such as:
“movie”, “film” or “make” are descending to lower ranks in the list. On the other
hand rare or specific to the above movies terms like: “douglas”, “motel” and
“identity” have higher relative scores.
Table 3 displays top sentences for different time intervals for parameter α value equal

to 1. Basically they provide information or comments on new movies, which have
been or are going to be released in the nearest time. Given the diversity of types of

pages and topics related to the query, it should not be surprising that the final results
may not constitute coherent summary. Intuitively, it is very important to construct

appropriate web collection with closely related web pages. We have noticed that the
system produces better results for narrow topics, where documents tend to be



Change Summarization in Web Collections 661

Table 2. Top terms for different parameters α

Parameter α  = 0 Parameter α  = 0.5 Parameter α  = 1
movi 1.649009
new 1.564911
star 1.485302
film 1.435972
like 1.412125
just 1.362831
time 1.339155
man 1.339055
family 1.316553
want 1.316437
girl 1.316373
make 1.295729
look 1.294302
year 1.293781
run 1.271534
start 1.250516
play 1.250359

star 1.395895
new 1.354146
movie 1.320918
like 1.315999
man 1.293055
family 1.280962
girl 1.265839
just 1.25945
film 1.255065
douglas 1.243223
run 1.239737
year 1.225889
want 1.209694
start 1.208024
make 1.20319
murder 1.190517
dark 1.187093

star 1.306643
man 1.247069
family 1.245389
douglas 1.23617
like 1.21999
girl 1.215398
run 1.207945
murder 1.172834
college 1.166521
dark 1.165882
start 1.165546
motel 1.160303
year 1.158099
just 1.156253
cusack 1.14825
John cusack 1.148215
identity 1.14806

Table 3. Final sentences

Top sentences with following and preceding sentences Period

"It was the first time three generations of one family have been in a picture,"
says the elder Douglas. The father and son star in the movie, along with
Michael's son Cameron, 24, and Michael's mother, Diana Douglas, long
divorced from Kirk. Sitting in the elder Douglas' elegantly appointed one-story
home, Kirk, 86, and Michael, 59, clearly have a warm relationship.

26/4-
29/4

The result is "Ghosts of the Abyss," an hour-long triumph of documentary
filmmaking and a new high-mark in the director's already fabled career. Rock
star Rob Zombie makes his debut as a feature film writer and director with
"House of 1000 Corpses," opening this weekend at Cinema World in West
Melbourne. Zombie's only previous feature experience was an animated
sequence in "Beavis & Butt-head Do America," though he has directed several
music videos.

4/4 -
12/4

James Cameron mixes CG and 3D. Dark Horizons reports that the Titanic
director's next film will be in the same vein as Avatar, which was going to be the
first film with total CG actors in it. He said it wouldn't be as big scale as that, but
would have some CG characters in it.

16/4-
26/4
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more topically related. In the collection except for several newswire resources or web
sites solely devoted to topic, there have been found also some message, opinion
boards and “blog” type pages. Although, such pages can blur the final results, they
provide information about opinions or hot topics in contradistinction to information
about rather pure facts presented by newswire sources.

5   Conclusions and Future Work

We have introduced a new research area of summarizing textual changes in web page
collections and have presented a complete, cyclical system called ChangeSummarizer.
The system uses novel methodology for extracting and summarizing textual changes
in web collections. Summarizing changes is based on searching for common and
semantically rich content terms. ChangeSummarizer maintains ranking list of web
pages, where each page is scored according to the frequency and the contents of its
changes. In this way historical data can be gathered and later exploited for the
summarization purposes. The most valuable web pages, according to this measure, are
utilized for consecutive summaries. Additionally they form a base for finding new
web pages to be included into the collection.

Our system has several limitations, which we want to focus on in the future. One
problem concerns changes in the form of old and new links found in web documents.
If web pages linked by a certain document are found on the same web site as this
document then we should also consider their changes. Moreover, since new sentences
can be placed in different semantic contexts on a web page, one should take into
consideration not only the content of a changed sentence but also its relation to the
surrounding text.
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Abstract. Internet-based robotic systems have received much attention in the
recent years. A number of design issues are essential for designing this new
type of robotic systems. This paper addresses the user interface design and
control structure selection for general Internet-enabled robots. An Internet
based control system for an arm robot has been used as a case study to illustrate
these general principles, in which a multimedia based user interface is built and
an open-loop control structure is implemented.

1   Introduction

In the last decade, the most successful network developed has been the Internet. It has
made a significant impact on society through its use as a communication and data
transfer mechanism. Many systems are being created all over the world to implement
Internet applications. Most of them are being focused on tele-robotic systems [2, 4, 6,
7]. The creation of virtual laboratories for education purpose is also one of the areas
that are being currently developed [3, 8]. In the area of control systems some work
has been done for guiding the design process, dealing with Internet latency, and
assuring the safety and security [9, 10, 12].

Internet-based robotic systems have received much attention recently. When we
see the Internet as an infrastructure on which to build a robotic system, its attraction is
three-fold. First, web browsers can provide a nice human interface for a robotic
system, because the browsers can display various media including hypertext, moving
images, sounds, and three-dimensional graphics as well as handling interactive
operations of the media. Second, hypertext transfer protocol (HTTP) can be a
standard communication protocol of a tele-robotic system, since robots connected to
the Internet can be accessed from any Internet site via the protocol. Third, it becomes
possible to use various robotic hardware/software distributed over the Internet
together to accomplish a single mission.

                                                          
* Corresponding author

Verwendete Distiller 5.0.x Joboptions
Dieser Report wurde automatisch mit Hilfe der Adobe Acrobat Distiller Erweiterung "Distiller Secrets v1.0.5" der IMPRESSED GmbH erstellt.
Sie koennen diese Startup-Datei für die Distiller Versionen 4.0.5 und 5.0.x kostenlos unter http://www.impressed.de herunterladen.

ALLGEMEIN ----------------------------------------
Dateioptionen:
     Kompatibilität: PDF 1.3
     Für schnelle Web-Anzeige optimieren: Nein
     Piktogramme einbetten: Nein
     Seiten automatisch drehen: Nein
     Seiten von: 1
     Seiten bis: Alle Seiten
     Bund: Links
     Auflösung: [ 2400 2400 ] dpi
     Papierformat: [ 595 842 ] Punkt

KOMPRIMIERUNG ----------------------------------------
Farbbilder:
     Downsampling: Ja
     Berechnungsmethode: Bikubische Neuberechnung
     Downsample-Auflösung: 300 dpi
     Downsampling für Bilder über: 450 dpi
     Komprimieren: Ja
     Automatische Bestimmung der Komprimierungsart: Ja
     JPEG-Qualität: Maximal
     Bitanzahl pro Pixel: Wie Original Bit
Graustufenbilder:
     Downsampling: Ja
     Berechnungsmethode: Bikubische Neuberechnung
     Downsample-Auflösung: 300 dpi
     Downsampling für Bilder über: 450 dpi
     Komprimieren: Ja
     Automatische Bestimmung der Komprimierungsart: Ja
     JPEG-Qualität: Maximal
     Bitanzahl pro Pixel: Wie Original Bit
Schwarzweiß-Bilder:
     Downsampling: Ja
     Berechnungsmethode: Bikubische Neuberechnung
     Downsample-Auflösung: 2400 dpi
     Downsampling für Bilder über: 3600 dpi
     Komprimieren: Ja
     Komprimierungsart: CCITT
     CCITT-Gruppe: 4
     Graustufen glätten: Nein

     Text und Vektorgrafiken komprimieren: Ja

SCHRIFTEN ----------------------------------------
     Alle Schriften einbetten: Ja
     Untergruppen aller eingebetteten Schriften: Nein
     Wenn Einbetten fehlschlägt: Warnen und weiter
Einbetten:
     Immer einbetten: [ /Courier-BoldOblique /Helvetica-BoldOblique /Courier /Helvetica-Bold /Times-Bold /Courier-Bold /Helvetica /Times-BoldItalic /Times-Roman /ZapfDingbats /SMinionPlus-Regular /Times-Italic /Helvetica-Oblique /Courier-Oblique /Symbol ]
     Nie einbetten: [ ]

FARBE(N) ----------------------------------------
Farbmanagement:
     Farbumrechnungsmethode: Farbe nicht ändern
     Methode: Standard
Geräteabhängige Daten:
     Einstellungen für Überdrucken beibehalten: Ja
     Unterfarbreduktion und Schwarzaufbau beibehalten: Ja
     Transferfunktionen: Anwenden
     Rastereinstellungen beibehalten: Ja

ERWEITERT ----------------------------------------
Optionen:
     Prolog/Epilog verwenden: Nein
     PostScript-Datei darf Einstellungen überschreiben: Ja
     Level 2 copypage-Semantik beibehalten: Ja
     Portable Job Ticket in PDF-Datei speichern: Nein
     Illustrator-Überdruckmodus: Ja
     Farbverläufe zu weichen Nuancen konvertieren: Ja
     ASCII-Format: Nein
Document Structuring Conventions (DSC):
     DSC-Kommentare verarbeiten: Ja
     DSC-Warnungen protokollieren: Nein
     Für EPS-Dateien Seitengröße ändern und Grafiken zentrieren: Ja
     EPS-Info von DSC beibehalten: Ja
     OPI-Kommentare beibehalten: Nein
     Dokumentinfo von DSC beibehalten: Ja

ANDERE ----------------------------------------
     Distiller-Kern Version: 5000
     ZIP-Komprimierung verwenden: Ja
     Optimierungen deaktivieren: Nein
     Bildspeicher: 524288 Byte
     Farbbilder glätten: Nein
     Graustufenbilder glätten: Nein
     Bilder (< 257 Farben) in indizierten Farbraum konvertieren: Ja
     sRGB ICC-Profil: sRGB IEC61966-2.1

ENDE DES REPORTS ----------------------------------------

IMPRESSED GmbH
Bahrenfelder Chaussee 49
22761 Hamburg, Germany
Tel. +49 40 897189-0
Fax +49 40 897189-71
Email: info@impressed.de
Web: www.impressed.de

Adobe Acrobat Distiller 5.0.x Joboption Datei
<<
     /ColorSettingsFile ()
     /AntiAliasMonoImages false
     /CannotEmbedFontPolicy /Warning
     /ParseDSCComments true
     /DoThumbnails false
     /CompressPages true
     /CalRGBProfile (sRGB IEC61966-2.1)
     /MaxSubsetPct 100
     /EncodeColorImages true
     /GrayImageFilter /DCTEncode
     /Optimize false
     /ParseDSCCommentsForDocInfo true
     /EmitDSCWarnings false
     /CalGrayProfile ()
     /NeverEmbed [ ]
     /GrayImageDownsampleThreshold 1.5
     /UsePrologue false
     /GrayImageDict << /QFactor 0.9 /Blend 1 /HSamples [ 2 1 1 2 ] /VSamples [ 2 1 1 2 ] >>
     /AutoFilterColorImages true
     /sRGBProfile (sRGB IEC61966-2.1)
     /ColorImageDepth -1
     /PreserveOverprintSettings true
     /AutoRotatePages /None
     /UCRandBGInfo /Preserve
     /EmbedAllFonts true
     /CompatibilityLevel 1.3
     /StartPage 1
     /AntiAliasColorImages false
     /CreateJobTicket false
     /ConvertImagesToIndexed true
     /ColorImageDownsampleType /Bicubic
     /ColorImageDownsampleThreshold 1.5
     /MonoImageDownsampleType /Bicubic
     /DetectBlends true
     /GrayImageDownsampleType /Bicubic
     /PreserveEPSInfo true
     /GrayACSImageDict << /VSamples [ 1 1 1 1 ] /QFactor 0.15 /Blend 1 /HSamples [ 1 1 1 1 ] /ColorTransform 1 >>
     /ColorACSImageDict << /VSamples [ 1 1 1 1 ] /QFactor 0.15 /Blend 1 /HSamples [ 1 1 1 1 ] /ColorTransform 1 >>
     /PreserveCopyPage true
     /EncodeMonoImages true
     /ColorConversionStrategy /LeaveColorUnchanged
     /PreserveOPIComments false
     /AntiAliasGrayImages false
     /GrayImageDepth -1
     /ColorImageResolution 300
     /EndPage -1
     /AutoPositionEPSFiles true
     /MonoImageDepth -1
     /TransferFunctionInfo /Apply
     /EncodeGrayImages true
     /DownsampleGrayImages true
     /DownsampleMonoImages true
     /DownsampleColorImages true
     /MonoImageDownsampleThreshold 1.5
     /MonoImageDict << /K -1 >>
     /Binding /Left
     /CalCMYKProfile (U.S. Web Coated (SWOP) v2)
     /MonoImageResolution 2400
     /AutoFilterGrayImages true
     /AlwaysEmbed [ /Courier-BoldOblique /Helvetica-BoldOblique /Courier /Helvetica-Bold /Times-Bold /Courier-Bold /Helvetica /Times-BoldItalic /Times-Roman /ZapfDingbats /SMinionPlus-Regular /Times-Italic /Helvetica-Oblique /Courier-Oblique /Symbol ]
     /ImageMemory 524288
     /SubsetFonts false
     /DefaultRenderingIntent /Default
     /OPM 1
     /MonoImageFilter /CCITTFaxEncode
     /GrayImageResolution 300
     /ColorImageFilter /DCTEncode
     /PreserveHalftoneInfo true
     /ColorImageDict << /QFactor 0.9 /Blend 1 /HSamples [ 2 1 1 2 ] /VSamples [ 2 1 1 2 ] >>
     /ASCII85EncodePages false
     /LockDistillerParams false
>> setdistillerparams
<<
     /PageSize [ 595.276 841.890 ]
     /HWResolution [ 2400 2400 ]
>> setpagedevice



664 S.H. Yang, X. Zuo, and L. Yang

Therefore, it is natural to consider developing robotic systems on the Internet.
Many robotic systems have been developed on the web, despite that the latency of the
Internet is unpredictable. The tele-operation system, “TELEROBOT”, at the
University of Western Australia allows the Web user to control a robot arm [7].
Another example is the Bradford Robotic Tele-scope [2], through which the WWW
users can look at an image taken from an observation with the telescope and compare
it with one taken from a star database held at NASA.

This paper describes our experiences in building an interactive web interface and
selecting control structures for operating and managing an Internet-enabled arm robot.
This paper is structured as follows. Section 2 presents the challenges in the design of
Internet based control systems. Control structure selection is presented in Section 3. A
multimedia user interface is illustrated in Section 4. An open-loop control structure is
selected in Section 5. The implementation of the Internet based control system for our
arm robot is introduced in Section 6. Finally Section 7 concludes this paper.

2   Challenges of Internet-Based Control

Introducing the Internet into control systems has introduced a number of challenges.
Two of them are discussed in this section.

2.1   Internet Transmission Delay

The transmission latency is the main difference between Internet-based control and
other tele-operation. Most tele-operating systems are based on private media, by
which the transmission delay can be well modeled. The Internet in contrast is a public
and shared resource in which various end users transmit data via the network
simultaneously. The route for transmission between two end points in a wide area is
not fixed for different trails and the traffic jam may be caused when too many users
traverse the same route simultaneously. The transmission latency of the Internet is
difficult to model and predict. The reasons why the variable time delay occurs are as
follows:

• Network traffic changes all the time because multiple users share the same
computer network.

• Routes or paths of data transmission decided by Internet Protocol (IP) are not
certain. Data is delivered through different paths, gateways, and networks whose
distances vary.

• Large data is separated into smaller units such as packets. Moreover, data may
also be compressed and extracted before sending and after receiving.

• Using TCP/IP protocols, when error in data transmission occurs, data will be
retransmitted until the correct data is received.
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To reduce the effect of the time delay, most systems try to extrapolate forward
environmental information and manipulator states in time. Some works use local
simulated manipulators or simulators to assist in controlling the remote devices.
Selecting a proper control structure is also a promising way to overcome the time
delay.

2.2   Web User Interface Design

The central design objective for a web-based user interface in Internet-based control
is to enable the operator to appreciate more rapidly what is happening in the robots
and to provide a more stimulating problem-solving environment outside the central
control room. It should be borne in mind that media available in the Internet
environment outside the central control room will be very much limited compared to
those in the central control room.

The technologies from the areas of “multimedia” and “Virtual Reality” show
considerable potential for improving yet further the human-computer interfaces used
in control technology [5], and different media can transmit certain types of
information more effectively than others and hence, if carefully chosen, can improve
operator performance [1]. Fig. 1 illustrates the features of various media. Choosing
the best media for different interface tasks and minimizing the amount of irrelevant
information in the interface are two main guidelines in the user interface design.

Video

Text

Graphics

Animation

Qualitative

Still

Animated
AbstractReal

Quantitative

Fig. 1. Web user interface design

3   Possible Control Structures for Internet-Enabled Robots

The traditional control system structure is shown in Fig. 2. An operator gives a
desired input to the controller. The controller outputs the control signal to the actuator
based on the difference between the desired input and the measured output. The
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actuator passes the control action to the robot and regulates its behavior. The
measured output is fed back to the controller through the sensor. In this section three
possible control structures are summarized. The pros and cons of each structure are
also analyzed.

Fig. 2. Traditional control system

Fig. 3. Control structure with the operator located remotely

The straightforward control structure over the Internet is to allow the operator located
in the remote site to send control commands (desired input) to the controller located
in the local site with the robot through the Internet. The structure is shown in Fig. 3.
In order to monitor both the performance of the controller and the situation of the
robot the measured output and/or some visual information are required to feedback to
the operator at the remote site. Because the Internet is excluded from the closed loop
and the controller is located at the same location with the robot the Internet
transmission delay will not affect the performance of the control system. Obviously
the Internet transmission delay will affect the transfer of the desired input from the

RobotActuator

Sensor

Controller

Desired

Robot

Sensor

Controller
Measured

Measured

Internet

Desired input from an
operator
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information

Operator
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operator site to the controller site. Some measures must take place to compensate
these effects.

Fig. 4. Control structure with the controller located remotely

Fig. 5. Control structure with bilateral controllers
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In some cases such as virtual control laboratory and remote design of controllers, it
is necessary to locate the controller in the remote site, which is connected with the
actuator and the sensor through the Internet, as shown in Fig. 4. The Internet has
become part of the system in this case. The transmission delay is introduced in both
the actuator and sensor communication channels. The author has implemented this
structure for the remote design and maintenance of real-time software over the
Internet. The detail can be found in the literature [11].

Many existing Internet-based control systems adopt a bilateral control structure,
i.e. one controller located in the robot site, another in the operator site, and linked
through the Internet as shown in Fig. 5.  For example, based on this control structure,
robotic tele-operation uses the controller in the robot site to control the slave device,
and uses the one in the operator site to control the master device. Usually the
controller in the robot site is responsible for the regulation of the normal situations.
Once the performance of the controller is degraded due to the disturbance from the
environment or the change of the production situation, the controller in the operator
site is put in use for tuning the parameters and/or changing the desired input for the
controller in the robot site.

4   Design of the Multimedia-Based User Interface

The central design objective for the Internet enabled arm robot control is to enable
web clients to directly manipulate the arm robot and appreciate more rapidly what is
happening in the physical arm robot located remotely from the users. There are a
number of general user-centred interface design principles available [1, 5], like user in
control, directness, consistency, feedback and simplicity. This work fully follows
these general-principles and focuses on providing a flexible, direct and easy-
controlled 3-D interface for the Internet enabled arm robot.

Macromedia Flash has been chosen for the development of the interface. Flash
allows users to create full screen animation (flash movie) and interactive graphics.
The flash file is saved in a vector-based format, which results in extremely compact
files. This feature enables the flash-based animation to be embedded and quickly
downloaded in a web page.

The interface for our arm robot is illustrated in Fig. 6, which provides not only
individual control buttons to initiate various actions, like starting, stopping,
initialising, and logging-out, but also a dynamic simulator for virtually operating the
physical arm robot. With this simulator users can control the arm robot off-line,
choose the best position for the arm, and then send the automatically generated
control command to the physical arm robot by pressing the ‘Send data’ button. The
actual position of the arm robot can be viewed from the web camera visual feedback
and the graphical feedback is shown in the left hand side in the interface.
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Fig. 6. Web interface for the arm robot designed with Flash

5   Open Loop Control with the Transmission Latency

In this section, the simplest control structure shown in Fig. 3 is chosen for an open
loop Internet-based robot control system. The block diagram of the control system is
shown in Fig. 7. The reason of adopting this control structure is purely for the
simplicity. Total time of performing an operation per cycle is 4321 tttt +++ , where
the four types of time delay are:

t1  time delay of making control decision by the operator;

t2 time delay of transmitting the control command from the operator to the robot;

Fig. 7. The block diagram of the Internet-based robot control
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t3 execution time of the robot to perform a primitive action;

t4 time delay of transmitting the information from the robot to the operator.

If each of the four time delays is a constant, robot control over the Internet has a
constant time delay. Unfortunately, t2 and t4 are usually unpredictable. Luo and Chen
[6] have repeatedly tested the transmitting efficiency of the Internet by sending 64
bytes data continuously from their Web server to different remote servers. The
resulting statistics show the Internet not only contains serious and uncertain time
delays but also data-loss. In the TCP/IP protocol, once the data is lost the remote site
will require a retransmission. This leads to a longer overall delay. The long
transmission delay may result in remote control failures in a complex task or, more
seriously, endanger the robot and its surroundings.

Under the open-loop control, the operator makes the control decision based on
video feedback from the robot. The robot is designed to reject any further control
command before the on-going task is completed. Therefore, the time delays t2 to t4

only can slow down the execution of the operation cycle, but do not endanger the
robot and its surroundings.

6 Implementation

A number of web technologies including HTML, HTTP, PHP, TCP/IP, and Java have
been used in the implementation of the Internet enabled arm robot control. HTML is
used to build a front-end including a welcome page, a logging-in page, and an
interface frame. The interface was established by using Macromedia Flash and
embedded in the HTML interface page. The communication between web clients and
the web server follows the HTTP communication protocol. A Java program located in
the server machine directly controls the arm robot. TCP/IP sockets are used to build
communication between the Java program and the web server through a PHP program

Fig. 8. Information flow of the arm robot control
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Socket.php. The PHP program is also used to operate a mySQL database for user
management. The flow of information is shown in Fig. 8. The control commands
collected from the web client interface are sent to the PHP server by using the
following PHP action script:

LoadVariableNum (
“http:// pc-robot.lboro.ac.uk/Socket.php?Para1 =”+Para1
+ ”&Para2=”+Para2 + …);

where ‘hhtp://pc-robot.ac.uk’ is the web address of the PHP file
Socket.php, Para1 and Para2 are two parameters that are required to transfer
to the PHP server and then to Socket.php.

In the Socket.php program the TCP/IP sockets are used to communicate with the
Java program, which on-line controls the arm robot. The PHP action scripts for
TCP/IP communication include:

$connection=fsocketopen(host, port, timeout);
fputs($connection, “move $Shoulder”);
…
fclose($connection);

The first line is to build the TCP connection to the remote host on the specific port.
The ‘timeout’ indicates the length of time in seconds to wait before timing out. The
second line transfers the control command ‘move $Shoulder’ to the host. The
third line closes the connection.

User information, including who they are, what they did and when, have been
automatically logged in a database for management purposes.

In order to display the visual feedback from the web camera the NetMeeting
ActiveX control has been added to the client interface. The visual window is popped
out/off by pressing the ‘OpenCam’ button in the interface shown in Fig. 6.

7   Conclusions

This paper have presented the challenges of design of Internet based control systems
and described three general structures for this type of control systems. Various web
technologies have been used in the arm robot case study, including HTML, HTTP,
PHP, TCP/IP, and Java. Communication is based on PHP pages and TCP/IP sockets.
In order to provide a flexible, direct, and easy-use interface for web clients, a
multimedia based dynamic simulator of the arm robot is embedded in the interface.
Open loop control structure is implemented in the case study. Users control the arm
robot offline first through operating the simulator, and then send the automatically
generated control commands to the physical arm robot by pressing a confirmation
button. Our experimental work shows that operating the arm robot through the
simulator at the client site offers a greater opportunity for the users to improve the
operability of the physical arm robot over the Internet.
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Abstract. Multicast communication techniques can supply the most appropriate
infrastructures for multimedia having to carry data of heterogenous types. As a
major multicast protocol, the core based tree (CBT) protocol has been
concentratively studied. The CBT places a core router at the center of the
shared tree and transfers data through the core router. However, the CBT has
two problems resulted from centralizing all network traffics into a core router.
First, it can raise bottleneck phenomenon at a core router. Second, it is possible
to make an additive overhead for processing when a core router is distant from
receivers. To cope with the problems, in this paper we seek an intelligent
anycast routing protocol. The proposed anycast routing estimates traffic
characteristics from multimedia data for each multicast source, and places a
proper core router to process incoming traffic based on the traffic information
when requests of receivers are raised. This method prevents the additional
overhead to distribute traffics because an individual core router uses the
information estimated about multicast sources connected to oneself and the
statistics for processing traffics are shared with other core routers.

Keywords: internet applications, multicast routing, anycast routing, intelligent
traffic distributing

1   Introduction

Recently, the evolving of computer communication has enabled networks to transmit
the pervasive multimedia traffics of various types. According to it, efficient methods
are required to provide quality of services (QoSs) for video conference, virtual reality,
remote medical diagnosis system, video on demand and so on.

The prevailing QoS methods for multimedia services are based on the utilization of
transmission line characteristics, compression technologies, and routing algorithms.
However, to achieve QoS for real-time multimedia, many problems must be solved in
efficiently using resources, easily changing topologies, and additionally expanding
network bandwidth. Among the problems, the efficient use of resources has been
taken more interest in by reason of economical consideration [1].

                                                          
* The corresponding author will reply to any question and problem from this paper.
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Multicast protocols are a QoS-guarenteed protocol. In multicast, a sender can
transmit data to all the participants who have joined in a group by using IP multicast.
Evolving out of the existing point-to-point communications, multicast can transmit
packets in point-to-many or many-to-point mode. The core based tree (CBT) is a
multicast protocol that has gathered intensive attention. The head concept of the CBT
is to construct a shared tree that loses little throughput, minimizing the overhead from
the locations not balanced in the shared tree. However, the construction of shared
trees has the trouble in NP-complete of Steiner minimal tree. This trouble causes to
concentrate traffics on a core and place the core on an improper location.

To cope with the problems, we investigate a novel and intelligent anycast protocol
to make efficiently use of network bandwidth. Anycast is a variety of multicast to
distribute the centralized traffics among plural core routers by using some distributing
algorithm. The anycast routing we propose estimates the traffic characteristics from
multimedia data for each multicast source, and places a proper core router to process
incoming traffic based on the traffic information when receiver requests are raised.
This method prevents the additional overhead by distributing traffics, in which an
individual core router uses the information estimated about multicast sources
connected to oneself and the statistics for distributing traffic is shared with other core
routers. To verify the feasibility of the proposed method, simulation and evaluation
are conducted using a representative simulation tool.

This paper is organized as follows. In Section 2 we describe briefly the CBT
algorithm. In Section 3, the anycast routing protocol adopting an intelligent method is
proposed, and the result of simulation for the performance evaluation of the proposed
protocol is analyzed in Section 4. Finally, the paper is summarized in Section 5.

2   Core Base Tree

The existing multicast protocols can be divided into the source-based SBT multicast
that a tree is constructed for each source and the shared tree (ShT) multicast that
multiple sources share a tree [5]. The ShT is denoted as (*, G), where * means the
whole sources and G the group. The computational amount of a real tree is O(|G|)
independently of the number of sources since the tree is a shared tree. The cost to
construct a tree is inexpensive, but a serious traffic delay may be caused by increasing
the number of sources. The ShT is suitable for the networks that there are many
multicast services and service senders but traffic bandwidth is narrow. The CBT is
one of the ShT and has a core router on the center of the shared tree. In contrast to the
protocol independent multicast in sparse mode (PIM-SM) protocol that operates
through a uni-directional tree and so has constraints on selecting an optimal routing
path, the CBT tree operates as a bi-directional tree and has the more flexible
extensibility of networks compared with the existing source-based multicast routing
protocols.

The CBT constructs a shared tree that minimizes the overhead resulted from the
locations not balanced in the shared tree with a little lose of throughput to transmit



Source Estimating Anycast for High Quality of Service of Multimedia Traffic 675

traffics. However, the trouble in NP-complete of Steiner minimal tree lies in the
construction of a shared tree and from that two problems arise to be solved [2], [3].

The first problem is the traffic concentration on a core. This phenomenon is
observed when heavy traffics made from many types of video, telnet, ftp and so on
are concentrated on a core router at a time. The phenomenon called traffic
concentration is depicted in Fig. 1.

The second problem is the poor placement of a core. The ideal location of a core to
receive traffic is the center of group. However, if the core is distant from receivers
and used independently by them, high bandwidth and large storage are not meaningful
anymore and it is even impossible to place an appropriate core. Fig. 2 describes the
poor core phenomenon.

(a) (b)

Fig. 1. The two problems to be solved for the CBT: (a) traffic concentration and (b) poor
placement of a core

3   Intelligent Anycast Protocol

The intelligent anycast proposed in this paper attempts to solve the two problems
raised in Section 2: the traffic concentration and the poor placement of a core. In the
anycast the concentrated traffics are able to be controlled, so QoS for real-time
transmission of traffics is ascertained by optimizing distribution of cores and the
network can be economically managed [6]. The proposed anycast analyzes
characteristics of traffics before groups generating the traffics join in cores, and
forwards the traffics through the most appropriate core.

The proposed anycast routing goes through two processes. First, entire traffics are
grouped into homogeneous traffics according to their characteristics and router tables
are generated for all the homogeneous traffics. Second, user profiles are created to
manipulate the preference to each source and incoming traffics are estimated from the
user profiles. In each anycast router, the router tables generated from the traffic
characteristics are accessed through an intelligently and hierarchically established
mechanism and routers share user-requested traffics with each other by estimating the
traffics. The atomic processes composing the proposed anycast are as follows:
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Traffic retrieval: traffic information saved in router tables is retrieved.
User profile: user information is got from the keywords that morpheme analyzer

made to catch up user interests generates.
Traffic grouping: router tables are created to group incoming traffics into

homogeneous traffics according to their contents. The purpose is to reduce
load on network and maximize utilization efficiency of network.

Automatic estimation: the retrieval results from characteristics of source traffics are
provided by router tables

4   Simulation and Evaluation

To simulate the intelligent anycast proposed in Section 3, traffic rate on a CBT core is
estimated and analyzed when bottleneck situation is made around the CBT core.
Based on the theoretical approach, a simulation is conducted to compare the CBT
with the proposed anycast and the performances of them are recorded in traffic
condition, core links situation, and traffic characteristic.

In the simulation, 11 senders, 6 groups, and up to 4 receivers for each group are
provided to record the performance while changing the numbers of senders, groups,
and receivers in a group. Each multicast link has bandwidth fixed to 1.5 Mbps and
propagation delay to 10 ms. Packet rate flown into routers follows Poisson
distribution and the queuing to model arriving intervals of packets and their
processing times is with M/M/1 following exponential distribution. The capacity of
the queuing according to the size of router buffer is assumed to be infinite. Message
forwarding time to process packets in routers is set to 3 ms and idle time of routers to
200 ms. The simulation is conducted on a PC that has 512MB memory and 1.9 GHz
Intel Pentium 4 processor, and uses Linux Redhat 7.0 as its operating system. The
simulation is implemented with the network simulator version 2 (NS-2) that is wildly
used as PC-based simulator.

For the simulation, the topology represented in Fig. 2 is constructed. The proposed
anycast routing can catch out the link conditions of cores from the information of
router table and protect a core from falling into bottleneck. For performance
evaluation of multicast routings, CBT cores of the given topology are compared with
anycast cores at bottleneck situation. The units of 210, 512, 1024 and 1280 bytes are
selected as the sizes of packets to represent characteristics of multimedia.

The CBT routing and the proposed anycast are evaluated for each size of packets in
Fig. 3 and Fig. 4, respectively, as changing the numbers of multicast groups and
senders. From the simulation results, when the sizes of packets are 210 and 512 bytes,
the queueing delay is a rather superior. But for the sizes of packets, 1024 and 1280
bytes, delay comes to be made just over 20 packets and bottleneck arises at once.

The packet delays for CBT core is displayed in Fig. 3. As seen in the figure, it is
noted that after the multicast tree is initialized groups are joined or leaved frequently.
As a result, the arrival intervals of packets become short and the traffic is increased. It
is possible that this situation give a critical impact on the multimedia QoS for real-
time transmission.
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In Fig. 4, the delays of the proposed anycast protocol is demonstrated while the
CBT routing is retained. Though the anycast is adopted, the increase of the number of
packets makes the same delays as those in the Fig. 3 but some difference in
generation time of the bottleneck. Nevertheless, the anycast alleviates the queueing
delays slowly at the bottleneck when the packets are suddenly concentrated after the
multicast tree is joined in and the routing table is updated.
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5   Conclusion

So far with the proposed anycast we have attempted to resolve the two problems,
traffic concentration and poor core placement, raised with the CBT multicast protocol
by forecasting the characteristics of incoming traffics. As a shared tree routing, the
CBT operates effectively on low traffic, but has some trouble on huge traffic. To
relieve the problem, we researched the possibility of the intelligent anycast routing to
distribute increasing traffics among plural CBT cores. From the results of simulation,
it is known that when the proposed anycast algorithm is used for various multimedia
services the existing advantages of multicast and QoSs for multimedia traffics can be
obtained at the same time.
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Abstract. Meeting scheduling (MS) is an important real-world problem.
Solving this problem consists in scheduling all the meetings while satisfying all
the constraints. However, human nature often has conflicting preferences. The
majority of works, dealing with MS problem, allowed the relaxation of the
preferences in order to reach an agreement between all the participants, but this
is not always possible. To overcome this difficulty, the main contribution of our
work consist in trying to satisfy as much as possible users' preferences while
taking into consideration their availabilities, and this through a new approach
based on the distributed reinforcement of arc consistency (DRAC) model. The
new approach was implemented and the experimental results show that our
approach is scalable and worthwhile to handle especially strong constraints.

1   Introduction

In our daily life, meeting scheduling (MS) is an important problem. It can be defined
by the process of scheduling events (meetings), while taking into account several
constraints. These constraints are essentially related to the availabilities and
preferences of the users who should participate in the meetings. This problem is
naturally distributed and cannot be solved by a centralized approach. Solving MS
problem involves determining the date, the time and the duration of the meetings1 that
must be held between several users. Each user has his/her available times,
timetabling, and preferences. Moreover, each meeting has a priority. Therefore,
solving an MS problem means to find a compromise among different human user's
requirements.

Many significant research efforts dealing with the MS problem have been proposed
in the literature. The initial meeting scheduling researches are based on CSP
(constraint satisfaction problem) formalism [10]. The problem is formalized as
centralized CSP in which all the users' information is centralized in the same process
[1, 3]. These works focused essentially on over-constraint CSPs. However, recent

                                                          
1  In the rest of this paper, we use the term date to define the date, time and duration of a

meeting and thus to simplify the problem.
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researches adopt an agent-based approach for many reasons. The main reason is that
agents can accomplish their tasks through cooperation while allowing the users to
keep their privacies. Among these works, [6] focused on using distributed
autonomous and independent agents to solve a problem. This work is based on the
communication protocol presented in [11].

Sen and al. [13] have proposed another work based on how an application domain
for intelligent surrogate agents can be analyzed, understood and represented in order
to make these agents able to carry out tasks on behalf of human users, taking into
account their environment. Their prior work focused on agents adapting to
environmental changes [14], but in [13] their efforts directed towards the integration
of user preferences. However, often users preferences are mutually conflicting, so the
authors used techniques from voting theory to formally represent and reason with
conflicting preferences. Two other methods, using the Partial CSP model [5], were
proposed in the literature. The first work proposed by [7] offered a new approach for
MS problems using fuzzy constraints. The underlying protocol is called the selfish
protocol, where each user tries to maximize its preferences during the negotiation
process. The second in [15], used the distributed valued constraint satisfaction
problem (DVCSP) formalism to model the MS problem.

In all of these works, the basic common point is the relaxation of any users'
constraint, even non-availability constraints, in order to get an agreement between all
of the agents and consequently solve the problem. However, in real world problems, it
is not always permitted to relax the constraints of users. For example, when the user is
experiencing relaxing travel, such a constraint would oblige the user to stop his/her
travels and to attend the meeting, which is not possible. In addition, none of these
approaches tried to maintain any level of consistency during the negotiation process.
Reinforcing local consistency techniques allow us to reduce the problem and
especially to improve the efficiency of the solving process.

In a different way, our main contribution is to try to more closely reflect real
applications while improving the process of scheduling meetings. The proposed
protocol is based on distributed reinforcement for arc consistency (DRAC) approach
[2]. The basic idea is to benefit from the main goal of DRAC in order to reduce the
complexity of a meeting-scheduling problem solving process. Thus, the meeting-
scheduling problem is viewed as a set of distributed agents in communication, each of
them acts on behalf of one user, and maintain in private its personal information. All
the agents will cooperate and negotiate by exchanging only relevant information.
Thus the final result, i.e. the scheduling of the meetings maintained by agents, is
obtained as a consequence of the agents' interactions. In such a manner, all of the
agents act in parallel and asynchronously via sending asynchronous messages.

We propose, in this work, to formalize the MS problem as a valued constraint
satisfaction problem (VCSP) [8] in which two kinds of constraints are considered:
hard and soft constraints. The hard constraints (which can never be violated) represent
the non-availability of the user, while the soft constraints (which can be violated)
represent the preference calendar of a user. Furthermore, each new scheduled event is
considered as a hard constraint.

This paper is organized as follows. First we will present the related works. Next,
we will present the DRAC model adapted to the MS problem. Then we will present
the global dynamic followed by an example of illustration. Finally, we discuss the
experimental results and give our conclusions.



Scheduling Meetings with Distributed Local Consistency Reinforcement 681

2   Formalization of the MS Problem

We propose to formalize a MS problem as a VCSP [8]. Therefore, we first present the
CSP formalism followed by VCSP formalism and finally we give our proposed
formalization for the MS problems.

A CSP [10] is triplet (X, D, C) composed of a finite set of n variables X={X1, ...,
Xn}, each of which is taking values in an associated finite domain D={D1, ...,Dn} and a
set of e constraints between these variables C={Cij, ...}; Cij is a constraint between Xi

and Xj. The constraints restrict the values the variable can simultaneously take.
Solving a CSP consists in finding one or all-complete assignments of values to
variables satisfying all the constraints.

This formalism is generalized to the over-constrained problems by giving a weight
or a valuation to each constraint reflecting the importance of satisfying it. A VCSP [8]
is a quintuple (X, D, C, S, ϕ) where (X, D, C) is a classical CSP formalism, S=(E, ⊗,
f) is a valuation structure and ϕ: C→ E. E is the set of possible valuations; f is a total
order on E; ⊥∈E corresponds to the maximal satisfaction, ⊗ is an aggregation
operator used to aggregate valuation.

Assume that A is an assignment of all the variables of the problem. The valuation
of A is defined by:

ϕ(A)= ⊗c∈C ϕ(A, c) where:

We have used the VCSP formalization to define the MS problem by (X, D, C, S,
ϕ), in which:
- X={…, Xi

k, …, Xj

h, …}, where Xi

k is date requested by the user i for the meeting mi

k.
- D={…, Di

k, …, Dj

h, …}, where Di

k is the set of possible dates for the meeting mi

k.
- C is the set of all the constraints of the problem. We divide the set C into two types

of constraints: Constraints related to the users and Constraints related to the
meetings. For the former type, we can consider:

• Hard constraints: CH related to the non-availability of the users,
• Soft constraints: CS related to the preferences of the users.

As for, the second type of constraints, it represents all the allDiff constraints [12]
existing between each pair of meetings sharing at least the same participant.
It is noteworthy that for this type all the constraints are considered as hard
constraints.

- S is the valuation structure where ⊗ corresponds to +, and f defines the operator
more than “>”. This operator is used to set a total order among the obtained
solutions in the problem.

For each hard constraint cH∈CH, we associate a weight ⊥, for each soft constraint
cS∈CS we associate a weight2 Wi

kl
∈E, and to each meeting mi

k we associated a weight3

wi

k∈E.

                                                          
2 It represents the degree of preference of the agent A

i
 for having the meeting mi

k
 at the date d

kl
.

3 This weight defines the priority/importance of mi

k
.



ϕ(A, c)=

⊥ If c is satisfied by A

ϕ(c) Otherwise
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3   DRAC Model for MS

The DRAC model uses two kinds of agents: Constraint agents and Interface agent.
Each has its knowledge (static and dynamic knowledge), a local behavior to satisfy,
and a mailbox to store incoming messages. The different agents communicate by
exchanging asynchronous point-to-point messages. For the transmission between
agents, we assume that the messages are received in a finite delivery time and in the
same order they are sent.

This model can be “well” adapted to the MS problem. In this problem, each
Constraint agent can be considered as a User agent. A User agent must maintain the
concerned user's calendars for both availability and preferences.

The acquaintances of an agent consist of all of the agents that must be present in
the same meeting, which we call Participant agents (we represent as participant(Ai)).
Accordingly, in our system an agent is considered a Proposer agent when it has a
meeting to schedule. It can be also considered as a Participant agent i.e. it is a
participant in another meeting proposed by another agent of the system. Each
scheduled meeting that has been registered is considered as a new constraint.
Therefore it must be added to the set of constraints maintained by the corresponding
agents.

Each agent Ai maintains a VCSPAi for which the variables XAi∈X represents the
meetings dates to found for its user's set of meetings (we represent as meetings(Ai)),
while the constraints CAi∈C represent the non-availability, the preferences of the
corresponding user and the allDiff constraints involving its meetings. Thus in the
proposed model, the constraints CAi∈C represent the intra-agent constraints for Ai

while the inter-agent constraints are represented by equality constraints.
Each attendant has a set of meeting preferences for each particular meeting. The

local goal is to schedule meetings such that all its hard constraints CH are satisfied
while trying to maximize the proposer's preferences (selfish protocol) using formula1.

The global goal is to schedule maximum of the meetings of the users satisfying all
the inter-agent constraints. Each agent in the meeting scheduling process tries to
satisfy its local goal while maximizing its preferences (selfish protocol).

The Interface agent is an intermediate interface between a user who wants to
schedule a meeting and the Constraint agent. It is added in order to create the agents
and, most importantly, to inform the users of the result.

4   Global MS Dynamic

The global objective of the proposed approach is to schedule all of the meetings for
all of the users while maximizing their local preferences. This dynamic is divided into
two steps:

∑
∈ |})(|...1{ i

l
Ameetingsk

i
kWMax (1)
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- The first step uses the basic idea of the DRAC approach, which consists in
transforming the original MS problem into another equivalent MS'. This step is
needed to reinforce some level of local consistency [9] (node and arc
consistency) in the initial problem.

- The second step is to solve the obtained MS problem while maintaining arc-
consistency and this via interactions and negotiations between Participant agents
and the Proposer agent. Each Proposer agent tries to find the best solutions for its
meetings.

When a user wants to host a meeting, he must run the Interface agent, which will
activate the corresponding Proposer agent and make it interact with all of the
Participant agents (Fig.1). More than one Proposer agent can be activated at the same
time, i.e. in case there are many users that want to schedule their meetings.

Each activated Proposer agent must first reduce the time slots of the corresponding
meetings according to its hard constraints (constraints defining the non-availability of
the user). This process can be viewed as a local reinforcement of node consistency
and aims to reduce the meetings' slot times by eliminating the dates on which the
meeting cannot be held (Fig.1 lines 1 and 2), i.e. a meeting cannot be held on a date
defined as a non-available date for the user or already planned for another meeting.

Fig. 1. Process executed by each Proposer agent Ai

If the slot times of a meeting become empty after reduction, i.e. the corresponding
user is not available for all of the proposed dates for this meeting. The slot times of
the later meeting must be changed (Fig.1 line 4). Otherwise, the Proposer agent must
send the obtained reduced slot times for all of the meetings to schedule to all of the
Participant agents (Fig.1 line 5).

Each Participant agent, that has received this message, starts first by eliminating
both, the non-viable dates from the received slot times of the meetings, i.e. dates that
correspond to its non-availability, and all the dates taken by the already scheduled
meetings (Fig.2 lines 1 and 2). Then returns the obtained slot times to the sender agent
(Fig.2 line 3). The Proposer agent collects first all the received reduced slot times
(Fig.2 line 4). Then, starts by scheduling its meetings. It tries to first finds the
proposal that maximizes its preferences (Fig.2 lines 6 and 8) and then sends it to the
concerned acquaintances. In the case where the Proposer agent cannot find a solution
to this problem, it will change the slot time of this meeting (Fig.2 line 7).

Each agent, that has received this proposal, must first check if it has, meanwhile,
accepted another proposal for the same date. In the negative case, the agent will first
update its hard constraints by adding the new proposal (Fig.2 line 14), then update the
dates of its not-yet-scheduled-meetings by eliminating the dates that correspond to the

Begin
1. For each mi

k∈meetings(Ai) do
2.  Delete from Dk

Ai all dkl∈Ck

Ai;

3.  Delete from Dk

Ai all dkl such that ∃ mj

h∈scheduled
Ai and Xh

Aj = dkl;

4.  If Dk

Ai=∅ Then change the meeting calendar Dk

Ai of mi

k;

5.            Else For each Aj∈ participant(mi

k) do
6.                   Send(Aj, self, “ReduceCalendar:Dk

Ai for: m
i

k”);

End
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same date of the just scheduled meeting, i.e. in order to maintain the arc-consistency.
Finally inform the Proposer agent of his agreement (Fig.2 line 15).

However, if the agent has another meeting already scheduled at the same time as
the proposed meeting, it must send a negative answer to the Proposer agent and ask it
to change its proposal (Fig.2 line 13). Accordingly, each agent that has proposed a
meeting and received at least one negative answer must change its proposal (Fig.2
line 18). Consequently, this agent must decrease its degree of preferences (Fig.2 line
19) and the same process is repeated until an agreement is reached among all of the
participants or, after testing all of the solutions and no agreement is reached. In the
later, case the Proposer agent must inform the participants that the meeting is
cancelled.

Fig. 2. Main procedures executed by each agent A
i

ReduceCalendar:D for:m
1. Delete from D all d∈Ck

Ai;

2. Delete from Dk all d such that ∃ mj

h∈scheduled
Ai and Xh

Aj = d;
3. Send(Sender, self, “Reply:D for:m”);
End

Reply:D for:m
4. SetD ← setD ∪ D;
5. If Size(SetD)=|participant(mi

k)|

6. Then D ←        ;

7.      If D=∅
8.      Then Change the meeting calendar and restart;
9.      Else Choose from D the date d that verifies formula 1.
10.           For each Aj∈ participant(m

i

k) do
11.             Send(Aj, self, “ReceiveProposal:d for:m

i

k”);
End

ReceiveProposal:d for:m
12. ok ← true;
13. If (∃ mj

h∈scheduled
Ai and Xh

Aj = d) Then ok ← false;
14. If (ok=true) Then Add(scheduledAi, (mj

h, d));
                     Delete d for each non-scheduled meeting;
15. Send(Sender, self, “Response:ok for:m”);
End

Response:ok for:m
16. setRep ←setRep ∪ ok;
17. If Size(SetRep)=|participant(mi

k)|
18. Then If ∃SetRep[i],i∈{1.. |SetRep|}such that SetRep[i]=false;
19.      Then Choose another date d’;
20.           For each Aj∈ participant(m

i

k) do
21.              Send(Aj, self, “ReceiveProposal:d’ for:m

i

k”);
22.      Else For each Aj∈ participant(m

i

k) do
23.              Send(Aj, self, “Confirmation:d for:m

i

k”);
End

I
|}|..1{

][
SetDi

iSetD
∈
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The aforementioned dynamic resumes until the system reached its stable
equilibrium state. This state can be defined as the satisfaction of all agents in the
system. An agent is satisfied when it has scheduled all of its meetings or proved that
some of them could not be held. The detection of the stable equilibrium state is
achieved by using the well-known algorithm of [4], a state, where all the agents are
waiting for a message and there is no message in the transmission channels.

We should emphasize on the fact that in this paper we assume on the one hand that
each newly scheduled meeting will be considered as a hard constraint, on the other
hand, each agent perform a selfish protocol. This choice is used in order to avoid
dynamic changes and especially to escape from infinite processing loop. This work
can be considered as the first version of the proposed approach. Our future work
includes the integration of the dynamic process and the expected protocol will be
focused on maximizing the utility of all the agents of the system.

5   Experimental Comparative Evaluations

To evaluate the proposed approach, we have developed the multi-agent dynamic with
actalk, an object oriented concurrent programming language using the Smalltalk-80
environment. In our experiment, we generated random meeting scheduling problems.
The parameters used for a meeting problem are: number of agents in the system n,
number of meeting per agent m, number of participants in a meeting p, number of
hard constraints per agent cH, number of initial soft constraints per agent cS, maximal
duration of an event d, weights for the soft constraints Wi

kl
, and weights of the

meetings wi

k (the weight of each hard constraint is equal to 1).
In order to compare our approach with that of [15], we used the same parameters to

run both algorithms on randomly generated examples. We must note that the approach
in [15] presents some restrictions towards on the one hand; the handle of the hard
constraints i.e. all the constraints could be relaxed by this approach and on other hand
the discrimination between meetings. This approach processes all the proposed
meetings with the same importance neither independently of the proposer nor of the
attendants. However in the real world, the meetings are not equivalent. For this reason
we have brought to our consideration the notion of priority for meetings in our
formalization by associating a weight wi

k to reflect its greatness. Our approach tries
then, in its solving process, to schedule at first the most important meeting maintained
by each agent (unlike the approach in [15]). In that manner, we attempted to describe
ideally the real world meeting scheduling problems. Therefore two kinds of
experimentations are given in this section.

For the first kind, we assume that for each generated problem, we have only soft
constraints. We carried out the two approaches on the same meeting instances with:
n=10, m∈{3, 4, 5}, p = 7, cS∈{20, 40, 60}, d= 60, and Wi

kl
∈[0..1], wi

k∈[0..1] were
randomly chosen. The initial calendar in each problem is equal to 60.

Table 1 shows the obtained mean results for the ratio of CPU time of the approach
in [15] divided by the CPU time of ours. In order to analyze these results, let us
consider the two cases <3; 20> and <4; 20>. At first glance, it seems that the approach
in [15] is better than our approach, i.e. it requires less CPU time in these two cases.
But this can be justified by the fact that for this kind of problem there are not many
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constraints in the problem, so the approach in [15] can rapidly find a solution for each
meeting without relaxing constraints and thus without causing iteration on the same
meeting. However in our approach we try to find the solution that maximizes the
user's preferences (not the first solution). Therefore we must check all the possible
dates for each meeting and also in our approach, we try to maximize each user's
preference for the most important meetings. In all the other cases, the approach in
[15] takes more time than our approach because both the number of constraints and
the number of meetings grow. Furthermore, in our approach each agent tries to
perform all its meetings in parallel while for [15] approach, it is done in a sequential
manner.

Table 1. Ratio of mean results of the CPU time for meeting problem without hard constraints
(10 instances are generated for each <m; c

S
>)

<3; 20> <4; 20> <5; 20> <3; 40> <4; 40> <5; 40> <3; 60> <4; 60> <5; 60>
Ratio CPU 0.75 0.73 1.01 1.60 2.46 4.15 3.99 5.88 7.77

Thus, when the number of meeting constraints grows, the probability increases, of
getting the same dates for the meetings. Thus, the number of relaxed constraints by
the approach in [15] increases leading to more iterations for the same meeting and
then to an increase in the CPU time.

As for the second kind of experimentations i.e. to appraise the greatness of the
reinforcement of local consistency in the solving process, we have choose to measure
the percentage of reduction made by the first step of our approach. For this purpose,
examples including hard constraints, were randomly generated with n=10, m=3,
p∈{7, 5, 3}, cH∈{20, 30, 40, 50}. For each pair <p, cH> we generated first 10
instances. Then, we ran each instance 10 times and we measured the average of the
achieved results. These results are expressed in term of three criteria: the CPU time
spent by each of the both approaches, the percentage of scheduled meetings and the
percentage of reduced soft constraints performed by the first step of the proposed
approach. To this end, we have introduced some modifications to the approach in [15]
to make it worthwhile for both hard and soft constraints.

Table 2. Mean results obtained by the approach in [15] for meeting problems with hard
constraints (10 instances are generated for each <p; c

H
>)

<7; 20> <7; 30> <7; 40> <7; 50> <5; 20> <5; 30>
CPU Time 1932.56 1508.82 1144.96 875.39 1352.21 1133.22
% Meetings 30.00 10.00 3.33 0.00 63.33 26.67

<5; 40> <5; 50> <3; 20> <3; 30> <3; 40> <3; 50>
CPU Time 822.16 620.36 638.82 578.85 538.08 486.96
% Meetings 3.33 0.00 100.00 80.00 30.00 3.33

We carried out the two approaches on the same meeting examples. Table 2 and
Table 3 show the achieved mean results, of respectively the approach in [15] and our
approach, in term of the CPU time and percentage of scheduled meetings. In addition,
Table 3 gave also the percentage of the reduced soft constraints accomplished by our
approach. These results show that our approach requires less CPU time than approach
[15]. This is can be elucidated by the fact that the first step is useful in order to
discard the dates that cannot be in any solution and consequently to avoid exploiting
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them in the solving process leading to CPU time consumption. For example in the
case of 7 participants and 50 hard constraints, the problem is over-constrained and
thus no meetings can be planned, i.e. no agreement can be reached between all the
attendants. So our approach can discover merely the absence of solution from the first
step, and before starting the solving process.

Table 3. Mean results obtained by our appoach for meeting problems with hard constraints (10
instances are generated for each <p; c

H
>)

<7; 20> <7; 30> <7; 40> <7; 50> <5; 20> <5; 30>
CPU Time 383.9 352.1 324.9 298.1 394.7 348.3
% Meetings 13.33 3.33 3.33 0.00 47.33 10.00
% cH Reduction 96.42 99.22 99.83 100 91.75 98.67

<5; 40> <5; 50> <3; 20> <3; 30> <3; 40> <3; 50>
CPU Time 329.1 305.4 308.4 307.8 316.3 293.4
% Meetings 3.33 0.00 96.67 50.00 10.00 3.33
% cH Reduction 99.83 100 80.83 94.5 98.5 99.67

Nevertheless, for the percentage of the meeting scheduled, the approach in [15]
planned, for some cases, more meetings than our approach. This is vindicated by the
fact that for our approach we tried to plan at first the most important meeting. For
example, in the case <7; 20> the 30% of the meetings scheduled by the approach in
[15] may contain the most important meetings in the problem or may not. But for our
approach we are sure that the 13.33% of the meetings scheduled are the most
important because they are chosen at first to be processed using their weights.

We can conclude that our approach is a scalable approach that outperforms the
approach [15] and this especially when the number of meetings increases. We must
note also that our approach seems to be more appropriate to the real-world application
by dealing especially with strong constraints (i.e. inequality) and by bringing forward
consideration the discrimination between the proposed meetings. In addition, the first
step of the proposed approach can fill a premature detection of the impossibility for
reaching any agreement between all the participants and this by maintaining arc-
consistency.

6   Conclusion

The objective of this paper is to propose a new approach for meting scheduling (MS)
problems that reflects real-world applications. Therefore, we have considered, in our
model, two kinds of constraints to model the users' requirements: hard constraints to
model the non-availability of a user and soft constraints to define his preferences.

The underlying multi-agent architecture associates a User agent to each user and
makes them interact by sending point-to point messages containing only relevant
information to keep their privacy. The basic idea of this approach consists of two
steps. The first reduces the initial problem by reinforcing some level of local
consistency (node and arc consistency). The second step solves the resulting meeting
scheduling problem.
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This approach was implemented with actalk under the Smalltalk-80 environment
and compared with an existing approach in literature, [15], in mean CPU time and
percentage of scheduled meetings by using randomly generated problems. The
obtained results show that our approach is scalable and worthwhile to process strong
constraints. In addition, in order to show the importance of the first step, i.e. reduction
step, we have made other experimentation to measure the percentage of the non-
viable values discarded from the meetings' calendars. The obtained results proved that
this process is well appropriate for reducing MS problem and consequently the search
space without loss of solutions.

In future work, we will try to improve this approach by integrating the propagation
process to be able to look toward dynamic changes. Then, we will try to implement
the improved approach in a multi-processor platform.
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Potential Causality in Mixed Initiative Planning1
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Abstract. The paper presents an approach for reasoning about potential causal-
ity in plans authored directly by humans in a mixed initiative framework. The
approach uses only the temporal ordering of the actions and the task structure
of the plan. The term potential is used to emphasize the uncertainty in the
causal ordering since no requirement is made on the existence of a complete
domain theory as in standard partial order planning. The core contribution of
the paper is a formalization and algorithm for extracting a parsimonious de-
scription of a potential causality relation, which is presented to the modeler as a
representation of the candidate space of sets of causal links consistent with the
authored plan.  The paper also discusses an implemented system based on this
algorithm, and its application in the context of execution.

1   Introduction

Mixed initiative planning (MIP) is a collaborative planning paradigm in which hu-
mans and machines collaborate  to build effective plans more quickly and with greater
reliability [2]. Human modelers and planning algorithms need to interact more effec-
tively in order to develop safe efficient plans, and tools are required that ease the task
for the modeler. This paper proposes an approach for supporting ease of plan entry
during MIP in which a human planner authors a plan by formulating the planning tasks
and selecting and ordering the actions. The approach takes the plan authoring input
and generates a concise description of a set of causal links for the plan.  This causally
linked plan can then be used for execution monitoring and plan revision management.

There has been work on capturing plan rationale and causal structure recovery of
plans in the context of partial order planning [3], case-based planning [4], and MIP
[5]. A plan rationale aims to explicate why a plan is the way it is or the reason as to
why the plan decisions are taken. Unlike previous work which requires complete do-
main theory of the planning domain, our approach can generate potential causal links
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Agency (DARPA) and Air Force Research Laboratory under contract No. F30602-00-C-
0038. The views and conclusions contained herein are those of the author and should not be
interpreted as representing the official policy or endorsements, either expressed or implied,
of any of the above organizations or any person connected with them.
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in the plan by analyzing the temporal ordering and the task structure of the plan. Re-
quiring complete domain models or expecting the human planner to specify every
condition required by the plan operators is not realistic in large real-life planning
applications such as in military and space.  Our approach complements another direc-
tion of research in AI planning focused on qualitative reasoning about plans [6]. In
that research the focus is on qualitative cause-effect relations and on calculus for rea-
soning about change. Our work is complementary in the sense that it offers an ap-
proach for initial causal models that can be supplemented with qualitative knowledge
to address the problem of lack of complete domain models.

In automated planning there has been work on the problem of removing unneces-
sary orderings in a total order plan (linear plan) in order to produce a “least con-
strained” [7] or “shortest parallel execution” [8] partial-order plan. Bäckström [9]
shows that the problem is generally NP-hard. Our work differs in that our partial order
is representing potential causal links without requiring a  domain theory and an auto-
mated  plan validity test as in [9].

The core contribution of the paper is a formalization and algorithm for extracting a
parsimonious description of a potential causality relation, which is presented to the
modeler as a representation of the candidate space of sets of causal links consistent
with the authored plan.  The paper also discusses an implemented system based on this
algorithm, and its application in the context of execution.

2   Problem Statement

Plan authoring in our framework is a triple ( , , )T P ρ . T is a rooted directed tree whose
nodes V(T) are the plan tasks. The root of the tree is the top-level task and the parent-
children relation represents task decomposition. P is a totally ordered (t.o.)
plan 1, , nP a a= 〈 〉K , represented by the pair , PA〈 〉p  where A is the set of actions and

Pp  is a total order defined by the t.o. plan: for 1 , ,   iff i P ji j n a a i j≤ ≤ <p .
( )A V Tρ ⊂ ×  is a binary relation that associates the actions with the tasks.

Given a plan authoring input ( , , )T P ρ  the problem we pose is to infer a partial-
order plan (p.o. plan) given by a tuple ,A〈 〉p  where p is a partial order on A2. The
partial order represents a parsimonious description of a potential causality relation on
the actions consistent with the t.o. plan P. We represent the partial order p by a di-
rected acyclic graph (DAG), G=(A,E), called causal graph, such that there is a di-
rected path from ia to ja in G iff i ja ap . The directed edges ( , )i ja a E∈  represent
both “causal links” and “threat resolution links” as commonly defined in partial-order

                                                          
2  A partial order is a binary relation that is irreflexive, asymmetric and transitive. A binary

relation on a set X  is a subset .R X X⊂ × The relationship is irreflexive if for all
( , ) in , then ( , ) .x x X X x x R× ∉  The relationship is asymmetric if for all
( , ) , then ( , ) .x y R y x R∈ ∉ The relationship is transitive if for all , ,x y z , if
( , )x y R∈ and ( , )y z R∈ then . ( , )i ja a E∈ ( , )x z R∈
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planning [1]. A causal link from ia to ja  means ia achieves some precondition for ja
while a threat resolution link is a temporal ordering that must be enforced to protect
conditions achieved by some causal link. The causal graph G represents the p.o. plan
which is a compact representation for a set of t.o. plans that can be obtained as the
topological sort of G. A topological sort of G is a sequence obtained by ordering the
nodes A such that if ( , )i ja a E∈  then ia is before ja  in the sequence.

Definition 1 Given a plan authoring input ( , , )T P ρΠ = ; ( , )PP A= p we say a partial
order p on A is a Π-compatible potential causality order if it satisfies  the following
postulates: (i) the total order Pp obeys the partial order p ,i.e., P⊆p p  (ii) if  two
actions ,i ja a belong to same task ( )t V T∈ , i.e., ( , )ia t ρ∈ and ( , )ja t ρ∈ then the
actions must be ordered following the t.o. plan, i.e., i ja ap if i j<  and j ia ap if
j i> (iii) if  two actions ,i ja a belong to tasks , ( )i jt t V T∈ ,i.e., ( , )i ia t ρ∈  and
( , )j ja t ρ∈ such that either it  or jt is an ancestor of the other in T, then the actions
must be ordered following the t.o. plan, i.e., i ja ap if i j<  else j ia ap .

The intuition behind  the potential causality postulates is as follows. The temporal
ordering of the actions for each task guarantees that each action has effects that are
required by the preconditions of the later actions in the same task and therefore pro-
vide sufficient condition on the causal ordering. The tasks whose actions  do not
overlap (do not share actions) are likely to be independent and could be executed in
any order. Tasks that are ancestor (or descendant) of one another in the tree are po-
tentially inter-dependent  and therefore their temporal ordering should be preserved by
the causal ordering. Potential causality provides a space of partial orders from the
most to least constrained. The most constrained order is the input plan ordering

Pp which is a complete ordering. The least constrained causal order can be defined
using optimization criteria such as set minimality as defined next.

Definition 2 Given two  Π-compatible potential causality orders ( , )P A= ≺ and
' ( , ')P A= ≺  we say that 'P  is less constrained than P iff ' ⊂≺ ≺ . A Π-compatible

potential causality order ( , )P A= ≺ is minimal iff there is no other Π-compatible
potential causality order ' ( , ')P A= ≺ such that 'P is less constrained than P.

Example 1. Consider the planning problem of putting shoes and socks. A plan
authoring input will have: (i) a tree  T  with a root node and two leaves which are the
primitive tasks right foot and left foot; (ii) a t.o. plan e.g., ‹start, left sock, left shoe
,right sock, right shoe, finish›; (iii) mapping of actions to primitive tasks: {(start
,plan),(finish, plan),(left sock, left foot) ,(left shoe, left foot), (right sock, right  foot),
(right shoe, right foot)}. Here start and finish are “dummy” actions to encode the ini-
tial state and the goal state for the plan task which is the root node of the tree. It is
easy to see that a minimal potential causality order is represented by the causal graph
having the directed edges {start→right sock, start→left sock, right sock →right shoe,

left sock →left shoe, left shoe →finish, right shoe →finish}. The graph is a compact
representation of 6 possible t.o. plans.
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We now describe a polynomial time algorithm that computes a minimal potential
causality graph (PCG) from a plan authoring input. The algorithm has two main steps.
In the first step it computes a minimal potential causality order p  starting from the
complete input plan order Pp , and in the second returns a directed acyclic graph
(DAG) from the transitive reduction of the partial order. The transitive reduction can
be  computed in (| | | |)O A ⋅ p .
Algorithm PCG
Input: authored plan Π=(T,P,ρ); P=(A,≺ P)
  begin
  ≺←≺ P //initialize partial order
  //compute minimal portential causality order
  for each (a,a’)∈ ≺
    S={t∈V(T)|(a,t)∈ ρ}//tasks for a
    S’={t’∈V(T)|(a’,t’)∈ ρ}//tasks for a’
    violation←false
    repeat while not violation
      for each t∈S and t’∈S’
        if S∩S’≠∅ then violation←true
        else if t’∉ desc(t)∧ t∉ desc(t’)
             then violation ←true
     loop
     if ¬ violation then ≺←≺ -{(a,a’)}
  //causal graph as transitive reduction
  return minimal DAG G=A,E) such that there is a
    directed path from a to a’ iff a≺ a’
end.

3   Application

The approach presented here is applied to a real-life domain in Special Operations
Forces (SOF) planning. The ontology of the domain is based on the notion of move-
ment of assets from one place to another. Places represent fixed geographic locations
over spans of time and the assets represent resources such as aircrafts, ships, helicop-
ters, vehicles etc. The domain is represented by a set of templates that include de-
scriptions of places, movements, and events.

 A plan is composed of any number of events, movements, and places. Figure 1
shows an example of a task tree with nodes representing tasks and the leaves repre-
senting actions. Icons are used to identify the assets used in a movement, e.g., AC-
130U, and the role of a place, e.g., Base or Ship. A movement has a departure and an
arrival events marking its start and end. The start of a movement references an origin
place and the end a destination place.A place or a movement can have any number of
events bound to it. An event has attributes that include time to specify when the event
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should occur, and a call time to specify when the event actually occurs during execu-
tion.

Plan authoring in this domain consists of a human planner graphically constructing
a plan time diagram, like the one shown in Figure 2. The diagram is created with
domain specific temporal plan editor having icons representing the various templates
in the domain. The plan can be summarized as two black-hawk (MH60s) flying to
objective from ship to perform a “secure operation” before the arrival of a Chinook
(MH-47). The Chinook flies to objective from a forward staging base (FSB) via heli-
copter landing zone (HLZ) then returns to FSB. A gunship (AC-130U) is to perform
the fire support to protect the Chinook flight from FSB and the black-hawks arrival at
objective. The fire support gunship requires aerial refueling (AR) by a KC-135.

Fig. 1. Task tree

We built a tool that implements our approach for inferring potential causal links in
the SOF planning domain. The tool, called Causal Modeler (or CModeler), computes
partial orders between the plan events incrementally while the user is plotting the
temporal plan diagram. CModeler maintains two data structures: (a) tree depicting the
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template hierarchy, and (b) directed graph representing a view of the causal relation-
ships. At each step in plan authoring a user can incrementally modify a plan by adding
a new template,  deleting or editing an existing template. CModeler processes the user
actions and recomputes the tree and graph data structures based on the potential cau-
sality inference. Having an automated tool for default causal modeling has filled a
need in this SOF   planning domain for eliciting and capturing causal knowledge dur-
ing the plan authoring. The causal views computed by CModeler are linked to the
temporal and spatial plan views so that changes in one view can propagate to the other
views. This is done by  representing and capturing the temporal plan constraints and
the causal dependencies between the actions in the plan.  By viewing the default
causal graph a user is able to determine if causal links are missing or existing ones are
spurious and can amend the default model by appropriately adding or deleting causal
links.

Our approach produces “default” causal models with incomplete information and
the model representation improve as additional constraint specification and knowledge
sources about causal links become available. For example the default causal model
shown in Figure 3 (the arcs with thin lines) has some of the causal relationships un-
specified. Those are the relationships between the fire support and their objectives and
between the aerial refueling and the fire support. They are missing in the default
model because no constraints were specified between their templates. To amend the
default causal graph the user will add those causal links as shown in Figure 3 in thick
lines. The Figure shows 6 causal links added to the default model. Link 1 says the start
of the fire support necessitates the start of aerial refueling movement. Link 2 says that
being at aerial-refueling track enables the refueling action. Links 3, 4 specify the
causal condition for the supported missions to begin. The causal links say the fire
support “on-station” event enables the two Blackhawk to depart Ship and the Chi-
nooks to depart drop zone Copper. Links 5, 6 specify the causal condition when the
fire support is to end. The links say that the departure of both the Chinooks and the
Blackhawk from objective Gold enables fire support “off-station” event.

Fig. 2.  Plan authored by domain expert in temporal view.
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Fig. 3.  Potential causality graph with thick arcs added by the modeler.

A principal use of the causal model in the SOF planning application is to perform
plan reconfiguration for supporting dynamic plan execution. Most plans do not exe-
cute according to schedule and when this occurs there is limited time to respond.
When changes occur during execution the task of plan reconfiguration consists in
determining all actions impacted by the change and re-computing the plan schedule to
re-satisfy the constraints on the affected actions. The affected actions can be deter-
mined by performing a reachability analysis on the causal graph. For example, if an
action such as the departure of an aircraft is delayed then we must delay all its caus-
ally-dependent actions (its descendants in the causal graph), e.g., the arrival of the
aircraft at destination and the arrival-dependent chain of events. Note that those de-
scendants are not necessarily contiguous in the plan execution checklist making the
determination of causal impact a complex process especially for plans with large
number of events.

Algorithm PR
Input: checklist L; causal graph G=(A,E).
Output: reconfigured checklist L’.
  begin
  S←Ø  //execution state
  ‹a1,…,an›←topological sort of G
  for i=1 to n do
   if (calltime(ai,L)=?) //not yet executed

OBJ Gold
Secure

1XA C-130U On
Station

1XA C-130U Of f
Station

1XA C-130U
Begin A R

1XA C-130U A R
Complete

1XA C-130U
DPT BA SE Base

1XA C-130U
A RR BA SE

2XMH-60 DPT
A FSB Ship 1

2XMH-60 A RR
OBJ Gold

2XMH-60 DPT
OBJ Gold

2XMH-60 A RR
A FSB Ship 1

2XMH-47 DPT
HLZ  Copper

2XMH-47 A RR
OBJ Gold

2XMH-47 DPT
OBJ Gold

2XMH-47 A RR
HLZ Copper

2XMH-47 DPT
HLZ  Copper

2XMH-47 A RR
FSB Base X

2XMH-47 DPT
FSB Base X

2XMH-47 A RR
HLZ  Copper

1xKC-135 A t
A R Track
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   then if //has some parent in abort state
       (x in pa(ai,G): state(x,abort) in S)
     then //set action state to abort

        S←S∪{state(ai,abort)}
     else // max delay of the parents

        ∆=max{ ∆x|x∈pa(ai,G),state(x,delay(∆x)∈S}

        S←S∪{state(ai, ∆)}
    else if //action has been aborted
           (calltime(ai,L)=abort)
         then //set action state to abort

            S←S∪{state(ai,abort)}
         else //compute delay

            ∆= calltime(ai,L)- eventtime(ai,L)
  for i=1 to n do

   if (state(ai,abort)∈ S)
    then eventtime(ai,L)←abort

   if (state(ai,delay(∆))∈ S)
    then eventtime(ai,L)← eventtime(ai,L)+ ∆
  return L’←
  end.

The plan reconfiguration algorithm PR takes the plan causal graph and the execu-
tion state and outputs an updated checklist of the plan. A plan execution state consists
of a determination in real-time for each event, relative to its call time and scheduled
time, whether: the event is late; has not occurred; been aborted; called in early; called
in on time; called in late. Our reconfiguration algorithm first orders the events along a
causal order which is just a topological sort of the causal graph (which is acyclic). The
algorithm propagates the execution state by aborting an event if any of its parents is
aborted; otherwise delaying the event by the maximum delay over its parents. The
algorithm shifts the scheduled time for delayed events and outputs a new execution list
ordering the events by increasing event time. Figure 4 shows a reconfiguration exam-
ple for our SOF plan of Figure 2, where the depart event of the fire support gunship
(AC-130U) is delayed 1 hour. The reconfiguration is computed based on the amended
causal graph shown in Figure 3. Compared to the original plan in Figure 2, we see that
(a) the event of KC-135 at air-refueling track is shifted back 1 hour; (b) the departure
of the chinook from Copper and the Blackhawk from Ship1 are all shifted by same
amount to meet the fire-support coverage constraint;  (c) all causally dependent events
are properly shifted; (d) all independent events remain unchanged, e.g. the decision
point the departure of the Chinook from baseX and arrival to Copper. Note that the
end times for places are shifted by proper amount to satisfy the condition that recon-
figured place events be within the start and end time for the place.
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Fig. 4. Reconfigured plan after fire support delayed 1 hour.

4   Conclusion

The paper presents an approach for computing parsimonious representation of causal
dependencies in a plan authored directly by humans without requiring complete do-
main models.  The paper computes a minimal DAG whose nodes are the actions and
the directed arcs represent potential causal links and/or   threat resolution links as in
partial order planning. The term potential emphasizes the uncertainty in the abduced
causal relation since no requirement is placed on the availability of complete domain
theory. The paper describes an algorithm that computes the minimal potential causal-
ity DAG based only on the temporal ordering of the actions of the input plan and on
the task decomposition tree associated with the plan. The DAG is presented to the
plan author for validation who can then amend the potential causality structure graphi-
cally by adding or deleting directed arcs between the action nodes. The validated
causal graph captures the knowledge relevant to the causal dependencies  in the plan
and can then be used for reasoning about plan reconfiguration in the context of execu-
tion. Our approach has been implemented and used in a working prototype in a real
life Special Operation Forces (SOF) planning domain. We regard the present results
as preliminary and plan to extend the investigation in various directions. We will in-
vestigate other planning domains in the context of MIP  and extend the approach to
take advantage of partial domain theories when available. It will be interesting to
evaluate empirically the accuracy of the potential causality relation by comparing with
partial order planners for artificial domains having complete models. We will investi-
gate a formalization of the  tradeoff between accuracy of the potential causality rela-
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tion and the completeness of the description of the planning domain..  We will also
integrate our approach with other techniques in case-based planning and qualitative
reasoning to enhance the plan authoring process and to enable more effective tech-
niques for replanning and dynamic execution.
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Abstract. This paper describes the architecture of a reactive planning system
for dynamic environments, which is specifically designed to deal with robot
planning problems. The architecture permits many agents to work simultane-
ously on the same environment and it is aimed at working with incomplete in-
formation. Agents have partial knowledge about the world and data soon be-
comes obsolete because of the changes in the environment. Our approach is
designed to overcome this difficulty through a highly coupled system composed
of an incremental planner and an executor. The whole system is integrated into
VirtualRobot, a graphical software application, which provides a flexible and
open platform to work on robotics. Through VirtualRobot we can incorporate
important features into the system as simulation of sensing actions or a moni-
toring mechanism. Additionally, the planning algorithm is able to work in time-
limited situations and use numeric variables. All these features make our plan-
ning system be a nice toolkit to deal with reactive robot planning.

1   Introduction

The problem of classical planning involves generating a sequence of actions which,
applied to an initial state, allows to achieve a set of goals. Research in classical plan-
ning has been carried out under some non-realistic assumptions as static, deterministic
and completely accessible environments [12]. In order to overcome these simplifica-
tions, new approaches like universal, conformant, conditional or probabilistic plan-
ning have arisen. Nevertheless, in these approaches, the plan execution monitoring is
just a simple mechanism that executes the received plan and checks that everything
happens as planned. In case that an unexpected event occurs, it is necessary to com-
pute a new plan from scratch or to try to repair the old plan [2].

In general, plan generation for autonomous systems (like mobile robots) cannot be
separated from its execution. Planned actions will be executed in unpredictable and
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dynamic environments, so plans are more likely to fail. Moreover, there is informa-
tion that can only be acquired during execution time. Reactive planning integrates
plan generation and execution, which constitutes a suitable platform to deal with real-
world problems. In reactive planning, an agent is defined as a combination of a plan-
ner plus a reactor [13], and this approach is the basis of the work presented in this pa-
per.

The integration of the planner and the reactor is carried out through the use of Vir-
tualRobot Simulator (VRS), a graphical simulator part of VirtualRobot suite. Nowa-
days, graphic simulators for robotic systems are indispensable in most of the robot de-
sign, learning and exploitation steps. Technological advances and improvements in
computing engineering allow this kind of applications to be applied on any field in
robotics: industrial robotics [3], mobile robotics [14], sub-aquatic robotics [1] or aero-
spatial robotics [7]. In addition, they have become significantly more powerful and
flexible. Thanks to the inclusion of new capabilities such as sensor data, simulation
software is not only dedicated to simulate robot behaviour, but also is useful for de-
sign, analysis and validation of techniques as collision detection, motion planning,
sensor modelling, evaluation of control architectures and so on.

VirtualRobot has been originally created for remote robot monitoring, program-
ming and simulation of the robot control system GENERIS1 [11], but has become a
useful general tool in many fields of robotics, such as manipulator-robot program-
ming, walking robot simulation, mobile-robot control, distance computation, sensor
simulation, collision detection, motion planning and so on.

2   System Architecture

The system is composed of several agents working in the same environment. Agents
can be classified in planning agents and external agents. Agents of the former type are
composed of a planner and a reactor (see Fig. 1). They are in charge of computing and
executing plans to achieve goals, which can vary along the time. External agents, like
people or natural phenomena, are capable of modifying the environment without the
need of the knowledge of the planning agents. They produce most of the unexpected
events that the planning agent detects during the plan execution through a monitoring
process.

Initially, planning agents have some knowledge about the state of the world (envi-
ronment model). Normally, this knowledge will be incomplete and inaccurate. The
reactor asks the planner for one or more actions when it is required in the domain. If
there are no deadlines to return a plan, the answer can be delayed until the planner has
computed a good plan. When the reactor requests an action, the planner must reply as
soon as possible according to the environment time constraints. The reactor translates
the action into a set of low-level actions (see Example 1) and it sends these actions to
the environment. Therefore, a high-level action cannot be considered as an atomic ex-
ecutable action, so the reactor must have a recovery mechanism to reach a valid state
if the action execution fails in an intermediate stage. In this case, the reactor updates

                                                          
1  Generalised Software Control System for Industrial Robots, developed by European Com-

mission Joint Research Centre
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the information the planner has about the world and notifies the unexpected outcome
to the planner.

Fig. 1. A planning agent is composed of a planner and a reactor.

Example 1. One high-level action (MOVE rob A B) for moving a differential robot
rob from room A to room B can be translated into the following sequence of low-level
actions:
  compute_angle α between A and B;
  if (battery_available) then rotate rob α degrees;
  while (battery_available) and (not collision) and
        (position(rob) ≠ B) do one_step_forward rob;
  end while;

The graphical simulation of the execution is carried out through the VRS applica-
tion. At initialization time the system input are three parameters: a domain descrip-
tion, a problem description and the environment description. The system is able to
work under any robotics graphical simulator so in the environment description it must
be specified that VRS is the toolkit to be used. The integration with VRS is done
through a dynamic link to a library. The library has to receive the following informa-
tion during its initialization:

− The domain name.
− The environment description. This description is provided in a separate file,

which contains information about the geometry, colors and textures of the static
objects (objects that cannot be moved or altered) in the environment.

− The problem objects: each object has a name, a type, some coordinates to locate
the object in the environment and a physical model (containing geometric and
kinematics parameters). VRS distinguishes two types of objects: parts - objects
that can be handled - and crafts - objects that can modify the environment.

Once the environment is initialized, the system creates the agents. Planning agents
receive the domain and problem description as well as the library to communicate
with the environment. The planner uses the information from the problem and domain
to compute the plans. The reactor, which is domain-dependent, is implemented into

Planner

Reactor

Environment
model

facts

changes
and queries

change
notification

high-level
action

action
request

actions perceptions
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the library. The communication between the reactor and the planner is established
through two callback functions:

− Environment_action_request: this function is used by the reactor to request the
planner for an action.

− Environment_monitor_info: this function is used by the reactor to inform the
planner about unexpected events.

When the planner receives an action request, the process of generating plans is
halted and the planner sends an action to the reactor through the function SendAction.
The reactor translates this high-level action into primitive actions, which are directly
executable in the environment and are understandable by VRS. If the action execution
fails, the reactor must be able to reach a high-level state, i.e. a valid planning state.
Then, the reactor communicates the planner the unexpected changes in the environ-
ment. If these changes affect the calculated plans, the planner restarts the computation
of new plans and discards the old ones (for the moment, the planner does not use any
replanning technique to reuse the old plans).

3   Reactive Planning

In a reactive environment it is not feasible to find a complete plan before starting the
execution. That is the reason why the planning algorithm follows the design principles
of the anytime algorithms [2]. The planning algorithm is also based on the divide-and-
conquer methodology: split the problem into smaller subproblems, solve these sub-
problems and combine the obtained solutions. The planning algorithm computes a
plan for each top-level goal separately. However, combining these plans may cause
conflicts between each other that are hard to solve [15].

The overall working scheme is shown in Fig. 2. A planning problem P=(O,I,G)
is a triple where O is the set of operators, I the initial state and G the top-level goals.
This algorithm starts from the current state S0, which initially corresponds to I. The
planning algorithm works in four stages:

− The preprocess stage. This stage consists of computing all ground actions and
literals, starting from the operators, predicates and objects. These calculations
speed up the following planning stages. This preprocessing stage is usually done
once but, in dynamic environments, the number of actions and literals can
change, so new objects can appear giving rise to new possible actions and literals.

− Calculation of the initial plans. An incomplete plan is computed for each non-
achieved goal gi / gi ∈ G ^ gi ∉S0. Therefore, P is decomposed in n
planning subproblems P1=(O,S0,g1), P2=(O,S0,g2),…, Pn=(O,S0,gn),
where n is the number of non-achieved goals. These plans are computed starting
from a relaxed planning graph (where delete effects of actions are ignored) [4],
and they are generated very rapidly (polynomial time). We must remark that
these plans are not completely executable in most cases. However, these initial
plans are aimed to be used as a starting point for further refinements.
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Fig. 2. Outline of the planning algorithm.

− Refinement of the plans. While the reactor does not require actions to be exe-
cuted, the planner proceeds with the refinement of the incomplete plans. This re-
finement continues until all plans are completed, an unexpected event invalidates
the current plans or the available time expires. The refinement stage repairs the
plans through the insertion of new actions to make the plan completely executa-
ble. Each refinement stage attempts to solve a non-solved literal in each plan.

− Selection of the action to be executed. When the reactor requests for an action,
plans are ordered according to a conflict checking criteria [12]. This way, a plan
Pi is ordered before a plan Pj when it is necessary to execute the first action of Pi

before starting the execution of Pj. The next action to be executed will be the ini-
tial action of the plan ordered in the first place.

4   Simulation Platform: VirtualRobot

VirtualRobot [8][9] is a freeware software suite2 in the sense that includes several
programs for robotics application, research and education, with a graphical represen-
tation based on OpenGL. VirtualRobot is designed for low cost platforms and used as
the common interface for all the applications. VirtualRobot is composed of:

− A basic geometric modeller VirtualRobot Modeller (VRM), to create and edit
geometric and kinematics models.

− A geometric data translator, VirtualRobot Translator (VRT) to convert files from
AutoCAD® DXF and VRML file formats in addition to a special plug-in module
to export data from 3DStudio Max®.

− The main platform for simulation, VirtualRobot Simulator (VRS), including some
components (a set of adaptable Dynamic Link Libraries) and external applica-
tions (VRS Tools, VRM Tools and VRS Demos).

                                                          
2  VirtualRobot can be downloaded in http://www.isa.upv.es/~vrs
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VRS can be applied for simulating any type of robots, individually or grouped in
multi-robot workcells for their off-line program generation and testing, as well as for
on-line programming and monitoring. VRS can be connected to the numerical control
GENERIS using TCP/IP to monitor the process and robots status. VRS can simulate
any kind of robots, that is, not only manipulator-robots, but also multi-axis machines
as conveyors, turntables, machine-tools, sensor systems and crafts (general mobile-
robots). Robots can be attached one to one, or many to one, in order to form more
complex and redundant devices, such as walking robots.

Fig. 3. VRS Software architecture.

4.1   VRS Software Architecture

VRS software architecture (Fig. 3) is based on the following four parts:

1) VRS Kernel, including graphical display control, objects data designed through a
hierarchical structure of classes following the inclusion principle and processing
threads. VRS Kernel handles user action events and external application orders.

2) A set of external components under VRS that the user can replace with his/her
own components in such a way that VRS can be adapted to the user requirements.
The external components are Dynamic Link Libraries (dlls) loaded on memory
during execution time. Robot kinematics, sensor models and distance computa-
tion are example of external components.

3) An external access library (VReal) for external application development. VReal is
implemented as a Dynamic Link Library in order to make possible the interaction
among client’s application and VRS.

4) The external applications that run over VRS. The external applications form the
real user interface of any specific application. Once again, the user can adapt VRS
to special requirements, constructing the required interface as new external appli-
cations.
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4.2   Planning Domain Models in VirtualRobot

With the help of VirtualRobot, typical planning domains can be modelled in order to
simulate the behaviour of planning techniques. We can consider the following three
representative planning domains:

− Robot-part domains: in this type of domains, manipulator-robots grasp and
move objects, that is manipulate movable objects. Typical robot-part domains are
the Blocksworld domain [6] and Hanoi domain [6]. In VRS it is possible to load
manipulator-robots from a large library of robots and new robots can also be
modelled. Parts can also be easily modelled in VRM specifying its geometry and
grasping frames. VRS features for robot programming include object-oriented or-
ders in such a way that picking and placing parts can be done in a very intuitive
way.

− Mobile-robot domains: in this type of domains, mobile-robots navigate around
their environments, searching for a goal, while avoiding obstacles (Fig. 4). Prob-
lems of transportation, like the classic planning domains Logistics [6] (for
trucks), Ferry [6] (for ships) or Satellite [7] (for aero-spatial vehicles) are exam-
ples of mobile-robot domains. A library of characteristic crafts and their corre-
sponding kinematics components are included within VirtualRobot but new crafts
can be easily implemented. External applications have access through speed
commands to the craft speed control in order to guide craft motion. Robot navi-
gation in mazes or part dispatching are representative tasks in these domains. For
navigation, crafts can include distance and reflector sensors.

− Mix domains: this type of domains combines manipulator-robots and mobile-
robots to be applied on complex tasks. A typical planning domain of this kind is
Depots [7] (with trucks and hoists). In VRS, robots can be attached in order to
form complex devices (Fig. 5). Coordination between different robots is possible
by means of different functions that establish digital and analog connections be-
tween robots.

Fig. 4. A mix domain in VRS with a ma-
nipulator-robot attached to a tricycle
wheeled robot.

Fig. 5. Simulation of a differential
wheeled robot in VRS.
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5   Results

The standard way of evaluating the performance of planners is by comparison with other
state-of-the-art planners. In classical planning, comparisons are easy since the world is as-
sumed to be static, deterministic and accessible (closed world assumption). When the
world does not comply with these simplifications, comparisons between planners are not
trivial tasks. The planning community is now conscious of the new demands and, there
exist several proposals to deal with more realistic assumptions. In order to do an assess-
ment of the performance of on-line planners, they are executed with simulated scenarios.
Planning quality is evaluated as a combination of the cost of the plan (referred to the
problem metric function) and the running time.

Table 1 shows some preliminary results to give information about the quality and com-
putational cost of the planning process. The table shows the plan length (in number of ac-
tions) and the running time (in milliseconds) for solving several different problems in the
Blocksworld [6] and Satellite [7] domains. In Blocksworld domain problems, a robot arm
must pick up and stack blocks in order to obtain one or more block piles in the right order.
In the Satellite domain, it is necessary to set up several instruments and to turn the satel-
lites to the right direction in order to take photographs of some astronomical phenomena.
Results show that the planner is able to compute plans very rapidly. Moreover, the com-
putational cost depends on the length of the final plan rather than the problem complexity
(number of objects, literals and actions), although both facts are usually interrelated. The
plan length is compared to the best solution found by the planners in the competitions,
since none of the planners can guarantee the optimal plan . In general, the quality of the
obtained plans are very close to the best available solutions.

Table 1. Preliminary results obtained. The planner has been executed in a K7 – 1.4 Ghz.

P1 P2 P3 P4 P5 P6 P7
Blocksworld 5 blocks 7 blocks 9 blocks 11 blocks 13 blocks 15 blocks 17 blocks
Plan length/Best 12/12 20/20 30/30 34/32 42/42 48/40 54/46

Time (ms.) 5 10 10 20 30 60 110
Satellite 1 sat. 2 sat. 3 sat. 4 sat. 5 sat. 6 sat. 10 sat.
Plan length/Best 9/9 13/11 20/16 26/26 35/32 42/41 48/48

Time (ms.) 5 5 40 180 350 1000 1460

6   Conclusions and Future Work

In this paper we have described a system for planning in dynamic environments and
with incomplete information. The architecture of the system allows many agents to
work simultaneously on the same environment and, therefore, it is possible to check
the behavior of the planning agents when unexpected events occur. Moreover, the
system includes some other useful features to work in real-world domains: support for
sensing actions, execution monitoring, planning in time-limited situations and use of
numeric variables. The environment is graphically simulated with the VirtualRobot
toolkit, which has shown its great possibilities for this kind of problems. The archi-
tecture and integration of VRS with the planner have been described in the paper.

The planning algorithm is based on the divide-and-conquer methodology and com-
putes a plan for each top-level goal separately. This technique allows to tackle quite
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large problems without an excessive computational effort. However, the planning al-
gorithm is not complete but, in practice, some preliminary results show that the ob-
tained plans are very close to the optimal ones.

There is still a lot of work to be done. It is necessary to develop simulations for
some of the well-known classical planning domains, and find some new domains that
can take advantage of the new system features (there are very few benchmark suites
that include sensing actions and uncertainty). The system can also be improved to
provide the reactor with several parallel actions in order to exploit the inherent paral-
lelism of the real world (for example, when handling several robots at the same time).
Another interesting work would be the extension of the planning algorithm to support
probabilistic domains. Probabilistic domains provide the planner with additional in-
formation and help the planner choose the alternatives that are more likely to succeed.
The feature of VirtualRobot allows to implement all these problems very easily.
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Abstract. Reinforcing local consistency, in particular arc consistency, has at-
tracted the attention of many researchers due to its preeminent role in efficient
CSP (constraint satisfaction problem) solving. Many centralized arc consis-
tency techniques have been proposed for binary constraints. But, only very few
reports are available addressing directly to general constraints for centralized
framework and not for distributed one. The main contribution of this work con-
sists in proposing a new generalized schema (called GDRAC) for reinforcing
arc-consistency on general constraint networks (CNs) in an asynchronous and
distributed manner. The experimental comparative evaluations show the high
performance of our approach to general constraints.

1   Introduction

Constraint satisfaction problems (CSPs) formalism is widely used in many real world
applications (e.g. planning, scheduling, resource allocation, etc.). The great success of
the CSP paradigm is due to its simplicity. In this manner, to model a problem as a
constraint satisfaction problem, we specify a search space using a set of variables,
each of which can be assigned a value from some finite domain of values. This model
includes constraints that restrict the set of acceptable assignments.

The task of solving CSP is NP-hard, and much research effort has been concen-
trated on improving the process of finding solution for this problem. Reinforcing
local consistency and especially, the most preeminent one, reinforcing arc consistency
caught many researchers’ interest. This framework is marked off by the ubiquitous
presence of many works. Nevertheless, the majority of them deal with binary prob-
lems, i.e. problems where each constraint involves at most two variables. The main
reason is that any non-binary problem can be transformed into a binary one. For this
reason many methods are proposed in literature to translate a non-binary constraints
into an equivalent set of binary ones. However, in [14] the author proved that this
transformation could lead to a loss of a part of the constraints’ semantics.
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Recently more attention has been turned to non-binary problems. Few works
dealing with reinforcing arc-consistency for non-binary problems have been proposed
in the literature. CN proposed by [10] is a generalization of AC-3 [9] to non-binary
constraints. The worst time complexity of this algorithm is O(er2dr+1), where e is the
number of constraints in the network, d is the size of the largest domain and r is the
maximal arity of the constraints. Another algorithm GAC-4 was proposed by [13]
uses the same idea as AC-4 [12]. Its time complexity in the worst case is O(edr). Ac-
cording to [4], CN can only be applied to ternary constraints and very small domains,
while GAC-4 can only be applied to very tight constraints, where the number of al-
lowed tuples of values is very small. [14] suggested an efficient algorithm for en-
forcing generalized arc-consistency on a set of all-different constraints. Bessiere and
Regin [4] have proposed a generalized schema to perform arc-consistency on any real
constraint network GAC-schema. This schema is based on the AC-7 algorithm given
in [2, 3]. It uses the ideas of “current support” and of “multidirectionality”, i.e. the
generalization of the “bidirectionality” property to the non-binary constraint. The
worst space complexity of this algorithm is O(r2d), while its time complexity is O(dr).

All these works are addressed to the centralized framework, and no work has been
proposed on the distributed framework. But with the natural distribution of many real
CSP applications and the advents of both distributed computing and networking tech-
nologies, it is time to focus our research on distributed approaches. Our main contri-
bution in this paper is to propose a new generalized schema (named as G-DRAC) for
reinforcing arc-consistency on any generalized constraint network. The basis of the
new approach is the DRAC approach [5; 6] in view of its advantages. The main ob-
jective of this later approach is to obtain the full global arc consistency on binary
CSPs as a result of interactions between a set of reactive agents. The use of dual con-
straint graph [7] in the DRAC model allows us to directly address generalized con-
straints without having any resorts to transform the initial problem into a binary one.

This paper is organized as follows. First we will present some useful definitions
and notations. Next, we will explain the generalization of DRAC approach to any
general CN. Then we will prove its complexity. Finally, we present and discuss the
experimental evaluation and give our conclusion.

2   Definitions and Notations

In this section, we formally define constraint satisfaction problem formalism and give
some useful notations and definitions.

A constraint satisfaction problem [11] is a tuple (X, D, C) where:
- X={X1, …, Xn}, is a finite set of n variables,
- D={D(X1),  …, D(X n) }, is a set of n finite domains. A total order <d can be de-

fined on the values of each domain, without loss of generality.
- C={C1, C2, …, Cm} is a set of m constraints between these variables. Each con-

straint Ci implies an ordered set of X(Ci)=(Xi1
, …, Xir

) variables. |X(Ci)|=r is the
arity of the constraint. The constraints restrict the values the r variables can si-
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multaneously take. If r =2, the constraint is called binary constraint, otherwise it
is n-ary constraint. Thus, each constraint Ci is a subset of the Cartesian Product
D(Xi1 

)x …x D(Xir 
) that specifies the allowed combination of values for the vari-

ables. An element (ai1
, ai2

, …, aik
, …, air

) of D(Xi1 
) x …x D(Xir

) is called a tuple
on X(Ci). A tuple t on X(Ci) is valid if for all aik

∈t, aik
∈D(Xik

),
A constraint can be represented implicitly, where a computation is needed to an-

swer constraint check questions, or explicitly where the answer is already recorded in
a database. Solving a CSP requires finding one or all-complete assignments of values
to all the variables of the problem, satisfying all the constraints.

Let P (X, D, C) be a CSP, given a constraint Cj∈C and Xjk
∈X(Cj). A value

ajk
∈D(Xjk 

) has a support in Cj if and only if there is a tuple t that satisfies Cj  and such
that t[index(Cj, Xjk

)]=ajk
 (index(Cj, Xjk

) returns the index of Xjk
 in Cj).  t is then called

the support of (Xjk
, ajk

) in Cj.
A constraint Cj is arc-consistent if and only if each value ajk

 of each variable
Xjk

∈X(Cj) has a support in Cj. A CSP is arc consistent if and only if it has non-empty
domains and each of its constraints is arc-consistent.

A non-binary CSP is a generalized arc-consistent (GAC) if and only if for any
variable Xjk

 in a constraint Cj (Xjk
∈X(Cj)) and value ajk

∈D(Xjk 
) that it is assigned;

there exist compatible value ajl
∈D(Xjl 

) for all the other variables Xjl
 (Xjl

∈X(Cj)) in Cj.
Van Beek and Dechter [15] have proposed another definition of arc-consistency for
non-binary constraint networks, namely relational arc-consistency. This definition
requires global consistency on the sub-network formed by the variables of the con-
straint and all the other smaller constraints implying some of these variables. Rein-
forcing arc-consistency on a CSP consists on repeatedly removing unsupported values
from the domain of its variables.

For non-binary constraint, Bessiere and Regin [4] have proposed the property of
“multidirectionality” of constraints. It is defined by the fact that for any constraint Cj,
a tuple t on X(Cj) is a support for the value t[index(Cj, Xjk

)] where Xjk
∈X(Cj) if and

only if for all Xjh
∈X(Cj), t is a support for t[index(Cj, Xjh

)]. We say that an algorithm
“deals with” multidirectionality if and only if it never checks whether a tuple is a
support for a value when it has already been checked for another value, and never
looks for a support for a value on a constraint Cj when a tuple supporting this value
has already been checked.

In this section, we propose two new properties that we will use in the proposed
protocol in order to decrease the number of constraint checks and consequently to
improve the efficiency of our approach without loss of correctness. We should note
that the main idea of these properties is to extract “more” knowledge from the “mul-
tidirectionality “ property of constraints to increase the efficiency of the approach.
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Property 1 (for binary constraint). For each binary constraint Cj, for each candidate1

value a∈D(Xj1
), “hide” from the domain of the related variable D(Xj2

) all the values b
having as a first value support a’∈D(Xj1

) such that a’>a, and vice versa.
A sketch of proof.  We will simply show that each hidden value b is not compatible
with the value a. Therefore, we suppose that ∃ t’∈Cj such that t’[index(Cj, Xj1

)]= a

and t’[index(Cj, Xj2
)]= b. If this tuple exists then t’ plo t (t∈Cj such that t[index(Cj,

Xj1
)]= a’ and t[index(Cj, Xj2

)]= b) because a’>a. So t cannot be the first tuple support
of b.

Property 2 (generalization for n-ary constraints). For each n-ary constraint Cj, for
each candidate value ajk

∈D(Xjk
), “hide” from the domains of All the related variables

Xjh
, Xjh

∈X(Cj) and h ≠ k, all the values ajh
 such that:

1. t is the first tuple support ajh
 in Cj such that t[|X(Cj)|+1]= h-1, t[index(Cj, Xjh

)] = ajh
,

t[index(Cj, Xjk
)] = a’ jk

 and a’ jk
> ajk

,
2. ∀ ajl

∈t;  l∈{1.. |X(Cj)|} such that l ≠ h and l < k, ajl
= Last(D(Xjl

)).
A sketch of proof. For the first part of this property 1) the proof is the same as for the
first property.  However, the second condition 2) is added in order to guarantee that t
is the highest tuple in Cj and not tuple t’, that contains t’[index(Cj, Xjk

)] = ajk
,

t’[index(Cj, Xjh
)] = a jh

 and t plo t’, exists.

3   DRAC Approach for General Network

G-DRAC approach is an adjustment of the DRAC approach to the general network.
The underlying Multi-Agent model is the same as DRAC model, which consists of a
set of Constraint agents related by the shared variables. Let us recall that two agents
in our model are related by an edge if and only if they share at least one variable. All
the agents in the system communicate with each other by exchanging point-to-point
asynchronous messages. We assume that in our system we have two kinds of mes-
sages. The ordinary messages that should be received in the same order they were
sent and the highest order messages that must be performed immediately when re-
ceived. Any message is received in a finite delay.

In the following, we give first, the data structure of the proposed approach fol-
lowed by the underlying global dynamic.

3.1   Data Structures

- AcqConst
Cj
[Y]={Ck / Ck∈C and X(Ck)∩X(Cj)={Y}}, is the ordered set of all the

Constraint agents sharing the variable Y with Cj.

                                                          
1 The value for which we are searching for a new tuple support.
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- D
Cj={ D

Cj(Y)/ Y∈X(Cj)} represents the local view of the domains of all the vari-
ables implied in Cj. Each domain is supposed to be totally ordered. ∀ Xjk

∈X(Cj),

D
Cj(Xjk

) is called as the occurrence of D(Xjk
).

Note that some occurrences of a given D(Xjk
) may be different, but all occurrences

of D(Xjk
), ∀ jk∈ {1.. n} must be identical when the full global arc-consistency is

reached. At this step, let us refer to the final obtained domain D
Cj(Xjk

) by f D
Cj(Xjk

).
- TupleSupportCj

 is the set of tuple (aj1
, aj2

, …, aji
, …, ajr

  y) where r is the arity of

Cj, and (aj1
, aj2

, …, aji
, …, ajr

) satisfies Cj. The parameter y∈{0, 1, …, r-1} is used
to indicate that (aj1

, a j2
, …, a ji

, …, a jr
) is the “first” tuple support for aj(y+1)

. We

suppose a natural lexicographic order plo between tuples such that for all {t,
t’}∈Cj, tplot’ if and only if it exists k such that t[1..k-1]=t’[1..k-1] and t[k]< t’[k].

- IncValue
Cj[Xjk

]={ajk
 / /∃  t∈Cj , t[index(Ci, Xjk

)] = ajk
 and t is valid} represents the

set of all the current inconsistent values for X(Cj).

- HD
Cj[Xjk

]={ajk
∈ D

Cj(Xjk
), ∀Xjk

∈X(Cj) / ajk
 verifies property 2} represent the new

current domains after hiding some values.

- ReviseValue
Cj is the set of all the current values that should be revised.

3.2   Global Dynamic

The main objective is to transform a CSP P (X, D, C) into another CSP P’(X, D’, C)
equivalent via the interactions between the Constraint agents, which are trying to
reduce their domains. At the initial state, the Interface agent creates all the Constraint

agents and activates them (fig.1). Each agent Cj reduces the domains (D
Cj) of its own

variables, i.e. ∀k ∈ {1.. r}, r=|X(Cj)| and Xjk
∈X(Cj), by computing local viable values

for each variable (Fig.1 lines 1 to 4). For achieving this, Cj looks for one tuple sup-
port (the first one) for each value of its variables. When the first support t, that satis-

fies Cj and t[Index(Cj, Xjk
)]∈D

Cj(Xjk
), is found, then (aj1

, aj2
, …, ajk

, …, ajr
 (k-1)) is

added to the list of tuple supports TupleSupportCj
. We must note that aj1

, aj2
, …,ajk

, …,

ajr
 are the first values support for ajk

 but they are also values support for each other by
applying the multidirectionality property of constraints relations (§ 2). A value ajk

 is

deleted from D
Cj(Xjk

) if and only if it has no viable tuple support. Each obtained set of
deleted values for a variable should be announced immediately to the concerned ac-
quaintances in order to save fruitless consistency checks for these values.

Each agent that has received this message starts processing it by updating the do-
mains of its variables by deleting non-viable received values (Fig.2 line 1). At the end
of this computation, it updates computed support information’s by deleting all non-
viable tuples (Fig.2 line 3). In the case where aik

 is an inconsistent value, the agent
determines first all the tuple t / t[Index(Cj, Xjk

)]= aik
. Then tried to check the existence

of another viable tuple support t’ in TupleSupportCj
 for each value aih

∈t (aih
∈ D

Cj(Xjh
)

and k ≠ h). In the negative case, the agent starts first by “hiding”, from the domains
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of all the related variables (Fig.2 line 10), all the values that are incompatible2 with aik

by using the aforementioned Property 2. This allows us to reduce the number of con-
straint checks. Second, it looks for another tuple support for each value aih

 according
to y and using the new domains. If y=(h-1) then the search must be done from the
smallest tuple t’ (according to the predefined order) such that tplot’ (as AC-6). Other-
wise, it looks for a support from the scratch i.e. the first (smallest) tuple in Cj. This
can lead to a new values deletion and by consequence to new out coming messages.
So reducing domains on an agent may, consequently, cause an eventual domain’s
reductions on another agent. Therefore, these interactions must carry on until the
stable equilibrium state, where all the agents are definitely satisfied and consequently
no more reduction is possible.

Fig.1. Start message executed by each Constraint agent C
j
.

An agent is satisfied when it has no more reduction to do on its variable domains
or when one of its reduced domain wipes-out. But it is clear that this satisfaction state
is not definitive. Indeed, if there exists at least one unsatisfied Agent, it may cause the
unsatisfaction of other Constraint agents and this is due to the propagation of con-
straints. So, interactions and especially reductions must carry on.

Note that this dynamic allows a premature detection of failure: absence of solu-
tions (Fig.1 line 7 and Fig.2 line 14). Thus, in the case of failure, the constraint
(which has detected this failure) sends a message to the interface in order to stop the
whole process. For thus, the Interface agent in turn send a message to each constraint
to make them stopping their local activity and informs the user of the absence of
solutions. The maximal reinforcement of global arc-consistency is obtained as a side
effect from the interactions described above.

                                                          
2 This does not mean that the value is inconsistent.

Begin
1. For each t∈Cj do

2.  For each ajk
∈t such that ajk

∈IncValue
Cj
[Xjk

] do

3.      addTo (TupleSupportCj
,(aj1

, …,ajk
 , …, ajr

 (k-1)));

4.      Delete(IncValue
Cj
(Xjk

), ajk
);

5. For each Xjk
∈X(Cj) such that k∈{1, ..,|X(Cj)|} do

6.   Delete(D
Cj
(Xjk

), IncValue
Cj
[Xjk

]);

7.   If D
Cj
(Xjk

)=∅ Then Send(Self,Interface, ”StopBehavior”

8. For each Xjk
∈X(Cj) such that IncValue

Cj
[Xjk

]≠∅ do

9.   For each Ch∈AcqConst
Cj
(Xjk

) do

10.      Send(Ch,self,”ReduceDomains:IncValue
Cj
(Xjk

)for: Xjk
”)

End
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The dynamic of DRAC approach stops when the system reaches its stable equilib-
rium state. At this state, all the agents are satisfied. An agent is satisfied when it has
no more reductions to do on its variable domains or when one of its related new re-
duced domains is wiped-out. The detection of stable equilibrium state is achieved by
using the well know algorithm of [8], state where all agents are waiting for a message
and there is no message in the transmission channels. If all the agent of the system are
in the state of waiting, and there exist only one agent Cj which has deleted one value a
from the domain of one of its variables (X(Cj)). We assume that this agent shared this
altered variable with another agent Ck. The agent Ck must be informed of the loss of
the value a in order to propagate the constraints. Hence, there is a message in transit
for it, which invalidates our transmission hypothesis.

Fig.2. Start message executed by each Constraint agent C
j
.

4   Space and Time Analysis

Let a CSP  P having n for total number of variables, d for the size of the variable do-
mains and e for the total number of constraints and r for the maximal arity for each
constraint. The number of Agents is e. If we consider a fully connected constraint
network, we will have e-1 acquaintances for each Constraint agent. Each agent Cj

ReduceDomain: DelVal for: Y

1. For each (v∈DelVal) such that(v∈D
Cj
(Y)) do Delete(D

Cj
(Y),v);

2. For each (t∈TupleSupportCj
)such that t[index(X(Cj),Y)]=v do

3.   Delete(TupleSupportCj
, t);

4.   For each w∈t do
5.     If Last(t)=(Index(t, w) –1)

6.     Then AddTo(ReviseValue
Cj
[index(t, w)], (w, t));

7.     Else AddTo(ReviseValue
Cj
[index(t, w)], (w, nil));

8. For each (w, t)∈ReviseValue
Cj 
do

9.   If (Check:w for: Var(X(Cj), Index(t, w))) = false

10.   Then HD
Cj

HideFrom: D
Cj
for:w of:Var(X(Cj),index(t, w));

11.        t’  SearchNewSupport:w from:t in: HD
Cj
;

12.        If t’ = ∅
13.        Then Delete(D

Cj
[Var(X(Cj), index(t, w))], w);

14.           If D
Cj
[Var(X(Cj), index(t, w))]=∅

15.           Then SendMsg(Self,Interface,”StopBehavior”);

16.                AddTo(IncValue
Cj
(Var(X(Cj), index(t, w))),w);

17.        Else AddTo(TupleSupportCj
, t’);

18. For each Xjh
∈X(Cj) such that IncValue

Cj
[Xjk

]≠∅ do

19.    For each Ck∈AcqConst
Cj
[Xjk

] do

20.       SendMsg(Ck,self,”ReduceDomain:IncValue
Cj
[Xjk

]for: Xjk
”);

End
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maintains a list of tuples support TupleSupportCj. Each value should have at most one
tuple support then the total number of tuples is at most rd. Each tuple has (r+1) val-
ues. Since there are e agents, the total amount of space for each agent is (rd)(r+1). So
the space needed for each agent, in the worst case, is O(r²d), the same as GAC-
Schema one’s.

The worst case in the time execution of a distributed algorithm occurs when it pro-
ceeds with a sequential behavior. For our model, this occurs when only one value is
deleted at a time. This leads to nd successive deletions. Our approach is composed of
two steps; the first one is the initializing step, in which each agent performs dr opera-
tions to generate the tuples support sets. For each deleted value, the agent will perform
O(dr-1) operations to search another tuple support for this value.

So the total time complexity of G-DRAC (with e agents and nd successive dele-
tions), in the worst case, is O(endr).

5   Experimental Evaluation

In this section, we provide experimental tests on the performance of the distributed
filtering approach GDRAC. In our experimentation we have used GAC-7 [4] as a
witness approach to appraise the fairness of the results of G-DRAC. The experimenta-
tions were performed over randomly generated problems using four parameters: n the
number of variables, d the domain size of each variable, r the maximal arity of the
constraints, p the graph connectivity (the proportion of constraint in the network, p=1
corresponds to the complete graph), q the constraint tightness (the proportion of al-
lowed pairs of values in a constraint). The implementation was developed with Actalk,
an object based on concurrent programming language with Smaltalk-80 environment.

We have randomly generated a list of problems according to the following pa-
rameters, n=20; d=10; r=3; p∈{0.2; ...; 0.9} with step of 0.1 and q∈{0.3; 0.38; 0.41;
0.43; 0.45; 0.46; 0.47; 0.48}. We have tried to carry our experimentation on prob-
lems, which belong to the transition phase, i.e. which consists on arc-consistent and
inconsistent problems. For each <p,q>, 10 CNs instances were tested. Results reported
below represent the average of the obtained results in mean of CPU time (in millisec-
onds) and constraint checks.

Fig 3. Results obtained in mean of CPU time (a) and number of constraint checks (b).
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We have implemented two different versions of our approach. In the first version
each agent follows out the received message after completing his current work, but in
the second version each agent tries to execute each message immediately after re-
ceiving.  Fig. 3 shows that for sparse CNs problems with loose constraints the both
proposed approaches require almost the same CPU time. But the margin between the
CPU times ruling in the two approaches increase with the density of the problems, i.e.
the margin is more important for dense CNs with tie constraints. This can vindicate
by the fact that informing agent by relevant information in time is very useful in order
to save much fruitless constraint checks. As regards to GAC-7, it entails more CPU
time than the two versions of our approach.

Concerning the constraint checks, the results above show that GDRAC-2 performs
the minimum number. This advantage is due, partially, to the fact that the generated
relations are expressed in extension, by a set of authorized values.

We tried also to carry on other measurements on the behavior of our approach to-
wards inconsistent problems. The main objective of this second type of experimenta-
tion is to evaluate the percentage of deleted values requires for detecting the insolu-
bility of a CN.  Table 1 shows the ratio of the percentage of the obtained results of
GDRAC-2 divided by that of GAC-7 in mean of deleted values and CPU time (in
milliseconds). In the majority of cases, GDRAC-2 is a little bit more pruningful than
GAC-7 to prove insolubility. Whilst in the other cases it is almost the same. At first
glance, this result seems to be not good especially if this pruning process needs more
time to be accomplished. However, the CPU time needed for our approach is less than
that of GAC-7 (ratio<1). In the majority of cases GDRAC-2 requires around the half
of time needed by GAC-7.

In addition, the difference in the percentage of the deleted values can be justified
by the fact that for our approach all the constraints should be activated at the same
time, leading to more deletions, even the problem is inconsistent. As for GAC-7 the
insolubility of the problem can be detected in the beginning without invoking all the
constraints.

Table 1. Results obtained in ratio of the mean of the percentage of deleted values and the CPU
time

<0.2; 0.2> <0.3; 0.3> <0.4; 0.35> <0.5; 0.4>
% Deleted Values 1.05 0.86 1.03 1.15

CPU time 0.46 0.61 0.46 0.52
<0.6; 0.4> <0.7; 0.42> <0.8; 0.43> <0.9; 0.44>

% Deleted Values 1.05 1.05 0.98 0.99
CPU time 0.52 0.51 0.61 0.92

Therefore, we should note that for our approach, even though all the constraints are
called upon, the local decisions are quickly propagated globally to prove the incon-
sistency.

We will try to carry out other experiments of our approach, on any kind of con-
straints (predicate, positive constraints, negative constraints, etc.) to check its effi-
ciency.
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6   Conclusion

Even though the major importance of arc-consistency approaches for improving the
search of solutions in many NP-Complete problems and the advents of both distributed
computing and networking technologies, there does not exist any distributed approach
that efficiently achieve arc-consistency on general constraint networks.

Thus, in this paper we propose a new approach based on DRAC for general CNs. The
aforementioned experimental comparative evaluation shows the high performance of
GDRAC as a distributed arc-consistency technique, which removes all the arc-
inconsistent values while inquiring least time and constraint checks for constraints ex-
pressed in extension. We abode well for our approach to efficiently handle any of the
other forms of constraints: by a conjunctive constraint, by an arithmetic relation or by a
predicate for which no particular semantics in known (data base query, user’s context-
dependent constraint, etc.). The perspectives of this work are to propose an improve-
ment of this schema to be able to efficiently handle higher levels of consistency.
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A Systematic Search Strategy for Product Configuration

Helen Xie*, Philip Henderson, Joseph Neelamkavil, and Jingxin Li
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800 Collip Circle, London, Ontario, Canada N6G 4X8

Abstract. Constraint satisfaction problem (CSP) paradigm has proven highly
successful in product configuration, particularly for build-to-order products, by
assigning component types to all components without violating any constraints.
For engineer-to-order products, however, product configuration requires
assigning design parameters to each component as well.  Hence, it often
involves numeric variables, n-ary constraints, and constraints over variables
that depend on other variables.  Thus, an efficient search strategy is needed to
address these issues. In this paper, an extension to the CSP, called Dependent
CSP, is proposed to accommodate the complex engineer-to-order product
configuration and the search strategy. In the Dependent CSP, variables are
categorized as independent variables and dependent variables so that, search
space can be reduced by eliminating dependent variables. Backjumping search
strategy is employed to search for a solution as effective as possible. An
updating mechanism is designed to avoid repetitive and unnecessary variable
updating and constraint evaluation. Several variable ordering heuristics are
assessed and the most effective ones are chosen for solution implementation.
By applying these strategies, we can achieve a very efficient search algorithm
for product configuration.  The algorithm has been applied in a product
configuration problem – an elevator system design – and a configuration
solution can be obtained in a matter of seconds.

Keywords: Constraint satisfaction, product configuration, numeric variables,
n-ary constraints, dependent variables, backjumping, variable ordering

1   Introduction

The product configuration is an enabling technology in achieving mass customization
to meet the challenges of global competition and customer satisfaction. It is intended
to aid manufacturing companies to configure customized products quickly and
efficiently by automating the configuration process as much as possible. The
constraint satisfaction problem (CSP) paradigm has proven highly successful for
product configuration.  It provides several advantages [11] in terms of problem
representation, algorithms, and result evaluation.  First, the domain knowledge of
product configuration can be represented in a declarative form, which makes the
configuration problem easy to define and maintain.  Second, the search strategies are,
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generic and domain independent. By experimenting with different search strategies
efficient search algorithms can be identified for a certain type of product
configuration problem.  Third, given an existing configuration, its accuracy can easily
be verified by checking the consistency of constraints.  Finally, CSP algorithms easily
allow the generation of multiple alternative solutions for preference and optimization
purposes.

A typical constraint satisfaction problem (CSP) is defined by a set of variables, X =
{x1,…, xn}, and a set of constraints, C, over these variables.  An associated domain, Di,
contains possible values for xi.  A constraint c (xi,,…, xj) ∈ C specifies a subset of the
Cartesian product Di × … × Dj indicating the variable assignments that are compatible
with each other.  A solution to a CSP is a complete assignment of values to the
variables such that all constraints are simultaneously satisfied [7].  In a product
configuration framework, component types are represented as variables with discrete
and finite domains, and compatibilities of various components to form a valid
configuration are represented as constraints [9].  For example, an elevator door is
available in four models: SSSO, 2SSO, SSCO, and 2SCO, and an elevator platform
can be chosen from three models: 2.5B, 4B, and 6B.  The constraints for compatible
models are represented as tuples: {SSSO, 2.5B}, {2SSO, 4B}, {SSCO, 4B}, {2SCO,
6B}.  A valid configuration is constructed by choosing a door model and a platform
model such that the combination appears in one of the tuples.

For engineer-to-order products, however, product configuration also requires
assigning design parameters for each component.  While the design parameters,
including but not limited to component types and component quantities, are
represented as variables, design constraints restricting design parameter assignments
can be represented as constraints.  Since constraints over design parameters may take
a wide variety of formats, modeling and solving constraints for engineer-to-order
products presents several challenges:
1. Variables may be defined with continuous and numeric domains.
2. Constraints may be n-ary, meaning more than two variables may appear in a

constraint.
3. Constraints may be represented as mathematical expressions or computable

procedures.
4. A constraint may be defined over variables whose existence depends on the values

chosen for other variables.  This type of constraint is called activity constraint [8]
or conditional constraint [5].

5. More generally, a constraint may be defined over variables whose values cannot be
independently assigned, because those variables have dependent relations with
other variables outside the constraint.  This type of constraint is called dependent
constraint.
To address the issue of the conditional constraint, several constraint models have

been proposed to extend the original configuration framework, including Dynamic
CSP [8], Generative CSP [4][12], Composite CSP [10], and Mixed and Conditional
CSP [5].  While the Dynamic CSP, Generative CSP, and Composite CSP models
formulate the conditional constraint in such ways that effective search algorithms can
be employed, the Conditional CSP model reduce the conditional constraints to a set of
standard CSPs by analyzing dependencies between the conditional constraints and
applying the conditional constraints in order.
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The issues on n-ary constraints over numeric variables or mixed variables (both
discrete and numeric variables) are also addressed in Mixed and Conditional CSP [5].
In order to achieve arc-consistency, the n-ary constraint can be decomposed into an
equivalent network of ternary constraints.  When all but two variables of the n-ary
constraint have been instantiated, a binary refine operator can be applied.

In an n-ary dependent constraint, some variables (called dependent variables) may
not be independently assigned values from their domains, as they depend on other
variables through dependent relations.  The dependent relations are often represented
by mathematical expressions or computable procedures.  In the dependent relations,
some variables can be independently assigned values from their domains.  Although
these variables may not have appeared in the dependent constraint, they are
considered as independent variables in the dependent constraint, since these variables
have the potential to make the dependent constraint satisfied.  In the dependent
constraint, a constraint check cannot be done immediately when an independent
variable is assigned a value, as its associated dependent variables have to be updated
as well.  Unlike variables of the conditional constraint which have only two values
(existence or non-existence) to choose from, the dependent variables may have
numeric domains.  Converting the n-ary dependent constraint with numeric variables
into a set of typical constraints with tuples may result in exponential increase in
parameters and constraints [1].  Hence, a generic constraint model and efficient search
strategy are needed for the n-ary dependent constraint.

The main contribution of this paper is to propose a generic constraint model and an
efficient search strategy for product configuration with n-ary dependent constraints
over numeric variables. Since a dependent constraint can be ultimately represented by
a set of independent variables through dependent relations, and dependent variable
cannot be independently assigned a value, the search space could be reduced by
eliminating dependent variables.  As dependent relations among variables are
represented by mathematical expressions and computable procedures, their formats
only become known later at product constraint modeling time.  In order to make a
search algorithm as generic as possible, a systematic search strategy is employed.
Specifically, backjumping algorithm is chosen because of its success in avoiding
thrashing (repeated failure due to the same reason) which is often the leading factor in
search efficiency.  During a search process, a consistency check is required, whenever
an independent variable is assigned a new value.  Since a constraint is linked to
independent variables through dependent variables, the dependent variables are
frequently updated. Thus, the updating of dependent variables becomes a bottleneck
in search efficiency. An efficient updating mechanism is designed to avoid
unnecessary updating. Moreover, several variable ordering heuristics were assessed
and implemented. By applying these strategies, we can achieve a very efficient search
algorithm for product configuration.  The algorithm has been applied in a product
configuration problem – an elevator system design, with excellent results:  the search
can be done in a matter of seconds.

The remainder of the paper is organized as follows.  Section 2 defines the
constraint model applicable to n-ary dependent constraints. In Section 3, we present a
backjumping search algorithm for product configuration, provide a mechanism for
updating dependent variables and constraints, and discuss variable ordering heuristics.
A case study for configuring an elevator system is presented in section 4.   Finally,
conclusions are given in section 5.
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2   A Constraint Model for Product Configuration

As a search algorithm should be generic to any product configuration, a constraint
model is necessary for defining product configuration.  Here, product configuration
can be represented by a Dependent Constraint Satisfaction Problem as follows:

Definition. A Dependent Constraint Satisfaction Problem is defined as <X, D, R, C>,
where
− X ={x1, x2, …, xn} is a finite set of variables,
− Each xi ∈Xin can take its value from a finite domain Di, where Di∈D, Xin⊆X is a set

of independent variables,
− Each variable xj∈Xde depends on its dependent relation rj∈R to its ancestors Xa⊆ X,

Xde⊆X is a set of dependent variables. X=(Xin ∪ Xde), and  (Xin ∩ Xde)=0.
− A set of constraints C restricts the combination of values that variables can take.
− A solution to a Dependent CSP is an assignment of a value from its domain to

every variable from X, in such a way that every constraint from C and every
dependent relation from R are satisfied.
Variables are modifiable during a search process to satisfy all the constraints, so

that a solution can be found.  According to the way variables can be modified, they
can be classified as an independent variable (IV) or a dependent variable (DV).  The
independent variable is a variable that may be directly modified by a search
algorithm.  Its value can independently be assigned within its domain.  The dependent
variable depends on a dependent relation.  It can only be derived from existing
variables.  Its value ultimately depends on independent variables and cannot be
independently modified. An ancestor of a dependent variable is a variable whose
value determines (at least in part) the value of the dependent variable. Direct
ancestors can be any combination of IVs and DVs, but ultimately a dependent
variable is defined by IVs.  There are advantages to separating dependent variables
from independent variables.  First, only independent variables define the search space,
so the number of possible combinations is dramatically reduced.  Second, when a
dependent variable is used by multiple constraints, it needs to be computed only once.
These characteristics help to improve the efficiency of the search algorithm.

Variables can have numeric or non-numeric domains.  Examples of numeric
variables are choices relating to dimension or weight, while non-numeric variables
can be the model of a part.  Numeric variables are given a range of possible numeric
values specified by a minimum, maximum, and an interval to be used from one value
to the next, while non-numeric variables each have a list of possible values.  The
sequence of the values in their domain will determine the order in which values are
tried in a search process.

Dependent relations are represented by mathematical expression or computable
procedures, such as formulas, tables, etc.  They specify design relations among
independent variables and dependent variables or among dependent variables.  An
example of a dependent relation is shown as follows: Counterweight Plate Weight =
0.2816T(D(BG-2)-3.5(D-5)-6(D-7)), where BG is the Distance Counterweight
Between Guiderails (an independent variable), D is the Counterweight Plate Depth
(an independent variable),  T is the Counterweight Plate Thickness (a constant), and
Counterweight Plate Weight is a dependent variable .
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Constraints specify the restrictions that must be satisfied for a solution.  The
restrictions may represent a logical requirement, physical requirement, compatibility
among parts, safety regulations, or any other design requirement that may be required.
A constraint may be extensionally represented as tuples, or intensionally described by
mathematical expressions or computable procedures that indicate a valid or invalid
assignment for consistency check.  The difference between constraints and dependent
relations is that constraints specify a limit, while dependent relations result in a value.
For example, a constraint can be stated as follows: the Platform Width must be at least
60 inches.  A constraint may apply to any number of variables, including any
combination of IVs and DVs.  However, since dependent variables are
deterministically defined by independent variables, the constraint ultimately depends
solely on independent variables.   The number of independent variables that affect a
constraint is called the constraint’s arity.  Sometimes, a independent variable may not
appear in a constraint explicitly, since it may affect the constraint through dependent
variables.  Nevertheless, the relevant independent variables can still be identified by
searching the ancestors of a constraint’s dependent variables.  The relationship
between constraints and independent variables is many-to-many, meaning that a
constraint may depend on multiple independent variables, and an independent
variable may affect multiple constraints.

3   A Search Strategy

Once product configuration has been formulated as a constraint satisfaction problem,
a solution can be found using search algorithms.  Since they are represented by
mathematical expressions or computable procedures, dependent constraints and their
corresponding dependent relations can take a wide variety of formats. Hence, they are
not known during algorithm design time. To provide a generic search algorithm for
solving product configuration problems, we use systematic search strategies for
product configuration.

A systematic search strategy incrementally extends a partial solution towards a
complete solution by repeatedly choosing a value for another variable, consistent with
the values in the current partial solution [2].  Since it traverses the search space
systematically, the advantage is that a solution, if one exists, can eventually be found.
Also, the algorithm is general and applicable to any configuration design problems.
As previously described, dependent variables can be eliminated from search space.
Thus, only independent variables are considered as variables in search algorithms.

Backtracking is a primary algorithm in systematic search. It has two phases: a
forward phase in which the next variable is selected and the current partial solution is
extended by assigning a consistent value, if one exists for the next variable; and a
backward phase in which, when no consistent solution exists for the current variable,
attention returns to the previous variable assigned [3]. Backtracking suffers the
drawback of thrashing, i.e. repeated failure due to the same reason.  The efficiency of
backtracking algorithm was improved by backjumping, a proper updating mechanism,
and variable ordering in configuration design.
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 3.1   Backjumping

Backjumping improves on backtracking by analyzing the reasons for a dead-end and
jumping back to the appropriate variable.  In backtracking, a dead-end is encountered
when a consistent value cannot be found for the next variable (i.e. the current partial
solution cannot be extended).  Instead of just going back to the preceding variable in
the ordering, the backjumping algorithm tries to identify the source of failure and
prunes a large portion of search space without missing any potential solutions.  To
help determine an appropriate backtrack point, we discuss the following three
situations:
1. A dead-end variable breaks one unary constraint.  The unary constraint cannot be

affected by other variables, so if this is the case, this constraint shall never be
satisfied and the CSP is impossible to solve.

2. A dead-end variable breaks one constraint with n-ary variables.  The broken
constraint has one or more variables that can affect it (excluding the dead-end
variable).  Although any of these variables could be modified, the algorithm should
not skip any possible solutions.  Thus, the algorithm should jump back to the
closest previous variable for this constraint.  If the algorithm moves farther back, it
may skip a potential solution, and any jumps that do not go back beyond this point
will be futile since this constraint will fail again.

3. A dead-end variable breaks more than one constraint with n-ary variables.  In this
case, the values of the variable can not become valid unless all broken constraints
are affected.  Thus, jumping back to the closest previous variable among all broken
constraints is not adequate, since it does not affect the constraints whose variables
appear before that variable.  In order to ensure that all constraints are affected, the
algorithm should jump back to the farthest variable, called the cutoff variable,
among the closest variables of all broken constraints. The algorithm cannot jump
back farther without facing the risk of missing potential solutions.  After jumping
back, still, if none of the values are compatible with at least one constraint for the
cutoff variable, then the algorithm should jump back to the closest variable among
any connected constraints for the new current/dead-end variable.

3.2   Updating Mechanism for Consistency Checks

While choosing appropriate backtrack points could potentially prune a large portion
of search space, determining the timing for constraint consistency checks can also
improve the efficiency of the search algorithm.  It is necessary to have an updating
mechanism that identifies which constraints and dependent variables have been
affected by the change of an independent variable’s value, and updates their status
accordingly.  The efficiency of the updating mechanism has a major impact on the
overall efficiency of the search algorithm, since updating is performed frequently
(every time an IV’s value is changed).

However, enabling each dependent variable of a constraint to re-compute itself
does not guarantee the values will be properly updated, as the constraint and
dependent variables need to be updated after their ancestors.  In our previous
approach [13], a list of dependent variables is stored for each variable (either
independent variable or dependent variable) as its direct descendants.  Whenever an



724 H. Xie et al.

independent variable is modified, it calls the update procedures of its direct
descendants, which in turn call the update procedures of their direct descendants, and
so on.  In this way, every dependent variable will be properly updated and correctness
of the constraint’s status is guaranteed.  However, this approach may still update a
dependent variable more than once.  For example, suppose we have (A -> B, C) and
(C -> B). An arrow indicates dependency: (A -> B) means that B is a direct
descendant of A (or, equivalently, A is a direct ancestor of B).  Once A is updated
properly, and B’s update procedure is called and followed by C’s update procedure
since B and C are A’s direct descendants. However, B is C’s direct descendant as
well, so B’s update procedure shall be called once more, right after C’s update
procedure.  Consequently, B’s update procedure was called more than once, because
A does not know which of its direct descendants to be updated first.

Fig. 1. A directed acyclic graph of independent variables, dependent variables and constraints

In our current approach, the dependencies among variables and constraints are
considered as arcs in a directed graph, where variables and constraints are nodes and
there is an arc from every variable to each one of its descendants (Fig. 1). In the
directed graph, independent variables do not have any ancestors, and constraints do
not have any descendants.  Dependent variables can only be derived from independent
variables or other dependent variables that in turn are eventually derived from
independent variables. This directed graph can be shown to be acyclic, implying that a
topological ordering exists.  A topological ordering of the directed acyclic graph
provides an updating order which guarantees that each variable and constraint’s status
are correct and need to be computed only once.  Multiple topological orderings are
valid, but the recommended ordering is formed by minimizing the value given to
constraints and dependent variables, so that constraints can be evaluated as early as
possible.

As previously described, constraints are often indirectly linked to independent
variables through dependent variables in configuration design.  Also a dependent
variable may depend on one or more independent variables.  Thus, if any of the
independent variable ancestors for a dependent variable is not instantiated, the
dependent variable cannot be used as an authentic source for evaluating associated
constraints.  The evaluation of a constraint has to wait until the last independent
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variable ancestor is instantiated.  Using the criteria for determining proper timing for
consistency checks, unnecessary repeated updating can be avoided.

3.3   Variable Ordering

The performance of the backjumping algorithm can also be improved by choosing the
order of variable instantiation [6].  In the algorithm, variable ordering is used as a pre-
processing technique.  A fixed order is determined by heuristic approaches prior to
starting of the search. Several heuristics have been analyzed for selecting variable
order. One consideration is the variable’s degree, a number of variables that are
connected with it. The maximum degree variable is instantiated first. If variables are
tied in the first heuristic, then a variable with the fewest domain values would be
chosen as a secondary heuristic.  However, the success of these heuristics is not
independent of the specific product configuration problem; hence, the search
algorithm may have to try several orderings before finding a good variable ordering.

4   A Case Study and Experimental Results

To exam the efficiency of the constraint model and search algorithm described above,
we have tested a configuration design problem—configuring elevator systems [14].
The configuration process begins with a list of customer requirements, such as
elevator car capacity and speed, and building dimensions.  To configure an elevator
system, one must assign a set of variables that satisfies both customer requirements
and design constraints.  In product configuration problems, not all variables are
compatible, and certain combinations may not meet functional or safety regulations.
The algorithm has to modify variables until it achieves a valid configuration.

In order for the search algorithm to find a valid solution for the elevator design, it
is necessary to generate associated product definitions in the constraint model.  There
are 241 variables in the elevator system.  Among these, there are 32 independent
variables (such as platform model and counterweight buffer quantity), and 184
dependent variables (such as counterweight quantity and hoist cable quantity), and 25
input variables (such as car capacity and car speed).  Input variables capture customer
requirements and are considered as fixed values upon entering the system.  There are
also 50 constraints that establish criteria for functional and safety regulations, which
guide the search algorithm to find a valid solution.  In addition to variables and
constraints, there are also dependent relations, such as mathematical expression or
tables, between dependent variables and independent variables.  These relations
define how the dependent variables are derived from independent variables.

The backjumping search algorithm was implemented in Java using IBM VisualAge
for Java 4.0.  It solved almost all elevator configuration problems that we tried in less
than 15 seconds.  The only problematic case is when car capacity and car speed inputs
are set to their maximum possible values.  For this scenario, the best variable ordering
(we could find) took 50 seconds, whereas the automated variable ordering never
completed the search.  A series of tests was performed on an Intel Pentium 4 CPU,
1.8GHz, and 1G RAM running on Windows 2000.  The results below show that the
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algorithm works quite well with an automated variable ordering.  Note that these
results are the slowest test cases found for the given car capacity and car speed.  For
instance, other test cases with car capacity at 4000lbs and car speed set to 400 feet per
minute found solutions in 10-15 seconds.

Table 1.  Backjumping results (with automated variable ordering)

Car Speed (feet per minute)Worst-case time
found (seconds) 200 250 300 350 400

2000 1.5 ---- ---- ---- 3.4
3000 ---- 1.5 ---- 4.5 6.2

Car
Capacity
(pounds) 4000 2.4 ---- 2.5 ---- Forever

A web-based application prototype system was implemented using this algorithm.
The system allows the customer to enter requirements, and displays the final
configuration results back to the customer through the Web.  The Web application
was deployed on IBM WebSphere Application Server.

5   Conclusions

Market trends that affect today’s competitive environment are changing dramatically.
Mass production of identical products - the business model for industries in the past -
is no longer viable for many sectors. Customized products offer great market potential
to manufacturers in the current climate of global competition and improved customer
satisfaction.  The complexity of products brings along new demands for configuration
technology to cope with search efficiency.  However, commercially available
configuration systems only support build-to-order type product configuration in which
constraints are represented by tuples.  In this paper, an extension of the CSP paradigm
was presented to cover dependent constraints with mathematical expressions in
product configuration.  The extension supports n-ary dependent constraints and
variables with both discrete and numeric domains.  Dependent variables are separated
from independent variables to reduce search space.  The updating mechanism
proposed for dependent variables and constraints ensures correctness while avoiding
repeated computations. The search algorithm is based on backjumping, a systematic
search strategy.  Specific backjumping situations were discussed to cover many-to-
many relations between variables and constraints.  Several heuristics of variable
ordering were also applied for the backjumping search algorithm.  The implemented
algorithm is capable of solving almost all elevator configuration problems within 15
seconds based on an elevator case study.  The test results show that the algorithm
works well with a good (automated) variable ordering heuristic.  This approach can be
easily applied to a wide variety of product configuration problems.



A Systematic Search Strategy for Product Configuration 727

References

1. Bartak, R.: Theory and Practice of Constraint Propagation. Proceedings of CPDC2001
Workshop (invited talk). Gliwice (2001) 7-14

2. Bartak, R.: Constraint Programming: In Pursuit of the Holy Grail. Proceedings of Week of
Doctoral Students (WDS99), Part IV. MatFyzPress, Prague (1999) 555-564

3. Dechter, R. and Frost, D.: Backjump-based Backtracking for Constraint Satisfaction
Problems. Artificial Intelligence, Vol. 136 (2002) 147-188

4. Fleischanderl, G., Friedrich, G., Haselboeck, A., Schreiner, H. and Stumptner, M.:
Configuring Large Systems Using Generative Constraint Satisfaction. IEEE Intelligent
Systems, Vol. 13 (1998) 59-68

5. Gelle, E. and Faltings, B.: Solving Mixed and Conditional Constraint Satisfaction
Problems. Constraints, Vol. 8, No. 2 (2003) 107-141

6. Kumar, V.: Algorithms for Constraint Satisfaction Problems: A Survey. AI Magazine,
Vol. 13, No. 1 (1992) 32-44

7. Miguel, I. and Shen, Q.: Solution Techniques for Constraint Satisfaction Problems:
Foundations. Artificial Intelligence Review, Vol. 15 (2001) 243-267

8. Mittal, S. and Falkenhainer, B.: Dynamic Constraint Satisfaction Problems. Proceedings of
the 8th National Conference on Artificial Intelligence (1990) 25-32

9. Mittal, S. and Frayman, F.: Towards a Generic Model of Configuration Tasks.
Proceedings of the 11th IJCAI, Detroit, MI (1989) 1395-1401

10. Sabin, D. and Freuder, E. C.: Configurations as Composite Constraint Satisfaction.
Working Notes, AAAI Fall Symposium on Configuration, Boston (1996) 28-36

11. Stumptner, M.: An Overview of Knowledge-Based Configuration. AI Communications:
The European Journal on Artificial Intelligence, Vol. 10, No. 2 (1997) 111-125

12. Stumptner, M. and Haselbock, A.: A Generative Constraint Formalism for Configuration
Problems. 3rd Congress Italian Assoc. for AI. Torino, Italy. Lecture Notes in AI, Vol. 729.
Springer-Verlag (1993) 302-313

13. Xie, H. and Lau, F.: Towards Engineer-to-order Product Configuration. Proceedings of the
ISCA 15th International Conference, Computer Application in Industry and Engineering.
San Diego, CA, USA (2002) 180-184

14. Yost, G. R. and Rothenfluh, T. R.: Configuring Elevator Systems. Int. J. Human-Computer
Studies, Vol. 44 (1996) 521-568



R. Orchard et al. (Eds.): IEA/AIE 2004, LNAI 3029, pp. 728-738, 2004.
© Springer-Verlag Berlin Heidelberg 2004

A Bayesian Framework
for Groundwater Quality Assessment

Khalil Shihab1 and Nida Al-Chalabi2

1 School of Computer Science & Mathematics, Victoria University, Australia,
kshihab@scm.vu.edu.au

2 Department of Computer Science, SQU, Oman,
nida@squ.edu.om

Abstract. There has been an increasing interest in the monitoring and the
assessment of surface and groundwater quality. Experts in this area have been
arguing that the current used techniques are not accurate means of measuring
water contamination. This is mainly because these techniques neglect the
characteristics that are significant in understanding of pollution-generation
processes, which is stochastic in nature,  from various sources. In particular,
these techniques emphasize neither the stochastic nature of the water
contamination process nor the precision and the accuracy of the tested
methods used by environmental laboratories. In this work, we describe the
development and the application of a prototype Bayesian Belief Network
(BBN) that models groundwater quality in order to assess and predict the
impact of pollutants on the water column. The methods presented are widely
applicable and handle many of the problems encountered with other methods.

1   Introduction

Declining surface and groundwater quality is regarded as the most serious and
persistent issue affecting Oman in particular. The Sultanate faces severe challenges as
it confronts the extremely growing and complicated issues of contamination of the
groundwater supply in and around hazardous waste disposal sites across the nation.
There are many observable factors, which contribute to deteriorating water quality,
that need to be monitored and their maximum allowable limits need to be determined.
Decline in water quality is manifested in a number of ways, for example, elevated
nutrient levels, acid from mines, domestic and oil spill, wastes from distilleries and
factories, and temperature. These factors and others will provide the input data for our
computer system.

Groundwater quality and pollution are determined and measured by comparing
physical, chemical, biological, microbiological, and radiological quantities and
parameters to a set of standards and criteria. A criterion is basically a scientific
quantity upon which a judgment can be based [1].

Many attempts have been made by various states to develop satisfactory
procedures for assessing, monitoring and controlling contamination of the
groundwater supply in and around hazardous waste disposal sites [2]. These attempts
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resulted in various environmental regulations that focus attention on the maximum
allowable limits of hazardous pollutants in the groundwater supply. While on the
other hand, they pay scant attention to the nature of groundwater data and the
development of valid statistical procedures for detecting and monitoring groundwater
contamination.

Recent attempts based on Artificial Intelligence (AI) were first applied to the
interpretation of biomonitoring data [3]. Other works were based on pattern
recognition using artificial neural networks (NNs). More recent study described a
prototype Bayesian belief network for the diagnosis of acidification in Welsh rivers
[3].

Bayesian methods of statistical inference offer the greatest potential for
groundwater monitoring. This is because these methods can be used to recognize the
variability arising from three different sources of errors, namely, analytical test errors,
sampling errors and time errors, in addition to the variability in the true concentration
[4]. The Bayesian methods can also be used to significantly increase the precision and
the accuracy of the test methods used in a given environmental laboratory [5].
Furthermore, these methods are simple to apply and have sufficient flexibility to
allow reaction to scientific complexity free from impediment from purely technical
limitations.

2   Data Collection and Pre-processing

2.1   Data Collection

The Oman Mining Company (OMCO), Ministry of Environmental and Regional
Municipalities (MRME) and the Department of Earth Science, Sultan Qaboos
University, maintain data on the concentration of the harmful substances in the
groundwater at Taqah monitoring sites, which is allocated to the south of the sultanate
of Oman. We observed that good quality data were obtained from several monitoring
wells in this region. Because of the lack of monitoring wells in that area, we filled in
the missing measurements with data obtained from Oman Mining Company (OMCO)
and Ministry of Environmental and Regional Municipalities (MRME).

The data were collected from these monitoring wells in the Sultanate identified to
be important in assessing the groundwater quality and in the prediction of the effect of
certain pollutants on drinking water. The period covered in these locations is from
1994 to 2002. Each site has several monitoring wells and water samples were
collected periodically from these wells and the concentration of the pollutants in these
water samples was recorded.

2.2   Data Pre-processing Using Bayesian Reasoning

Data for water quality assessment are normally collected from various monitoring
wells and then analyzed in environmental laboratories in order to measure the
concentration of a number of water quality constituents. We realized that the methods
used by these laboratories do not emphasize the accuracy. Therefore, we used a
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modified Bayesian model to that was developed by Banerjee, Plantinga and Ramirez
[10], for preprocessing the data that used for the development of the Bayesian Belief
Network.

2.2.1   Bayesian Models
The model is as follows:

Let S denote a particular hazardous constituent of interest. Since the concentration
of the substance may vary from well to another, it is necessary to consider each well
separately. Let אt=(אt1, אt2, אt3 , ...,אtm) be the vector of m measurements of the
concentration of S in m distinct water samples from a given well at a given sampling
occasion where (m>=1) and (t=1,2,...). Each measurement consists of the true
concentration of S plus an error.

Let Xt be the true concentration of S in the groundwater at sampling occasion t.
Taking the assumption that the true concentration Xt is unknown and is a random

variable, the model evaluates the posterior distribution of Xt given the sample
measurements אt at sampling occasion t.  All published work in the context of
groundwater quality data rested on the normality assumption. That is, given Xt = אt
and δ2 , the concentration measurements in אt  represent a random sample of size m for
random distribution with mean אt and variance  δ2 .

Since the concentration of the substance S in water samples obtained at different
sampling occasions might vary considerably, we assume that the parameters אt and δ2

of the normal distribution are random variables with certain prior probability
distribution. To model these prior distributions, we also used the natural conjugate
families of distribution for sampling from a normal distribution. Therefore, the model
for prior distribution of Xt and δ2 can be presented as follows:

 For t =1 ,2 ,… and given δ2 the conditional distribution of Xt at sampling occasion
t is a normal distribution with mean µt-1 and variance δ2

t-1 δ2, and marginal distribution
of  δ2 is an inverted gamma distribution with parameter βt-1 and νt-1.

This model uses the following prior distribution, which represents the
concentration measurements before the first sampling.

The pdf of the prior distribution of X0 is:
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which is the pdf of the student’s t-distribution with 2v0 degrees of freedom, location
parameters µ0 and variance δ0

2β0/ν0.
Now suppose that the observations are available on the concentration of S, given

the sample Xt the posterior marginal distribution of Xt is a student’s t-distribution
with 2vt degree of freedom, location parameters µt and variance δt βt/νt where the pdf
has the form:
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We can see obviously from the equation of  µt the sequential nature of this posterior
distribution. That is, at each sampling occasion t, when more new information about
concentration of S in the groundwater becomes available.

The posterior distribution is revised forming a recursion process. This process of
updating the posterior distribution may be continued indefinitely when new data xt
becomes available

To convince the others about the true unknown concentration of the substance S in
the well under consideration, it is frequently more convenient to put a range (or
interval ) which contains most of the posterior probability. Such intervals are called
highest posterior density (HPD) intervals. Thus for a given probability content of  (1-
α) ,0< α<1, a 100(1- α) percent  HPD interval for Xt, is given by :

tttvt t
t νβσαµ )2/(2±                                           (2.4)

when t2vt(α/2) is the 100(1- α/2) percentile of the student’s t-distribution with 2vt
degree of freedom.

2.2.2   The Bayesian Algorithm
In brief, the monitoring algorithm, which is based on the Bayesian model, is as
follows:

1. Fix a value of α  (0< α <1) based on the desired confidence level. In this case, we
chose α  to be 0.01 .

2. Since we do not have enough data to work with, we used the same parameters of
the prior distribution used in the model of Banerjee, Plantinga and Ramirez.
These parameters are :

β0=  0.0073 , ν0=2.336 , µ0= 9.53 , δ0
2 =3056.34 .
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3. At each sampling occasion  t , ( t= 1,2,...) , compute the parameters βt , νt , µt and
δt of the posterior distribution Xt given the set of observations in אt  on the
concentration of S available from a given well in a given site using  (2.3).
Compute LHPD and UHPD using these parameter estimates and (2.4).

4. Plot µt, LHPD, and UHPD that are obtained in step 3 above against sampling
occasion t.

5. For the next sampling occasion, update the values of the parameters βt, νt, µt and
δt using (2.3) and the set of data just obtained. Then recomputed LHPD, and
UHPD using the updated parameter values in (2.4) and repeat step 4 above.

We have applied this algorithm on the data that were collected from Salalah in the
Sultanate of Oman. It is expected that the data from each well is not normal, but each
one is taken from a normal distribution. Some of these data needed to be scaled down
to simplify the process and to have a smooth graph so that we can study them easily.
For this purpose, we have used the following normalization technique:
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2.2.3   Algorithm Implementation
The pre-processing system is implemented on PC platform using Visual Basic
programming language.

Table 1 presents the concentration data for TDS (Total Dissolved Solids) in Salalah
for Well 001/577. In particular, the table shows the true concentration data for TDS
that was produced by our pre-processing system.

3   Bayesian Belief Networks (BBNs)

After the pre-processing stage, we constructed and used a Bayesian Belief Network
(BBN) in order to predict the impact of pollution on groundwater quality.

 Bayesian Belief Networks are effective and practical representations of knowledge
for reasoning under uncertainty. There are a number of successful applications of
these networks in such domains as diagnosis, prediction, planning, learning, vision,
and natural language understanding [6].

Bayesian Belief Networks (see Figure 1) are graphical structures used for
representing expert knowledge, drawing conclusions from input data, and explaining
the reasoning process to user. These networks are also called knowledge maps,
probabilistic causal networks, and qualitative probabilistic networks [7]. They have
been an increasingly popular knowledge representation for reasoning under
uncertainty. A BBN is a directed acyclic graph (DAC) whose structure corresponds to
the dependency relations of the set of variables represented in the network (nodes).
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Each node in a belief network represents a random variable, or uncertain quality, that
can take two or more possible values. The arcs signify the existence of direct
influences between the linked variables, and the strengths of these influences are
quantified by conditional probabilities. These links can be said to have a causal
meaning.

Table 1. Concentration Data for TDS (Total Dissolved Solids) in Salalah, Well 001/577

Date Observed
Concentration

LHPD Expected True
Concentration

UHPD

May-86 1.147 0.85 1.15 1.45
Oct-86 1.106 1.00 1.13 1.26
Apr-88 1.938 1.12 1.40 1.68
Oct-88 2.237 1.33 1.61 1.88
Apr-90 3.857 1.60 2.06 2.52
Oct-90 3.834 1.91 2.35 2.79
Apr-92 3.957 2.18 2.58 2.98
Oct-92 3.761 2.38 2.73 3.08
Apr-94 4.3 2.58 2.90 3.23
Oct-94 3.958 2.72 3.01 3.30
Apr-96 1 2.54 2.83 3.11
Oct-96 3.714 2.64 2.90 3.16
Apr-98 3.65 2.73 2.96 3.19
Nov-99 3.381 2.78 2.99 3.20
Dec-99 3.396 2.83 3.02 3.20
Nov-00 3.477 2.87 3.04 3.22
Dec-00 3.498 2.91 3.07 3.23
Nov-01 3.23 2.93 3.08 3.23
Dec-01 3.243 2.95 3.09 3.22
Jan-02 3.267 2.97 3.10 3.22
Feb-02 3.297 2.99 3.11 3.22

Fig. 1. A simple BBN

The graph in Figure 1 represents the following joint probability distributions of
the variables V, Y, U, W, X and T.
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P (U, V, Y, W, X, T) = P (T/W). P (X/W). P (W/V, Y). P (U/V). P (V/Y). P (Y)
Applying the chain rule and using the dependency information represented in the

network obtain this result. P (Y) is called the prior probability; and P (T/W), P (X/W),
P (W/V, Y), P (U/V), and P (V/Y) are called the conditional probabilities. While,
prior probabilities, probabilities based on initial information, can be obtained from
statistical data using the relative frequencies, conditional probabilities can be elicited
from experts or calculated using different types of mathematical models.

Within a belief network, the basic computation is to calculate the belief of each
node (the node’s conditional probability) based on the evidence that has been
observed. This consists in instantiating the input variables, and propagating their
effect through the network to update the probability of the hypothesis variables. An
important purpose of BBNs is to facilitate calculation of arbitrary conditional
probabilities. Various techniques have been developed for evaluating node beliefs and
for performing probabilistic inference. The most popular methods are due to Pearl [8].
Similar techniques have been developed for constraint networks in the Dempster-
Shafer formalism [8, 9].

We observed dependencies within the network dependency model in order to
establish the weak and the strong influences among the variables in the model and to
find the important variables for water quality. This procedure assists in forming some
heuristics that will be cost-effective and useful not only for probabilistic inference but
also for automatic construction of a belief network from data.

4   Applications of BBNs

Among more than forty wells in Salalah region, four wells only were selected to be
analyzed. Those four wells have had, to the greatest extent, complete data
measurements and provide sufficient information for the assessment of the
groundwater quality for this selected basin. Another point worth to mention here is
that all other wells in Taqah region are close to each other. We, therefore, ignored
these wells because they add no additional information.

In our study, we only considered the dependencies between total dissolved solids
(TDS), electrical conductivity (EC) and water pH. In the Sultanate of Oman, these are
the main factors that expert in the area were dealing with and, therefore, maintained
good data about them. Other factors, which are also considered less significant to
groundwater quality in Oman, were not recoded and therefore neglected in this study.

TDS contains several dissolved solids but 90% of its concentration is made up of
six constituents. These are: sodium Na, magnesium Mg, calcium Ca, chloride Cl,
bicarbonate HCO3 and sulfate SO4. We used the following relationship between TDS
and EC [1].

TDS = A * EC; where A is a constant with value between 0.75 and 0.77.

Both TDS and EC can affect water acidity or water pH. Solute chemical
constituents are variable in high concentration at lower pH (higher acidity). On the



A Bayesian Framework for Groundwater Quality Assessment 735

other hand acidity allows migration of hydrogen ions (H+), which is an indication of
conductivity. Therefore, our work concentrated on the following relations:

TDS  EC,
EC    pH,
TDS  pH.

Knowing that the maximum allowable TDS in the drinking water is 600 mg/l,
Table 2 shows the limits for a number of constituents of drinking water. The data
sample is divided into two intervals (categories), considering TDS=550 is the central
point. Thus, the first category is having TDS < 550 and the second category is having
TDS >= 550. For EC, we also divide the data sample into two categories: data with
EC < 670 and data with EC >= 670. Regarding pH, we also divided the data sample
into two categories, data with pH < 7.5 and data with pH >= 7.5. The data table and
the probability tables produced by this analysis for two wells are as follows:

Table 3 shows the monitoring measurements of the main components of TDS
along with the measurements of EC and pH for Well 001/577. To analyze the
relations mentioned above the following probabilities were calculated.

P (TDS < 550) = 0.556 and P (TDS >= 550) = 0.444.

From the relationship between TDS and EC, the conditional probability presented
in Table 4 was produced.

Table 5 shows the conditional probability table that shows the conditional
probability of pH given TDS and EC. Similarly, we obtained the conditional
probability tables for other wells.

Figures 2 and 3 show the data related to Well 001/580 that was treated by HUGIN
[9]. Figure 3, for example, shows the HUGIN window which has two parts; the
conditional probability table (CPT) P(EC/pH) and the network that represents the
relationships between the variables TDS, EC and pH.

After providing the prior probabilities and the conditional probability tables, the
results of the run session (probability update) for new-presented data for any selected
node of HUGIN are shown in Figure 3.

We processed the data for other wells in the same way to build the BBN. We tested
the BBN with different values of TDS, EC and pH taken from the collected data for
the four wells that were selected for the development of this prototype.

Once the BBN model for each monitoring well has been built, parameterized and
tested, these models can be interconnected in order to cover the whole basin. Figure 4
shows the BBNs for two monitoring wells.

Table 2. Drinking Water Standard

Element Limit for Drinking Water
PH 7.0-8.5
Chloride  mg/l 250
TDS 500-1000
Sulphate  mg/l 200
Copper  mg/l 1.3
Iron  mg/l 0..5
Sodium 200-400
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Table 3. Well 001/577

Mg So4 Na Ca Cl HCO3 TDS EC pH
17 14 31 96.11 51 186.9 440 671 7.85
7 11 20 60 35 124.4 286 386 7.4
16 25 28.5 52 60.91 156.8 377 491.25 8.2
12.62 19 30.3 101.65 51 314.15 587.5 741 7.3
11.75 13 32 31.8 62 114.7 295 430 7.7
13.57 15 24.69 98.31 55 336.6 603.5 726.5 7.3
14.4 20 27.7 104 59 310.2 595 668 7.9
15.5 23 32.2 135 88 360.5 727 827 7.4
12.4 17 28.1 115 67 315.6 617 716.25 7.8

Table 4. P(EC / TDS)

Table 5. P(pH/TSD, EC)

TDS >= 550 TDS < 550 Well 577
EC >= 670 EC < 670 EC >= 670 EC < 670

0.667 0 0 0.333 pH < 7.5
0.333 1 1 0.667 pH >= 7.5

Fig. 2.  A simple BBN representing the domain of groundwater quality, which is constructed
using HUGIN.

TDS < 550 TDS >= 550
EC < 670 0.75 0.2

EC >= 670 0.25 0.8
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Fig. 3.  Probability update when EC>670

Fig. 4.  BBN for two monitoring wells

5   Conclusion and Further Work

This work presents the assessment of groundwater quality. Bayesian Belief Networks
(BBNs) have been investigated and shown to offer considerable potential for use in
groundwater quality prediction. This technique is based on Bayesian methods for
reasoning under conditions of uncertainty. BBNs present effectively the relationships
between the constituents of the Water Quality. Therefore, the simple BBNs presented
here is the first step towards having a comprehensive network that contains the other
significant variables.

Data were collected from many monitoring wells in the Sultanate of Oman. We
spent a significant time and efforts to have these data complete and useful for this
study. We plan to continue this work to predict groundwater quality several months in
advance, and in different parts of the area under study.

Well001/577

pH

TDS

EC

pH

EC

TDS

Well001/580
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Abstract. E-learning has the potential to provide the flexibility and wider ac-
cess that is required for lifelong learning, but creating the digital resources
needed for online course delivery requires a considerable investment and sub-
stantial effort. There are some pre-existing learning objects available for reuse
in the design of educational events. However, supplying the metadata for each
standard becomes repetitious, time-consuming, and tedious because of the di-
versity of learning objects, and the continuing growth in the number, size, and
complexity of the content metadata standards.  In order to minimize the amount
of time needed to create and maintain the metadata and to maximize its useful-
ness to the widest possible community of users, there is a demand for develop-
ing crosswalks between different metadata standards. This paper introduces a
crosswalk development that converts MARC (MAchine-Readable Cataloging)
metadata to IEEE LOM (Learning Object Metadata) and investigates the issues
involved in the crosswalk development.

1   Introduction

As the demand for access to education grows and an increasing numbers of adults
return to universities/colleges for continuing education and training [1], so grows the
need for new technologies to facilitate learning. E-learning provides great opportuni-
ties to increase flexibility in time and location of study, in terms of availability of
information and resources, synchronous and asynchronous communication and vari-
ous types of interaction [2] via the World Wide Web.  Still, creating the digital re-
sources needed for online course delivery requires considerable investment and effort.
Reuse of learning objects is one optimal solution to address this problem.

According to the definition from the Learning Object Metadata Working Group of
the IEEE Learning Technology Standards Committee (LTSC), a learning object is
defined as “any entity, digital or non-digital, which can be used, re-used or referenced
during technology supported learning”[3]. Learning objects vary in granularity rang-
ing from as large as a chapter in a book, a case study, or an entire interactive course,
to smaller items, such as a single pedagogical concept. In order for learning objects to
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be reusable, portable, and flexible, they are indexed with metadata so that they can be
identified, located, accessed, retrieved, and assembled in the context of a particular
task or learning activity.   

In addition to the diversity of pre-existing learning objects, the number, size, and
complexity of the content metadata standards continues to grow. Supplying the meta-
data for each standard becomes more repetitious, time consuming, and tedious. In
order to minimize the amount of time needed to create and maintain the metadata and
to maximize its usefulness to the widest community of users, there is a need for de-
veloping crosswalks among the metadata standards. Many projects [4, 5, 6] are un-
derway to produce/collect learning objects and develop authoring tools for metadata
generation. However, not much attention has been paid to the mapping from existing
metadata standards to learning object metadata standards.

A crosswalk is a semantic and/or technical mapping (sometimes both) of one
metadata framework to another metadata framework [7]. The purpose of this research
is to, design and implement an automated tool for converting MAchine-Readable
Cataloging (MARC) [8] to IEEE Learning Object Metadata (LOM) [9] and investi-
gate the issues involved in the construction of this particular crosswalk.

2   MARC -> LOM/CanCore Converter

A MARC record contains bibliographic information, including a description of the
item, subject heading, and the classification or call number, etc. The MARC record
also contains a guide to its data by which computers can exchange, use and interpret
bibliographic information and related information. Fig.1 shows a MARC record.

 00941nam  2200277 a
450400800410000001000150004102000150005604000230007104200080009405000260010
208200170012809000260014510000300017124500650020126000400026630000290030650
400510033565000250038665000350041165000260044665000180047285000120049091300
0600502990006700508995008800575-020114s2002    flum     b   a001 0 eng  -  -
a2002017488-  a0849310318-  aDLCbengcDLCdDLC-  apcc-00aQA76.9.D3bT4583 2002-00-
a005.75/8221-  aQA 76.9 .D3 T536 2002-1 aThuraisingham, Bhavani M.-10aXML databases
and the semantic Web /cBhavani Thuraisingham.-  aBoca Raton, FL :bCRC Press,c2002.-  -
a306 p. :bill. ;c24 cm.-  aIncludes bibliographical references and index.- 0aDatabase manage-
ment.- 0aXML (Document markup language)- 0aWeb site development.- 0aSemantic Web.-  -
aCaAEAU.

Fig. 1. An example of a MARC record

IEEE LOM is the most comprehensive schema developed for the description of the
properties of learning objects. The LOM standard focuses on the minimal set of ob-
jects to be managed, located, and evaluated. CanCore [10] is a metadata implementa-
tion profile that is based on and fully compatible with the IEEE LOM standard and
the IMS Learning Resource Meta-data specification. CanCore provides a set of
guidelines to facilitate the implementation of the LOM. The converter that we have
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built can be called a MARC - LOM/CanCore converter because we have not treated
CanCore and the LOM differently.  They are the same, except that CanCore refines
the LOM definitions and semantics.

The MARC-LOM/CanCore converter is a Web-based program written in Java that
takes the metadata of library materials in MARC format and converts them into IEEE
LOM format, displays a copy of the results on the user's screen, and saves the result
to a LOM database. The interface of the converter is shown in Fig. 2.

Fig. 2. The interface of the MARC – LOM converter

2.1   System Design and Implementation

There are three components in the development of the MARC-LOM converter. The
first component uploads MARC records (generated from a list of libraries’ web sites)
to the system. The second component is the MARC to MARC-XML conversion that
converts the metadata in MARC format into MARC-XML architecture [11]. This
component was developed based on part of the work of the Library of Congress [8].
The third component is the mapping from MARC-XML to LOM. Finally, the result
in LOM format will be saved to the LOM database and a copy of the result will be
displayed to the user. Fig. 3 illustrates the process of the conversion.
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Fig. 3. The process of the conversion

The mapping from MARC-XML to LOM consists of semantic mapping and tech-
nical mapping. The semantic mapping is a mapping from each element in the source
metadata standard to a semantically equivalent element in the target metadata stan-
dard. This process requires in-depth knowledge and specialized expertise in the asso-
ciated metadata standards. The technical mapping involves a transformation that takes
the metadata record content in MARC-XML format and translates it into a LOM
record with compatible information. The technical mapping employs a set of com-
puter programs and transformation languages. We use extensible Stylesheet Language
Transform (XSLT) to programmatically change extensible Markup Language (XML)
metadata records from MARC-XML format to LOM XML format. The following
example shows MARC-XML elements “language” and “title” and their correspond-
ing LOM XML elements.

 MARC-XML elements
<controlfield tag="008">020114s2002    flum     b   a001 0 eng  </controlfield>
<datafield tag="245" ind1="1" ind2="0">
      <subfield code="a">XML databases and the semantic Web /</subfield>
</datafield>
 LOM XML elements
<language>en</language>
<title>
<string language="en">XML databases and the semantic Web  </string>
</title>
It is intelligible if MARC tag is 245a then it means “title” in LOM. But it might

confuse readers that how to obtain the information on “language” of the title from the
element “title” in MARC. In fact, this information is obtained from an element “lan-
guage” other than from “title” in MARC. The above example illustrates that the dif-



Facilitating E-learning with a MARC to IEEE LOM Metadata Crosswalk Application         743

ferences in terminology and structures existed in two metadata standards and the map-
ping needs “semantic” mapping not just simple element or structure mapping.

The mapping is an iterative process involving ongoing refinement, revision, and,
even rethinking of element matches. The challenges in the semantic & technical map-
ping were the lack of a common terminology, different structures of metadata stan-
dards, lack of expertise in element mapping, and the loss of information [12]. Fur-
thermore, maintaining the crosswalk as the metadata standards change becomes even
more problematic due to the difficulties in keeping a historical record, and anticipat-
ing and responding to new changes in the associated standards. Some of the problems
encountered in the crosswalk development include:

Lack of common terminology -- A lack of common terminology currently exists
among the different metadata standards. Normally, this means that the same thing is
described by different terms in various metadata standards. Another case of this is
that the same names do not mean the same thing in heterogeneous metadata stan-
dards. For example, size of the library material might refer to the number of pages of
a book, whereas in LOM the “size” field requires information about the size of
learning object in bytes. Therefore, it should not be a revelation to find that a par-
ticular element in a metadata standard is not equivalent to an element in another
metadata standard even though they have the same name.

Different structures of metadata standards -- Each metadata standard is organized
differently since normally they developed independently. Different structures of
metadata standards make it difficult to find corresponding information in analogous
sections of another metadata standard.

Expertise in element mapping –- There are three situations in the element to ele-
ment technical mapping: one to one; one to many; and many to one. In most cases, a
one-to-many map is trivial, because an occurrence of the source element can map to a
single occurrence in the target element. For example, a single element “language” in
MARC is simply mapped with the element “language of title” and “language of key-
word” in LOM. However, sometimes mapping one source element to two or more
unique target elements requires specialized knowledge on how to interpret the source
element and parse it to corresponding target elements. An example of this case is
when the name of a person or an organization in MARC is mapped to the same ele-
ment in LOM. In LOM, the name of a person or an organization is expressed by
VCARD in which first name, last name, middle name, and title of a person are sepa-
rated by a different delimiter. This requires that developers parse the information in a
single element “name” to units including first name, last name, etc and reorganize
these units into LOM.

The many-to-one mapping must specify what to do with the extra elements. For
example, there is more than one value for the title in MARC, such as title, subtitle,
alternative title, etc. On comparison, there is only one value for title in LOM. If the
resolution is to map all values of the title in MARC to a single value in the LOM,
explicit rules are required to specify how the values will be appended together.

Loss of information -- Each metadata standard was built for a different purpose, so
it is not surprising to find that the number of elements in each metadata standard is
different. There are always some elements for which we could not find a compatible
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match in the other metadata standard. For example, the element “Physical Descrip-
tion” in MARC (tag 300) couldn’t match with any corresponding element in LOM.
Loss of information is unavoidable.

2.2    Research Status

The MARC-LOM Converter has been fully implemented at Athabasca University and
it is house on the AU web server (http://marc-lom.athabascau.ca/marc/). The MARC-
LOM crosswalk table was created and evaluated by the AU team with expertise in
library science, learning object metadata standards (LOM & CanCore) and computer
technologies. Appendix A shows a simple version of the cross walk table. Appendix
B shows a LOM result that was generated from the MARC-LOM converter. The full
crosswalk table and result can be found at the MARC-LOM web site.

We conducted some preliminary experiments with users from the library and uni-
versity centers. The library records they used are from the Athabasca University
Catalogue. In addition to the AU Catalogue, we have tested the MARC-
LOM/CanCore Converter with another15 libraries around the world (see appendix C)
and the converter worked as expected. The MARC-LOM Converter and other infor-
mation about the project is available at URL http://marc-lom.athabascau.ca/marc/ .

3 Conclusions and Future Work

The MARC-LOM/CanCore Converter allows MARC based library content metadata
and harvested metadata from the library system to interact with XML based digital
repositories. The converter enables the simplification of the creation/maintenance of
metadata and their utilization in e-Learning. It will render re-purposable knowledge
objects readily available alongside specially purposed learning objects and bring us
one step closer to enabling the use of intelligent agents on the semantic web. Our
future work will focus on the aspects of interoperability of functions including find-
ing resources and retrieving them, putting objects into repositories, and supporting
interactions between repositories. Heterogeneous software agents, such as converting
agents, searching agents, and monitoring agents will be employed to maintain robust
networks of learning object repositories.

Acknowledgement. This project is funded by Industry Canada and was part of an
initiative called IMEC (Interoperable Metadata for e-Learning in Canada) as well as
the pan-Canadian eduSource project funded by CANARIE, Canada’s broadband
research network. The software application was based partially on the work of the
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Appendix A: MARC 21 to LOM/CanCore Crosswalk Table

LOM/CANCORE
ELEMENT

MARC TAG AND
SUBFIELD

MARC DESCRIPTION CONDITIONS

1.1  Identifier 020 a ISBN If MARC tag is 020,
then the catalog = ISBN

022 a ISSN If MARC tag is 022,
then the catalog = ISSN

856 u Electronic Location and
Access

1.2  Title 245 a Title
245 b Remainder of title
130 a Main entry Uniform title
240 a Uniform title
630 a Subject uniform title

246 a Varying forms of title

1.3 Language 008/35-37 Language
041 a Language

1.4 Description 520 a Summary
1.5 Keyword 600 a Subject – Personal

610 a Subject – Corporate
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650 a Subject – Topical
611 a Subject – Conference

2.1 Version 250 a Edition
2.3 Contribute
2.3.1 Role

100 a Personal author Field present if item was
created by the entry.

110 a Corporate author Same as 100
008 byte 22 Target audience Only valid if item is

book, computer file,
music, or visual material

:
:
:

:
:
:

:
:
:

:
:
:

9.2.1 Source 600, 610, 611,650,
651

Subject

050 or 055 or 082
All subfield a

LC Classification number
Dewey Decimal Classifi-
cation number

If 050 or 055 field is
present, the classifica-
tion is LC in type.
082 indicates DDC

090 Local call number If 2-3 letters and then
numbers, LC Class is
Source. (AB 2321)
If entry is solely num-
bers (111.11….), then
Source is DDC.

099 Local call number
9.4 Keyword 600, 610, 611, 650,

651
Depends on the actual
MARC field

Appendix B:  A Sample LOM Result

<?xml version="1.0" encoding="ISO-8859-1" ?>
-<lom xmlns:xsl="http://www.w3.org/1999/XSL/Transform"

xsl:schemaLocation="http://ltsc.ieee.org/xsd/LOMvlp0
http://adlib.athabascau.ca/catalog/xml/LOMv1p0/lom.xsd"
>

- <general>
- <identifier>

  <catalog>ISBN</catalog>
  <entry>0849310318</entry>

  </identifier>
- <title>

  <string language="en">XML databases and the
semantic Web</string>

  </title>
  <language>en</language>
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- <keyword>
  <string language="en">Database management.</string>

  </keyword>
- <keyword>

  <string language="en">XML (Document markup
language)</string>

  </keyword>
- <keyword>

  <string language="en">Web site development.</string>
  </keyword>
- <keyword>

  <string language="en">Semantic Web.</string>
  </keyword>

  </general>
- <lifeCycle>

- <contribute>
- <role>

  <source>LOMv1.0</source>
  <value>Author</value>

  </role>
- <entity>

  <vcard>BEGIN:VCARD VERSION:3.0 FN:Bhavani
M.Thuraisingham N:Thuraisingham; Bhavani; M.
END:VCARD</vcard>

  </entity>
  </contribute>
- <contribute>

- <role>
  <source>LOMv1.0</source>
  <value>Publisher</value>

  </role>
- <entity>

  <vcard>BEGIN:VCARD VERSION:3.0 ORG:CRC Press
END:VCARD</vcard>

  </entity>
- <date>

  <dateTime>2002</dateTime>
  </date>

  </contribute>
  </lifeCycle>
- <technical>

  <format>non-digital</format>
  <location>QA 76.9 .D3 T536 2002</location>

  </technical>
  <right />

  </lom>
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Appendix C: A List of Online Public Access Catalogues
Compatible with the MARC-LOM Converter

Australia
Murdoch University, University of Sydney, University of Western Australia,
University of Wollongong

Canada
Athabasca University Library, Simon Fraser University, University of Winnipeg,
Canada Institute for Scientific and Technical Information
Taiwan
Taiwan National University,  Academia Sinica

United States
Brown University, San Diego State University, University of Missouri
University of Massachusetts at Amherst, University of Nebraska, Omaha 
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Abstract. This paper describes a multiagent system for delivering adaptive m-
learning services. It provides a discussion of many questions related to adap-
tivity and mobility in e-learning: course content adaptation, wireless access to
learning services using PDA, and openness to external learning resources
(learning object repositories). The paper provides a short overview of some re-
lated works and provides a detailed description of the architecture and compo-
nents of the proposed multiagent framework.

1   Introduction

Electronic learning continues to grow phenomenally but most e-learning development
involves wired infrastructures. It is believed that emerging wireless and mobile networks
will provide new applications in mobile learning [1]. Learners can access mobile learn-
ing services from anywhere, anytime, and even under varying degrees of network fail-
ure. Web-based learning systems development has taken two different but complemen-
tary directions. On one hand research-based Intelligent Tutoring Systems (ITS) [2] and
Adaptive Hypermedia Systems (AHS) [3] that focus on the problem of adapting the
instructional process (course content adaptation, course navigation adaptation, problem-
solving support, etc.). These systems are underused and always don’t go beyond their
research environment. On the other hand industrial-based Learning Management Sys-
tems [4] whose primary focus is the management of the learning process (Registration
and tracking of students, Content creation and delivery capability, Skill Assessment and
development planning and Organizational resource management). These systems are
largely adopted in the education and training market.

This paper presents an M-learning framework whose main objective is to bridge
the gap between the modern approach to Web-based education (based on mobile
devices, wireless networks and learning object repositories), and powerful but
underused ITS and AHS technologies. This framework attempts to address both the
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component-based development of adaptive systems, the user mobility and the open-
ness toward external course content providers and learning object repositories [5].

In section 2 we present some pertinent literature and related works. Section 3 pres-
ents the architecture of the proposed framework. Finally we conclude with some
comments about future developments related to this work.

2   Literature Overview and Related Works

In the literature, M-learning has been defined from different views. Some definitions
take technology as the starting point [6, 7], other definitions [8] relate it more to dis-
tance education by focusing on the principle of anytime, anywhere and any device.
Leung [9] identifies four characteristics for m-learning: dynamic by providing up-to-
date material and resources, operating in real time by removing all constraints on time
and place, adaptive by personalizing the learning activities according to the learner
background and collaborative by supporting peer-to-pear learning. M-learning is still
in its birth stage and most of the research projects are focusing on the connectivity
problem of using wireless networks or the problem of accessing course content using
mobile terminals (PDAs such as Compaq iPaq or WAP phones) [10, 11]. The multi-
device issue has been also addressed in some projects. Ketamo et al. [12] have im-
plemented an m-learning environment (xTask) that adapt to different user devices
(PC, PDA and WAP devices). xTask implements also a library for managing learning
material in various formats and discussion forum tools. In the Knowmobile project
Gallis et al. [13], studied how medical students use various information and commu-
nication devices in the learning context and argue that “ there is no ‘one size fit all’
device that will suite all use situations and all users. The use situation for the medical
students, points towards the multi-device paradigm”. The multi-device paradigm fits
well with the e-learning context where students use different devices depending on
the situation, environment and context.

Few of the M-learning projects have addressed the problems of adaptation of
learning tasks and personalization of course content based on student’s model, learn-
ing styles and strategy [14, 15]. These problems have been largely studied within the
traditional web-based systems (ITS and AHS). Some of the well-known projects are:
ELM-ART [16, 17] an on-site intelligent learning environment that supports exam-
ple-based programming, intelligent analysis of problem solutions, and advanced test-
ing and debugging facilities. InterBook [18,19] a tool for authoring and delivering
adaptive electronic textbooks. It supports adaptive sequencing of pages, adaptive
navigation by using links annotation and adaptive presentation. DCG [20, 21, 22] an
authoring tool for adaptive courses. It supports adaptive sequencing and offers differ-
ent levels of re-planning the course. AHA [23, 24, 25, 26] a generic system for adap-
tive hypermedia whose aim is to bring adaptivity to all kinds of web-based applica-
tions. AHA supports adaptive navigation (annotation + hiding) and adaptive presen-
tation. ILESA [27, 28] an intelligent learning environment for the Simplex Algo-
rithm. It implements adaptive sequencing (Lesson, problem) and provide problem-
solving support.
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Personalization of the teaching material has been studied and evaluated in the era
of psychology of learning and teaching methods [29, 30, 31]. The empirical evalua-
tion of these methods showed that personalized course material increases the learning
speed and help learners for better understanding [14].

At least three major technical issues should be considered when building m-
learning services: how to deal with unreliable and low bandwidth of wireless connec-
tions using handheld devices, how to insure a seamless multidevice and cross-
platform solution, and how to manage learning services adaptivity to the learner's
preferences and style.

In this paper we are proposing a solution based on mobile agents and a two-fold
student modeling mechanism. Mobile agents will allow us to address the problem of
intermittent connectivity and multidevice / cross-platform adaptation and the two-fold
student modeling will allow us to handle in a very flexible manner the learning serv-
ices personalization.

3   Multiagent Framework for Adaptive M-learning

3.1   Context

The design basis for this framework is a university e-learning environment (i.e.
Athabasca University) where learners are taking courses in asynchronous mode
(grouped or individual). In this context most of learners are working and have more
personal needs to enhance their careers. They often have a long term learning plan,
and prefer flexible and individualized environment. A significant percentage of these
learners are always mobile and need to have access to their courses from everywhere,
anytime and using different devices. So, the context of this project takes into consid-
eration the following requirements:

• Asynchronous e-learning.
• Mobile users.
• Multi-devices environment.
• Adapted courses.
• Personalized interfaces that offers the same look and feel.

3.2   System Architecture

In this context we are proposing a multiagent architecture for implementing an e-
learning system that offers courses personalization and support mobile users con-
necting from different devices. The detailed architecture of the system is articulated
around five main components:
1. Users profiles repository: for each user the system maintains a profile that has

two components, the learner’s model and the user preferences regarding the
learning style, interfaces and content display.
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2. Devices profiles repository: contains for each device the features and capabilities
useful for the e-learning service provision (screen size, bandwidth limit, colors,
resolution, etc.). Some features that can be automatically detected by the system
(Operating System, Browser, Plug-ins) are not stored in the repository but inte-
grated to the profile when initializing the terminal agent.

3. Learning objects repository: contains the courses teaching material defined as
learning objects [5].

4. Courses database: for each course the system maintains two knowledge structure:
the course study guide and the course study plan.

5. Multiagent system composed of stationary and mobile agents.
The following figure presents the main components of the system:

Fig. 1. System Architecture

Profile Manager Agent: the profile manager is implemented as a stationary agent.
It manages the knowledge related to the learners and all defined devices (terminals).
The main tasks of the profile manager are:
• Performing user authentication
• Acting as a central register, where each new learner must be registered.
• Managing and assuring the consistence of the databases containing learners and

devices profiles.
• Receiving service requests from terminals and giving access to user profiles data.
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• Initiating and sending the user agent and terminal agent to the remote device.
• Checking the version of the user agent and the terminal agent that resides on

remote terminals and automatically download any necessary updates.

Course provider Agent: a stationary agent that manages the knowledge about courses
and teaching strategies. The main tasks of the course provider are:
• Providing an interface for defining learning objects and courses knowledge

(study guide and study plan).
• Receiving service requests from terminals and giving access to courses data.
• Generating the course study guide and study plan based on the user profile and

the teaching strategy.
• Packaging the course teaching material according to the user profile and device

profile.
• Initiating and sending the tutor agent and terminal agent to the remote device.

User Agent: a mobile agent that carry and manage a local copy of the user profile
(user preferences and learner’s model) to the remote terminal. The main tasks of the
user agent are:
• Providing the tutor agent and terminal agent with the user information (profile,

identification).
• Managing and synchronizing the user profile duplication with the central server.
• Providing the local personalization of the course material. In collaboration with

the terminal agent and the tutor agents, the user agent insures the display of the
course material according to user preferences and terminal capabilities.

Tutor Agent: a mobile agent that manage the course delivery to the roaming user. The
main tasks of the tutor agent are:
• Carry and manage the course material and study plan.
• Provides a personalized learning service to the learner based on his model and

learning style.
• Insure the adaptation and packaging of external course content. Since the system

is open to third party providers, external course material will need to be con-
verted to the required format and adapted to the user and device profile. The tutor
agent insures the necessary adaptation and conversion in collaboration with the
user agent and the terminal agent.

• Synchronizes the course content with the server.

Terminal Agent:  a mobile agent that maintains the terminal profile of the corre-
sponding device and insure the display of services according to the user preferences
and terminal capabilities.



754 L. Esmahi and E. Badidi

3.3   Knowledge Structures for Adaptive Courses Delivery

Course’s study guide: the course content is organized around a set of concepts. Each
concept has a teaching material associated with it that comes either from an external
source or learning object. The course study guide defines the relationships between
these concepts. The relationships consist of prerequisite, similarity and substitute
relationships.

Course’s study plan: The course structure is organized in terms of units and sections,
and for each section a set of concepts is learned using different tasks: readings, labs
and tests. The study plan defines the sequencing of the course content and the time
constraints and deadlines for different tasks of the learning process.

Learner’s model: a fuzzy overlay model based on the course concepts. It represents
static beliefs about the learner and in some case is able to simulate the learner’s rea-
soning. With each concept in the model is associated a fuzzy value that represents the
assessment of the learner’s knowledge regarding this concept.

Two different versions of the learner’s model are used by the system: a global
model and a local model. The global learner’s model is stored within the user profile
repository and represents concepts reported to the system about the learner or learned
from different courses.  This model represents in addition to the concepts and associ-
ated fuzzy values, the relationships between concepts (prerequisite, similarity and
substitute). The local learner’s model is managed by the user agent within the user’s
terminal and is related to a specific course. This model represents only the course
concepts and associated values.

The local learner’s model is refined based on the learner’s interaction with the
system when reading the course material and doing the assessment exercises. The
local model  is also used to update the global learner’s model. The local model is
initialized from the global model.

Teaching Strategy: A set of rules that implement the adaptation controls for the
courses. It consists of rules for sequencing the course material components, rules for
adding or dropping course material components and rules for selecting between
similar or equivalent course material components

3.4   Adaptation of Third Party Provider Content

Unlike traditional systems, in this project we seek to be open to third party providers.
In fact we aim in the future to implement an infrastructure (e-market place) for col-
laborative e-learning services provisioning. So, we need to implement a process that
provides user-side device independence on web content. The main idea behind this
process is to construct a basic generic page from the source, and then mark up that
document with appropriate tags as determined by the user's profile and device profile.
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A Web course content always involves different resources (files, database, learning
objects… etc). So, the adaptation process consists of creating a Java Servlet or JSP
document that connects to data sources and objects, and produces an XML document.
The main idea here is to use a two-stage process that generates in the first step an
XML document (model), and then translate the generated model to a rendering format
(HTML, WML, etc.) that will be presented to the user.
The following figure describe the two stage services:

Learning
Objects

Repository
Data base

Data
Files

Model Creation Service
(XML Generator, JSP/ Java Servlet)

Document Into Rendering Format
(HTML, WML, …)

View Transformation Service
(XML Transformer, XSLT, DSSSL, …)

Service Model
(XML Document)

User Profile

User Profile
Device Profile

Web content resources

Fig. 2. Adaptation of external course content
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The first step in the content module is to create an XML document from the con-
tent resources. If we use the logic of web services this will correspond to the model
creation service (figure 2). This model creation service implements an XML genera-
tor using JSP or Java Servlet that generate an XML document of the Web content.
The user profile is used here to personalize the content according to the user profile.
The second step in the content module is to create a rendering format for the XML
document. This corresponds to the view transformation service (figure 2). The view
transformation service implements an XML transformer using XSLT or DSSSL that
generate a rendering format for the XML document. Since the rendering format de-
pends on the device features and user preferences, the user profile and device profile
will be used in this process.

The two stage services will provide us with more flexibility and device independ-
ence:
• The separation of the service model from the service view will provide us with

device independence and make easy the maintenance of the content generation
process.

• With browsers including a W3C-Compliant XSLT engine, more processing will
occur on the client side and reduce the work done by the server.

• The services may be distributed over several machines if needed to balance the
overall load.

4   Conclusion

The proposed multiagent architecture offers the advantage of being more flexible and
scalable. The two-fold learner’s model offers more flexibility to do the course adap-
tation either in the server or the client depending on the needs. The mobile agents
architecture offers also a dynamic adaptation either for the course content or the inter-
face since the tutor agent is in permanent communication with the user agent and the
terminal agent. Furthermore the system is open to third party providers for the course
content.

Future developments on this project will be focused on both solving some techni-
cal issues related to the implementation (complex knowledge structure within mobile
agents) and extending the system toward an infrastructure (e-market place) for col-
laborative e-learning services provisioning.
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Abstract. The paper presents a method of learning scenarios determination in
intelligent web-based learning environment. The scenario is defined as a
sequence of concepts from domain knowledge represented by a series of
hypermedia pages. Presentation techniques used for pages construction
correspond with teaching methods that are applied to the class of students
characterized by certain definite learning style. Every student taking up a course
is represented by his profile. For a given student and course the opening
learning scenario is determined by consensus-based procedure on the ground of
the similar learners scenarios. As the learning process proceeds the scenario is
changed dynamically to better suit actual learner characteristics.

1   Introduction

Today the need for life-long education is obvious for everyone. It is addressed not
only for pupils or students but also for staff members of various businesses, legal,
governmental, educational and many other types of organizations. The increasing
unemployment in many countries also speeds up the need for gaining new
competences.

In this context e-Learning acquires larger and larger importance. It provides the
possibility of learning at any time and anywhere. In order to enable an easy and open
access to e-Learning courses they are usually implemented using the Web-based
technologies, which are inexpensive but very efficient tools for delivering education
and training for many different audiences [4].

In order to attract many participants e-Learning should offer its users adaptive,
dynamically changing, intelligent environment that would contribute to improve the
learning efficiency. Modern pedagogical theories as constructivism, cognitive
apprenticeship, minimalism, conversational instruction and others provide the
indications for systems practical design and solutions of these problems [3]. Most of
them focuses on learning rather than teaching and attach great importance to learners
as active constructors of their knowledge.

The approach proposed in this paper is based on user centred environment and
intelligent guidance. It would provide adaptive guidance for the student in
hypermedia structured learning space. This solution permits to determine optimal
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learning scenarios for different classes of students according to their personal features
(e.g. age, completed education etc.), cognitive characteristics represented by
individual learning style and sequences of hypermedia pages (presentations) suitable
to teaching methods available for every piece of knowledge to be learnt.

2   Outline of Knowledge Structure and Learning Process

A learning scenario represents the proceeding of individual student’s learning process.
It indicates an order of knowledge items to be learnt and teaching methods used for
their presentations [10]. Individualization of learning process relies on matching a
scenario for a student according to learner’s characteristics and predetermined
knowledge structure [8].

Knowledge
piece 1

Knowledge
piece 2

Page 1 Page 2 Page 3

Page 4

Page 5

Page 6 Page 8Page 7

Presentation level

Conceptual level

Knowledge
piece 3

Page 9

Page 10

Fig. 1. Outline of Knowledge Structure

Let K be the finite set of knowledge units resultant from the whole knowledge
domain partition on elementary, indivisible and meaningful pieces that are connected
each other by different relations (respectively nodes and arcs at conceptual level on
Fig. 1). We assume that there is defined a partial order α in K, which represents the
obligatory order in learning these knowledge elements. By Rk we denote the set of all
presentations of a knowledge unit k∈K. Presentations are the sequences of
hypermedia pages related to every node from conceptual level (presentation level on
Fig. 1). Each sequence corresponds to a teaching method suitable to the knowledge
unit presentation. By Tk we denote the set of tests serving to verify learner
competence referring to k. A presentation from Rk and a test from Ek are called
corresponding to k. Let R = U k∈K Rk and T = U k∈K Tk. A course L can be defined as a
subset of knowledge units, that is L⊆K. Let αL = {(k,k’): k,k’∈L and (k,k’)∈α}.
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Definition 1. By a learning scenario s for course L we call a sequence belonging to
Cartesian product (R∪T)2n for n being the cardinality of set L, which fulfils the
following conditions:
a) Each knowledge unit k∈L has exactly 1 corresponding presentation and 1

corresponding test in s and s does not contain any other presentations and tests
corresponding to knowledge unit k.

b) The order of any 2 presentations in s should correspond to the order (if exists) of
their knowledge units in relation αL.

c) The order of any 2 tests in s should correspond to the order (if exists) of their
knowledge units in relation αL.

d) Any test should have a presentation as its predecessor and any presentation
should be followed by a test.

The following example should explain the definition:

Example 1. Let L = <k, k’, k“>, Rk = {p1, p2}, Rk’ = {p1’, p2’}, Rk“ = {p1“, p2“},
Tk ={t1, t2}, Tk’ = {t1’}, Tk“ = {t1“, t2“ t3“,} and αL = {(k’, k“)}. Some potential scenarios
for course L are:

s1 = <p1’, t1’, p2“, t1“,  p1, t2>,
s2 = < p2, t2, p2’, t1’, p1“, t1“>,
s3 = < p2, t1, p1’, t1’, p1“, t2“>.

Let SL be the set of all scenarios for course L. Notice that the cardinality of set SL is
dependent on the number of knowledge pieces occurring in L, the numbers of
presentations of each knowledge piece and the order αL. Generally, this number may
be very large, but always finite.

General conception of learning process relies on the assumption that similar
students should learn in the same way, namely by the same learning scenario. So,
when a learner takes up a course the system creates his initial profile on the base of
student’s characteristics. In following step this profile is used to classify the student to
a set of similar learners. This isolated set of learner’s serves to determine an opening
learning scenario. At the beginning of system functioning, opening learning scenario
is assigned to a given class by experts or pedagogical agent. In the situation when
there is a class of students that are similar to a new learner and that have finished
chosen course with success, opening scenario is determined by the analysis of their
final scenarios.

When learning procedure starts it offers to the student first sequence of
hypermedia pages indicated by the scenario for first piece of knowledge and the
student starts to learn. Next the student has to pass a test suitable to the knowledge he
has just learnt. According to the test results a pedagogical agent decides if the student
should continue learning in keeping with earlier steady learning scenario. If test
results are not sufficient the agent can change scenario by choosing, from
presentations available for a given knowledge unit, this one that has not been used yet
and better suits to actual learner characteristics. Sometimes the agent may change the
order of presented knowledge units. In every case the actions of pedagogical agent
aim at delimiting the more effective way of learning for a given student.

All decisions that have been made during the whole course are remembered and
used to modify student’s profile and to create final learning scenario. In consequence
preliminary learners’ classification could be no more correct. Therefore, at the end of
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learning process the student may be reclassified. Final scenario that have brought the
student to success together with final scenarios of the other members of the class will
be used to determine opening learning scenario for a new student classified by the
system into the same category.

3   Learner Profile

A learner profile is student’s representation in education system. It should include the
entire information concerning the student and important from system adaptability
point of view. This information can be divided in two main categories: personal
features and user – system interaction history.

First of them would contain the data that permit student’s identification and those,
which are connected with learner’s education level, i.e. learner’s identifier, name and
forename, birthday, age, completed education (primary, secondary, graduate and post
graduate). For the attribute age the following values have been assigned: young,
middle and advanced corresponding to the (18-35〉, (35-65〉, (65 and more) age
ranges.

Personal features comprise also Intelligence Quotation (IQ) with values: low (less
then average), middle (average) and high (above average) and individual student’s
learning style. The latest attribute will be represented by model developed by R.
Felder and L. Silverman [5]. The model considers learner’s behavior on four bipolar
dimensions: perception (sensitive, intuitive), receiving (visual, verbal), processing
(active, reflective) and understanding (sequential, global). To assess student’s
preference along the particular model dimension Index of Learning Styles
questionnaire developed by R. Felder and B. Soloman [6] should be applied. The
results obtained are presented as a pair, where first element refers to learner’s
preferred direction for every dimension, and the second is a score on a scale 1-11 that
indicates the intensity of student’s behavior in a given direction. This information will
be useful for pedagogical agent to determine alternative for a given student way of
knowledge unit presentation while previously used led to failure.

Definition 2. By individual learning style ILS we call Cartesian product:
ILS = PER×REC×PRO×UND, where:
PER={SEN,INT}, REC={VIS,VER}, PRO={ACT,REF}, UND={SEQ,GLO},
and SEN = (sensitive, i), INT = (intuitive, j), VIS = (visual, i), VER= (verbal, j),
ACT = (active, i), REF = (reflective, j), SEQ = (sequential, i), GLO = (global, j),
where i, j = 1, 2, …, 11 and if  i>0, then j = 0 and else, if j>0, then i = 0  for: SEN

and INT, VIS and VER, ACT and REF, SEQ and GLO.
The second category of learner profile data cover dynamic information gathered by

system during learner – system interaction. They comprise the information concerning
completed courses, i.e. course identifier, opening and final learning scenarios, as well
as currently realized course, i.e. course identifier and opening scenario. All learning
scenarios remembered in student’s profile have the same structure consistent with the
definition 1. For finished and currently realized courses all the tests scores in opening
scenarios are equal to 0. In final scenarios there will be the real scores obtained by the
student in successfully passed tests following related knowledge units presentations.
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Let’s notice that in looking for the similarity between students not all of the attributes
would be of the same importance. So, it was decided that there will be taken into account
only these attributes, which are supposed to significantly influence the effects of learning
processes. They are the basis of classification, hence will be called basic attributes. To the
set of basic attributes – B will be included (with regard to legibility the notations will refer
to first letters of attributes names and values):
− age – AG = {YO,MI,AD},
− sex – SX = {MA,FE}
− intelligence quotient – IQ = {LQ,MQ,HQ},
− education – ED = {EE,SE,HE,PE},
− individual style of learning – PER, REC, PRO and UND.

Remaining student’s data containing:
− learner identifier – PI,
− name and forename – NF,
− date of birth – BD,
− finished courses (opening and final learning scenario) –

LF ={(I1,Os1,Fs1),...,(Ik,Osk,Fsk)}
− currently realized course (opening learning scenario) – LA  = (Ia,Osa),
− score on the scale 1-11 for each attribute: SEN, INT, VIS, VER, ACT, REF, SEQ and

GLO
are included to the set of supplementary attributes – A and in a given moment does not

participate in student’s classification.

4   The Classification

The basic attributes define the characteristics of a class and consequently they determine
the learners’ profiles distribution into classes. The remaining (supplementary) attributes
reflecting the data about students could be used to the actualisation of classification or to
the future investigations.

Definition 3. Let B = {B1,...,BN}. By profile classification C we call Cartesian product
C=B1×...×BN. Each element C=(b1,...,bN) of product C we call a class of classification. In
the other words, C∈C, if and only if b1∈B1,...,bN ∈BN.

Definition 4. We say that value b of the attribute B represents a class C = (b1,...,bN) if and
only if b belongs to set b1,...,bN.

Definition 5. We say that learning scenario s belongs to a class C = (b1,...,bN), if and only if
there exists at least one profile p that belongs to C, for which s is final scenario.

Example 2. Let C = AG×SX×IQ×ED×PER×REC×PRO×UND, where AG, SX, IQ, ED,
PER, REC, PRO, UND are basic attributes with values defined in previous section. To the
category  Cj = (YO,FE,HQ,SE,INT,VIS,ACT,SEQ), will be included the profiles of students
who:
− are young (YO),
− are female (FE),
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− have high intelligence quotient (HQ),
− have completed secondary education level (SE),
− like innovations and dislike routine calculations (INT),
− prefer knowledge presented in graphical form (VIS),
− like active experimentation (ACT),
− prefer material presented in steady progression of complexity and difficulty (SEQ).

In the classification mentioned above as basic attributes were assumed these attributes
and their values that have been supposed to influence the effects of learning. However, it
cannot be assumed that the selection of attributes and their values is entirely consistent
with the postulate of dependency between learning scenarios and basic attributes. Scenario
verification and connected with it verification of classification takes place during
classification process.

When the student is finishing the course without changing of the opening scenario, he
stays in previously determined class. If the scenario is changed, then the pedagogical agent
decides to transfer the student to another class. After some period of time the data gathered
by system, especially opening and final learning scenarios of completed courses, will by
analyzed in detail to modify the classification and to determine new opening scenario for
each class and every course of actualized classification.

5   Distance Function between Scenarios

It is possible to calculate the distance between scenarios. To measure the distance the
following constraints should be taken into account:
− The distance of 2 ordered sets of knowledge pieces’ presentations appearing in

these scenarios,
− The distance of 2 ordered sets of tests.
By d: SL × SL → [0,1] we call the distance function between scenarios, where [0,1] is
the set of real numbers, not smaller than 0 and not larger than 1.

In a scenario s∈SL we distinguish the following sequences: sequence sP consisting
of knowledge presentations occurring in s, and sequence sT consisting of tests
occurring in s. The following example should illustrate the notions.

Example 3. Let L = <k1, k2, k3, k4> and T = <t1, t2, t3, t4>. If s = <p1, t1, p2, t4, p3, t2, p4,
t3> where presentation pi corresponds to knowledge piece ki for i=1,…,4, then sP =
<p1, p2, p3, p4> and sT = <t1, t4, t2, t3>.

The idea of the distance between 2 scenarios s and s’ is the following: Firstly, we
measure the distance d1(sP,sP’) between sequences sP and s’P, next the distance
d2(sT,sT’) between sequences sT and s’T is determined. Finally, the distance d(s,s’) is
calculated as:

d(s,s’) = 
β+1

1 (d1(sP,sP’) + β⋅d2(sT,sT’)),

where β (0≤β≤1) is the parameter representing the participation degree of the distance
between tests in the distance d.

In determination of distance d1(sP,sP’) 2 constraints should be taken into account:
the first is the distance between 2 orders of knowledge pieces presented in scenarios s
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and s’, and the second refers to the distances between the presentations of each
knowledge piece. These constraints should be calculated for each knowledge piece as
follows: For given knowledge piece k let r and r’ be its corresponding presentations
with indexes i and i’ in scenarios s and s’ correspondingly. The participation of k in
distance d1(sP,sP’) is equal to 'ii −  if r=r’ or ⋅− 'ii γ if r≠r’, where γ (1<γ≤2) is the
parameter which causes the increase of the distance between knowledge pieces in
distance d1(sP,sP’) in case when their presentations are different. Such defined
distance d1(sP,sP’) is consistent with one of distances between linear orders proposed
among other in Arrow’s pioneer work of choice theory [1]. In this work we need it to
be normalized by dividing by number γn(n+1)/2.

The distance d2(sT,sT’) between 2 test orders may be calculated in a similar way as
for distance d1(sP,sP’). For given knowledge piece k let t and t’ be its corresponding
tests with indexes i and i’ in scenarios s and s’ respectively. The participation of k in
distance d2(sT,sT’) is equal to 'ii −  if t=t’ or ⋅− 'ii η if t≠t’, where η (1<η≤2) is the
parameter which causes the increase of the distance between knowledge pieces in
distance d2(sT,sT’) in case when their corresponding tests are different. Next d2(sT,sT’)
should normalized by dividing by number ηn(n+1)/2.

Example 4. Assuming that β=0.5, γ=2 and η=1.5, let scenarios s1 and s2 be defined as
in Example 3. The distances d1 and d2 for scenarios s1 and s2 are equal 2/3 and 1/1.5
correspondingly. Thus the distance d(s1,s2) is equal (2/3+0.5⋅(1/1.5))/2 = 0.5.

It is not difficult to prove that such defined distance function is a metric.

6   Determining the Opening Scenario Using Consensus Methods

To determine the opening scenario that is proposed to the learner the system should
use the information it possesses in its database. In this database there are stored the
profiles, including among others the final scenarios, of these learners who have been
classified into the same class as our new student and have finished (with positive
results) the same course, which the new student wants to learn. Although these
learners have similar features, the scenarios, on the basis of which they have finished
the course successfully, may be different. However, we assume that these scenarios
are an essential resource of information for defining the opening scenario for the new
learner. Because of their differences we propose to determine the opening scenario as
the consensus of existing scenarios.

For given course L and a set of scenarios s1,…, sn for this course, we define their
consensus as follows:

Definition 3. By the consensus of scenarios s1,…, sn  we call a scenario s*∈SL  for
which the following condition is satisfied:

∑
=

n

i
issd

1
),( *  = 

LSs∈
min ∑

=

n

i
issd

1
),( .

Notice that there have been worked out many criteria for consensus choice [13], but
the criterion presented in Definition 3 is most often used in practice because it
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guarantees that the consensus at best represents the given data versions which are
inconsistent.

It is also worth to note that the number of elements of set SL may be very large and
this could make the consensus choice task to be a complex one. Besides it has been
proved [2] that the problem of determining an order that generates the smallest sum of
distances to given orders (as a particular case of our task) is a NP-hard one. For these
reasons below we propose a heuristic algorithm for this task.

The idea of this algorithm is the following: For each scenario s from scenarios
s1,…, sn its presentations’ order sP is calculated. There will be worked out 2
procedures. The first of them determines the consensus *

Ps  for orders sP and the
second determines the consensus s* by selection of corresponding tests to
presentations occurring in order *

Ps . These procedures a presented below:

Procedure 1. Determining the consensus *
Ps  for orders s1P,…, snP.

BEGIN

1. For each i=1,…,n calculate ∑
=

=
n

j
jPiPiP ssdsS

1
1 ),()( .

2. Select such i that sum S(siP) is minimal.
3. Let *

Ps := siP= <p1,…, pn>.
4. For i=1,…,n do

For j= i+1,…,n do
Begin
4.1. If pair <ki,kj> of knowledge pieces to which are corresponding pi and pj

does not appear in order αL then create '
Ps  from *

Ps  by reordering pi and pj.

4.2. If S( '
Ps )<S( *

Ps ) then *
Ps := '

Ps .
End.

END.
Procedure 2. Determining the consensus *s  for scenarios s1,…, sn.

BEGIN
1. Calculate consensus *

Ps  using Procedure 1. Let *
Ps  = <p1,…, pn>.

2. Create a scenario s = <p1, t1,…, pn, tn> where ti are tests and pair pi, ti is
    corresponding to a knowledge piece ki in course L.

3. Calculate ∑
=

=
n

i
issdsV

1
),()( .

4. For i:=1 to n do:
Choose such test t from 

ikT and replace the corresponding test to ki in s
so that value V(s) is minimal.

5. Let *s :=s.
END.
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It is possible to prove that the computational complexity of Procedure 1 is O(n2)
and of Procedure 2 is O(mn) where m is the maximal number of tests corresponding to
knowledge pieces from L. Thus the complexity of the algorithm is O(n2+ mn).

7   Implementation

For the implementation of an experimental e-Learning environment it is usually
impossible to apply only standard authoring tools for web-based systems development
such as WebCBT or Toolbook. We must consider less standardized implementation
that enables full control over most important aspects of the implemented e-Learning
environment.

Most modern web-based systems are implemented using 3-layer architecture,
where presentation, application and database layers could be distinguished [15]. In
this type of architecture we are considerably free with selection of the particular tool
for the implementation of each layer. To implement the presentation layer we can use:
HTML or XHTML also with some dynamic elements such as JavaScript or Java
applets. More flexible solution is offered by using XML for information
representation and XSL for its presentation. To implement applications rich with
multimedia elements, Macromedia Flash seems to be very good solution. There are
however many other potential solutions, such as W3C SVG (Scalable Vector
Graphics) – a language for describing 2D vector graphic in XML or QuickTime.
Nowadays it is considered to use the 3D interfaces not only in computer games but
also in education applications. To implement interfaces of this kind we can apply
VRML, CULT 3D or Adobe Atmosphere. Usually to present such applications, the
web browser must use special plug-ins.

In web-based systems presentation layer is very often closely integrated with
application layer. This is so, because in application layer scripts or components
generate HTML code, which is sent and only interpreted by a client. Of course
JavaScript, Flash or Java applets require from client computer not only the ability to
interpret simple HTML code but also to run parts of application code.

Database layer should be built using such a database management system, which is
capable not only to store data, but also to provide flexible data access. It should
provide executing SQL queries and retrieving results as relational record set and
XML documents. This solution allows designers to build applications for different
target users. It can be used by applications running in local networks, in the Internet
as well as through wireless equipment like mobile phones and handholds.

8   Conclusions

In this paper a conception for a model of intelligent e-Learning environment is
presented. We propose to use learner profiles to classify students into classes, which
serve to group the students with similar features. Such classification is useful because
owing to it one can determine a sensitive scenario for a new learner. This scenario is
calculated by consensus methods. The final profile and scenario of the student after
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his successfully finishing the course will be stored and the system may use this
information for other new students. Future works should concern realization of this
conception in a computer program, which can function in Web environment.
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Abstract. This paper presents a multiobjective hybrid metaheuristic approach
for an intelligent spatial zoning model in order to draw territory line for geo-
graphical or spatial zone for the purpose of space control. The model employs a
Geographic Information System (GIS) and uses multiobjective combinatorial
optimization techniques as its components. The proposed hybrid metaheuristic
consists of the symbiosis between tabu search and scatter search method and it
is used heuristically to generate non-dominated alternatives. The approach
works with a set of current solution, which through manipulation of weights are
optimized towards the non-dominated frontier while at the same time, seek to
disperse over the frontier by a strategic oscillation concept. The general proce-
dure and its algorithms are given as well as its implementation in the GIS envi-
ronment. The computation has resulted in tremendous improvements in spatial
zoning.

1 Introduction

In this paper we report an application of Geographic Information System (GIS) and
multiobjective hybrid metaheuristic algorithms to the development of a decision-
support system used in the Spatial Zoning Procedure (SZP). Spatial zoning is defined
as to draw lines for a boundary [1]. It is to partition geographical zones with territory,
subject to some side constraints [2]. A combinatorial optimization model is formu-
lated to represent the SZP problem and a multiobjective metaheuristic solution proce-
dure is developed to solve the optimization model. The SZP is tremendous important
that it reacts on how we take control on the space of a particular region [3]. The proc-
ess is not only relevant to election system, but also important in school districting,
business territory, law enforcement and forests planning related system.

SZP problem has been implicitly characterized as a combinatorial optimization
problem from 1961 to obtain the optimal arrangement of a group of discrete entities in
a way that additional requirements and constraints are satisfied [4, 5, 6]. After 1995,
the solution of SZP has been shifted from the exact to heuristic method and then the
latest trend to a metaheuristic method. Basic algorithms in exact method were first
produced in 20 years ago [7]. However, computing exact optimal solutions for spatial
zoning problem is computationally intractable because it is one of the numerous NP-
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hard combinatorial optimization problems [8]. In contrast, the earliest heuristic
method was a mild steepest descent heuristic. Nevertheless, it works well only on
small problems. Later, there are other heuristic procedures developed to solve the
problem such as simulated annealing, tabu search, genetic algorithm, GRASP, and
other hybrid methods [9]. In addition to heuristic methods, there is a recent trend of
metaheuristics, which combine such heuristic tools in more sophisticated frameworks
[8, 12]. Despite the recent progress made by metaheuristics, there are still many in-
stances in these methods become trapped in poor local minima from which they are
unable to escape [10].

The rest of this paper is organized as follow. In Section 2, the Multiobjective Hy-
brid Metaheuristic Procedure for the SZP model is described. This is followed by im-
plementation and application in Section 3 and by conclusion in Section 4.

2 The Multiobjective Hybrid Metaheuristic Procedure

In this study, the hybrid metaheuristic composes of the tabu search and scatter search
concept to improve the search process. Symbiosis of these existing metaheuristic
methods helps support this spatial data processing with intensification and diversifi-
cation process. We include adaptive memory structure to identify wider range of al-
ternatives and to analysis the relationship between alternatives with multiobjective
problem definition and the measurement or approximation to non-dominated front.

In the following, we discuss and present the components and a step-by-step de-
scription of the metaheuristic solution procedure from the basic understanding and
definition, initialization, neighboring move, dominancy comparison, quality meas-
urement and adaptive memory structure used. In last section, we also present the
overall algorithm for the metaheuristic designed for the multiobjective SZP.

2.1 Basic Understanding and Definition

In term of SZP, a multiobjective decision making requires that means-end relation-
ships be specified, since they deal explicitly with the relationship of attributes (non-
geographical) of alternatives to higher-level objectives of the decision makers. There-
fore, the role of the multiobjective approaches is to provide a framework for design-
ing a set of alternatives. Each alternative is defined implicitly in term of the decision
variables and evaluated by means of objective functions. The approach derives attrib-
utes of alternatives from the preferences among objectives and the functions relating
attributes to objectives. An attribute here is a concrete descriptive variables mean-
while an objective is a more abstract variable with a specification of the relative de-
sirability of the levels of that variable. Consequently, we will store the input data in
GIS in the form of map layers. Each map layer contains a set of objects so that we can
process them and derive the alternatives to produce final zoning plans as the outcomes
by defining the relationship between the objectives and the underlying attributes of
the objectives contained in geographical space. It is important to note that the process
typically requires an algorithm specifically designed to tackle SZP. Usually, it is not
possible to use the standard set of operations available in GISs to generate the spatial
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multiobjective alternatives because the spatial multiobjective analysis goes beyond
the standard GIS tools.

Among most of the spatial zoning applications, there are several important objec-
tives. In our case, we use to minimize all the objective functions. Firstly, to qualify a
solution, an important criterion is that the zones should be compact which the idea is
to prevent the formation of odd-shaped zones. Another commonly accepted objective
is with respect of the average of resources capacity such as population equality, a
must criterion for political districting. Therefore, we define two compulsory objec-
tives for a general multiobjective spatial zoning problem: minimization travel dis-
tances (Compactness), and minimization of the average deviation of resources capac-
ity or size. However, in some particular spatial zoning application, there are
application-dependent objectives. For instance, personal income will be a socio-
economic homogeneity to ensure a better representation of residents, which share
common concerns for a political districting.

Notation and Scaling:
Multiobjective SZP Problem in this study includes a set of n parameters (decision vari-
ables), a set of k objective functions, and a set of m constraints. Objective functions and
constraints are functions of the decision variables. The optimization goal is to minimize

))(),...,(),(()( 21 xfxfxfxfy k== , subject to 0))(),...,(),(()( 21 ≤= xexexexe m  where

Xxxxy n ∈= ),...,,( 21
 and  Yyyyy k ∈= ),...,,( 21  and x is the decision vector, y is the

objective vector, X is denoted as the decision space, and Y is called the objective space.
The constraints e(x) ≤ 0 determine the set of feasible solutions. Throughout this paper,
objective indices are written in superscript. Let us also define dominance and superior-
ity:
− The point z1 dominates the point z2 if and only if z1

 ≥ z2 and z1
 ≠ z2 (i.e. if z1

k ≥ z2
k

for all objectives k and z1
k > z2

k for at least one objective k). The point z1 is domi-
nated by the point z2, if the point z2 dominates the point z1.

− Solution x1 is superior to solution x2 if the point f(x1) dominates the point f(x2). So-
lution x1 is inferior to solution x2 if the point f(x2) dominates the point f(x1). If the
point f(x1) is non-dominated, then x1 is non-inferior.

The set of all non-inferior solutions are referred to as the Pareto optimal set or the ef-
ficient set. The set of all non-dominated points is referred to as the non-dominated set.
An efficient solution for Multiobjective SZP should be Pareto optimal, and the solu-
tions are uniformly sampled from the Pareto optimal set.

2.2 Diversified Seed Solution Initiator

A wide exploration of the solution space is important to effectively navigate the algo-
rithm into various regions of the search domain. Therefore, the first step in the pro-
posed approach is to create an initial solution with diversification purpose to encour-
age the search process to examine random regions of the solution space. Given a set I
of basic units and attributes in a layer form, we will generate a set of initial solution
with an algorithm of seed solution generator with random diversification. Firstly, a
seed unit is selected randomly to initialize a zone. Then, this zone is extended gradu-
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ally by adjoining to one of its adjacent units. The zone is complete whenever no adja-
cent units are available or when its capacity attains P. When there is left over basic
units or there is any basic unit that has not been assigned with a zone number, they
will be merged with least populated zone. If all zones in the final zoning plan are
continuous, it becomes initial seed solution. In other words, at the end of this process,
the initial solution x0 is a zoning plan that made up of m continuous zones, some of
which may be infeasible with respect to some of the objectives defined.

2.3 Neighboring Move

After we obtain the initial solution (a zoning plan), the proposed algorithm conducts a
neighboring tabu move strategies to prepare for generating an intensified solution to
return to attractive regions of the solution space to search them more thoroughly. In
this case, we adopts the move strategies used by [2] with two neighborhoods, N1(x)
and N2(x). The first N1(x) is made up of all solutions reachable from x by moving a
basic unit i from its current zone j to a neighbor zone l without creating a non-
contiguous solution. Such a move is said to be of Type I and denoted by (i, j, l). The
second neighborhood N2(x) is made up of all solutions that can be reached from x by
swapping two border units i and k between their respective zones j and l, again with-
out creating discontinuities as shown in Fig. 1. Such a move is said to be of Type II
and denoted by (i, k, j, l). On the other hand, to help prevent cycling, whenever a
move (i, j, l) or (i, k, j, l) is performed, any move that puts i back into j or unit k back
into zone l is declared as tabu.

(a)     (b)

Fig. 1.  Neighboring move strategies (a) Type I– a basic unit, i is moved to neighboring zone l
from current zone j. (b) Type II – two basic units, i and k are swapped between their respective
zones j and l (Bold line indicate a territory)

Our philosophy on strategic oscillation of the Scatter Search (SS) in Seed Solution
Initiator and Neighboring Tabu Move helps provide the necessary mixture of intensi-
fication and diversification. By moving until hitting a feasible boundary, where nor-
mally a heuristic method would stop, we extend and evaluate the neighborhood defi-
nition for selecting modified moves, to permit crossing of the boundary. These
strategies are used respectively to focus the search into more promising regions,
modifying choice rules to stimulate combinations of good moves and improved solu-
tions. It leads the search to unexplored regions of the solution space and generates a
neighboring subset. We then combine the subset with spatial adjoining or merging
process.

In other words, the neighboring move provides a pool of basic units to generate
neighboring subsets to construct solutions by combining various elements with the

Zo Zo Zo Zo Zo Zo Zo Zo
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aim that the solution based on the combined elements will exploit features not con-
tained separately in the original elements. The neighboring subsets contain dynamic
number of basic units depending to the adjacent units and this helps to reduce the
computation time in the procedure. Therefore, the neighboring subset generator and
combination work with the underlying concept of SS are indeed similar to evolution-
ary methods but have intimate association with tabu search metaheuristic. Unlike ge-
netic algorithms, they operate on a small set of solutions and employ diversification
strategies of the form proposed in tabu search with limited recourse to randomization.
The solution combination method transforms the given subset of solutions produced
by the dynamic neighboring subset into a combined solution. The combination is
analogous to the crossover operator in the genetic algorithm but it is capable of han-
dling the spatial data features.

2.4 Dominancy Comparison to Measure Manhattan Distance Norm
          and Set Distance Proximity Function

In this step, we determine the weight vector (λ) for each of the objective functions
vector or point. We use weight vector from the λ-vector space Λ for each of the ob-
jective functions that defined as

}1]1;0[|{
1

=∧∈ℜ∈=Λ ∑
=

j

j

jkj λλλ (1)

The neighboring move will first insure optimization towards the non-dominated
frontier. Then, we will to set and modify the weights which are obtained from the de-
cision maker (DM), so that the point moves away from the other points, ideally hav-
ing the points equidistantly spread over the frontier. Therefore, each element in the
weight vector is set according to the proximity of other points for that objective.
However, we only compare a point with the points of the current solution to which it
is non-dominated. The closer another point is, the more it should influence the weight
vector. The closeness is measured by a distance function (d) based on some metric in
the objective function space and the range equalization weights. The influence is
given by a decreasing, positive value of proximity function (g) on the distance. In
practice, the proximity function g(d)=1/d has shown to work well, and the Manhattan
distance norm as following:

∑ −= ||),,( k
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The distance norm, π used on the objectives is then scaled by the range equaliza-
tion factors. This factor is used to equalize the ranges of the objectives, and calculated
as

Jj
R j

j ,...,1,1 ==π (3)

where Rj is the (approximate) range of objective j given a set of points. Objective
function values multiplied by range equalization factors are called normalized objec-
tive function values.
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2.5 Measurement with Multiobjective Tchebycheff Scalarization Function

The use of a multiobjective acceptance rules in the quality measurement is crucial in
approximating the non-dominated solution for the multiobjective spatial zoning
problem. Therefore, we use the quality dimension in tabu search that usually refers to
the ability to differentiate the merit of solutions visited during the search. In this con-
text, we use memory to identify elements that are common to good solutions or to
paths that lead to such solutions. Operationally, quality becomes a foundation for in-
centive-based learning, where inducements are provided to reinforce actions that lead
to good solutions. The flexibility of the memory structures allows the search to be
guided in a multiobjective environment, where the goodness of a particular search di-
rection may be determined by more than one function. In this study, we concentrate
the quality counter with achievement scalarizing function, which takes into account
on the weight vector, reference set of the optimal solution and also each objective
function scaling. The advantage of scalarizing function is the possibility of forcing
particular solutions to explore the desired regions of non-dominated set. It allows for
problem specific heuristics for construction of initiate solution and/or local improve-
ment. Accepting a randomly generated solution from the neighborhood may modify
each generating solution from the neighboring move.

Then, for the purpose for performance comparison, we use Achievement Tcheby-
cheff Scalarizing Function (ATSF) as (5) to qualify the generated solution with the
reference point, at the objective functions f(x) or z where z0 is a reference point,

],...,[ 1 jλλ=Λ is weight vector, ρ is sufficiently small positive number. The use of
ATSF will be good at locating non-supported non-dominated points [11].
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2.6 Adaptive Memory Procedure

Last but not least, we embed the proposed method within an Adaptive Memory Pro-
cedure (AMP). The AMP is based on the idea that the high quality solution are stored
and used to construct other high quality solution. In our problem, the solutions are the
set of zoning plans. The method therefore stores the constantly updated set of poten-
tially pareto-optimal solutions in a Reference Set (RS). RS is empty at the beginning
of the method. We will continuously update it whenever a new solution is generated.
Updating the set of potentially Pareto-optimal solutions with solution x consists of
adding z to RS if no point in RS dominates z, and removing from RS if all points
dominated by z. The process of updating RS may be very time consuming. Thus, we
use the following rules to reduce the computational requirements:
− New solution y obtained from x should be used to update RS only if it is not domi-

nated by x.
− New potentially Pareto-optimal solutions could be added to RS only if they differ

enough from all solutions contained already in this set. We propose to use a
threshold defining the minimum Euclidean distance in the space of normalized
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objectives between solutions in RS. A new potentially Pareto-optimal solution is
neglected if it is closer to at least one solution in RS than the threshold.

We have observed experimentally that the solutions added to RS in early iterations
have a good chance to be removed from this set in further iterations. In other words
the time spent on updating RS in early iterations is likely to be lost. Thus, it is possible
to neglect updating RS in a number of starting iterations.

Whenever a new solution is created, the zoning plan becomes the member of the
memory. The size of the memory is kept constant that its worst elements are regularly
replaced by better ones. A data structure called quad trees is used to accelerate the
process of updating RS. The quad tree of points where no point dominates any other
point is applied and it is computationally very efficient methods to determine whether
points in the tree dominate a given new point and to retrieve point in the tree, which it
dominates.

2.7 Summary of the Algorithm

The step-by-step description of the high-level algorithm is provided as following:

1. Begin
2. SeedSolutionGenerator()
3. Set RS=∅ and π =1/n for all objectives j
4. Repeat for each boundary
5.   NeighboringTabuMOVE()
6.   For each neighbour, x
7.        Get λ from DM
8.        For each x’ where  f(x)≠ f(x’)
9.              Get f(x’) for all objectives
10.              If x’ where f(x’) is non-dominated by  f(x)
11.                    Measure the Manhattan distance norm
12.                   Set distance proximity function
13.                   For all objective j where  fj(x) < fj(x),   Set λj = λj + πjw
14.             End if
15.         Loop
16.     Loop
17.     Normalise (λ)
18.     Calculate ATSF(or WSF)
19.     Select solution y with minimum ATSF (or WSF) and spatial continuity checking
20.     SolutionCombination()
21.     If y is non-dominated by any objective function in RS, then Update RS with y and πj
22. Until for each boundary
23. End

Fig. 2. Procedure for Multiobjective Hybrid Metaheuristic for the Spatial Zoning Model
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3 Implementation

The algorithm just described was implemented in ArcGIS version 8.1, a GIS software
products of the Environmental Software Research Institute (ESRI). ArcGIS, a high-
end GIS software, is ESRI’s flagship product, which has the capabilities of automa-
tion, modification, management, analysis and display of geographical information.
The implementation coding was conducted with Visual Basic Application (VBA) em-
bedded in ArcGIS and run on a Pentium IV 2.4 GHz PC with 256MB RAM. The in-
put data to the multiobjective spatial zoning problems was stored in the form of map
layers called Shapefiles format, which were handled and visualized using the ArcGIS.
Each map layer contained a set of objects that were considered as elements of alter-
native solutions. The map layers were first processed to define the relationship be-
tween the zoning objectives as mentioned earlier and the underlying attributes of the
objectives contained in geographical space. Some of the basic operations used in-
cluded operations on spatial relationship of connectivity, continuity, proximity and
the overlay methods. The algorithm just described was coded and test on a political
districting. The political districting data used in the model is as following:
I = The set of all basic units which are represented by enumeration areas (EAs). For
each unit, all population data and geographical data are available.
J = The set of basic units used as potential ‘‘seeds’’.
m = The number of zones to be created is given
pi = The population capacity of unit i   
[a, b] = interval of the population capacity of any zone must lie.

Three objectives are considered in this model. Each of the function below corre-
sponds to one of the goals.

Goal 1: The objective function f1 corresponding to the goal 1 measures the average
deviation of the population. Indeed, population equality, Pj(x) is the population of
district j. The population of each district is lie within some interval [a,b] =

])1(,)1[( PP ββ +−  where 10 <≤ β . The objective is formulated in the following way:
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Goal 2: The objective function f2 corresponding to the goal 2 measures compactness
by measuring the total length of all boundary lengths between zones, excluding the
outside boundary of the territory:
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where Rj(x) and Aj(x) are the perimeter and area of j in the solution x.

Goal 3: The objective function f3 corresponding to the goal 3 measures a socio-
economic homogeneity, S. the reasonable objective is to minimize the sum over all
zones j, of the standard deviation Sj(x) of by the average income of each basic unit in
the zone.

∑
∈

=
Jj

j SxSf /)(3
(7)
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3.1 Experiment

Since it is unrealistic to test all combination of candidate values for every aspect of
the proposed multiobjective hybrid metaheuristic for the SZP in this paper, our focus
of the experiment will concentrate to give an understanding on the behavior and per-
formance of the quality measurement of the proposed multiobjective metaheuristic al-
gorithm. We consider 3 zones created for each zoning plan and we use 55 basic units
for the input of the model. Then, we conduct an experiment to compare the result of
the objectives achieved with three different quality measurement methods for the ac-
ceptance rules as below:
- Minimization of Achievement Tchebycheff Scalarizing Function (ATSF)
- Minimization of Weighted Tchebycheff Scalarizing Function (WSF) with

)}({max),,( 00
jjjj

zzzzS −=Λ λ

- Minimization of a weighted additive multicriteria function (WAMCF)

∑=
r rr xfxF )()( α , where rα is a weight and )(xfr  is the value of a function as-

signing a value of criterion r to any given solution x.
The use of the first two measurement methods is to compare the influence of dif-

ferent acceptance rules on overall performance of the multiobjective metaheuristic
method. Meanwhile, the use of the third minimization function is to proof the effec-
tiveness of the proposed multiobjective metaheuristic method in multiobjective envi-
ronment rather than in a common multicriteria environment with a weighted additive
multicriteria function.

Table 1 shows a comparison of the objectives functions for the original zoning plan
with the improved plans generated from the above three minimization methods. From
the result, we can easily observe that the solutions from the proposed algorithm helps
optimize all objectives simultaneously and the feasible solutions yielding the best
compromise among all objectives on a set of Pareto-optimal solutions both in case
one and two. However, for case three, the outputs are worse than the original zoning
plans especially in the first objectives.

Objective Weight vector
f1 0.6
f2 0.3
f3 0.1

Fig. 3. Initial zoning plans with basic units and weight vectors assigned for each objective

Table 1. Objective functions values for solution compare to the initial solution

Improved plans
with ATSF

Improved plans
with WSF

Improved plans
with WAMCF

Objectives Original
plan

1 2 1 2 1 2
f1 1.3875 0.7285 1.3047 1.1312 1.3047 1.5651 1.7332
f2 0.9840 0.9837 0.9809 0.9839 0.9809 0.9823 0.9827
f3 8.3516 7.6705 5.2255 7.5682 5.2255 4.9587 5.4424
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4 Conclusion

State of the art of multiobjective optimization for spatial zoning problem is a practical
solution. This study has formulated this problem as a multiobjective one and it has
developed a hybrid metaheuristic scheme to solve a realistic multiobjective spatial
zoning problem. GIS tool is employed in data acquisition, storage, retrieval, and man-
agement of the spatial data for the use of the multiobjective metaheuristic method in
making spatial zoning decisions. The hybrid tabu scatter search helps in improving
the multiobjective optimization part in term of better approximation of the non-
dominated set and wide exploration of the solution search with intensification and di-
versification techniques. Preliminary numerical experiments validate our method with
instance of three most commonly defined objectives in generating a simple three-
zones plan. The results are promising for our method from the experiment of different
quality measurement methods used.
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Dynamic User Profiles Based on
Boolean Formulas
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Abstract. In this paper the model of interests and preferences of information
retrieval system users is presented. The paper starts with a short overview on
areas of user profiles applications. Subsequently, a method to represent user
profiles in the field of Web document retrieval by using query terms and
weighted terms of retrieved documents is presented. The method is based on
evaluating the relevance of retrieved documents by the user. The relevant
documents are the basis to construct so called subprofiles. The created subpro-
files represent user interests and preferences, and are used for the user query
modification.

Keywords. Internet Applications, Intelligent Systems

1   Introduction

Small, constant in time and homogeneous collections of documents are characteristic
for the classical information retrieval. But these features are not valid for information
resources stored in the Word Wide Web. The number of Web sites is huge and is still
growing quickly. The number of WWW pages in the February 1999 was estimated at
about 800 millions [5], and in the August 2003 there were 3.000 millions Web pages
indexed by the Goggle engine. In the year 2000, over 42 millions of servers were
working at the Web and the network was being used by over 200 millions of users
(Netcraft Services [20]).

It is search engines, which are the basic tool used by 85% of Web users for re-
trieving important information from the WWW [18]. But using the engine is not so
obvious for an average user. The lack of evident order of relevant documents is one of
the most important disadvantages of Web search engines noticed by the users.

In the classical documents collection, the document description is usually normal-
ized. There are introduced special fields of records for the purposes of retrieval, e.g.
descriptors, keywords, or classification keywords. These fields should be filled by
authors obligatorily. However, it is not the case for the Web resources. In [18], it is
claimed that the author’s keywords are only used on the pages of 34% of sites.

The Web users always want to maximally satisfy their own information needs, put-
ting a minimal effort to formulate more detailed queries. It was not possible in case of
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the classical information retrieval systems. However, in the Web, short and broad-
topic queries, introduced by the users [22] together with not very precise indexes have
caused that retrieval quality has been decreasing additionally [16].

In the search engine, regardless of the pages indexing method or the data structure
used, the answer for the user query is a list of documents, ordered accordingly to the
estimated relevance weight (weight RSV). The quality of an answer is usually not
satisfied enough [4][11][17], but users can evaluate an ordered list of documents bet-
ter than unordered answer [2][7][13][14] because the more relevant documents are
placed rather at the beginning of the list, than at the end of it. This “partial order”
delivers less information, which is needed to estimate the relevance of documents,
than the parallel ranking, provided in the classical information retrieval systems, did.
In these systems, the description of documents presented to the user is detailed enough
to estimate the relevance of documents. Conversely, information about Web pages
presented in search engines is poor and various, what forces the user to open the par-
ticular pages of the answer to estimate their relevance. Many of these pages appears to
be not relevant according to the user information needs [1][6][8].

The problems of the information retrieval in the Web, described above, have
stimulated researchers to search for new approaches. One of them is modeling of user
information needs. The model of user information needs is usually called profile. The
user profile, firstly, has been introduced in systems of Selective Distribution of Infor-
mation (SDI), as a new element in information retrieval systems. In SDI systems, the
user profile contains the representation of user interests and preferences, which have
been stayed unchanged for a period of time. The user profile was being determined
during process of information retrieving. In SDI systems defining the user profile and
introducing data into it have been easier than in Web search engines. Also the ways of
changing the collection of documents were determined, and the user query stayed
unchanged being permanently applied for filtering of documents [6][19]. Contrary, in
the reality of the Web, the subsequent queries asked by the user are varied and Web
resources (collection of documents) are changing quickly. Thus, the profile of Web
user should evolve dynamically, too.

In both cases, the user profile is a secondary, but important, source of information
about user information need expressed through the query. In that way, using the user
profile corresponds to the idea introduced by Fox [10]:

Effective integration of more information should lead to better information re-
trieval.

However, some authors underline, that representation of user information need dos
not include other aspects of retrieval process. They propose to take into consideration,
as parts of the representation of user profile, the other aspects, such as: the number of
interface elements user can manipulate simultaneously [3][24], ability to see different
colors [12], or the level of knowledge acquired in domain of user interests [9] But
these are only postulates and the research in these domains is at preliminary phase,
yet. The main problem are technical and practical limitations that affect experiments
[23]. However, these problems do not prevent from continuing research on modeling
of IRS users, because the representation of user information needs must be privileged
and treated as the primary goal in the area of information retrieval. The other aspects,
mentioned above, concern mostly interface, and require different research methods.
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2   Elements of the Model of Information Retrieval System

Information retrieval system is defined by the following elements:

1. The following sets:
a) T – set of terms (the dictionary)
b) D - set of documents,
c) Q - set of queries,
d) U - set of users,
e) P - set of profiles.
2. Retrieval function:

ω :Q→2D,

where its value, i.e. Dq=ω(q), is the answer of the retrieval system for the query q (i.e.
the set of retrieved documents).

3. Relevance function:

r:(D×U)→2D,

where u
qD =r(Dq,u) is the set of relevant documents pointed out by the user u from the

answer for the query q. Therefore, we have u
qD ⊆Dq.

Profiles from the set P are determined by the profile modification function π as
following:

)(1
u
i

u
i pp π=+

where:
pi – profile of the user u before modification,
pi+1 – profile of the user u after modification.

In the next section, we will introduce profile modification as a composition of sub-
profiles modification. During the process of modification, the subprofile is deleted
from the profile if it has not been modified during time t preceding the last query
asked by the user.

3   Structure of Documents

The dictionary is the set of N terms:

T = {t1, t2, ...,tN}

A document d is represented by a n–dimensional vector:

d = (d1, d2, ...,dN),

where di is the weight of term ti in document d. The weight of a term is equal 0 if this
term does not appear in the document.
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A query is a Boolean expression:

q = q1∧q2∧…∧qT,

where qi = ti or qi = 1 (1 is a logical value).
For instance, if T = {t1, t2, t3, t4}, the valid queries are:
qa = 1∧t2∧1∧1 = t2,
qb = t1∧1∧1∧t4 = t1∧t4,
User profile, for the user ui, is a set of subprofiles:

},...,,{ 21
i
i

iii u
M

uuu sssp =

To make descriptions less complicated, we will abandon some symbols and in-
dexes, where it should not cause any ambiguity. Following this rule, user profile will
be described as a set:

p = {s1, s2,…,sM}
Subprofile is a triple:

s = <i,v,l>,
where:

i – subprofile identifier, a Boolean expression that identifies subprofile,
v – vector of weights of terms that represents subprofile,
l – the identifier of the last modification.

Example 1:
T = {t1, t2, t3, t4}.
The following expression is compatible with the requirements of the user profile

definition:
p = {s1,s2,s3},

where
s1= < t1∧t4,   (0.6, 0.1, 0.4, 0.7), 15>,
s2= < t1∧t4,   (0.5, 0.1, 0.1, 0.6), 3>,
s3= < t2∧t3,   (0, 1, 1, 0), 0>.

We will use the notions of broader query and narrower query (a Boolean expres-
sion) while describing process of query creation and modification and profile modifi-
cation. The interpretation of these notions is as following:

Let K
aaaa qqqq ∧∧∧= ...21 , and M

bbbb qqqq ∧∧∧= ...21 . We say, that query qa is

broader than query qb, when },...,,{},...,,{ 2121 M
bbb

K
aaa qqqqqq ⊃ , and we say, that query

qa is narrower than query qb when },...,,{},...,,{ 2121 M
bbb

K
aaa qqqqqq ⊂ . The relations

defined above will be written as qa ≥ qb and (qa ≤ qb), respectively.

4   Query Modification

Interests of user of the Web information system usually do not focus on one topic but
concern the various problems. Therefore the user introduces queries that represent
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various subjects (topics) - or even various domain of knowledge - into the system. The
well known classical, homogeneous IRS profile, where all queries and results of que-
ries concerning various domains are registered together, is inappropriate to be used for
the Web systems. The modifications of various queries made with this profile, that
represents different interests, lead to unpredictable influence of interests in one do-
main on the retrieval results in the other domain. Such problems will not occur for the
user profile structure, in which different interests are represented by different subpro-
files [15]. Subprofile is a register of the information about user interests and prefer-
ences, and is univocally associated with the user query.
The particular elements of the subprofile get the following interpretation:
The vector of weights of terms v represents user information needs in subprofile s.
The higher the weight of term is, the more interested in subject represented by this
term the user is. And the small weight means that user is not interested in subject rep-
resented by this term. The threshold τ is introduced to distinguish between terms of
(relatively) high and low weights. The subprofile identifier i is a conjunction of terms,
weights of which in vector v are over the threshold τ. Query q will be modified by
subprofile s when q≥i. Query modification is understood here as “to replace” query q
by subprofile identifier i. The modified query is the same as identifier i, and the set of
documents Di =ω(i) is the answer of information retrieval system for modified query.
If, for the given query q asked by the user, the condition q≤s is valid for more than one
subprofile, the answer for that query is the sum of the answers for all modified que-
ries, which have been created on the base of all matching subprofiles.
If none of subprofiles matches the modification condition for the given query q, a new
subprofile is introduced into the profile.

Example 2:
T = {t1, t2, t3, t4},
τ = 0.4
p = {s1,s2,s3,s4},
s1= <i1,v1,l1> = <t1∧t4,  (0.6, 0, 0.1, 0.7),  3>,
s2= <i2,v2,l2> = <t1∧t3∧t4,  (0.5, 0.1, 0.5, 0.9),  8>
s3= <i3,v3,l3> = <t2∧t4,  (0, 0.5, 0.1, 0.8),  2>,
s4= <i4,v4,l4> = <t4,  (0.2, 0.1, 0.1, 0.9),  11>.
qa = t1∧t4,
qb = t1∧t2∧t4,
qc = t2∧t3.

The query qa will be modified by the subprofiles s1 and s4, and the query qb –only by
the subprofile s3. The query qc will not be modified, but a new subprofile will be
added.

5   Profile Modification

Modification of the profile p represents changes of user interests and preferences. The
information concerning these changes is included, in some way, in the query q. The
query can modify one or more subprofiles, it is associated to, or, when a query repre-
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sents a new subject, a new subprofile is added into the profile. The subprofile modifi-
cation or addition are the basic operation of the profile modification process.
1. Subprofile s = <i,v,l> is modified when:

- the query q is narrower than the identifier i,
- and the last subprofile modification has been made during processing of one of

the m last user queries.
The identifier i replaces user query q and retrieval with this new query is per-

formed, what starts modification process. So, the result of retrieval is the set Di=ω(i).
User points out these documents which he considers relevant for him in the set of
retrieved documents. A subset u

iD =r(Di,u) is marked. Then, the representation of the

set u
iD is calculated. This representation is vector w = (w1, w2, ...,wN), where wi repre-

sent the importance of the term ti
z in the set u

iD . In the modified subprofile s’ =
<i’,v’,l’>, element v’ represents the merge of vectors: v and w. The identifier i’ is the
conjunction of these terms the weights of which are over threshold τ in the vector v’.
The number l’= 1, because it represents the last modification made.
2. If the query q is not narrower than any identifier i in profile p, the new subprofile is
added into the profile. The elements of the new subprofile are as follows: i = q,
weights in the vector v are set to 1 for terms that appear in user query and to 0 for
other terms, and l = 1.
3. If subprofile s = <i,v,l> was not modified by the query q, only the identifier l of the
last modification is increased by l, i.e. s’ = <i,v,l+1>.

If during m queries asked by the user, no modification of the subprofile s = <i,v,l>
was made, the subprofile is deleted from the profile p.

5   Vectors Merging

Merging of vectors happens in the following three cases:
1. When the representation of the set of relevant documents is calculated,
2. When the retrieval results of modified queries are being joined,
3. When the vector representing the set of relevant documents is being merged with

the term weight vector representing subprofile.
Merging of vectors proceeds as following:
Let ),...,,( 11

2
1
11 Naaaa = , ),...,,( 22

2
2
12 Naaaa = ,…, and ),...,,( 21

S
N

SS
S aaaa =  be vec-

tors. The result of merging of the vectors is the vector A = (a1, a2, ...,aN), where

S
aaa

a
S
jjj

j

+++
=

...21

 for j = 1,2,…,N.

Example 3:
T = {t1, t2, t3},
D = {d1, d2, d3, d4},
d1 = (0.4, 0.1, 0.7),
d2 = (0.1, 0.2, 0.9),
d3 = (0.6, 0.7, 0.1),
d4 = (0.5, 0.2, 0.9),
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p = {s1,s2,s3},
s1= <t1∧t2,  (0.1, 0.4, 0.1),  20>,
s2= <t3,  (0.1, 0.2, 0.7),  3>
s3= <t2∧t3,  (0.1, 0.3, 0.4),  5>,
Threshold τ = 0.3 and m = 20.
Let the following query is being asked by the user:
q = t1∧t3,
The query is replaced by the identifier of subprofile s2, i.e. by i= t3.
Di=ω(i) = {d1, d2, d4}.
Relevant documents pointed out by the user are: d2 and d4.
The vector (0.6, 0.4, 0.7) is the representation of relevant documents, pointed out

by the user.
The vector (0.2, 0.2, 0.8) is the result of merging two vectors, namely:

(0.3, 0.2, 0.9) and (0.1, 0.2, 0.7).
After modification of the subprofile, s2 will have the following form:
s2’= <t3,  (0.2, 0.2, 0.8),  1>.
Subprofile s1 has been deleted, and the counter l is increased in the subprofile s3.
Finally, the state of the profile after modifications will be as following:
p = {s2’,s3},
s2’= <t3,  (0.1, 0.2, 0.7),  3>
s3= <t2∧t3,  (0.1, 0.3, 0.4),  6>.

6   Conclusions

In the information retrieval method presented in this paper, the profile plays the role
of a kind of „background” for the queries asked by the user. The only possibility to
modify a query is to broaden it because queries play a dominant role in retrieval proc-
ess and a broader query causes additional documents to be found. Subjects of these
documents are connected with the queries previously asked by the user to the system.
The importance of this background (i.e. subprofiles) could be regulated in two ways.
Firstly, we can, by means of parameter m, enlarge or shorten the period of time
whereby out-of-use subprofile is removed. Secondly, we can also increase or decrease
the influence of the questions on subprofiles. In order to achieve this, we need to in-
troduce a parameter into the merging operation. This parameter would control the
influence of retrieved documents on the modification of a subprofile. The relationship
between query, profile and retrieved documents could also be regulated by means of
the consensus methods [21]. More in–depth research and experimental verification in
limited collections of documents as well as in real WWW environment are necessary
to be done.
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Abstract. The advent of Digital Television and the “Connected Home” has led
to an information overload to the viewer. A lot of research has been conducted
towards developing interactive program guide services and products that
attempt to simplify the television viewing experience. Closed captions that are
part of the transmission signal of the programs aired have been identified as a
good source of information [1]. Information Retrieval techniques may be
applied to closed caption transcripts to create applications such as the one we
describe here, called the “Similar Program Guide (SPG)”. Such a guide would
notify the user of programs being aired on other channels, similar to the one
he/she is currently watching or similar to the ones in the user’s profile.
Additionally, this guide would allow users to compile their favorite programs
and thus maintain user profiles. In this paper we discuss the approaches for
development of the application. We use Information Retrieval techniques as the
basis for this application.

1   Introduction and Background

The introduction of digital television has led to an ever-increasing number of channels
available to the consumer. The number of channels coupled with the wide range of
programs aired, makes it extremely difficult for the average viewer to keep track of
the schedules of programs he/she likes. A partial solution to this problem has been
provided by means of “Electronic Program Guides (EPG’s)”. An EPG is an electronic
version of the printed television guide which displays the schedules of programs to be
shortly aired. However, there is a need for additional tools that allow the viewer to
cope with the mass of content available through the television.

A “Similar Program Guide (SPG)” would notify the user of any programs being
currently aired that are similar to the one’s he/she is watching.  If the user selects any
of the suggested programs, it is added to the user profile. Alternatively, the SPG
notifies the user of any programs, similar to the ones in his/her profile that are
currently being aired. In this context, a user profile is a collection of closed caption
transcripts of programs liked by the viewer.  We use content-based recommendation
strategy where items similar to those a user has liked in the past are recommended.
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Our approach is to be contrasted to collaborative recommendation or social
filtering which is another strategy, where items are recommended because they were
liked by similar users [2]. However, the performance of the system depends on the
number of users using it. An analysis of the users rather than the items is carried out
by the recommender [3].

Closed captions (CC) are captions that are hidden in the video signal in television
and cable transmissions, invisible without a special decoder. The closed captions are
hidden in line 21 of the vertical blanking interval.  XDS (eXtended Data Services)
data are also sometimes stored in a field of line 21.

Most television sets have a built-in closed caption decoder, and almost all television
programs come with closed captions, nowadays. These captions have a number of
applications [1]. These captions can be used for content-based management of user-
profiles and for implementing the functionality of the SPG. We use text retrieval and
text classification techniques as the basis for the development of the SPG.

Some issues pertaining to the retrieval and classification of closed caption
transcripts have been identified, most significant of which is the dialog nature of the
transcripts as opposed to the narrative nature of the text that has been traditionally
used in the field of Information Retrieval. More specifically, closed caption
transcripts, especially of movies, sports programs and commercials, contain dialogs
while the traditional text documents such as the ones found on the World Wide Web,
for example, describe a specific topic of interest [1].  These issues tend to degrade
retrieval and classification performance.  This distinction of the dataset signifies the
need for evaluating the performance measures of the existing algorithms.

The existence of a wide range of retrieval and classification algorithms calls for
identifying the best algorithm for our purpose. We have used “off-the-shelf” algorithms
available through the bow library [4] for comparing the performance measures of the
existing retrieval and classification algorithms. We have found that our initial
experiments for designing the Similar Program Guide have been encouraging. In this
paper, we present these results as evidence of the promise of this approach. The rest of
the paper is organized as follows. Section 2 describes two approaches we have
identified for the implementation of SPG; in Section 3 we describe the experimental
setup; Section 4 describes the procedure used for conducting the experiments, followed
by the presentation of results and their analysis in sections 5 and 6 respectively. We
conclude with an indication of the direction of ongoing research.

2   Approaches

The SPG can be implemented using either a classification-based approach or a
retrieval-based approach. These approaches are somewhat different in the results that
they produce. We present a brief description of these approaches in these sections.

2.1   Classification-Based Approach

The classification-based approach requires the programs being aired to be classified to
pre-defined categories. The captions of a program that a user is watching and of
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programs on other channels are captured simultaneously. On a query by the user for
currently aired programs similar to the one he/she is watching, these captions that are
being captured are classified to the pre-defined categories. Information (program
name, channel name, etc.) of programs that are classified to the same category as the
program the viewer is currently watching is classified, is displayed. The system
suggests the user to add the current program to his/her profile if it already does not
exist in the profile. Thus the system also builds a user profile that can be used to
recommend similar programs in future.

The success of this approach depends on the ability to classify the captions
precisely. A number of classification algorithms exist that have shown varied
performance measures. Among others, naïve Bayes and Support Vector Machines are
two of the common methods for effective classification.  However, the dialog nature
of the problem set and the presence of transmission and transcription errors call for a
careful evaluation of performance measures of the classification methods with respect
to closed captions. The results of these experiments are shown in Section 5.

2.2    Retrieval-Based Approach

As stated earlier, the performance of the classification-based approach is implicitly
tied to the manner in which captions are pre-classified. Categories can be very broad
and hence may include programs that have subtle differences. In other words, the
classification-based approach could suffer from a possible lack of similarity in the
content of the query document and the documents belonging to its category. For
example, a court room drama (example “The Practice”) and an investigative show
(example “CSI Miami”) may both be classified into a possible “Crime” category, but
differ significantly in their content. On the other hand, two programs that share certain
similarities may be classified into different categories, if the categories are too narrow
(although not in our case).

The retrieval-based approach addresses these issues by eliminating the need for
classifying the captions and bases the results on the content of the query document
and the documents in the corpus. More precisely, in this approach the captions of the
program a user is currently watching are used as the query and captions of other
programs currently aired form the corpus. A ranked list of documents similar to the
query is generated and program information (program name, channel name, etc.) of
the top several documents would be displayed. The idea is similar to the traditional
“query by example” or “similar pages” link in some search engines. We use the
Vector Space Model for this approach and the results are shown in the Section 5.

3   Experimental Setup

We use standard text classification and retrieval techniques to study these issues.  We
classify closed caption transcripts in two ways: First we employ high-level or coarse-
grained categories, such as news, movies, sports, and commercials.  Then within the
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movies category, we further classify them into genres such as, action, adventure,
comedy and drama. We consider these as low-level or fine-grained categories.

With our focus mainly on evaluating the performance of naïve Bayes and Support
Vector Machines when applied to closed caption transcripts, we have initially decided
to make use of some standard classification and retrieval tools, rather than create new
algorithms. We use the bow toolkit with the Rainbow front-end for classification and
the arrow front-end for retrieval. This toolkit was developed by Andrew McCallum, et
al from Carnegie Mellon University [4].  Bow is a library of C code useful for writing
statistical text analysis, language modeling, and information retrieval programs.
Rainbow is a front-end which uses Bow library to perform statistical text
classification. Several different classification methods are available in Rainbow,
including naïve Bayes and Support Vector Machines, which we use in our
experimentation.  Arrow uses the bow library for TF-IDF-based retrieval. The general
pattern of using Rainbow or Arrow involves two steps: i) First, Rainbow/Arrow reads
the training documents and writes to disk a “model” containing their statistics. ii)
Next, using the model, Rainbow/Arrow performs classification/retrieval on test
documents.

3.1   Capturing and Preprocessing Closed Caption Transcripts

There are several devices that can capture the text of the captions into a computer file.
They may be plug-in cards or external devices.  We captured our news transcripts,
movies, sports, and commercials from various transmissions.  Because the captions
end up as a long file they have to be preprocessed before continuing.

In order to do the classification experiments, the captured closed caption text was
separated into individual files corresponding to the “program units” first. After
observing the captured data thoroughly, we found a pattern between consecutive
television program transcripts that could be used to separate them.  At the end of each
program, credits are given to the closed captioning service.  There almost always are
the strings “caption”, “captioned”, “captions”, “captioning”, or their variants after
each program. We developed a program to do the separation, which worked well for
our purposes.

There were no standard data sets of closed caption transcripts available to the
authors’ knowledge. Therefore, we had to both generate the data sets and manually
classify them. For the high-level/coarse-grained classification - classification of the
transcripts as commercials, movies, sports and news - the individual files were
manually classified by a cursory reading of the documents. This manual classification
generated the corpus for the high-level/coarse-grained experiments which contained
50 transcripts in the commercials category, 100 transcripts in the movies category, 50
in the sports and 50 in the news category.

For the low-level/fine-grained classification - classification of movie transcripts to
action, adventure, comedy and drama - we first read the movie transcripts to get their
titles. Then we searched an existing movie classification database1 on the web to get
their subcategories.  This manual classification of the movies category from the high-

                                                          
1 http://www.filmratings.com/
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level categories generated the corpus for our low-level/fine-grained classification
which contained 25 transcripts in each of the four low-level categories.

4   Experimental Procedure

4.1 Classification of Closed Caption Transcripts

Cross validation is used in our experimentation to avoid sensitivity to specific choices
of training data [5]. Results are averaged over 50 trials, each time using 60%
transcripts randomly chosen, as the training set and the other 40% as the test set. The
experiment was repeated for both levels of classification using naïve Bayes and SVM
algorithms.

4.2   Retrieval of Closed Caption Transcripts

Individual closed caption transcripts formed the corpus for the purpose of
experimentation. One of the documents was used as the query and the top-10
precision of the retrieved documents was analyzed. A retrieved document was
considered relevant if its content matched the content of the query. For instance, on a
query about car races, retrieved documents about dog races, marathons etc. were
considered to be relevant.  We admit that judging similarity in this manner is
subjective. However, we expect this level of subjectivity among real users. We use
the same corpus that was used for classification in our retrieval experiments as well
and occasionally refer to the categories of documents/transcripts in the context of
retrieval too, although these categories are not directly relevant for the purposes of
retrieval.  This methodology allows us to compare the results generated by the
classification-based and retrieval-based approaches.  For instance, in the previous
example, it is conceivable that a transcript related to a car race could be in the sports
category or in the movies category.

5 Results

5.1 Classification Results

Precision and recall on each category and macro- and micro-averaged versions of
them were calculated [6].  To review the definitions briefly, if tpi, fpi, tni, and fni stand
respectively for the numbers of true positives, false positives, true negatives, and false
negatives for the i-th category, we have:

precisioni = tpi / (tpi+fpi)
recalli = tpi / (tpi+fni)

There are two averaging methods.  Macro-averaging refers to the usual method of
averaging the individual measures across all categories.  In micro-averaging, the



Application of Intelligent Information Retrieval Techniques 793

grand total aggregates of the numbers for true/false positives and false negatives are
computed and the appropriate ratios give us the metrics as follows, with i ranging
over all categories:

Macro-averaged precision = Σi precisioni / N
Macro-averaged recall = Σi recalli / N
Micro-averaged precision = Σi tpi / Σi (tpi+fpi)
Micro-averaged recall = Σi tpi / Σi (tpi+fni)

Tables 1-4 show our classification results.  Tables 1 and 2 respectively show
summaries of our results on coarse-grained and fine-grained classification using the
naïve Bayes approach.  Tables 3 and 4 similarly show the results of SVM-based
classification.  As indicated in Section 4.1, each of these tables represents results
averaged over 50 trials, for good cross validation.

Table 1.  Coarse-grained/High-level classification results using naïve Bayes

Average % Standard Deviation %
Macro precision 95.387 3.177
Macro recall 83.356 4.892
Micro precision 91.065 2.925
Micro recall 91.065 2.925

Table 2.  Fine-grained/Low-level classification results using naïve Bayes

Average % Standard Deviation %

Macro precision 56.44 8.93

Macro recall 59.82 9.59

Micro precision 51.60 8.90

Micro recall 58.79 9.46

5.2   Retrieval Results

For retrieval, we calculated the top-10 precision for each query.  The results of
retrieval are often sorted in decreasing order of a score that reflects the similarity
between the query and the retrieved item.  A user is generally not interested in (nor
has the time to look at) more than the first ten or twenty items from such a long list.
The top-10 precision measures the fraction of the items ranked among the top ten
retrieved items that are actually relevant to the query.  Tables 5 and 6 show the results
of retrieving similar programs based on content, from the high-level data and low-
level data, respectively.
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Table 3. Coarse-grained/High-level classification results using SVM

Average % Standard Deviation %

Macro precision 97.13 2.11

Macro recall 93.67 4.21

Micro precision 96.52 2.14

Micro recall 95.52 2.14

Table 4. Fine-grained/Low-level classification results using SVM

Average % Standard Deviation %

Macro precision 74.40 16.31

Macro recall 69.60 11.43

Micro precision 69.60 13.76

Micro recall 74.56 12.11

Table 5. Retrieval results from High-level data

Test 1 Test 2 Test 3
Query Top -10

Precision %
Top -10

Precision  %
Top -10

Precision %
Average %

Commercial 100.00 100.00 100.00 100.00

HBO 100.00 100.00 100.00 100.00

News 100.00 100.00 100.00 100.00

Sports 100.00 100.00 100.00 100.00

Table 6. Retrieval results from Low-level data

Test 1 Test 2 Test 3
Query Top -10

Precision
Top -10

Precision
Top -10

Precision
Average

Action 60.00% 70.00% 60.00% 63.33%

Adventure 50.00% 60.00% 60.00% 56.67%

Comedy 70.00% 70.00% 50.00% 63.33%

Drama 50.00% 50.00% 50.00% 50.00%
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6 Discussion of Results and Conclusions

On comparing the results in Table 1 (for the naïve Bayes approach) to those in Table
3 (for SVMs), for high-level classification, we observe no significant difference in
performance.  Here, SVMs show a slightly better performance with less deviation
from the average. However, on comparing the results from the low-level classification
in Table 2 (for naïve Bayes) to those in Table 4 (for SVMs), we observe that SVMs
perform clearly better on the average.

Table 5 presents the retrieval results at the high level, and Table 6 presents the
retrieval results at the low level. In the retrieval-based approach a document with
“similar content” was considered relevant even though it belonged to a different
category.  For each query that we tested at the high level, all the documents retrieved
had similar content and hence, the results here are 100% for all the tests.  We observe,
and believe it is worthy of note, that there were some documents retrieved as similar
based on content, although they belonged to categories different from that of the
query.  These cases would be missed in a classification-based approach.

An analysis of the performance measures of the classification-based and retrieval-
based approaches shows that both of them are viable choices for implementing the
Similar Program Guide. The choice of the approach for the implementation is
determined by whether we need similar documents based on content or category. In
order to retrieve documents similar in content, we use the retrieval-based approach,
and in order to retrieve documents belonging to the same category, we use the
classification-based approach. The retrieval-based approach proves to be a better
option when distinction between categories is very subtle. For example, in our
experiments the classification of transcripts into action or adventure was difficult.
However, classification can be a good option if the transcripts can be easily classified
into distinct categories.

A review of literature indicates that some of the work in the area of Spoken Data
Retrieval (SDR) shares a similarity with our work.  However, approaches in SDR use
automated speech analysis algorithms resulting in a larger percentage of errors.
Errors within closed caption transcripts are low especially when they are placed on
the signal “off line” [1]. This difference makes it easy to apply intelligent information
retrieval techniques more effectively to closed captions than to spoken documents
generated through automated speech recognition.

In this work, we have mainly focused on evaluating some existing algorithms in
light of some of the new issues underlying closed caption data, but have not proposed
any new approaches.  One of the directions we are pursuing is to evaluate the
hypothesis that word sense disambiguation might enhance the precision of
classification and retrieval for this kind of data.  Word sense disambiguation is a
precision-enhancing operation. Although past results in applying word sense
disambiguation by others have, however, been somewhat mixed [7], we hope that the
nature of closed caption data is such that the results might be more interesting.

In Section 2, we have outlined the possibility of capturing and analyzing captions
from different channels to identify programs similar to a given program.  Toward this
end, we are also experimenting with multiplexing different channels in real time, and
hope that such a technique might prove practical.
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Abstract. In this paper, we present an implementation of a real-time position
inference system for a research group. In a research group, knowing the other
members’ presence, predicting visitors, and holding real-time meetings are
time-consuming but important tasks in everyday life. Thus, in this system, we
realize a prediction mechanism for group members and visitors. We also de-
velop a support mechanism for holding real-time meetings. In order to imple-
ment a real-time position inference system, we need to detect location informa-
tion of group members. In our school building, EIRIS (ELPAS InfraRed Iden-
tification and Search System) has been installed, and we utilize EIRIS to detect
members’ positions. However, there exists a trade-off between the value and
cost of detecting exact positions. Thus, we first try to complement EIRIS’s de-
tection ability by employing a stochastic method, probabilistic reasoning, and
heuristic rules. Then, we implement a visitor prediction mechanism and a real-
time meeting support mechanism.  Our experiments demonstrate that our posi-
tion inference mechanism is more effective than a simple prediction mechanism
that employs only stochastic data.  

1  Introduction

In this paper, we present an implementation of a real-time position inference system
for a research group. In a research group, there are certain time-consuming but im-
portant tasks in everyday life. For example, knowing the presence and availability of
group members is important for submitting reports, asking them to perform tasks, and
carrying out other duties. It is also important to be aware that somebody is coming to
our room and who that person is. For example, when my supervisor is coming to my
room, I need to prepare for a discussion or other work.

In order to implement a real-time position inference system, we need to detect lo-
cation information of group members. Many location information detection systems
have been applied in the real world. The most popular one is GPS (Global Positioning
System)[5]. GPS has been employed in car navigation systems since it provides effec-
tive sensing ability outside of buildings. However, we cannot employ GPSs to detect
location information inside of buildings.  Thus, several location detection systems
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have been developed for inside of buildings, e.g. Active Badge System [11], the Bat
system (or the Sentient computing system)[1][4], RADAR[2],  Cricket System[9], etc.
In Section 5, we present the details of these systems and the difference between our
system and these systems. In our school building, EIRIS (ELPAS InfraRed Identifica-
tion and Search System) has been installed. EIRIS is a location information detection
system made by the ELPAS (Electro-Optical Systems) Corporation. In EIRIS, each
member has a badge as shown in the left of Fig. 1. Every 4 seconds, a badge sends an
infrared signal to the readers shown in the right of Fig. 1. Each reader has been in-
stalled in the ceiling of the building.  Our building has 8 floors. On each floor, there
are several rooms, and about 20 readers have been installed.

Fig. 1. Badge and Reader

In our group, by utilizing EIRIS, we have built a real-time position inference sys-
tem. In this system, we realize the following two mechanisms: (1) a mechanism for
predicting the presence and availability of members, and (2) a mechanism for alerting
that somebody is coming to the user's office and who is coming.

In order to develop the mechanism (1) for predicting the presence and availability
of a certain member, we utilize EIRIS's location detection function. However, EIRIS
often fails to detect a member's position when the member is not wearing the badge in
the correct position. Namely, when there is an obstacle between a reader and a badge,
the reader often fails to detect a signal from the badge. If we install many readers on
the walls, ceilings, etc. so that a reader can easily detect the badge's signals, we can
avoid this problem. However, the cost of installing so many readers can be expensive.
Even if we select another system, the cost can be even more expensive if we install a
high-quality detection system. Thus, there exists a trade-off between the value and
cost of detecting exact positions. This is a common problem of position detecting
system. Thus, we first tried to complement EIRIS's detecting ability by employing a
stochastic method, probabilistic reasoning [8], and heuristic rules.

In mechanism (1), we can gain current location information and prediction for a
“one-step future”, i.e. member's next position in advance. Thus, to realize mechanism
(2), we need to forecast “several-steps futures”, i.e. member's destination in advance.
Thus, we propose a recursive probabilistic reasoning method in which we call mecha-
nism (1) recursively.

This paper is organized as follows. In Section 2, we present a real-time position in-
ference system and its main functions, i.e. predicting the presence and availability of
group members and predicting visitors. In Section 3, we propose a real-time position
inference mechanism based on probabilistic reasoning. In Section 4, we present the



A Location Information System Based on Real-Time Probabilistic Position Inference         799

results of our experiments to show how our prediction mechanism can work in the real
world. In Section 5, we compare our work with related works. Finally, we summarize
our results.

2  A Real-Time Location Information System for a Research Group

The left figure of Fig. 2 shows an outline of our system. Each user wears a badge, and
each badge sends infrared signals to a reader. Information from readers is first stored
in the EIRIS server. Then, information is sent to our position inference server. In this
server, based on the gathered information, position information is inferred in real time.
The sensed information and the inferred information are shown on displays on the
user's PC.

Fig. 2. System Outline and Web-based Interface

We provide two types of graphical user interfaces for the system. One is a web-
based interface, and the other is an application-based interface (we omit it due to the
space limitation). The right image of Fig. 2 shows the web-based interface, which has
been implemented as a CGI. Users can see the status of a member via a web browser.
The web page is automatically reloaded every 60 seconds. Fig. 3 shows the details of
the web-based interface. Each member's current status is shown in a box. The left side
of Fig. 3 shows the member's picture. The right side of Fig. 3 shows member's name,
his detected position, a hyper link to his position history, and his inferred position.  In
the “A” of Fig. 3, detected member's position is shown. If EIRIS detects a position,
that position is shown. If not, the latest position is shown. Here, the sentence means
``prof. I and prof. N's laboratory on the 3rd floor of Building No.2.”  In the “B” of Fig.
3, when a user clicks this hyper link, a new window appears. The window shows histo-
ries of detected positions and inferred positions.  In the “C” of Fig. 3, inferred mem-
ber's position is shown. Here, the sentence means “professor  I's room.”
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Fig. 3. Details of Web-based Interface

3  Real-Time Position Inference based on Probabilistic Reasoning

3.1   Inferring Current Position

As mentioned in Section 1, EIRIS often fails to detect a position. If EIRIS fails to
detect the current position, we infer the current position based on the following three
cases: (case 1) If EIRIS can detect the two most recent positions before the current
position, we use a method based on a Bayesian network. (case 2) If EIRIS fails to
detect positions within a certain period, i.e. 3 minutes, we stochastically infer the
current position based on training data. Training data is the position history for each
member. In an experiment, we gather training data over a period of about one month.
(case 3) If EIRIS fails to detect positions within a certain period and the last position
EIRIS detected is next of rooms that do not have a reader, we employ heuristic rules.

The details of the above three cases are given below:
(case 1): To infer the current position based on the two most recent positions, we
construct a simple Bayesian network as shown in Fig. 4. Also, we employ the current
time and the current day of the week to increase the accuracy of inferences. The rea-
son why we use ``two'' past positions is that if we know them, we can judge the direc-
tion of the member's movement.
Here, we consider a graph that consists of nodes and links. Each node means a reader.
Each link means a movement between readers.  For example, suppose that the past
position data are “3-9” (indicating reader 3-9) and “3-7.” Also, the current time is
11:35, i.e. between 10:00 - 12:00, the current day of the week is Monday. Here, our
system calculates the current position p that has the highest possibility based on the
equation that displayed in the right of Fig. 4, where, S={3-7, 3-8, 3-9, 3-10}.

Fig. 4. Simple Bayesian Network & Calculating current position
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(case 2): If EIRIS fails to detect the past two position data, our system infers the cur-
rent position based on stored data from the past. We call this stored data ``training
data.'' In this case, our system calculates the probability of a member's existence at the
place in the current time and day of the week based on the training data.
(case 3): In our school, there are several rooms where a reader is not installed. Thus, if
a member's last detected position is next to a room that does not have a reader, and the
member has not been detected by EIRIS, we can heuristically infer that the member is
in that room.  For example, the professor’s room does not have a reader. Thus, if pro-
fessor's last detected position is the room next to his, and the professor has not been
detected by EIRIS, then we can heuristically infer that the professor has been in his
room. In our school, there are several such places, e.g. professor's room, bath rooms,
and refresh rooms. Thus, we introduce heuristic rules. For example, “If a member’s
last position is room K32, and he has not been detected in one hour, then he is in the
professor’s room.”  We created about 80 such rules for our building.

3.2  Reasoning Visitor's Destination

In order to predict coming visitors, we need to reason a member’s destination.
Namely, we infer a member’s position in several future steps. To carry out such rea-
soning, we employ a Bayesian network. Here, we consider a graph that consists of
nodes and links. Each node presents a reader. Each link shows a movement between
readers. However, in this case, a graph would be a cyclic graph. For calculating prob-
ability in Bayesian network, we cannot have a cyclic graph [8][10]. Namely, we can-
not directly employ the existing methods for calculating probability for a Bayesian
network. Thus, we recursively use a reasoning method proposed in the previous sec-
tion. Fig. 5 shows an example of the recursive reasoning used in our system.

First, we infer the visitor's next position based on his current position and his past
position. Then, the position with the highest probability is selected as the next posi-
tion. For example, in Fig. 5, based on the current place “3-9” and the past place “3-7”,
we can infer that the place “3-10” has the highest probability. Next, based on the
visitor's current position and the already inferred next position, we infer his or her
subsequent next position. In our system, we conduct several steps of reasoning to
predict an approaching visitor for an user until visitor's inferred position is the user's
room or the next to the user's room that does not have the reader.

Fig. 5. Recursive probabilistic reasoning
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4  Experimental Results

In the experiments, we focus on the following two points.
• Accuracy of predictions by the proposed mechanism (quantitative evaluation).
• Effects of sharing position data in a group (qualitative evaluation).

In the experiments, subjects are 7 graduate students and an associate professor in a
university laboratory. This laboratory’s layout mainly consists of one professor’s
room, two students’ room, and a discussion room. The students’ rooms and the discus-
sion each room have at least one EIRIS’s reader, but, no EIRIS’s reader has not been
installed in the professor’s room.

We conducted the experiment for about 2. Also, we gathered sensing data of 3
subjects (“a”,  “d”, and “g” in the graphs A, B, and C in Fig. 6) for about 2 months as
training data. From the other 4 subjects (“b”, “c”, “e”, and “f”   the graphs A, B, and C
of Fig. 6), we gathered sensing data for about 10 days. Each subject could access the
system via his or her own laptop computer or desktop computer. Furthermore, we
provided two shared computers in the two students’ rooms. At the beginning of this
experiment, we explained how to use our system.

In order to clarify the accuracy of predictions by the proposed mechanism (quanti-
tative evaluation), we conducted interviews on the actual position of each subject. A
subject is randomly selected on a randomly selected date for the interview.

In the second week, we stored logs of the predicted data in our system. We com-
pared the logs with the actual position data provided by subjects via the interview. We
selected two hours on a certain date.  During the two hours, the logs of the predicted
data were gathered every 20 minutes.

In order to gain the actual data, we conducted interviews after the above two-hour
term. At the beginning, subjects did not know when this interview would be con-
ducted. In the interview, we asked a subject the following three questions for every
log. Actually, based on these questions, we could obtain the actual position data of
subjects during the experimental period. (Q.1) “Was there any activity that was not
sensed or not predicted by our system?” (Q.2) “During this time, did you wear your
badge?” Through this question, we could find out know when the subject did not wear
a badge. If our system logged the subject’s position when he did not wear a badge, we
could find out that he placed his badge on his desk, etc. (Q.3) ``During this time, when
you did not wear your badge, where were you?''

In this experimentation, we do not consider day of the week in probabilistic net-
works for the following reasons. First, the length of the experimentation term was not
long. If we considered day of the week, the number of data would be quite small.
Second, in the term of the experimentation, there were no scheduled lectures. Thus,
there were no week-based activities for students. As a future work, we need to include
information on day of the week, part of the month, month of the year, etc. Here, we
concentrate on primitive information, i.e. subjects’ past position data and the subjects’
schedules that are explicitly indicated by them.

In order to analyze the effects of sharing position data in a group (qualitative
evaluation), we conducted two questionnaires. In one questionnaire, a subject could
answer questions at anytime. Each subject answered the other questionnaire after the
term of this experimentation.
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4.1  Accuracy of Predicted Data

In this section, we compare the predicted data and the actual history of subjects’ be-
havior. First, we conducted the following two comparisons: [Comparison 1] Compari-
son of all methods (heuristic rules, probabilistic reasoning method, and stochastic
inference method) in our system with real data (actual position data). [Comparison 2]
Comparison of only stochastic inference method in our system with real data (actual
position data).  In these comparisons, we clarify the effects of heuristic rules and the
probabilistic reasoning method. The graph A of Fig. 6 shows the results, where the
vertical axis indicates accuracy and the horizontal axis indicates data numbers. There
are 13 data gathered by 7 subjects. For example, 1.a and 2.a are gathered at different
times from subject a.

In almost all cases, the accuracy of comparison 1 is higher than the accuracy of
comparison 2. This result is quite natural, since in comparison 1 all methods are em-
ployed. In two exceptions, i.e., data 9.e and 6.c, the accuracy of comparison 2 was
higher than that of comparison 1. In particular, in 9.c, the difference is large. The
following is the reason for this large difference.  When EIRIS cannot detect the posi-
tion, and the last position is different from the current position, there is a possibility
that the predicted current position will be different from the actual current position. If
there is not enough training data for predicting the current position from the last posi-
tion, the prediction can be incorrect. Especially for subject e, the amount of training
data is not sufficient for prediction. Thus, the accuracy of comparison 2 is higher than
that of comparison 1.

Fig. 6. The results of Comparisons

For subjects f and g, the accuracy based on comparison 2 is extremely small. This
is because subject f wore his badge only a short time, and subject g's room does not
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have an EIRIS reader. Thus, the stochastic method could not work correctly, and the
heuristic rules could work well.

While the average accuracy of comparison 1 is 0.707, the average accuracy of
comparison 2 is 0.529. Clearly, when we employ all methods (heuristic rules, prob-
abilistic reasoning method, and stochastic inference method), the accuracy is higher
than when we employ only the stochastic inference method.

The above results for comparison 1 and comparison 2 include data that are gath-
ered when the subject is out of the school building. EIRIS cannot detect positions
outside of the building. Thus, secondly, we made two more comparisons that focused
on the time when each subject is inside of the building. [Comparison 3] Comparison
of all methods (heuristic rules, probabilistic reasoning method, and stochastic infer-
ence method) in our system with real data during the time when the subject is in the
school building. [Comparison 4] Comparison of only stochastic inference method in
our system with real data during the time when the subject is in the school building.

The graph B of Fig. 6 shows the accuracies of comparison 3 and comparison 4.
While the average accuracy of comparison 3 is 0.825, the average accuracy of com-
parison 4 is 0.533. The accuracies of comparison 3 and comparison 4 are higher than
those of comparison 1 and comparison 2. This is because we focus on the time spent
inside of the building.

Furthermore, we conducted two more comparisons that focused on the places
where EIRIS readers are installed.  For example, the professors' rooms have no EIRIS
readers. [Comparison 5] Comparison of all methods (heuristic rules, probabilistic
reasoning method, and stochastic inference method) in our system with real data when
the subject is in a place where the reader is installed. [Comparison 6] Comparison of
only stochastic inference method in our system with real data when the subject is in
the place where a reader is installed.

The graph C of Fig. 6 shows the results of comparison 4 and comparison 5. Here,
the accuracy of comparison 5 is higher than that of comparison 1. In addition, the
accuracy of comparison 6 is higher than those of comparison 2 and comparison 4.

In the above experiment, we could achieve sufficient results to show the effective-
ness of our system’s inference mechanism. One reason for this high effectiveness is
that subjects were almost always moving and acting based on their usual patterns in
the building.

5  Related Work

In this section, we compare our work with related works.  Active Badge System [11]
is an indoor-location sensing system that utilizes infrared systems. The Bat system (or
the Sentient computing system) [1][4] is a context-aware system that consists of mo-
bile/fixed wireless transmitters, receiver elements, and a central radio frequency base
station. RADAR [2] is an indoor positioning system that implements a location service
based on a radio frequency data network. The Cricket [9] is a supersonic-based posi-
tioning system. Unlike our system, these systems do not focus on predicting user.
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In the field of probabilistic reasoning, there have been several studies on prediction
based on Bayesian networks. In the BATMobile project [3], an automated car driving
method was proposed based on a dynamic Bayesian network (DBN) [10].  A DBN
could be applied to our system, but we do not employ a DBN since the cost for calcu-
lation can be quite huge. The Coordinate [6] supports collaboration by learning pre-
dictive models that provide forecasts of users' presence and availability by using Bay-
esian networks. In Coordinate, the main issue is predicting the presence and availabil-
ity of users based on stored data.  This work did not focus on position detection sys-
tems and did not consider that they often fail to detect positions. Our system tries to
show the real-time positions by using probabilistic reasoning and heuristic rules even
if the position detection system fails to detect the users' positions.  Also, probabilistic
reasoning has been applied to object identification problems [7]. In these problems,
the goal was to decide if some newly observed object was the same as some previ-
ously observed object. In the traffic surveillance application studied in these works,
the sensors are cameras at several positions on a freeway network. The objects are
cars that do not have any specific device. On the contrary, in our system, a member
has a badge, and we try to use reasoning to determine the member's positions.

6  Conclusions

In this paper, we presented an implementation of a real-time position inference system
for a research group. In our system, we developed a prediction mechanism for mem-
bers' and visitors' presence. We utilized EIRIS, which has been installed in our gradu-
ate school for detecting members' positions. However, there exists a trade-off between
the value and cost of detecting exact positions. Thus, we first complemented EIRIS's
detection ability by employing a stochastic method, probabilistic reasoning, and heu-
ristic rules. Then, based on this approach, we implemented a visitor prediction mecha-
nism and a real-time meeting support mechanism. Our experiments demonstrated that
our position inference mechanism is more effective than a simple prediction mecha-
nism that employs only stochastic data.
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Abstract. We describe a hybrid expert diagnosis-recommendation system we
have developed for SMEs. The system is fully implemented and operational,
and has been successfully put to use on data from actual SMEs. Although the
system is packed with knowledge and expertise, it was not implemented with
“traditional” symbolic AI techniques. We explain why and discuss how the
system relates to expert systems, decision support systems, and AI. We also re-
port on an experimental evaluation and identify ongoing and future develop-
ments.

1   Introduction

In this application-oriented paper, we briefly describe a hybrid expert system we have
developed for SMEs. Using a benchmarking approach [1, 23], our system performs a
multidimensional evaluation of a SME’s production and management activities, and
assesses the results of these activities in terms of productivity, profitability, vulner-
ability and efficiency. This system is fully implemented and operational, and has been
put to use on actual data from some 500 SMEs from Canada, USA, and France. By
academic standards, it is clearly a successful real-life application.

What is peculiar though, especially from a knowledge-based systems perspective,
is the fact that although the PDG system is packed with knowledge and expertise on
SMEs, it has not been implemented with “traditional” symbolic Artificial Intelligence
(AI) techniques. However, the PDG system certainly qualifies as a hybrid diagnostic-
recommendation expert system. In the following sections, we provide further details
on the PDG system and how it relates to knowledge-based and expert systems, as well
as to decision support systems. We also identify aspects of the PDG that will benefit
from the addition of AI techniques in current and future developments.

Our work takes place within the context of the Research Institute for SMEs. The
Institute’s core mission is to support fundamental and applied research to foster the
advancement of knowledge on small and medium-sized enterprises (SMEs) to con-
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tribute to their development. Our lab, the LaRePE (LAboratoire de REcherche sur la
Performance des Entreprises: www.uqtr.ca/inrpme/larepe/), is mainly concerned with
the development of scientific expertise on the study and modeling of SMEs’ perform-
ance, including a variety of interrelated subjects such as finance, management, infor-
mation systems, production, technology, etc. All research projects carried out at the
LaRePE involve both theoretical and practical aspects, always attempting to provide
practical solutions to real problems confronting SMEs, often necessitating in-field
studies.

2   Expert Systems, Decision Support Systems, and AI

Since results produced by the PDG system can be used by SME owners to make deci-
sions regarding the management of their business, the PDG system can be regarded as
a decision support system (DSS) [16, 20] that uses benchmark data to compare SMEs
against their peers—a group of peers constitutes a reference group for benchmarking
purposes. We now look at various aspects of expert systems (ES), DSS, and AI that
are relevant to the conceptual background of the PDG system before we get into the
specifics of that system in Section 3.

DSSs exist to assist someone in making a choice, rendering a judgement, or draw-
ing a conclusion. Their operation is subordinated to the human user, who remains
central to and in control of the decision-making process. Because ESs however emu-
late the human reasoning process, they typically operate automatically until they
reach a conclusion which is then communicated to their user. This observation is sup-
ported by Forgionne et al. [3], who adopt the same fundamental division of decision
support mechanisms into autonomous or assistive systems. ESs and DSSs are applied,
driven by exigencies encountered in the real world, rather than a working-out of some
conception of a theoretical model.

Although ESs and other AI techniques are often used in DSSs, we are unaware of
any implementation in which a DSS assists an ES save that proposed by Plenert [11],
which would use a DSS for a period of time to capture decisions which could subse-
quently be codified to produce the rules of an ES. A quite substantial literature on the
other hand discusses the use of AI in DSS. While it would be generally agreed that
symbolic ES approaches are the AI techniques used most often in DSSs, it should be
noted that non-symbolic decision-making methodologies such as neural nets [5] and
genetic algorithms [22] are also employed.

Houben et al. [4] argue for the use of a knowledge-based DSS to make strategic
decisions in DSSs. Although their system for identifying and assessing organizational
strengths, weaknesses, opportunities and threats (‘SWOT’) appears not to have actu-
ally been put to use, the authors report that the “general opinion of the experts about
the validity of the system was quite positive and encouraging” and that “only about
10% of the output of the system was doubted by the experts”. Rosca and Wild [13]
survey the study and use of business rules, which are natural language statements ex-
pressing the policies of an enterprise in a manner akin to the antecedent-consequent
syntax commonly used in an expert system. Business rules thus separate out the rule-
base from the ES and treat it as an object of study in itself.
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Only limited research has been done into the particular area that interests us, the
use of ESs in DSSs which benchmark small and medium-sized industrial enterprises.
Muhlemann et al. [9] report on the adoption and evolution of a generic production
management DSS in two SMEs. They found that the system acted as a “change
agent”, evolving to encompass decisions of greater scope, and that this evolution was
facilitated by the good production management practices embodied in the software.
Price et al. [12] describe a DSS for manufacturing enterprises which has the goal of
supporting more frequent changes in corporate strategy, an emerging business re-
quirement the authors identify. The nature and number of DSS inputs approximate
those involved in benchmarking efforts.

Levy and Powell [6] study strategies for SME information systems. One of the
main benefits identified of adopting strategic information systems is “obtaining in-
formation to manage the business more effectively and competitively”, the goal of
DSSs. The same authors [7] also found that although many of the lessons learned in
large firms remain valid for small ones, there are a number of key differences, such as
a dependence on external environment and the absence of formal information system
departments in SMEs. These differences are pertinent to DSSs because they presume
the existence in the organization of an information system able to produce operational
data on which decisions are based.

3   SME Performance Evaluation with the PDG System

3.1   An Overview of the System

The PDG system, which runs on computers located in our lab, evaluates a SME from
an external perspective and on a comparative basis in order to produce a diagnosis of
its performance and potential, complemented with relevant recommendations—the
project started in 1997 and the current version has been in production for 2 years. The
PDG system is a hybrid diagnostic-recommendation system as it not only identifies
the evaluated SME’s weaknesses, but it also makes suggestions on how to address
these weaknesses in order to improve the SME’s performance. An extensive (18-
page) questionnaire is used to collect relevant information items on the SME to be
evaluated, along with the financial statements of the last five years. Data extracted
from the questionnaire and the financial statements is computerized and fed into the
system. The latter performs a multidimensional evaluation in approximately 3 min-
utes by contrasting the particular SME with an appropriate reference group of SMEs
for which we have already collected relevant data; this is the crux of the benchmark-
ing process. The output is a detailed report in which 28 management practices (con-
cerning human resources management, production systems and organization, market
development activities, accounting, finance and control tools), 20 results indicators
and 22 general information items are evaluated, leading to 14 recommendations on
short term actions the evaluated SME could undertake to improve its overall perform-
ance—details of the main computations involved during benchmarking are presented
in [18]. For instance, here is an example recommendation on human resources results:
“Your overall effectiveness at managing human resources is comparable to that of
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your reference group. You should pay attention to why certain managerial jobs have
a high rate of voluntary departure, with the objective of lowering hiring and training
costs”.

As shown in Figure 1, the PDG expert diagnosis system is connected to an Oracle
database which contains all the relevant data for benchmarking purposes. The PDG
reports are constantly monitored by a team of multidisciplinary human experts in or-
der to ensure that recommendations are valuable for the entrepreneurs. This validation
phase, which always takes place before the report is sent to the SME, is an occasion
to make further improvements to the PDG system, whenever appropriate. It is also a
valuable means for the human experts to update their own expertise on SMEs. Figure
1 also shows that an intermediary partner is part of the process in order to guarantee
confidentiality: nobody in our lab knows to what companies the data are associated.

Fig. 1. The PDG system: evaluation of SMEs, from an external perspective and on a compara-
tive basis, in order to produce a diagnosis of their performance and potential

As far as we know, our system is unique. A somewhat similar system is presented in
[2]. However, their system was especially developed for SMEs that produce goods in
relatively small volumes and in batch. It is based on a specific benchmark focusing on
manufacturing and assembly processes. Moreover, the system they describe is mostly
semi-automatic (if not mostly manual), whereas ours is entirely automatic, let alone a
final revision of the final wording of the main recommendations which usually takes
between five to ten minutes.

3.2   Some Details on the System

Besides an Oracle database, the PDG uses the SAS statistical package, and Microsoft
Excel (see Figure 2 next page). The system’s expertise is located in the questionnaire
and the benchmarking results interpretation module. The first version of the question-
naire was developed by a multidisciplinary team of researchers in business strategy,
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human resources, information systems, industrial engineering, logistics, marketing,
economics, and finance. The questionnaire development team was faced with two im-
portant challenges: 1) find a common language (a shared ontology) that would allow
researchers to understand each other and, at the same time, would be accessible to
entrepreneurs when answering the questionnaire, and 2) identify long-term perform-
ance indicators for SMEs, as well as problem indicators, while keeping contents to a
minimum since in-depth evaluation was not adequate.

Fig. 2. The PDG system and its main components: from a broad-coverage questionnaire and fi-
nancial statements to a detailed benchmarking evaluation and recommendations.

The team was able to meet these two goals by the assignment of a “knowledge inte-
grator” role to the project leader. During the 15-month period of its development, the
questionnaire was tested with entrepreneurs in order to ensure that it was easy to un-
derstand both in terms of contents and question formulation, and report layout and in-
formation visualization. All texts were written with a clear pedagogical emphasis
since the subject matter was not all that trivial and the intended readership was quite
varied and heterogeneous. Several prototypes were presented to entrepreneurs and
they showed a marked interest for graphics and colours.

The researchers’ expertise was precious in the identification of vital information
that would allow the PDG system to rapidly produce a general diagnosis of any
manufacturing SME. The diagnosis also needed to be reliable and complete, while
being comprehensible by typical entrepreneurs. This was pioneering research work
that the whole team was conducting. Indeed, other SME diagnosis systems are gener-
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ally financial and based on valid quantitative data—see [8, 10, 21] for examples of
expert systems in finance. Each expert had to identify practices, systems, or tools that
had to be implemented in a manufacturing SME to ensure a certain level of perform-
ance. Then, performance indicators had to be defined in order to measure to what ex-
tent these individual practices, systems, or tools were correctly implemented and al-
lowed the enterprise to meet specific goals—the relationship between practices and
results is a distinguishing characteristic of the PDG system. Next, every selected per-
formance indicator was assigned a relative weight by the expert and the knowledge
integrator. This weight is used to position the enterprise being diagnosed with regard
to its reference group, thus allowing the production of relevant comments and rec-
ommendations. The weight is also used to produce a global evaluation that will be
displayed in a synoptic table. Contrary to many performance diagnostic tools in which
the enterprise’s information is compared to norms and standards (e.g. [8]), the PDG
system evaluates an enterprise relative to a reference group selected by the entrepre-
neur. Research conducted at our institute seriously questions this use of norms and
standards: it appears to be dubious for SMEs as they simply are too heterogeneous to
support the definition of reliable norms and standards.

Table 1. Some aspects of the representation of expertise within the PDG system with perform-
ance indicators implemented as variables. This table shows three (3) variables: one scale vari-
able (participative management), one binary (remuneration plan), and one continuous numeri-
cal (fabrication cost). Legend: SME = variable value for the evaluated enterprise; MEA =
mean value of the variable in the reference group; RG = reference group; MED = median value
of the variable in the reference group; CODE = resulting code for the evaluated enterprise.

Scale variable Binary variable Continuous (numerical)
variable

if SME >= (1.25 x MEA),
 then CODE = 4

if SME = 1 and 10% of RG = 1
 then CODE = 4

if SME >= (1.25 x MED),
 then CODE = 4

if SME >= (1.10 x MEA),
 then CODE = 3

if SME = 1 and 25% of RG = 1
then CODE = 3

if SME >= (1.10 x MED),
 then CODE = 3

if SME >= (1.00 x MEA),
then CODE = 2

if SME = 1 and 50% of RG = 1
then CODE = 2

if SME >= (1.00 x MED),
then CODE = 2

if SME >= (0.90 x MEA),
 then CODE = 1

if SME = 1 and 75% of RG = 1
then CODE = 1

if SME >= (0.90 x MED),
then CODE = 1

if SME >= (0.75 x MEA),
 then CODE = 0

if SME = 1 and 90% of RG = 1
then CODE = 0

if SME >= (0.75 x MED),
 then CODE = 0

Example: participative
management

Example: remuneration
plan Example: fabrication cost

Performance indicators are implemented as variables in the PDG system—more pre-
cisely in its database, and in the benchmarking results interpretation module (within
the report production module). These variables are defined in terms of three catego-
ries: 1) binary variables, which are associated with yes/no questions; 2) scale vari-
ables, which are associated with the relative ranking of the enterprise along a 1 to 4 or
a 1 to 5 scale, depending on the question; and 3) continuous (numerical) variables,
which are associated with numerical figures such as the export rate or the training
budget. Since variables come in different types, they must also be processed differ-
ently at the statistical level, notably when computing the reference group used for
benchmarking purposes. In order to characterize the reference group with a single
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value, a central tendency measure that is representative of the reference group’s set of
observations is used. Depending on the variable category and its statistical distribu-
tion, means, medians, or percentages are used in the benchmarking computations. Ta-
ble 1 (previous page) shows an example of how the evaluated enterprise’s results are
ranked and associated with codes that will next be used to produce the various
graphics in the benchmarking report.

AI appears in the PDG software primarily as an embedded ES whose rules are im-
plemented as formulae attached in the cells of an Excel spreadsheet that composes the
PDG report. It is worth noting that antecedents, if-clauses, in these rules are not pa-
rameterized only for client instance data, as is the practice in one class of ES. Instead,
both instance data (the data evaluated) and peer group data (the evaluation context)
can be parameters. Thus rules in the PDG system have the general form “if client-
SME is 20% less than group_mean ...” where client-SME and group_mean are vari-
ables. Many ES consequents, then-clauses, use meaningful variable names and are
structured so their meaning is fairly straightforward to the reader. Thus, the rule ex-
ample above might have the consequent, “... then feed_stock is incorrect”. Readable
rules make it easier to implement the explanation facilities commonly found in ESs.
A PDG rule consequent operates indirectly: its execution does nothing except con-
catenate an appropriate string from short text fragments. The content of that string is
the counterpart of the traditional rule consequent, detailing a course of action to be
carried out, not by the system, but by the benchmarking report reader. Finally, with
respect to the explanation facility of traditional ES, one might say that when read to-
gether, the evaluation and recommendation paragraphs produced by PDG rules are
self-explanatory; that is, together they provide their own explanation. Implementing
an ES as cell formulae in Excel is not the most obvious way to do it, and the motiva-
tion for this fairly unusual approach is further explained in the next section.

4   Knowledge Engineering Aspects

A good deal of multi-domain expertise and informal knowledge engineering was in-
vested into the design of the PDG system. In fact, at the early stage of the project, it
was even hoped that a traditional expert-system approach would apply naturally to the
task we were facing. Using the Visual Rule Studio expert system shell, a prototype
was in fact developed for a subset of the full system dealing only with human re-
sources. However, the knowledge acquisition, knowledge modelling, and knowledge
validation/verification phases [14, 15] were too demanding in the context of our re-
sources constraints, especially in the context of a multidisciplinary domain such as
that of SME for which little formalized knowledge exists. Indeed, many people were
involved, all of them in various specialization fields, and with various backgrounds
(researchers, graduate students, research professionals, entrepreneurs). The develop-
ment of a truly multidimensional performance evaluation scheme especially tailored
to SMEs was, and still is, a quite demanding and challenging endeavour.

One of the main difficulties that hindered the development of the prototype expert
system was the continuous change both the questionnaire and the benchmarking re-
port were undergoing during the first three years of the project. At the same time the
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research team was trying to develop a multidimensional model of SME performance
evaluation, users’ needs had to be considered, software development had to be carried
out, and evaluation reports had to be produced for participating SMEs. This turned
out to be a rather complicated situation. The human-resources prototype was devel-
oped (with the expert system shell) in parallel with the full system version (which was
based mainly on database technology). The project leader’s knowledge engineer role
was very difficult since several experts from different domains were involved and the
extraction and fusion of these various fields of expertise had never been done before.
Despite the experts’ valuable experience, knowledge, and good will, they had never
been part of a similar project before. The modelling of such rich, complex, and vast
information was an entirely new challenge both scientifically and technically. Indeed,
because of their heterogeneous nature, and contrary to large enterprises, SMEs are
much more difficult to model and evaluate. Finally, a comparison between the hu-
man-resources results produced by the prototype with those produced by the full sys-
tem revealed that the latter were better.

These important considerations and difficulties, not mentioning the consequences
they had on the project’s schedule and budget, lead to the abandon of the expert sys-
tem approach in favour of the database approach. We had to make a rational decision
based on our experience, but also on the well-documented fact that multi-domain,
multi-expert knowledge acquisition and modelling constitutes a great challenge. Yet
another factor that had great influence on our design decisions was the fact that the
project started out on paper as a questionnaire, which led naturally to database build-
ing and use of all the database-related techniques and technology.

5   Experimental Evaluation

A recent experimental evaluation [17] was performed in 2002 on the inventory of re-
ports produced to that date for 307 SMEs, 258 first-time and 49 second-time users.
The authors hypothesized that the use of benchmarking would have a positive effect
on enterprise operational and financial outcomes, and tested this by comparing the re-
sults involved for the first-time and second-time populations as reported in their pro-
files. Although not all differences are significant, non-parametric statistical analysis
(t- and z-scores) showed general support for the hypothesis. Further examination of
the analysis indicated that the 49 second-time users “showed marked improvement in
their financial performance from the first to second year”. An attempt was then made
to gain insight into the relationships between the factors in play using structural equa-
tion modelling (partial-least-squares). It suggested that benchmarking has a positive
effect on operational performance (γ  =  .13) and financial performance (γ  =  .08),
and tends to lead to the implementation of best practices (γ = .16). The authors ex-
plain the lower gamma for financial performance as reflecting the time required for
increases in productivity to show up on the bottom line.
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6   Conclusion: Toward an Even More Intelligent PDG System

We have briefly presented a fully implemented expert diagnostic system which evalu-
ates on a benchmarking basis the performance of SMEs. The PDG system has been in
use for several years and has gone through a constant and quite challenging evolution
in order to meet both the needs of SME-oriented research (numerous research projects
have used the system so far) and the production of benchmarking reports for hundreds
of SMEs. The current version of the PDG system is not implemented with traditional
AI techniques, e.g. knowledge base of symbolic rules and facts, inference engine, etc.
Instead, the full system ended up as knowledge-packed system built on database tech-
nology that allows it to produce outputs that only a human expert, or in fact several
human experts in different domains, would be able to produce in terms of diagnosis
and recommendation quality. The output report contains mostly coloured diagrams
and simple explanations that are formulated in plain English (or French) so that SMEs
entrepreneurs can easily understand it. The system also uses some conventional tech-
niques, e.g. the comments produced in the output report are generated via a template-
based approach, an early technique used in natural language processing.

Our system is now at a stage where we can now consider the introduction of AI
techniques in new developments. Here are three examples. 1) The huge number of
database attributes and statistical variables manipulated in the system is overwhelm-
ing. A conceptual taxonomy, coupled with an elaborated data dictionary, has now be-
come a necessary addition. This work is in progress. 2) Augmenting the PDG system
with case-based reasoning seems a promising avenue. Evaluation of the problem at
hand could be facilitated if it were possible to establish relationships with similar
problems (cases) already solved before—e.g. see [19]. Determining the problems’ sa-
lient features to support this approach would also offer good potential to lessen the
users’ burden during the initial data collection phase. This is part of our future work.
3) The development of data warehouses and data mining algorithms to facilitate sta-
tistical processing of data and extend knowledge extraction capabilities is a priority.
This is the main focus of our current work. Indeed, we are about to activate a new
data warehouse and start our first experimentations with data mining techniques. Data
warehousing has many practical uses in our SME-oriented context and it will, along
with data mining techniques, positively affect the way researchers use the rich data
we have collected and continue to collect on SMEs. We hope to significantly extend
our knowledge on SMEs, and further improve our evaluation model of SME perform-
ance.
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Abstract. Each expert system provides its users with a great amount of
knowledge of a domain. Moreover, a friendly system-user interface usually
guarantees an easy access to this knowledge. However, an expert system is
sometimes too slow to serve its purpose.
Most of expert systems are being implemented as rule-based systems with
uncertainty (uncertain knowledge, inexact reasoning). There are a few methods
of certainty factors calculation. The well known Dempster's rule of combination
always gives a result which is precise and independent of a strategy of conflict
resolution. In this paper, we propose a new method, called the rule of
convergence. Giving an approximate final result, it can significantly speed up
the whole process of reasoning.
The methods of uncertain knowledge representation and the methods of inexact
reasoning are willingly implemented in medical expert systems. The rule of
convergence can really raise their standard of efficiency.
Keywords: expert systems, inexact reasoning, medical prognosticating.

1   Introduction

Considering lots of information being conveyed at present, we can really appreciate
expert systems and their efficiency. An expert system provides the user with pre-
processed knowledge of a domain. Such knowledge can be applied immediately. An
expert system communicates with its user by means of a simple, not specialised, semi-
natural language.

Unfortunately, an expert system is not devoid of drawbacks. It often fails to fulfil
our expectations. At the worst, it may even work incorrectly. This may be either due
to its wrong exploitation or – frequently - to its defective construction. The latter one
may be a consequence of inserting wrong facts or dependencies into the system
knowledge base. An expert system can also disappoint because of drawing only
uncertain (not certainly known!) conclusions from the facts in its knowledge base.
Last but not least, an expert system is sometimes too slow to serve its purpose.

Medicine is one of the most important and interesting domains of the expert
systems application. A doctor, specialist in some branch of medicine, is unable to
diagnose most of the illnesses which are not related with the field of his or her
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interest. In such situations, choosing a patient-specific pharmacotherapy is a yet more
difficult task. Furthermore, doctors often work under strong pressure of time. They do
have to take their decisions immediately!

2   Uncertainty and Its Implementations

Generally speaking, what we mean by the term uncertainty is lack of information
needed to make a decision. The uncertainty is the subject of many formal theories,
among others:

− Pascal-Fermat theory, introduced in the 18th century and considered to be the
classical theory of probability;

− Carnap theory, announced in 1950, that pointed at the new type of probability, so
called epsitemic probability;

− Dempster-Shaffer theory, being developed in the sixties and seventies of the 20th

century, according to the spirit of Carnap theory.

What makes the main difference between Pascal-Fermat and the two remaining
theories is the way how an ignorance notion is used. Namely, the classical theory
claims that the evidence not supporting a hypothesis H is an evidence for the
refutation of H. There is no place for ignorance here (follows from the axiom: P(H) +
P(H') = 1). Unlike the first theory, in the remaining ones, while lacking the knowledge
about H, we do not have to assign any belief to H or to its negation H'. Instead, we
may assign the remaining belief to the environment (the set of all possible
hypotheses) Θ.

To realize this idea, Dempster and Shaffer consider the following factors in their
theory:
− the certainty factor cf:  2θ → [0; 1], fulfilling the conditions:

cf(∅) = 0 ,
Σ(X∈2θ) cf(X) = 1 ;

− the global certainty factor Bel: 2θ → [0; 1], such that:
Bel(H) = Σ(X⊆H) cf(X) ;

− the refutation factor Dbt: 2θ → [0; 1], such that:
Dbt(H) = Bel(H') ;

− the plausibility factor Pls: 2θ → [0; 1], such that:
Pls(H) = 1 - Bel(H') = 1 - Σ(X⊆H') cf(X) ;

− the ignorance factor Igr : 2θ → [0; 1], such that:
Igr(H) = Pls(H) - Bel(H) ;

− the certainty range EI : 2θ → [0; 1] x [0; 1], such that:
EI(H) = [Bel(H), Pls(H)] = [Σ(X⊆H) cf(X), 1 - Σ(X⊆H') cf(H')] .
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By means of certainty factors, we are also able to estimate how much credit can be
granted to the evidence which is internally inconsistent. In such a case, it is sufficient
to apply the following Dempster's rule of combination:

cf1 ⊕ cf2(Z) = Σ(X ∩Y = Z) cf1(X) * cf2(Y) ,
in which X and Y are any input hypotheses, Z is a result hypothesis, cf1(X), cf2(Y)
and cf1 ⊕ cf2(Z) mean the certainty factors of, respectively X, Y and Z.

Uncertainty concerns not only hypotheses (also called: facts). It can also be used
for rules, which specify dependencies of some facts (conclusions) on other facts
(conditions). A rule-based system with uncertainty is a system in which the
knowledge base consists of uncertain facts and uncertain rules. In such a system one
can keep only inexact reasoning. Systems with uncertainty are very popular among all
of the expert systems.

3   Uncertainty and Medicine

An important domain of uncertainty application is medicine. Let us remark that the
sick suffer from the same symptoms of a disease, however, not always in the same
way. They report on their feelings, again, not always in the same manner. That is why
doctors' knowledge about patients and their diseases is uncertain. Uncertainty is also
an inherent quality of all medical rules of diagnosis, treatment and prognosis. The
diagnosis rule expresses dependencies among symptoms and a hypothetical disease.
The treatment rule defines a hypothetical efficiency and hypothetical side effects of a
pharmacotherapy for specified symptoms of a disease. The prognosis rule defines a
hypothetical health improvement after a one-year pharmacotherapy.

Methods of an uncertain knowledge representation and methods of an inexact
reasoning have been implemented in some medical rule based systems, e.g.: MYCIN
[6] (designed to help haematologists and general practitioners in diagnosing and
treating blood infections) and ONCOCIN/OPAL [3] (acting as an expert in choosing a
patient-specific cancer therapy, including pharmacotherapy, chemotherapy, radio-
therapy and surgery).

Very rarely such systems are able to provide medical prognoses. Meanwhile,
knowing a long-term prognosis is an urgent necessity. Its importance is especially
great in case of chronic diseases. The sick would like to know the answers to the
questions like these:
− what is a probability of reducing burdensome symptoms of a disease after a one-

year treatment by means of some drugs combination?
− what is a possibility of replacing the drug of a high toxicity by the other one of

much less toxicity after a one-year treatment?

Let us consider a rule-based system with uncertainty being able to answer these
and similar questions. Its knowledge base consists of many constant rules and a few
changing facts. The main rules define dependencies between the current level of
symptoms intensity and the pharmacotherapy (conditions), and the expected level of
symptoms intensity after this pharmacotherapy (conclusions). The sets of symptoms
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in the rule conditions and conclusions may differ, both in cardinality and in contents.
Here we present the example of a prognosis rule:
(defrule prognosis-73
   (declare (CF 0.7))
   (symp1-before lev1-3)

   (symp3-before lev3-2)
   (assump1)
   (assump2)
   (pharma med)
 ⇒
   (bind ?symp2-after ((lev2-1  lev2-2)  0.9))
   (bind ?symp1-after ((lev1-2)  0.8)))

This rule tells us with a certainty 0.7 that a patient with:
− the level lev1-3 of the symptom symp1 and
− the level lev3-2 of the symptom symp3,
under:
− the assumption assump1 and
− the assumption assump2,
after usage:
− the drugs combination med
has:
− the level lev2-1 or lev2-2 of the symptom symp2 with a certainty 0.9 and
− the level lev1-2 of the symptom symp1 with a certainty 0.8.

The main facts define a case of the disease. They tell us about a level of the most
important symptoms of the disease (and, optionally, about some external conditions of
the disease), and a kind of pharmacotherapy recommended. An exemplary set of facts
may have a form:
(assert (assump1) CF 1.0)
(assert (symp1-before lev1-3) CF 0.8)
(assert (symp2-before lev2-1) CF 1.0)
(assert (symp4-before lev4-3) CF 0.65)
(assert (symp3-before lev3-2) CF 0.9)
(assert (assump2) CF 0.8)
(assert (pharma med) CF 1.0)
While reasoning, new facts are added to the above set. They inform about an

expected level of symptoms of the disease after one year of treatment.

4   Inexact Reasoning

In a rule-based expert system, the rule is active at the moment if and only if its
priority (maybe varying with the progress of reasoning!) is not lower than a threshold
factor. Only active rules can be applied while reasoning. A set of active rules, called
an agenda, often consists of many different rules. A strategy of choosing the best one
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at the moment has a significant influence on a final result of reasoning. We can think
of the agenda as a set of rules with conclusions being in conflict with one another.
Conflicts in the agenda can be resolved in favour of the rules of the highest priorities.
These priorities can be granted statically while projecting a knowledge base, or
dynamically on the grounds of certainty factors. Other criteria of the choice may be:
the specificity of rules (the rules that have more conditions are in preference to those
with fewer conditions) or the recency of conditions (the rules which apply to the most
recently deduced facts are preferred to those which apply to the older facts).

One of the most known algorithms of inexact reasoning is the Dempster's rule of
combination. Let us present this algorithm in reference to medical prognosticating.

4.1   Dempster's Rule of Combination

Doctors are entitled to demand that a medical knowledge base expresses large views
upon a disease, methods of its treatment and the chances that the treatment will
succeed. These views usually differ from one another. In consequence, each symptom
of the disease may be found in many rules: in various contexts as well as with various
certainty factors. The resultant certainty factors of conclusions are calculated in the
process of a cyclic approximation. An algorithm of this approximation has an effect
both on values of the resultant certainty factors and on the time necessary for
calculations.

In a case of medical prognosticating, the set of active rules does not change during
the whole process of reasoning. In consequence, the set of ultimate conclusions is
constant.

The Dempster's rule of combination takes into account all the conclusions which
concern the same domain (in the case - the same symptom of a disease). Let us
assume that A, B, C and D mean the facts informing about the four different        
levels of the symptom symp1 of a disease after a one-year pharmacothe-               
rapy, respectively: (symp1-after lev1-1), (symp1-after lev1-2),
(symp1-after lev1-3) and (symp1-after lev1-4). {A, B, C, D} is the
set of mutually exclusive and exhaustive hypotheses regarding the level of symp1
after a one-year pharmacotherapy. We call it the environment and denote by means    
of Θ1.

Let us assume that the first rule in the agenda is prognosis-73 and the second
one is prognosis-17 as follows:
(defrule prognosis-17
  (declare (CF 0.8))
  (symp1−before lev1-3)
  (symp4−before lev4-3)
  (pharma med)
 ⇒
  (bind ?symp1-after ((lev1-2  lev1-3)  0.9))
  (bind ?symp1-after ((lev1-1)  0.1)))
In such a case, the calculations of the symp1 value will be performed according to

the table 1. In consequence, after performing the normalization we obtain:
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cf73⊕cf17 (A) = (0.04/96)*100 ≈ 0.04
cf73⊕cf17 (B) = (0.51/96)*100 ≈ 0.53
cf73⊕cf17 (B,C) = (0.32/96)*100 ≈ 0.33
cf73⊕cf17 (Θ1) = (0.09/96)*100 ≈ 0.10
Bel73,17(A) = 0.04
Pls73,17 (A) = 1 - (0.53 + 0.33) = 0.14
Igr73,17(A) = 0.14 - 0.04 = 0.10
Bel73,17(B) = 0.53
Pls73,17 (B) = 0.96

Igr73,17(B) = 0.96 - 0.53 = 0.43
Bel73,17(C) = 0
Pls73,17(C) = 1 - (0.53 + 0.04) = 0.43
Igr73,17(C) = 0.43 - 0 = 0.43

Table 1. Calculations of the symp1 value

 cf73({B}) = 0.56    cf73(Θ1) = 0.44

cf17({A}) = 0.08      { }    0.04     {A}      0.04

cf17({B,C}) = 0.72      {B}  0.40     {B,C}   0.32

cf17(Θ1) = 0.20      {B}  0.11      Θ1       0,09

4.2   Rule of Convergence

Let us assume that the knowledge base consists of n rules. For each resultant level of
the symptom of a disease the Dempster's rule of combination has the same linear
complexity O(n). Let us remark that the number n is very large (it may be several
hundred or even several thousand) and the number of levels is not lower than 16
(there are usually four levels in each of the four main symptoms of the disease).
Considering that, it is impossible to obtain a real time implementation of this rule.
Furthermore, such a prognosis could be done for several chosen drug combinations!

How to speed up reasoning in a system with uncertainty? To cope with this
problem, the special rule of convergence is proposed. Wherein lies the essence of this
rule?

We can assume that, as in the case of the Dempster’s rule of combination, the
inference engine does forward chaining. Additionally, we can assume that the
conflicts in the agenda are resolved in favour of the rules of the highest priorities.
Priority of a rule is calculated dynamically from the following equation:

pr(RULE) = (min(1≤i≤n) cf(Ci)) * cf(RULE) ,
where RULE is a rule of a rule-based system with uncertainty, pr (RULE) means the
priority of RULE, cf(RULE) means the certainty factor of RULE, cf(Ci) means the
certainty factor of the i-th RULE condition, min is the function of minimum.
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At the beginning the rule of convergence calculates the values Belh(X) and Plsh(X)
for the prognosis-h rule of the highest priority and each resultant level X of the
main symptom of a disease. The next calculation must be done for the rule of the
succeeding priority, on the assumption of the restricted certainty range:
[Belh(X) ; Plsh(X)] (instead of the previous range [0 ; 1]).

For the two mentioned above rules: prognosis-73 and prognosis-17, the
following values will be obtained:
− in the first step of algorithm:

Bel73(B) = 0.56 Pls73(B) = 1 Igr73(B) = 0.44 ,
− and in the second step

Bel73,17(B) = 0.56 Pls73,17(B) = 0.96 Igr73,17(B) = 0.40 .
The above procedure must be continued until the agenda is empty or the relation

Igr(X) ≤ ε is satisfied, where ε means some permissible degree of ignorance. Let us
remark that a sequence of ignorance values obtained in such a way converges at zero.
In consequence, these calculations are usually much shorter than the former ones.

The proposed technique depends strongly on the method of agenda conflict
resolution. To confirm this statement, let us assume the idealized situation in which
the application of any rule in the process of reasoning reduces the ignorance factor for
a conclusion by 10%. Then, with the required accuracy of: 0.1, 0.01, 0.001 and
0.0001, the conclusion certainty factor can be determined after applying: 22, 44, 66
and 88 rules, respectively.

 If we assume that the ignorance factor reduces with the constant speed of 20%, the
number of indispensable rules for the same accuracies will equal: 11, 22, 33 and 42,
respectively.

Now, if we assume that the number of active rules may reach the level of several
hundred, it will result from the above considerations that, applying the method of
convergence, only a small percentage (about 10% - 30%) out of all active rules will
be used. The choice of rules for this set has an obvious influence on determining the
certainty factors of conclusions. Therefore, it is important to consider this choice very
carefully, and not to make it at random. Such a choice – as it was mentioned above –
may be easily guaranteed thanks to the application of an algorithm which recognizes
the rule priority criterion as the principal one. Then, we can be sure that the most
important rules (the most authoritative) will have a decisive character, whereas the
other ones, less essential, will be actually placed beyond the agenda (they will not
take part in the "shortened" reasoning process, and they will not have any influence
on the certainty factors of conclusions).

 In fact, we can expect that the rules stored in the system knowledge base will draw
similar, and not contradictory, conclusions from the similar conditions. To prevent the
occurrence of contradictions in the knowledge base, there should exist an efficient
truth maintenance system.

 However, the rules presented above, prognosis-73 and prognosis-17,
could certainly coexist in the knowledge base. It appears that a slight change of their
priorities (e.g. increasing the priority of the prognosis-17 from 0.8 to 0.86)
will exhort a different course of the reasoning process and, in consequence, will give
a new certainty factor of the conclusion. In such case, if we assume that the rules:
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prognosis-73 and prognosis-17 will be activated at the beginning of the
reasoning process, but in the reverse order to the previous one, we will obtain the
following values of the factors:
− in the first step of algorithm:

Bel17(B) = 0 Pls17(B) = 0.92 Igr17(B) = 0.92 ,
− and in the second step:

Bel17,73(B) = 0.52 Pls17,73(B) = 0.92 Igr17,73(B) = 0.40 .
 We shall notice that the rules activation order, within the chosen set of rules, does

not influence the final value of the conclusion ignorance factor. This fact can be used
while implementing the convergence algorithm.

 Obviously, in the Dempster's rule of combination, the method of conflict
resolution has no influence on the final certainty factor value at all.

4.3   Exemplary Prognosticating in Asthma Disease

Nowadays, one of the most widespread diseases is bronchial asthma. It is a chronic
respiratory disease, affecting people all over the world. You can fall ill with asthma if
your immune system is bad. Such a system recognizes environmental factors (grass-
pollen, house-dust, noxious gases, etc.), food components or microbes as enemies,
dangerous for human health and life. When an asthmatic patient comes into contact
with them, his immune system shows hyper-responsiveness: it raises an allergic chain
response, with a violent bronchus spasm at the last. According to the progress of the
disease, we distinguish the following groups of bronchial asthma:
− occasional asthma (I),
− chronic asthma of mild progress (II),
− chronic asthma of medium progress (III),
− chronic asthma of severe progress (IV).

The treatment of asthma disease is a long-term, complex task, to which both
doctors and patients themselves have to contribute. For instance, a great effect on the
reduction of bronchial hyperreactivity has a prolonged allergen avoidance. Also, the
asthmatic patients are often required to do some physical exercises or even some
sports to increase their lung volume [4]. However, the most important component of
treatment is still pharmacotherapy [1]. Approximately, the basic scheme of this
pharmacotherapy is very much the same for all the bronchial asthma groups.

The four main symptoms of bronchial asthma are: a night-time cough, an exercise-
induced lung inefficiency, over wheezing, dragging on (for above 10 days) airway
infections. In order to decrease the levels of symptoms intensity, an asthmatic patient
is required to take the combination of 3-4 drugs, which have different effects on his or
her body. Most often this combination consists of histamine antagonist, leukotriene
receptor antagonist and maintenance medication (long-acting theophylline or short-
acting beta2-agonist). Additionally, in a case of an airway infection, an anti-
inflammatory drug could be given (an oral steroid or an inhaled corticosteroid).

While medical knowledge is developed enough to diagnose bronchial asthma (i.e.
estimate the levels of the four main symptoms of the disease and − optionally − detect
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its additional symptoms) and to choose a patient-specific therapy (in particular
pharmacotherapy), we can hardly foresee the detailed effects of this treatment. Drugs
− separately or jointly − decrease the levels of the symptoms of the disease or even
suppress some of them. Their final influence, however, cannot be certainly known: it
can only be estimated with some degree of certainty. For instance, we can say with a
certainty factor of 0.7 that a patient initially classified to group III of bronchial
asthma, with a night-time cough of frequency of several times a week – after
prolonged (over one year) taking of Singulair – has a night-time cough of once a week
frequency at 80 per cent and a night-time cough of the former frequency at 20 per
cent:
(defrule prognosis-100
  (declare (CF 0.7))
  (cough-before levc-3)
  (group 3)
  (pharma comb(Singulair, xx))
 ⇒
  (bind ?cough-after ((levc-2)  0.8))
  (bind ?cough-after ((levc-3)  0.2))
)
Thus, considering a night-time cough, Singulair turns out to be ineffective at 20 per

cent. It does not mean that at 20 per cent Singulair has no influence on frequency of
other symptoms of a disease.

5   Conclusions

With a reference to the above prognosticating rules, if an expert system can reason
efficiently, the doctor will draw a comparison of various pharmacotherapies at once.
In consequence, he will be able to choose the best possible pharmacotherapy.

A medical system capable of efficient reasoning can prepare both a short-term
(one-year) and a long-term (several-year) prognosis (the latter one through a cyclic
execution of the algorithm under consideration). Keeping in mind that the longer
prognosis the lesser its reliability, we can still answer many nontrivial questions, e.g.:
− what is a probability that after a one-year (two-year) pharmacotherapy by means of

some drugs combination the cough frequency will considerably decrease? the lung
efficiency will somewhat improve?

− how certain it is that after a one-year treatment it will be possible to replace a
strong steroidal drug by another one of much less toxicity?

− is it likely that a probability of making a progress towards a cure of asthma (i.e. a
probability of being classified to a lower group of bronchial asthma) will reach the
level of 50 per cent after a three-year pharmacotherapy?
The algorithms of making prognoses about the bronchial asthma progress are being

implemented in the RiAD system (Relief in Asthma Desease) [2,7]. So far, the system
has been equipped with modules for making diagnoses and choosing a patient-specific
pharmacotherapy. We are going to implement the rule of convergence in RiAD. We
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expect it to give us a possibility of a real-time prognosticating. Up till now the
language used for RiAD implementation has been FuzzyCLIPS [5].

The rule of convergence can be applied in all the expert systems in which speedy,
even if approximate answer is needed. We mean here the systems of diagnostics and
classification (e.g. automobile engine diagnostics, laboratory data interpretation,
plants identification or recognition of geological formations) and the systems of
simulation (e.g. factory weak-line analysis, electrical circuit simulation or weather
forecasting).
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Abstract. We introduce a class of computational problems called the partial or-
der constraint satisfaction problems (POCSPs) and present three methods for
encoding them as binary decision diagrams (BDDs). The first method, which
simply augments domain constraints with the transitivity and asymmetry for
partial orders, is improved by the second method, which introduces the notion
of domain variables to reduce the number of Boolean variables. The third
method turns out to be most useful for monotonic domain constraints, because
it requires no explicit encoding for the transitivity. We show how those meth-
ods are successfully applied to expert systems in a software verification domain.

1   Introduction
Binary decision diagrams (BDDs) [1, 3, 18] are graphical, compact representation of
Boolean functions, successfully applied in various fields of industrial applications of
AI and computer science. For example, they are applied in the field of VLSI design
expert systems [10], truth maintenance systems [9], and the reliability analysis of huge
and complex plant systems [4]. They also interest the community of automated theo-
rem proving [12].

However, it should be stressed that although this technology is quite general and
may seem to be easily applied in various fields, it is known that it essentially contains
some computationally hard problems to be solved, depending on the application do-
mains. One of such problems is to determine an appropriate variable order for con-
structing BDDs. Without good variable orders, the size of the BDDs could exponen-
tially grow too large. For the theoretical computational complexity results, consult
[2,14,17] and for some of the heuristic variable ordering methods, see [7,10,11].

Another problem is how to encode the problems at hand as Boolean functions, thus
as BDDs. Recently, we have developed the framework of applying BDD technology
in the field of development of rule-based programs, but it does not necessarily imply a
success in that field: we need heuristics. In this paper, we present some heuristic ap-
proaches to this problem and evaluate them through comprehensive experiments on
sample rule-based programs taken from practical domains such as hardware diagnosis,
software specification, and mathematics.  The results show the big difference among
those approaches and provide us useful information for optimizing the overall sys-
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tems. Such information has been integrated into the expert system for verifying the
termination of rule-based programs.

In Section 2, the key ideas are described in an abstract setting of partial order con-
straint satisfaction problems (POCSPs). In Section 3, we present three methods for
encoding POCSPs as BDDs. In Section 4, the three methods are applied to the me-
chanical verification of the termination of rule-based programs. The experimental
results show the big difference in efficiency among the methods.

2   Partial Order Constraint Satisfaction Problems

A binary decision diagram (BDD)[1,3,18], notation BDD( F ), is a graphical, com-
pact representation of a Boolean function F . It is like a tree except that several verti-
ces may be structurally shared in the graph. Given an assignment of Boolean values (0
or 1) to each variable of F , we can determine the value of the function by following
the path from the root to a terminal (0 or 1), branching at each ix -labeled node to
either 0- or 1-labelled edge depending on the assigned value for ix .

Usually, we fix a linear order (called a variable order) on the set of variables, and
for every path from the root to a terminal, we let these variables appear in this as-
cending order. When the variable order is fixed, the BDD of the given function is
uniquely determined. As a result, the satisfiability of a Boolean function can be deter-
mined simply by checking if its BDD representation is different from BDD(0).

A constraint satisfaction problem (CSP) P =( X , D , C ) consists of a finite set of
n  variables 1{ , , }nX x x= K , a set of finite domains D = 1{ , , }nD DK , and a set of
constraints C  among variables. Each variable ix  must take a value from the set iD .
Every constraint is associated with some variables and specifies the consistent (al-
lowed) combinations of values for those variables. A solution of P  is an assignment
of values to all n  variables such that it is consistent with all the constraints.

In some applications, there is often a need to mechanically determine a partial order
that must satisfy some constraints. This motivates the following definition.

Definition 1. Let S  be a finite set of the elements called symbols. Then a partial
order constraint satisfaction problem (POCSP) over S  is a CSP SP  = ( X , D , C ),
where X ={ fgX  | ,f g S∈ , f g≠ } is a set of Boolean variables with the common

domain D ={0,1}, and C  consists of the three kinds of constraints as follows.
− the transitivity constraints: if fgX =1 and ghX =1 then fhX =1 for all combinations

( f , g , h ) of three mutually-distinct symbols;
− the asymmetry constraints: either fgX =0 or gfX =0 for all pairs ( f , g ) of distinct

symbols; and
− the domain constraints 1C … mC .

The POCSP is seen as a problem of determining a partial order >  on the set of
symbols S  under the domain constraints. It is straightforward to encode such a prob-
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lem as a POCSP. We represent the relationship f g>  by an assignment of a Boolean
value to fgX . We let fgX =1 if f g> , and fgX =0 otherwise. The relation >  is

represented by an assignment of truth values to all the variables in X . Such an as-
signment represents > . If >  is a strict partial order, the assignment must satisfy the
transitivity and asymmetry. Together with the domain constraints, we get a POCSP.

3   BDD Encodings for POCSPs

We present three methods for encoding POCSPs as Boolean functions, thus as BDDs.
The first one is a basic one derived directly from the definition of POCSPs. The sec-
ond encoding improves it by reducing the number of Boolean variables. When the
domain constraints are monotonic, the last encoding can safely remove the transitivity
part at the (expectedly small) cost of losing the minimality of the asymmetry.

3.1   Basic Encoding

The transitivity and asymmetry of Definition 1 are represented by the following Boo-
lean functions, respectively.

, , ,

( ) ( )fg gh fh
f g h S f g h f

T X X X X
∈ ≠ ≠ ≠

= + +∏ (1)

, ,

( ) ( )fg gf
f g S f g

A X X X
∈ ≠

= +∏ (2)

We assume that each domain constraint iC  ( i =1,K , m ) is also encoded as a
Boolean function ( )iP X  that takes the value 1 if and only if the assignment to X
satisfies iC . The overall domain constraint is represented by the following function:

1

( ) ( )
m

i
i

P X P X
=

= ∏ .
(3)

Now we combine the three functions to yield the basic encoding:

( ) ( )( )B X T A P X= ⋅ ⋅ (4)

where the right-hand side is a shorthand notation for ( ) ( ) ( )T X A X P X⋅ ⋅ .

Theorem 1. The POCSP has a solution if and only if ( )B X  is satisfiable.

Example 1. Consider a set { , , }S f g h= . Then we have
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( ) ( ) ( ) ( )

( ) ( ) ( ),

( ) ( ) ( ) ( ).

fg gh fh hg gf fhfh fg gh

gh hf hf fg hg gfgf hg hf

fg gf gh hg hf fh

T X X X X X X X X X X

X X X X X X X X X

A X X X X X X X

= + + ⋅ + + ⋅ + +

⋅ + + ⋅ + + ⋅ + +

= + ⋅ + ⋅ +
The domain constraints may be given arbitrarily, but for now, assuming that the

problem requires that either f g>  or h g> , we have ( ) fg hgP X X X= + .

3.2    Encoding with Domain Variables

If the set S  contains n  symbols, ( )T X  consists of 3( )O n  clauses and tends to be the
biggest part of ( )B X . In most cases, however, the set of Boolean variables actually
occurring in the domain constraint part ( )P X  tends to be only a small subset of X .
We call them domain variables. This motivates the following definitions.

Consider a POCSP over S , and let DX  be the set of domain variables occurring in
( )P X . Consider a graph G = (V , E ) with V S=  and E ={( , ) | }fg Df g X X∈ .

Each vertex f V∈  is a symbol of S  and each directed edge ( , )f g E∈  corresponds
to a domain variable fgX . We call G  the domain graph.

Definition 2 (Domain Transitivity and Asymmetry). Suppose that the domain graph
G =(V , E ) contains an edge ( , )f g E∈  such that there is a path f = 0v  1v K

nv = g  from f to g  with length 2n ≥ . Then the domain transitivity condition de-

rived from this path is 1 1nfv v g fgX X X−+ + +K . The product of such conditions for

all edges ( , )f g E∈  and for all paths from f to g  with length 2n ≥  is called the
domain transitivity for DX .

Suppose that G  contains a cycle 0v  1v K  0nv v= of length 2n ≥ . Then the do-

main asymmetry condition derived from this cycle is 0 1 1 0 .nv v v vX X −+ +K  The prod-
uct of such functions for all cycles contained in G  is called the domain asymmetry for

DX .

A path is minimal if it is elementary (i.e., does not contain any vertex twice) and
contains no proper subpath that can be replaced by a bypass edge (or chord) in E . A
cycle is minimal if it is elementary (i.e., does not contain any vertex twice, except that
the start and the end vertices are the same) and contains no subpath that can be re-
placed by a bypass edge (or chord) in E . The following lemma ensures that we need
to enumerate only minimal conditions.

Lemma 1. All the domain transitivity and asymmetry conditions are satisfied if all the
minimal conditions are satisfied.
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 The domain transitivity and asymmetry conditions derived only from minimal
paths and cycles are denoted by ( )D

DT X  and ( )D
DA X , respectively. In practice,

the graph G  is often sparse, and enumeration of minimal paths and cycles can be
performed in practical time and space. Now we introduce the second encoding:

( ) ( )( )D D D
D DB X T A P X= ⋅ ⋅ (5)

where the notation ( )DP X  for ( )P X  emphasizes that all the variables occurring in
( )P X  are members of DX  by definition.

f g

h a
               

Xfg

Xgh X
gh

Xfh

0 1

X
fh

X
hf

0
Xga

Xfh

Xhf

0
Xhf Xhf

0X
ga

1

0 1

X
ha

0 1

0 1

0

01

1 0

0 1

0 1

0 1

0 1

0 1

0

0 1

0 1

0
0 1 0 1

Fig. 1. The domain graph for Example 2                       Fig. 2. The BDD for Example 2

Example 2. Let { , , , }S f g h a=  and suppose that the domain constraints are encoded
as ( )P X = ( )( )( )fg gh fh hf ga haX X X X X X+ + + . Then DX  consists of 6 variables,

and the domain graph is given in Fig. 1. The domain transitivity and asymmetry are
given as follows.

( ) ( )( )

( ) .

D
fg gh gh haD fh ga

D
fh hfD

T X X X X X X X

A X X X

= + + + +

= +
Note that the cycle f g h f   is non-minimal, because there is a bypath edge ( , )f h .

The BDD representation for ( )D
DB X  is given in Fig. 2.

Theorem 2. ( )D
DB X  is satisfiable if and only if ( )B X  is satisfiable.

This theorem implies that we can search for the solution of the POCSP by consid-
ering ( )D

DB X  instead of ( )B X . Since ( )D
DB X  contains only domain Boolean
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variables, it encodes the POCSP with a smaller number of Boolean variables. This is
important when representing the function by the BDD, because its size is likely to
grow rapidly (exponentially) as the number of variables increases.

3.3   Encoding without Transitivity for Monotonic Domain Constraints

Since the size of transitivity conditions is often so big even for domain transitivity, it
can cause an efficiency problem. We can be more efficient if the domain constraint

( )DP X is monotonic. A Boolean function ( )F X is monotonic if α α ′≤  implies
( ) ( )F Fα α ′≤ , for all assignments α  and α′ . In particular, we can verify that every

Boolean function constructed from the sum and the product (thus containing no nega-
tions) is monotonic. In such cases, we can remove the transitivity conditions at the
(expectedly small) cost of additional complexity in domain asymmetry.

Let *( )DA X be the domain asymmetry conditions for DX obtained by considering
all minimal cycles plus all non-minimal elementary cycles (that have bypass edges).
We introduce the following function as our third encoding:

* *( ) ( )( )D DB X A P X= ⋅ . (6)

Example 3. Recall Example 2.  Since the domain constraint ( )DP X is monotonic, we
can employ the third encoding by considering all cycles to get

*( ) ( )( ).fh hf fg gh hfDA X X X X X X= + + +

The BDD representation for *( )DB X  is given in Fig. 3. The BDD has 9 nodes,
compared with 16 nodes of Fig. 2.

Fig. 3. BDD for Example 3
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When the domain graph contains a relatively small number of non-minimal cycles,
the size of the representation for *( )DB X  is often significantly smaller than ( )B X

and even than ( )D
DB X .

*( )DB X  contains no transitivity conditions. Nevertheless, we can prove the fol-
lowing theorem that ensures that when the domain constraint ( )DP X  is monotonic,

we can use this function instead of ( )B X  and ( )D
DB X .

Theorem 3. Suppose ( )DP X  is monotonic. Then *( )DB X  is satisfiable if and only

if ( )D
DB X  is satisfiable.

4   Application to Software Verification

4.1  Termination of Rule-Based Programs

Verification of correctness of computer programs is one of the most challenging ap-
plications of AI.  We present an application of POCSP to verification of the termina-
tion property of programs written in a language called term rewriting systems [5,13].
A term refers to an expression constructed from function symbols and term variables.
A program R is a set of rewrite rules consisting of a pair of terms l r→  specifying
that instances of l  in a term can be rewritten to the corresponding instance of r .
Given a term input from the users, the program uses a pattern matching algorithm to
rewrite it repeatedly until one gets an answer term, which is a term that cannot be
rewritten any more.

 A program is terminating if there are no infinite rewrite sequences.  Termination is
an undecidable property in general, but some sufficient conditions for its verification
have been studied. In this paper, we focus on a popular class of such conditions based
on precedence. A precedence, denoted by f , is a partial order on the set of  function
symbols. It induces the partial order lpof  (called the lexicographic path order, or lpo)

on the set of terms. The definition of the lpo is omitted, but all one has to know in this
paper is that once you determine the precedence, the lpo is uniquely determined.

Theorem 4.  If there exists a precedence f  such that lpol rf  for all rewrite rules

l r→  of R , then R  is terminating.

With two terms s  and t  fixed, the truth of lpos tf  is uniquely determined by f .

Let , ( )s tP X  be the Boolean function which takes 1 if lpos tf  and takes 0 otherwise,

provided the assignment to X  represents f . Based on the definition of lpof , this

function is defined recursively with respect to term structure as follows.
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Definition 3.  Let s  and t  be two terms. When s  and t  are not term variables, we
write 1( , , )ms f s s= K  and 1( , , )nt g t t= K , respectively. Then:

, ,1 1
,

, , ,1 1

0 ( , ( ))
1 ( , ( )) .

( ) ( )
( )

, , , .

( ) ( ) ( )

, , , , .

i j

i k k j

i
nm

s t fg s ti j
s t

i
nm

s t s t s ti j k

i

if s t or s V or t V t Var s
if s V t Var s or i s t

P X X P X
P X

if s V t V f g i s t

P X P X P X

if s V t V f g s t i s t

= =

= = +

= ∈ ∈ ∉
 ∉ ∈ ∃ =
 + ⋅=  ∉ ∉ ≠ ∀ ≠
 + ⋅
 ∉ ∉ = ≠ ∀ ≠

∑ ∏

∑ ∏

(7)

where k  is the minimal value of i  (1 i n≤ ≤ ) satisfying i is t≠ ; V  is the set of term
variables and ( )Var V  is the set of term variables contained in s .

Example 4. Let ( ( ))s f h x=  and ( )t g x= . Then we have

, ( ), ( ) ( ( )),

, ( ) ( ),

( ) ( ) ( )

[ ( ) ( )] .
s t h x g x fg f h x x

x g x hg h x x fg hg fg

P X P X X P X

P X X P X X X X

= + ⋅

= + ⋅ + = +

Given a program R ={ |1 }i il r i m→ ≤ ≤ , the following Boolean function repre-
sents the domain constraints that i lpo il rf  for all rules in R :

,
1

( ) ( ).
i i

m
l r

i
P X P X

=
= ∏

Let us define the following encoding of POCSP:
( ) ( )( ).B X T A P X= ⋅ ⋅

Theorem 5. If ( )B X  is satisfiable, then R  is terminating.

Note that ( )P X  is monotonic. Therefore, as discussed in the previous section, the

satisfiability of ( )B X  is equivalent to the satisfiability of * *( ) ( )( )D DB X A P X= ⋅ .

4.2  Experiments and Comparison

We restrict ourselves to the following three schemes for determining precedences. The
random order (RAND) just orders the variables randomly, according to the uniform
distribution. The generation order (GO) just orders variables as generated by our BDD
generation program. More precisely, it is the order in which we encounter the Boolean
variables while expanding , ( )l rP X  for each input rule in a depth-first, left-to-right
manner according to the definition. The reversed generation order (RGO) is just the
orders obtained by reversing  GO.
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We have performed comprehensive experiments on typical sample programs taken
from several application domains, including hardware diagnosis, software specifica-
tion, and mathematics. In this section, we present some results to show how the effi-
ciency is affected by the choice of variable orders.

Effects by Variable Orders

We start by fixing our attention to the experimental results for ( )D
DB X . We have

selected two particular problems for presenting the results in detail. One is taken from
the field of the model-based hardware diagnosis. We refer to this problem as CIRCUIT
[8]. The rules have been introduced by directing, from left to right, the 24 equations
that specify the behavior of the full adder circuit. The number of domain Boolean
variables for this problem is 36.

The other problem referred to as SOLITAIRE consists of 28 rules taken from the field
of the algebraic specification of software systems [15]. The number of domain Boo-
lean variables for this problem is 46.

The results, summarized in Tables 1 and 2, show that the GO and RGO are more ef-
ficient than the RAND in both time and space. We recommend the use of RGO, because
in most cases it shows the best performance in time and space.

Table 1.  Results for circuit                                    Table 2. Results for solitaire

Var order RAND GO RGO Var order RAND GO RGO
BDD size 39 33 33 BDD size 1459 398 400
CPU time 9533 797 70 CPU time 2479 452 74

Table 3 shows the results for five other problems taken from the domain of mathe-
matics. Those are all the problems given in [16] that contain at least five function
symbols and are terminating. The variable order is fixed to RGO. The table includes
two new entries for the number of rules and the number of domain variables. We can
say that all the problems have been solved efficiently.

 Table 3. Results for mathematics                   Table 4. Results for transitivity removal

No. 12 26 27 29 31 No. Circuit Solitaire
Rules 9 10 11 7 7 Rules 24 28
Dom vars 14 18 17 18 11 Dom vars 36 46
BDD size 16 15 37 34 15 BDD size 35 93
CPU time 1.2 .94 1.4 .35 .10 CPU time 6.95 2.62

Effects by Domain Conditions
We briefly describe how the domain transitivity and asymmetry on DX  result in more
efficiency than the ordinary transitivity and asymmetry on X . Indeed, the use of

( )D
DB X  is far better than ( )B X . This is justified by our experiments in which the

use of ( )B X  did not yield a solution of the CIRCUIT problem within 48 hours. Actu-
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ally, we found that this run required a temporary BDD whose maximum size is 35
times greater than the BDD required for ( )D

DB X .

Effects by Transitivity Removal
Table 4 shows the results of the experiments in which the previous two sample prob-
lems were solved by using *( )DB X  in place of ( )D

DB X . We only show the entries
for the RGO order. Comparing the CPU time in this table with Tables 1 and 2, we can
see that the use of *( )DB X  is far more efficient than ( )D

DB X .

5   Conclusion

We have presented three methods for encoding POCSPs as BDDs, and applied and
evaluated them in the field of software verification. Let us compare our work with two
other related works. One is a most simple way based on backtracking [6]. It is well-
known that the simple backtracking suffers from inefficiency caused by futile back-
tracking, rediscovering contradictions, and rediscovering inferences. Actually, the
CPU time for computing all solutions for the CIRCUIT and SOLITAIRE problems by the
backtracking method was 108 and 2700 seconds, respectively, compared with 70 and
74 seconds by our method. The other work [8] uses a reason maintenance system to
avoid the drawbacks caused by the simple backtracking. It is reported that this method
was successful in getting a single solution efficiently. In contrast, our method is effec-
tive even if all solutions are sought or if one wants to check that there are no solutions.

Acknowledgement. This work was partly supported by JSPS Grant-in-Aid for Scien-
tific Research (B)(15300188) and MPHPT Strategic Information and Communications
R&D Promotion Programme.

References

1. Akers, S. B.: Binary decision diagrams, IEEE Trans. Comput., Vol. C-27,  6, 509–516
(1978)

2. Bollig, B. and Wegener, I., Improving the variable ordering of OBDDs is NP-complete,
IEEE Trans. on Computers 45, 993–1002 (1996)

3. Bryant, R. E.: Graph-based algorithm for boolean function manipulation, IEEE Trans.
Comput., Vol. C-35,  5, 677–691 (1986)

4. Coudert, O. and Madre, J. C.: Towards an interactive fault tree analyser, Proc. IASTED
Int. Conf. on Reliability, Quality Control and Risk Assessment (1992)

5. Dershowitz, N. and Jouannaud, J.-P.: Rewrite Systems, in J. van Leeuwen (ed.), Hand-
book of Theoretical Computer Science, vol. B, North-Holland, 243–320 (1990)

6. Detlefs, D. and Forgaad, R.:  A procedure for automatically proving the termination of a
set of rewrite rules, Proc. of 1st Conf. on Rewriting Techniques and Applications,
Springer, LNCS 202, 255–270 (1985)



Efficient BDD Encodings for Partial Order Constraints 837

7. Fujita, M., Fujisawa, H., and Matsunaga, Y., Variable ordering algorithms for ordered
binary decision diagrams and their evaluation, IEEE Trans. on Computer-Aided Design
of Integrated Circuits and Systems 12, 6–12 (1993)

8. Kurihara, M., Kondo, H., et al.: Using ATMS to efficiently verify the termination of re-
write rule programs, Intern. Journal of Software Engineering and Knowledge Engineer-
ing, Vol.2, 4, 547–565 (1992)

9. Madre, J. C. and Coudert, O.: A logically complete reasoning maintenance system based
on a logical constraint solver,  Proc. Intern. Joint Conf. on Artificial Intelligence, 294–
299 (1991)

10. Malik, S., et al.: Logic verification using binary decision diagrams in a logic synthesis
environment, Proc. IEEE Int. Conf. on Computer-Aided Design, 6–9 (1988)

11. Minato, S., Ishiura, N., and Yajima, S., Shared binary decision diagram with attributed
edges for efficient Boolean function manipulation, 27th DAC, 52–57 (1990)

12. Moore, J. S.: Introduction to the OBDD algorithm for the ATP community, Journal of
Automated Reasoning, Vol.12, 33–45 (1994)

13. Plaisted, D. A.: Equational reasoning and term rewriting systems, in Gabbay, D. M. (ed.),
Handbook of Logic in Artificial Intelligence and Logic Programming, 274–364  (1993)

14. Sieling, D., On the existence of polynomial time approximation schemes for OBDD
minimization, STACS’98, LNCS 1373, 205–215 (1998)

15. Steinbach, J.: Termination of rewriting :  Ph.D thesis, Univ. Kaiserslautern, Germany
(1994)

16. Steinbach, J. and Kühler, U.: Check your ordering : termination proofs and open prob-
lems,  SEKI report SR-90-25(SFB),  Univ. Kaiserslautern, Germany (1990)

17. Tani, S., Hamaguchi, K., and Yajima, S., The complexity of the optimal variable order-
ing problem of a shared binary decision diagram, ISAAC’93, LNCS 762, 389–398
(1993)

18. Wegener, I.: Branching Programs and Binary Decision Diagrams: Theory and Applica-
tion, Society for Industrial and Applied Mathematics (2000)



R. Orchard et al. (Eds.): IEA/AIE 2004, LNAI 3029, pp. 838-847, 2004.
© Springer-Verlag Berlin Heidelberg 2004

Abductive Validation of a Power-Grid
Expert System Diagnoser

José Ferreira de Castro and Luís Moniz Pereira *

Centro de Inteligência Artificial – CENTRIA
Universidade Nova de Lisboa

Monte da Caparica
2889-156 Caparica, Portugal

jeacastro@mail.telepac.pt
lmp@di.fct.unl.pt

Abstract. Transportation of electrical energy is normally made through a network
of high-tension lines. In case of an incident, the electrical protections at both ends
of a line are activated. Most of the incidents are short-lived, and can be solved by
fast automatic reclosure of the breakers. When automatic reclosure fails, or does
not happen, a timed reclosure is attempted after a few minutes, either manually or
by automatic systems. When an incident occurs, several hundred messages sent
by the substations can reach the control centers within a few seconds, making the
human operator’s interpretation of the incident very difficult. The purpose of the
previously developed SPARSE (Expert System for Incident Analysis and Power
Restoration Assistance) is to assist the human operators in handling the
emergency situations, giving them readable and accurate information. SPARSE is
based on a logic programming inference engine reasoning over a set of time-
stamped events. The new problem we addressed was how to validate the inference
rules of SPARSE, by showing that no set of real events and diagnoses could be
abduced that would violate the physical and logical integrity constraints of the
problem domain, in order to certify the correctness of SPARSE with respect to the
desired constraints. In this paper we examine how the sophisticated abductive
logic programming system ABDUAL was employed for this purpose, and the
practical tools developed and implemented to that end.

Keywords: Expert Systems

1   Introduction and Historical Overview

Transportation of electrical energy is normally made through a network of high-tension
lines. In the case of a short-circuit in a line, the protection at both ends is activated.
Natural causes (birds, lightning, storms, etc) can originate incidents that are short-lived
and are immediately solved by the fast automatic closure of the breakers. When an
automatic reclosure fails, or does not exist for that particular line, a timed reclosure is
attempted after a few minutes, either manually or by automatic systems.

When a serious incident occurs, several hundred messages from the electrical
substations, reporting the opening and closing of the circuit-breakers, can reach the
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control centers in a few seconds. The human operators can be flooded with raw
information, quite difficult to read and interpret in real time. The purpose of SPARSE
(Expert System for Incident Analysis and Power Restoration Assistance), based on
logic programming, is to assist the human operators in handling the emergency
situations, giving them readable and useful information.

One can find technical descriptions of SPARSE in the bibliography [1-9]. The
system gathers basic information about the state of the network through a system
called SCADA (Supervisory Control and Data Acquisition), and processes this
information through a data-driven inference engine that offers in real-time the needed
interpretation of what is going on. SCADA was first installed in the portuguese
electrical network in 1988-89, and was totally remodeled in 2000. The SPARSE
system, was actually used in one of the control centers in the north of Portugal, and is
now being adapted to the new SCADA configuration. All comments made in this
paper refer to the former version of SCADA.

Before being used in real-time mode, SPARSE was tested off-line using sample
data gathered from real incidents. Some validation and verification tools were used to
detect possible errors in the rule structure of the SPARSE inference engine, reported
in [10-12]. But none of these tools can guarantee that an undesired conclusion may
not appear due to an unforeseen configuration of the basic SCADA data.

The possibility of applying abduction techniques to SPARSE were studied as part
of a master’s thesis in AI at Universidade Nova de Lisboa (UNL) in 2000 [14]. These
techniques (using ABDUAL [13]) were developed at the Artificial Intelligence Centre
(CENTRIA) of UNL, and a formal extended presentation (in Portuguese) can be
found in the thesis, and are here reported for the first time in English.

The goal of applying abduction is twofold. First, we wish to identify all the
possible hypothetical scenarios of the SCADA messages leading to a given
conclusion of the SPARSE inference engine. This abductive reasoning allows us to
verify that no unexpected and undesired sequences of events can bring about an
untoward conclusion, one that violates physical and logical integrity constraints of the
problem domain. Second, we wish to find the SCADA scenarios that are needed to
achieve some given untoward conclusion. If the set of SPARSE inference rules is
sound, these scenarios should be physically impossible to achieve, meaning there
should be no realizable physical abductive explanation for them. Otherwise, the
inference rules must be corrected on the basis of the abductive scenarios found.

The advantage of abductive reasoning over a set of tests with real data is obvious:
it is hard to guarantee any set of tests is complete enough to cover all possible
SCADA message configurations. Abduction, on the contrary, lists all possible
explanations for a certain conclusion, being akin to model verification. This assurance
is essential for the confidence of the final user in the SPARSE system. The results
obtained showed the pertinence and usefulness of the abductive approach. The work
done was of a very practical nature, building bridges between existing implemented
systems, SPARSE on the one hand, and the logical programming abductive
machinery on the other.
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2   How SPARSE Works

To understand the challenges involved and the usefulness of the abductive approach,
it is worth going a little into some of the details of SPARSE. The set of SPARSE rules
used to test the abductive verification concept was a development version, because of
copyright restrictions. This was actually convenient to verify the usefulness of
abduction to detect potential problems in the version under development.

SPARSE is basically an inference engine reasoning over time-stamped events
given by SCADA. For instance, SPARSE uses the time interval between the opening
and closing of a circuit-breaker to conclude whether it was a manual or an automatic
reclosure. A first production rule says that if the time interval is less than half a
second, then the reclosure is automatic. Another production rule says that if the time
interval is less than five seconds, then the reclosure is manual. Both rules are
triggered by the same event - the opening of the circuit-breaker - and are scheduled to
look for data and produce their respective conclusions after a certain amount of time
compatible with the time conditions in the rules. In this case, a delay of half a second
is necessary for the first rule, and of five seconds for the second. If the first rule
succeeds, it takes out from the dynamic database the SCADA facts it used, and the
second rule will therefore not succeed.

The main set of messages sent by SCADA is very simple: it gives information
about the opening and closing of the circuit breakers, with a special separate message
for the breakers’ sudden opening due to a surge of current (a short-circuit). SCADA
sends also information about the status of the installations where the breakers are
located: if they are in local or remote control mode, and in automatic or manual mode.
These SCADA facts and the time conditions in the inference rules of SPARSE were
chosen to become the abducibles (i.e. the basic facts for the abductive explanations).

Using the basic facts, SPARSE builds up a first level of very simple conclusions,
and then uses the first level conclusions and other basic facts to build up more general
conclusions of what is going on in the power grid. An important difficulty SPARSE
has to deal with is the time attached to each SCADA event: it is not the time of the
event itself, but the time when the SCADA information reaches the control centre.
Because of unpredictable delays in the transmission, the recorded order of events can
be different from what really happened. SPARSE needs to work on the basis of the
time proximity of events (using often the module of time differences), but cannot
reason with confidence over the order of events reaching the control centre in short
intervals of time.

We saw above, in the example for automatic/manual reclosure, that each SPARSE
rule is triggered by one of the events sent by SCADA. The actual activation of the
rule and production of conclusions is generally delayed by a predefined time interval,
in order to allow for the other relevant facts, listed in the body of the rule, to be
recorded in the database. Two or more production rules can be triggered by the same
event, with different activation delays. When a set of conclusions is produced by a
rule that succeeds, its trigger and the other relevant facts to be retracted from the
dynamic database are explicitly indicated in the head of the rule (actually they are
changed to “old-facts” for possible analysis). Conclusions are also time-stamped, and
are normally assigned the time of one of the SCADA facts used in the rule.
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Rules using the same SCADA triggers to reach different conclusions will therefore
be logically linked through the removal of data. In the above example, one can notice
that the time conditions for manual or automatic reclosure are not exclusive. They
overlap, and the SCADA programmer relied on the removal of data to avoid both
rules succeeding.  But since SCADA is continuously adding facts to the database, we
may need physical considerations to get an assurance that no undesired facts are
present when the rule for manual mode is activated. Let us suppose that the two rules
for automatic/manual reclosure were triggered at time 0 by the opening of a circuit-
breaker. A reclosure 0.3 seconds later would make succeed the rule for automatic
reclosure (activated at time 0.5), erasing from the dynamic database the opening and
closing information of the circuit-breaker. But we can still imagine a second short-
circuit, say 4.6 seconds after the first one, followed by an automatic closure of the
circuit-breaker at time 4.9. This would add to the database two SCADA facts allowing
the rule for manual to succeed (activated at time 5.0), while the new rule for
automatic (triggered at time 4.6 and activated at time 5.1) would fail. This problem
could be solved by having SPARSE (a) check the correct time distance of the trigger
found by the rule, or (b) by changing the time conditions of the rules to avoid the
overlapping  or (c) by checking the absence of a previous conclusion for automatic.
These and many other even subtler complexities of SPARSE are typical of a program
built over a dynamic database heavily using asserts and retracts.

3   Using ABDUAL

ABDUAL, an implemented abductive goal directed and tabled proof procedure under
the well-founded semantics, needs a static set of rules to work with at any one time. A
correct translation of SPARSE production rules into the adequate static rules is of the
essence, and probably the most delicate and difficult step. How can we guarantee the
translated static rules have the same meaning that the SPARSE rules have? In a direct
translation we cannot, since there is vital information that cannot be found by a simple
examination of the SPARSE rules. For instance:
a) The information about the delays and the triggers that activate the rules is not

explicitly indicated within the rules. The resulting priorities among rules (which
rule is activated first?) cannot therefore be subjected to an automated translation.

b) As we saw in the example above, rules are logically linked by the creation and
deletion of dynamic variables.

c) Some SPARSE rules produce multiple conclusions from a given set of SCADA
events. Not all events in the body of the rule are related to a given conclusion.
For instance, an inference rule can produce the conclusion that a local manual
closure was performed after a short-circuit that occurred in a substation. Since
both conclusions (the opening due to the short-circuit and the manual closure) are
produced by just one rule, abductive reasoning will be unable to distinguish the
SCADA facts in the body of the rule pertaining to each conclusion. This needs to
be understood and handled through splitting of the original rules.

d) Physical constraints do not appear anywhere in the rules. In the example above, a
possible flaw in the rules was imagined supposing two incidents can occur in less
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than five seconds for the same circuit-breaker. If this is physically impossible, the
problem does not exist at all.

A possible alternative is to try to perfectly model the dynamic behavior of
SPARSE, including the implicit physical constraints, and translating it into a static
logical program well-suited for ABDUAL analysis. But the problem persists: how can
we be sure our model reflects all the subtleties of SPARSE behavior? To achieve this
assurance, we need a perfect understanding of the way SPARSE interacts with real
situations. But if we reach a perfect understanding, we need no further analysis tools.
A compromise to gradually reach a better understanding of SPARSE was made, using
the following approach:
1. A program was developed to make a fast direct translation of the SPARSE rules

into a format that could be utilized by ABDUAL.
2. ABUAL was used to rapidly calculate abductive scenarios for chosen

conclusions.
3. The abductive scenarios were then examined, explained, and criticized. Some

undesired aspects could be explained by the lack of information, while other
aspects could be related to problems in the structure of the SPARSE rules.

4. Adequate modifications were introduced in the original SPARSE rules, and then
back to step 1.

The advantage of this approach is that it was simpler to analyze and understand the
ABDUAL output than to try to understand directly the SPARSE rules. We started
with simple subsets of SPARSE rules, and gradually enlarged this set. An example of
a SPARSE rule, together with its direct translation, is given in Appendix A. An
example of ABUAL output is also given in Appendix A. For larger sets of rules, this
output can become fairly large and hard to read. Some tools were developed in order
to quickly analyze the abductive explanations. E.g., we can find answers to the
following question: What is the simplest explanation? Are there elements common to
all explanations? Are there explanations that are just extensions of simpler ones? Etc.

The production rules of SPARSE often present the chicken-egg type of
circularities. For instance, to produce the conclusion that an installation shifted to
manual mode, a previous conclusion that it had shifted before to automatic mode must
be present in the database. Conversely, to produce the conclusion that an installation
shifted to automatic mode, a previous conclusion that it had shifted to manual mode
must be present in the database. When we apply abductive reasoning to this type of
situations, we get an infinite regression of explanations (in this case simple WFS
circularity detection is not enough because events are time-stamped and thus no actual
circularity exists). It is nevertheless possible to obtain a satisfactory solution to this
problem using an alphabetical similarity criterion of the abductive explanations to
stop the generation of new steps (see the Appendix B for an example of how well-
founded semantics deals with other circularities). One must be nevertheless very
careful to avoid the undesired masking of explanations caused by similar events
coming from different inference rules. Tagging the abducibles with a code that
identifies the corresponding rule introducing each one solved this problem, and
helped to trace the abductive chains of explanations.
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4   Conclusions and Future Work

One could wonder about the usefulness of an abductive approach in this setting. We
obviously need a good understanding of how SCADA and SPARSE work to analyze
properly the abductive scenarios given by ABDUAL. When we modify the SPARSE
rules we are already starting a debugging process, but we need to understand what we
are doing. We initially took SPARSE as-is, without any purpose of improving the
rules, but the study carried out suggests that ABDUAL can indeed be most useful in
the development phase of this type of programs. We found that if the inference engine
is designed having from the start abduction clarity and simplicity in mind, rules are
simpler to understand and easier to verify. Since the confidence of the network
operators in the correctness of the set of rules is paramount, abduction is a very useful
and effective tool to increase the level of confidence in SPARSE for real-life
situations.

The utilization of ABDUAL imposed some simple and obvious strategies to limit
the number of explanations. Avoiding not’s in the body of the SPARSE rules is
important, because the number of explanations for a certain fact to be absent is
normally much larger than the number of explanations for a fact to be present. It is
also better to avoid wherever possible the use of uninstantiated variables in the body
of rules. Nevertheless, the implementation of ABDUAL that was employed in this
study had a very interesting feature, “constructive negation”, which allows for
uninstantiated variables under default negation. The basic idea is that the negation of
a fact “f(c)” can be expressed by “f(V),V\=c”, to the effect that V is a variable whose
values are distinct from “c”. Thus the goal “not f(V)” evaluates to “f(V),V\=c”, if the
only negative instance for “f(V)” is “c”. Of course, constructive negation must deal
with all the other more complex cases arising in a logic program, but that is not the
subject of this presentation.

In conclusion, ABDUAL was put to use to detect specification inconsistencies in
model-based diagnosis system for power grid failure. Abduction was employed to
attempt to abduce hypothetical but physically possible events that might cause the
diagnosis system to come up with a wrong diagnosis violating its specification
constraints. The method is akin to the model verification stance: One strains to abduce
a model, comprised of abduced physical events, which attempts to make the
diagnostic program inconsistent.  If this cannot be done, the power grid diagnoser can
be certified correct.

The aim of our abductive application was indeed to certify that a given expert
system diagnosis module was provably correct with respect to foreseen physical
events. To wit, the diagnosis logic program was executed under ABDUAL in order to
establish that no sequence of (abduced) physically coherent events (ie. monitoring
messages) could be conducive to a diagnosis violating the (temporal) constraints
expected of a sound diagnosis.

This proved to be feasible, though it required us to introduce a constructive
negation implementation of ABDUAL, not reported here, because the abduced
message events had to be time-stamped with temporally constrained conditions, but
not anchored to specific temporal time-stamp constants, and occurred often under
default negation literals to the effect that no supervening event occured in some
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relative time interval. The system, the application, and its use are described in detail
in  [14].

A number of open problems worthy of exploration remain in this class of
problems, susceptible of furthering the use of the general abductive logic
programming techniques brought to bear.
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Appendix A

We present here an example of a SPARSE rule, with its corresponding translation
suitable for abduction. SPARSE rules are written using a specific grammar, developed
for this purpose. The first line is a tag identifying the rule, with a short description of
the type of event the rule detects. The next lines are separated by conjunctions (“and”)
and disjunctions (“or”). This rule identifies an opening of a circuit breaker by manual
remote control in two cases: First, if there is an opening of a circuit-breaker
(identified by a breaker code ‘10’ coming from SCADA) that cannot be associated
with a short-circuit opening (identified by a trigger code ‘01’ message from SCADA),
because the module of the time interval is larger than 0.3 seconds; Second, if there
was an opening of a circuit-breaker without a short-circuit opening being present in
the database. The installation also needs to be in manual and remote mode. The
breaker opening message is the trigger for the rule. Conclusions in the head of the rule
are separated from the body of the rule by the symbol ==>. In this case, two messages
are retracted (with the functor “retract-fact”), and a new fact is added (with  the
“create-fact” functor). Important new facts are also displayed on the control centre
monitor, using the functor “write_message1”.

rule j2 : 'OPENING OF BREAKER BY REMOTE CONTROL' : [[
message(Date1,Hour1,[Inst1,Panel1,[Inst2,NL,'BREAKER']],'BREAKER',
        '10') at T1

and
message(Date2,Hour2,[Inst1,Panel1,[Inst2,NL]],'>>>TRIGGERED',

  '01') at  T2
and

condition(mod_diff_times_greater(T2,T1,30))
and

manual(_,_,Inst1) at T3
and

remote(_,_,Inst1) at T4]
or

[message(Date1,Hour1,[Inst1,Panel1,[Inst2,NL,'BREAKER']],'BREAKER',
         '10') at T1

and
not

   message(Date2,Hour2,[Inst1,Panel1,[Inst2,NL]],'>>TRIGGERED',
                '01') at T2

and
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 manual(_,_,Inst1) at T3
and

 remote(_,_,Inst1) at T4]]
==>

[retract_fact(breaker(_,_,Inst1,Panel1,_,_,closed),_,T1),

create_fact(FactNo,breaker(Date1,Hour1,Inst1,Panel1,_,remotecontrol,
             opened),T1),
 write_message1(FactNo,Date1,Hour1,Inst1,Panel1,
                [(200,’opening of breaker by remote control')]),

 retract_fact(message(Date1,Hour1,[Inst1,Panel1,[Inst2,NL,'BREAKER']],
        'BREAKER','10'),T1,T1) ].

The automatic translation will prepare static rules (j2-1 and j2-2) with ABDUAL
syntax for each disjunction and each newly created fact. In this case, only the second
line in the head of the rule actually creates a new fact, which will be used by other
rules (this line is indicated within the comment with “production 2”). Doing so, we
can easily trace how the translation was achieved, and to what disjunction and head
line it refers to. Retracted facts are ignored, since their relationship with other rules
must be found using information not available at this level. The resulting translated
rules are:

/* j2-1 production 2 */
fact(breaker(Inst1,Panel1,Inst2,remotecontrol,opened), T1)
 <-
fact0(j2,1,2,message(Inst1,_Panel1,[Inst2,NL,breaker]],breaker,io),T

1,
fact0(j2,1,2,message([Inst1,Panel1,[Inst2,NL]],triggered,oi),T2),
condition(j2,1,2,mod_diff_times_greater(T2,T1,30)),
fact(manual(Inst1),T3),
fact(remote(Inst1),T4).

/* j2-2 production 2 */
fact(breaker(Inst1,Panel1,Inst2,remotecontrol,opened), T1)
 <-
fact0(j2,2,2,message([Inst1,Panel1,[Inst2,NL,breaker]],breaker,io),T

1,
not

fact0(j2,2,2,message([Inst1,Panel1,[Inst2,NL]],triggered,oi),T2),
fact(manual(Inst1),T3),
fact(remote(Inst1),T4).

From here onwards the ABDUAL implementation works in two steps: First it adds
the corresponding dual rules to these translated rules; Then it allows the user to query
the transformed program. A typical query would be:

?- absp(fact(breaker(inst1, panel1, i2, remotecontrol, opened),tc)).

This query sends the abductive solutions to a file that can be read by the user and
further processed by the specifically developed analysis tools. Here are the basic
solutions given:

fact0(g4,1,message([inst1,_h683,[_h684,_h685,breaker]],inst_in_command,oo),T0)
fact0(inic,1,manual(inst1),T1)
fact0(j2,2,message([inst1,panel1,[ _h687,_h688,breaker]],breaker,io),tc)
not fact0(j2,2,message([inst1,panel1,[_h687,_h688]],triggered,oi),T2)
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The first two arguments in each fact indicate the rule and the disjunction inside the
rule to which it is related. The other arguments describe the SCADA messages or time
conditions that explain the SPARSE conclusion. In this solution we see that two other
rules besides j2 are used in the explanation.  The first line says the installation is in
remote control, the second it is in manual mode, the third identifies the opening of the
circuit-breaker, and the last indicates de absence of a short-circuit triggering the
automatic opening of the circuit-breaker. In this case there was an incident in T1 that
triggered the circuit-breaker, but too distant in time to be related to the opening in tc.

condition(j2,1,mod_diff_times_greater(T1,tc,30))
fact0(g4,1,message([inst1,_h775,[_h776,_h777,breaker]],inst_in_command,oo),T2)
fact0(inic,1,manual(inst1),T3)
fact0(j2,1,message([inst1,panel1,[_h779,_h780]],triggered,oi),T1)
fact0(j2,1,message([inst1,panel1,[_h779,_h780,breaker]],breaker,io),tc)

Appendix B

Circularities can be easily handled by ABDUAL, through working over the Well-
Founded Semantics (WFS). Consider the following example:

abds([f/0]). f1 ← f, f2. f2 ← f, f1.
where f/0 is declared to be abducible. The queries ?- ab(f1,S) and ?- ab(f2,S) are both
answered “no” in the ABDUAL implementation. This is in agreement with WFS,
because literals involved in positive loops are considered false. However, the query
?- ab(not f1,S)  gives the following solution S = [ ] * [not f] + [ ]. It is not a minimal
solution, in the sense that the positive circularity is a sufficient condition to impose
not f1. But ABDUAL does not obtain only minimal abductive solutions, this being
one of its strengths, since not always does one desire minimality, often one does not
want to pay for minimality, or the number of solutions may be infinite. Also, if no
abducibles are found or given, the complexity of ABDUAL remains polynomial,
because it retains the complexity of WFS. See [14] for more elaborate examples.
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Abstract. This paper describes an integrated system using autonomous agents
and Web Services to maintain Web-based course materials.  The system is to
monitor the Web-based course materials and report its findings.  A couple of
agents are deployed in a distributed educational environment.  One of the
agents called Web Monitoring Agent is mainly responsible for detecting web
hyperlink status and content changes.  If it discovers that the content of the
course materials of a particular course has significantly been updated or modi-
fied, it will trigger a Notification Agent to send out a message to the students
taking the course, or to whosoever interested to receive the message.  If the
Web Monitoring Agent discovers broken hyperlinks, it will trigger the Notifi-
cation Agent to send out a message to the course instructor to remedy the situa-
tions.  The model and approach proposed can be generalized and used in Web-
based information resources management systems.

Keywords: E-Learning, Autonomous Agent, Web Services

1   Introduction

One of the merits of Web-based e-Learning courses is that it can provide up-to-date
information.  In order to provide current, correct, and complete materials to students,
course instructors need to update e-Learning course materials from time to time.  The
reasons for Web-based content maintenance are three-fold.

First, courses in the ever-changing field such as 'Computing and Information Sys-
tems', materials need to be updated more often than other courses.  Working in such a
dynamic distributed learning environment [1], course instructors or instructors often
need to review and revise course materials in a short time frame.

Second, because of the complexity of the materials, and the short development cy-
cles within which the materials are produced, our best human efforts are sometimes
not adequate to prevent occasional errors from slipping through, and students should
therefore be prepared to encounter the odd minor 'glitch' in online courses.  However,
course instructors should make the necessary adjustments for the benefit of students.
Whenever there is a significant change in the content of designated web pages, stu-

Verwendete Distiller 5.0.x Joboptions
Dieser Report wurde automatisch mit Hilfe der Adobe Acrobat Distiller Erweiterung "Distiller Secrets v1.0.5" der IMPRESSED GmbH erstellt.
Sie koennen diese Startup-Datei für die Distiller Versionen 4.0.5 und 5.0.x kostenlos unter http://www.impressed.de herunterladen.

ALLGEMEIN ----------------------------------------
Dateioptionen:
     Kompatibilität: PDF 1.3
     Für schnelle Web-Anzeige optimieren: Nein
     Piktogramme einbetten: Nein
     Seiten automatisch drehen: Nein
     Seiten von: 1
     Seiten bis: Alle Seiten
     Bund: Links
     Auflösung: [ 2400 2400 ] dpi
     Papierformat: [ 595 842 ] Punkt

KOMPRIMIERUNG ----------------------------------------
Farbbilder:
     Downsampling: Ja
     Berechnungsmethode: Bikubische Neuberechnung
     Downsample-Auflösung: 300 dpi
     Downsampling für Bilder über: 450 dpi
     Komprimieren: Ja
     Automatische Bestimmung der Komprimierungsart: Ja
     JPEG-Qualität: Maximal
     Bitanzahl pro Pixel: Wie Original Bit
Graustufenbilder:
     Downsampling: Ja
     Berechnungsmethode: Bikubische Neuberechnung
     Downsample-Auflösung: 300 dpi
     Downsampling für Bilder über: 450 dpi
     Komprimieren: Ja
     Automatische Bestimmung der Komprimierungsart: Ja
     JPEG-Qualität: Maximal
     Bitanzahl pro Pixel: Wie Original Bit
Schwarzweiß-Bilder:
     Downsampling: Ja
     Berechnungsmethode: Bikubische Neuberechnung
     Downsample-Auflösung: 2400 dpi
     Downsampling für Bilder über: 3600 dpi
     Komprimieren: Ja
     Komprimierungsart: CCITT
     CCITT-Gruppe: 4
     Graustufen glätten: Nein

     Text und Vektorgrafiken komprimieren: Ja

SCHRIFTEN ----------------------------------------
     Alle Schriften einbetten: Ja
     Untergruppen aller eingebetteten Schriften: Nein
     Wenn Einbetten fehlschlägt: Warnen und weiter
Einbetten:
     Immer einbetten: [ /Courier-BoldOblique /Helvetica-BoldOblique /Courier /Helvetica-Bold /Times-Bold /Courier-Bold /Helvetica /Times-BoldItalic /Times-Roman /ZapfDingbats /SMinionPlus-Regular /Times-Italic /Helvetica-Oblique /Courier-Oblique /Symbol ]
     Nie einbetten: [ ]

FARBE(N) ----------------------------------------
Farbmanagement:
     Farbumrechnungsmethode: Farbe nicht ändern
     Methode: Standard
Geräteabhängige Daten:
     Einstellungen für Überdrucken beibehalten: Ja
     Unterfarbreduktion und Schwarzaufbau beibehalten: Ja
     Transferfunktionen: Anwenden
     Rastereinstellungen beibehalten: Ja

ERWEITERT ----------------------------------------
Optionen:
     Prolog/Epilog verwenden: Nein
     PostScript-Datei darf Einstellungen überschreiben: Ja
     Level 2 copypage-Semantik beibehalten: Ja
     Portable Job Ticket in PDF-Datei speichern: Nein
     Illustrator-Überdruckmodus: Ja
     Farbverläufe zu weichen Nuancen konvertieren: Ja
     ASCII-Format: Nein
Document Structuring Conventions (DSC):
     DSC-Kommentare verarbeiten: Ja
     DSC-Warnungen protokollieren: Nein
     Für EPS-Dateien Seitengröße ändern und Grafiken zentrieren: Ja
     EPS-Info von DSC beibehalten: Ja
     OPI-Kommentare beibehalten: Nein
     Dokumentinfo von DSC beibehalten: Ja

ANDERE ----------------------------------------
     Distiller-Kern Version: 5000
     ZIP-Komprimierung verwenden: Ja
     Optimierungen deaktivieren: Nein
     Bildspeicher: 524288 Byte
     Farbbilder glätten: Nein
     Graustufenbilder glätten: Nein
     Bilder (< 257 Farben) in indizierten Farbraum konvertieren: Ja
     sRGB ICC-Profil: sRGB IEC61966-2.1

ENDE DES REPORTS ----------------------------------------

IMPRESSED GmbH
Bahrenfelder Chaussee 49
22761 Hamburg, Germany
Tel. +49 40 897189-0
Fax +49 40 897189-71
Email: info@impressed.de
Web: www.impressed.de

Adobe Acrobat Distiller 5.0.x Joboption Datei
<<
     /ColorSettingsFile ()
     /AntiAliasMonoImages false
     /CannotEmbedFontPolicy /Warning
     /ParseDSCComments true
     /DoThumbnails false
     /CompressPages true
     /CalRGBProfile (sRGB IEC61966-2.1)
     /MaxSubsetPct 100
     /EncodeColorImages true
     /GrayImageFilter /DCTEncode
     /Optimize false
     /ParseDSCCommentsForDocInfo true
     /EmitDSCWarnings false
     /CalGrayProfile ()
     /NeverEmbed [ ]
     /GrayImageDownsampleThreshold 1.5
     /UsePrologue false
     /GrayImageDict << /QFactor 0.9 /Blend 1 /HSamples [ 2 1 1 2 ] /VSamples [ 2 1 1 2 ] >>
     /AutoFilterColorImages true
     /sRGBProfile (sRGB IEC61966-2.1)
     /ColorImageDepth -1
     /PreserveOverprintSettings true
     /AutoRotatePages /None
     /UCRandBGInfo /Preserve
     /EmbedAllFonts true
     /CompatibilityLevel 1.3
     /StartPage 1
     /AntiAliasColorImages false
     /CreateJobTicket false
     /ConvertImagesToIndexed true
     /ColorImageDownsampleType /Bicubic
     /ColorImageDownsampleThreshold 1.5
     /MonoImageDownsampleType /Bicubic
     /DetectBlends true
     /GrayImageDownsampleType /Bicubic
     /PreserveEPSInfo true
     /GrayACSImageDict << /VSamples [ 1 1 1 1 ] /QFactor 0.15 /Blend 1 /HSamples [ 1 1 1 1 ] /ColorTransform 1 >>
     /ColorACSImageDict << /VSamples [ 1 1 1 1 ] /QFactor 0.15 /Blend 1 /HSamples [ 1 1 1 1 ] /ColorTransform 1 >>
     /PreserveCopyPage true
     /EncodeMonoImages true
     /ColorConversionStrategy /LeaveColorUnchanged
     /PreserveOPIComments false
     /AntiAliasGrayImages false
     /GrayImageDepth -1
     /ColorImageResolution 300
     /EndPage -1
     /AutoPositionEPSFiles true
     /MonoImageDepth -1
     /TransferFunctionInfo /Apply
     /EncodeGrayImages true
     /DownsampleGrayImages true
     /DownsampleMonoImages true
     /DownsampleColorImages true
     /MonoImageDownsampleThreshold 1.5
     /MonoImageDict << /K -1 >>
     /Binding /Left
     /CalCMYKProfile (U.S. Web Coated (SWOP) v2)
     /MonoImageResolution 2400
     /AutoFilterGrayImages true
     /AlwaysEmbed [ /Courier-BoldOblique /Helvetica-BoldOblique /Courier /Helvetica-Bold /Times-Bold /Courier-Bold /Helvetica /Times-BoldItalic /Times-Roman /ZapfDingbats /SMinionPlus-Regular /Times-Italic /Helvetica-Oblique /Courier-Oblique /Symbol ]
     /ImageMemory 524288
     /SubsetFonts false
     /DefaultRenderingIntent /Default
     /OPM 1
     /MonoImageFilter /CCITTFaxEncode
     /GrayImageResolution 300
     /ColorImageFilter /DCTEncode
     /PreserveHalftoneInfo true
     /ColorImageDict << /QFactor 0.9 /Blend 1 /HSamples [ 2 1 1 2 ] /VSamples [ 2 1 1 2 ] >>
     /ASCII85EncodePages false
     /LockDistillerParams false
>> setdistillerparams
<<
     /PageSize [ 595.276 841.890 ]
     /HWResolution [ 2400 2400 ]
>> setpagedevice



Integrating Web Services and Agent Technology 849

dents who are interested in the topic and all students who are taking the course will be
notified by the course instructor via e-mail.

Third, Web-based course materials have many hyperlinks.  These hyperlinks need
to be maintained regularly to ensure their availability.  However, it is not uncommon
for an online course to have a few hundreds of hyperlinks.  These hyperlinks can be
broken for many reasons, such as Web servers may be down because of hardware
failure, Web pages may be relocated to another server, or power may be cut off in
other part of the world.  To maintain these hyperlinks solely by human efforts is be-
coming more difficult and time-consuming, if not impossible.  The degree of diffi-
culty is hard to comprehend if we consider the fact that hyperlinks can be 'dead' and
'alive' at different point of time.  The need for an automated system to help course
instructors to maintain hyperlinks is pressing.

Web Services are Internet-based application components with service-oriented ar-
chitecture using standard interface description languages and uniform communication
protocols.  A Web service is any service that is available over the Internet, uses a
standardized XML messaging system, and it is not tied to any one operating system or
programming language [2].

In this research, an agent is a Java program that acts autonomously on behalf of a
person or organization.  The rationales for the agent-based approach are the follow-
ings.  The most important feature to us is that conversation can take place directly
between applications as easily as between Web browsers and servers.

First, it enables us to distribute tasks to numerous specialized, fine-grained compo-
nents.  This promotes the modularity and flexibility of systems, and the incrementality
of system development.  It lets new services come and go without disturbing the
overall system.  The agents have their local knowledge about specific tasks and their
autonomy.  Limiting the complexity of an individual agent simplifies control, pro-
motes reusability, and provides a framework for tackling interoperability.

Second, because of their autonomous nature, users can adopt a 'fire-and-forget' ap-
proach.  Users don not need to remember to invoke them explicitly at the right point
of time; they are able to react for themselves if they have access to the right data.  The
central feature of software agents is the ability to independently carry out tasks dele-
gated to them by people or other software.  This reduces the workload of users.  The
ever-changing and distributed nature of both data (i.e. student information database,
course instructor information database, and course materials database) and applica-
tions require that software not merely respond to requests for information but intelli-
gently anticipate, adapt, and actively seek ways to support users.    Presumably some
agents could all run on a central server doing come labor-consuming tasks but some
could be distributed to the users’ computers.  From a performance viewpoint, it is best
for the students to run their personal agents to control and configure their agents'  be-
haviors.

2   Related Work

A lot of agent applications for e-Learning have been studied and experimented these
years.  Paper [3] identifies the roles of agents in educational activities.  Paper [4]
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identified three groups of intelligent agents for teaching and learning applications:
digital classmate as a series of intelligent agents assisting students and performing
tasks related to learning, digital teaching assistants as a series of intelligent agents
assisting teachers and performing task related to instruction and course management,
and digital secretary as a series of intelligent agents assisting all members of an edu-
cational community in performing various administrative assistance tasks.  All three
intelligent agents proposed in that paper are conceptualized as a web-based multime-
dia agent (character) communicating with their human clients using one or more
communication channels, including: text, speech, voice recognition, and animated
facial graphics.  Each agent could include a series of independent or mobile agents
assisting an educational group.  Here we give some representative examples of agents
in education.  I-Help [5-6] is a working agent system developed by ARIES Lab (the
Laboratory for Advanced Research in Intelligent Educational Systems) for peer help
to university teaching, using a multi agent-architecture.  I-help is a peer-help system
designed to assist learners as they engage in authentic problem-solving activities.
Thaiupathump et al. work investigated the effects of applying intelligent agent tech-
niques to an online learning environment.  They created the know-bots that automated
the repetitive tasks of human facilitators in a series of online workshops.  The find-
ings indicated that the use of know-bots was positively associated with higher learner
completion rates in the workshops [7].  Baylor defined three major educational poten-
tials for agents as cognitive tools: (1) As assistants, managing information overload;
(2) serving as a pedagogical expert; and (3) creating programming environment for
the learner [8].

3   System Architecture

The system consists of a couple of web services located in different places.  The web
services include notification web service, Web monitoring web service, student infor-
mation web service, and instructor information web service.

There are two types of task agents supporting the web services, Web Monitoring
Agent and Notification Agent.  As Web Services, they have a dual nature which com-
bines both characteristics of Web Services technologies and Agent technologies: the
abilities to be published, found and called as a service, and the ability to move from
platform to platform and make autonomous decisions.

Web Monitoring Agent is to monitor targeted web pages and to determine whether
or not the content in those pages have been significantly changed.  The meaning of
'significantly changed' is based on a couple of pre-defined criteria.  For examples, the
number of hyperlinks or photos increased or decreased, or the content lengths of the
web page by examining its MIME header.  If it discovers such changes, it will trigger
a Notification Agent to send out a message to those students who are interested to
receive the message.  Figure 1 shows the system architecture.
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Fig. 1. The System Architecture.

3.1   Agent Management Web Service

The Agent Management web service serves as a front end for agent management and
deployment through Web technology.  A registered user can login to download an
agent platform and his/her favorite personal agent.  Downloading can be through FTP
or HTTP protocol.  Once login in, a user can update his/her account information, or
supply necessary information for agents to run.  For example, a course instructor can
provide his/her course information such as a course name and its base hyperlink, so
that later a Notification Agent and a Web Monitoring Agent can make use of this in-
formation in order to process his/her request.

The Agent Management web service also acts as a proxy to an UDDI registry.  It
assigns unique agent identifications to agents and records agent information such as
Agent Type, and relays them to an UDDI Registry. Personal Agent can search from
the registry and invoke  services provided by Agent Management Web Service. For
example, Personal Agent can ask for the locations of Web Monitoring Agent who are
free to work for the user.

The Agent Management web service is also a Web Services provider; it can serve
SOAP-compliant clients by exchanging SOAP messages so that users can embed the
results returned by the agents into their applications.  For example, a course instructor
can embed the broken hyperlinks, found by the Web Monitoring Agent, into his/her
web email application and send them to students or build his/her course web pages
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with the logics taking care of the results returned by the Agent Management web
service.  Without coupling with Web Services, agents even though can notify the
course instructor, there is a time gap between the broken links found and remedial
actions taken. Coupling agents with Web Services, a course instructor has no urgent
need to care about the remedial actions if contingent actions had already been taken.

3.2   Personal Agent

A Personal Agent, as a client of a service, it can perform searches of different entries
stored in a UDDI.  It then can make message and RPC style calls to a Web Service.
A Personal Agent is also an interface between the user and the multi-agent platform.
Through the Personal Agent, a user can manipulate the options provided by other
agents.  For example, a course instructor can choose how often to receive email from
the Notification Agent if broken links are found from his/her course materials.  Per-
sonal Agent abides on the platform of the user’s computer.  Different group of users
are assigned different types of Personal Agents.  The assignment is based on their
roles in the system.  For example, the Personal Agents for course instructors are dif-
ferent from the students’. Course instructors can choose under what conditions they
should be notified if the content of external links are changed.  A Personal Agent is
GUI driven and can be used to control all the agents with identification registered
under the user name.

3.3   Web Monitoring Agent Supported Web Service

A Web Monitoring Agent has two functions, one is to detect broken links and the
other is to detect web content changes.  It scans the given pages periodically.  When
the agent detects a significant change (e.g. the link is broken), it sends a message to
the Notification Agent.

Most of the work is done by agentized and multithreaded class Spider
(www.JeffHeaton.com).  A queue named Workload holds the base URL to be proc-
essed.

Step 1: A spider opens a connection to the base URL by openConnection().
Step 2: If the connection is failed, the whole process stops.
Step 3: If the connection is successful, the spider parses the web page to find all the

URLs and put them into Workload.
Step 4: The spider checks other info from the MIME header such as Last Modified,

Content Length etc., and stores them in the database for comparison pur-
poses.

Step 5: Then the spider opens a connection to the next URL in work.
Step 6: If connection is failed, the spider will report this URL as broken links, store

URL in database and open another URL in Workload.
Step 7: If connection is successful, the spider repeats step 3 to 6.
Step 8: The spider stops to work until no more URL in Workload.
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3.4   Notification Agent Supported Web Service

Incorporating Notification Agents into the system is one of the ways for the multi-agent
system to give responses to users.  Notification Agent is responsible for sending out
email on behalf of other agents in the multi-agent system. It is the postman of the whole
community.  Whenever an agent needs to send out email, it asks a Notification Agent to
do so.  The agent packages an agent message with the necessary details such as the mes-
sage, the sender and the recipient email address and forward to the Notification Agent.
Once received a message, the agent checks the validity of the information and sends the
email out accordingly.  The Notification Agent makes use of JavaMail class to perform
the actual sending.  The Notification Agent has no access to sender and recipient infor-
mation, they are provided by other web services through XML request messages.

3.5   Student Information Web Service

The Student Information Web Service is designed to provide student information. For
example, it maintains an email list of those students who are taking courses in open and
distance learning environments of Athabasca University.

3.6   Databases

The database resource includes a student information database, an instructor informa-
tion database, and a course link database.  The simplified data model of the databases is
shown in Figure 2.

4   Implementation

We implemented the agent system for the online course link maintenance using the ar-
chitecture above.   The agents and Web services are running on five different servers for
testing purposes.  The agents and the agent platforms are written in Java.  We deployed
the computers at different locations. The computers, Intel-based Pentium III class ma-
chines with 512MB RAM, are loaded with the following software:

Red Hat Linux 8.0
J2SE v 1.4.2
Apache Web Server 2.047 w/Axis 1.1
PHP 4.3.3
MySQL 4.0.14

From preliminary experimental results, the approach proposed is feasible. The Web
services are provided by Apache Axis. We used JDBC to connect to MySQL databases.

Agent Communication
Agent talks to one another through SOAP messages.  The SOAP messaging is pro-
vided by Apache Axis framework.  For example, if a Personal Agent requests for bro-
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ken link information from a Notification Agent, the Notification Agent will serve  the
Personal Agent by exposing its function <To Notify as Web Services>.  The Personal
Agent passes its unique identification number (a 16-digit alphanumeric number) and a
request token (for example requestForBrokenLinkInfo) to the Notification Agent.
The Notification Agent sends out the email and returns the request status to the
Personal Agent according to the identity of the Personal Agent and the request token.

Fig. 2. Tables for the database.

The following shows the agent communication mechanism of the Persona Agent:

try {
String endpoint = ''http://www.os4schools.net:8080/axis/Notification.jws'';
           // expose Notification Agent as a Web Service
Service service = new Service();
Call call = (Call) service.createCall();
call.setTargetEndpointAddress(new java.net.URL(endpoint));
call.setOperationName(new Qname(''NotificationAgent'', ''toNotify''));
           // ask Notification Agent what to do --- toNotify
String = (String call.invoke(
             new Object[] {''gJuGoQ2bUNLkzZI0'', ''requestForBrokenInfo''});
               // Agent Identification Number and Request Token
System.out.println(ret);
}
catch (Exception e) {
    System.err.println(e.to.String());
}



Integrating Web Services and Agent Technology 855

The advantages of the SOAP-based agent communication are its easiness and lan-
guage-independance.  For example, instructors or students can use their own Personal
Agent written in the languages they like. The limitations of the SOAP-based agent
communication are: (1) the communications cannot be initiated from any agents.
Only those agents with Web services capability can respond to request, (2) Communi-
cations are not encrypted.

We are doing experiments to test the scalability and usability of the system.  The
participants are CCIS students and course instructors, especially those enrolled in
COMP200, COMP308, COMP378, COMP 489, and COMP 689.  We will see if the
instructors and students perceive a benefit from the agent system.  We will send a
questionnaire to COMP200, COMP308, COMP378, COMP 489, and COMP 689 and
other courses instructors and students when they complete the courses.  The question-
naire also includes a section requesting detailed feedback on each user’s experience in
the agent.  The experiment will focus on the perceptions of the students regarding the
helpfulness and overall usefulness of the agent system.

Perceived satisfaction will be measured by a questionnaire asking about the stu-
dents' perceptions of the quality improvement of course materials in using the agent.
The questionnaire will also be sent to course instructors and administrators to allow
us to compare the work efficiency, i.e.
- how many broken links the agent detected,
- how much time between the course materials were changed and the students were

notified of the change was shorten by using the agent system, and
- how much time of the course instructors were saved in maintaining course mate-

rials and notifying students and answering students’ questions regarding course
materials updates of the agent-supported content management system in compari-
son with non-agent course content management systems.

5   Conclusions and Future Work

We have described an agent system using autonomous agents and Web Services to
maintain Web-based course materials.  The integration of Web Services and Agent
Technology is realized in the system in two ways.  The agents can play the role of a
Web Services client as well as the role of supporting Web Services.  Personal Agent,
a client of web services, can perform searching for different services stored in an
UDDI registry.  It then can invoke service calls to a Web Service.  Notification Agent
supported web service and Web Monitoring Agent supported web service have a dual
nature which combines both characteristics of the two technologies: the abilities to be
published, found and called as services, and the ability to make autonomous deci-
sions.  The model and approach proposed can be generalized and used in Web-based
information resources management systems. For example, we plan to apply this ap-
proach to maintain eduSource Canada (http://www.edusource.ca/) learning object
repositories.
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Abstract.  This paper presents an application of Chemical Reaction Metaphor
(CRM) in agent-based distributed learning systems. The suitability of using
CRM to model multi-agent systems is justified by CRM’s capacity in catching
dynamic features of multi-agent systems in an e-learning environment. A case
study in course material updating demonstrates how the CRM based language,
Gamma language, can be used to specify the architecture of the learning
environment. Finally, a discussion on the implementation of Gamma language
in a distributed system is given.

Keywords: Agent-oriented modeling, e-learning, program specification, very
high-level languages

1   Introduction

Distributed learning is becoming a more and more prevailing method for conveying
courses in recent years. The absence of the needs for classrooms and fixed time
schedule adds to the flexibility in course delivery, which includes: virtual classroom,
asynchronous mode teaching, and mobility.

To allow these advantages, however, software engineering is burdened with
unprecedented challenges of implementing such a learning environment, which
should be of the following main features: adaptive curriculum sequencing, problem
solving support, adaptive presentation, student model matching. It is very difficult to
develop a system that could meet all requirements for every level of educational
hierarchy since no single designer of such a complex system can have full knowledge
and control of the system. In addition, these systems have to be scaleable and provide
adequate quality of service support [1]. This gives reason to finding a model that can
catch the interactive and dynamic nature of e-learning systems. Such a model should
be general enough to address common architectural issues and not be specific to
design issues of a particular system. A direct benefit of such a model is
expressiveness and extensibility --- changes in the domain knowledge would not
require an intensive system-wide modification to alter the information and all objects
that initiate actions based on that changing information.
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2   Agent-Oriented Modeling and the Chemical Reaction Metaphor

The agent concept provides a focal point for accountability and responsibility for
coping with the complexity of software systems both during design and execution [2].
It is deemed that software engineering challenges in developing large scale distributed
learning environment can be overcome by an agent-based approach [3]. In this
approach, a distributed learning system can be modeled as a set of autonomous,
cooperating agents that communicate intelligently with one another. As an example,
Collaborative Agent System Architecture (CASA) [4, 5] is an open, flexible model
designed to meet the requirements from the resource-oriented nature of distributed
learning systems. In CASA, agents are software entities that pursue their objectives
while taking into account the resources and skills available to them.

We found that the dynamic nature of distributed agents in e-learning environments
makes it an ideal object for modeling by Gamma languages [6-9]. The concurrency
and automation of agents require that the modeling language does not have any
sequential bias and global control structure. In addition, the dynamic nature and non-
determinism of interaction between an agent and its environment are suited to a
computation model with a loose mechanism for specifying the underlying data
structure. Therefore, chemical reaction metaphor provides a framework for the
specification of the behavior of an agent. For example, data, which move around the
internet, can be well modeled by chemical resolution; and mobile agents, which are
created dynamically and transferred from clients to servers, can be included in the
environment variable of a higher-order Gamma configuration. This provides a
mechanism for describing both inter-agent communications and agent migration.

3   Specifying Multi-agent Systems in an E-learning Environment

From the workflow model of the course development, we can build a collaborative
system model that partitions the problem into one or more smaller tasks, which are
tackled by corresponding agents. For example, let’s examine the multi-agent system
for course maintenance and recommendation that was designed in [10]. The online
course materials are updated often in order to keep them as current as possible, esp. in
some rapidly changing fields like ‘computing and information systems’. Because of
the complexity of the materials, and the short development cycles within which they
are produced, the course instructor should make the necessary adjustments time by
time for the benefit of the students. Whenever there is a significant change on the
content of several designated web pages of online course materials, students who take
the course should be notified by the course coordinator by e-mail. Figure 1 shows the
conversation schemata for course maintenance.

The conversation model of the course material change notification consists of the
following elements. For simplicity of illustration, we assume that a student who takes
the course is in one of the 3 phases, numbered 1, 2, or 3. The interpretation of the
phases is trivial and left undefined (For example, phase 1 might be the phase before
the first exam, phase 2 the phase between the first exam and the second exam; and
phase 3 the phase between the second exam and the final exam.) except that we



Chemical Reaction Metaphor in Distributed Learning Environments 859

assume only students who have passed the previous phase are allowed to enter the
next phase. A course web page also bears a phase number, indicating to which phase
its content is significant. Once a change is made to a web page, all students taking the
course and whose phase number matches the phase number borne by the web page
will be sent the link to that page.

• Notification Agent Control Client (NACC): The Notification Agent Control Client
of an instructor or a student runs on his/her machine and allows him/her to control
the behavior of the corresponding Notification Agent deployed in a distributed
environment. In our system, NACC adds a student into the student database or
removes him/her from the database, or changes the phase number the student is
currently in.

• Notification Agent (NTFC): The basic function of the Notification Agent is to
send e-mails to students taking the course according to the student profiles stored
in a database when the course material has been significantly changed.

• Monitoring Agent (MNTR): The Web Change Monitoring Agent of a system
administrator monitors a collection of course material URLs stored in a database.
When the agent detects a significant change, it sends a message to the Notification
Agent. Also, once a broken link is detected in the topic tree, it notifies the
maintenance agent to either correct the link or delete the orphaned page.

• Student Information Agent (STIF): A Student Information Agent is designed for
providing services about student information, such as providing an e-mail list for a
course by automatically maintaining the email list of students taking a course; and
maintaining the profile of each student.

• Maintenance Agent (MNTN): The maintenance agent provides proxy services to
the instructor. It maintains the content of the topic tree.

• Topic Tree or Link Database (LINK): The course material is organized in the
form of a topic tree. Each entry in the topic tree is a link to a web page.

Fig. 1. A conversation schemata for course maintenance
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Let INST and STUD denote the multisets of instructors and students, respectively,
and I, S, and L denote the instructor (We assume that there is only one instructor), the
initial roll of the class, and the initial content of the course (in the form of the set of
links), respectively, the following is the Gamma program that specifies the above
system:

MAIN i S0 L0 = [P, NACC = [Q1, STUD = S0], NTFC = [Q2, STUD = S0, LINK = L0],
MNTR = [Q3, LINK = L0],
STIF = [Q4, STUD = S0],  MNTN = [Q5, INST = {i}, LINK = L0]] where
P = P1 + P2 + P3 + P4 + P5

P1 = [Q1, STUD = S+{(s, 1, Ø)}]: NACC, [Q2, STUD = S’, LINK = L]: NTFC
→ [Q1, STUD = S+{(s, 1, Ø)}]: NACC, [Q2, STUD = S’+{(s, 1, Ø)}, LINK

= L]: NTFC ← (s, 1, Ø) ∉ S’
P2 = [Q1, STUD = S+{(s, NULL, M)}]: NACC, [Q2, STUD = S’, LINK = L]:

NTFC → [Q1, STUD = S]: NACC, [Q2, STUD = S’ - {(s, p, M)}, LINK =
L]: NTFC

P3 = [Q1, STUD = S+{(s, p, M)}]: NACC, [Q2, STUD = S’+{(s, p, M’)}, LINK
= L]: NTFC → [Q1, STUD = S+{(s, p, M’)}]: NACC, [Q2, STUD = S’+{(s,
p, M’)}, LINK = L]: NTFC ← M  M’

P4 = [Q2, STUD = S, LINK = L+(l, p, normal)]: NTFC, [Q3, LINK = L’+{(l, p,
changed)}]: MNTR → [Q2, STUD = S, LINK = L+(l, p, changed)]: NTFC,
[Q3, LINK = L’+{(l, p, changed)}]: MNTR

P5 = [Q1, STUD = S+{(s, 1, Ø)}]: NACC, [Q4, STUD = S’]: STIF → [Q1,
STUD = S+{(s, 1, Ø)}]: NACC, [Q4, STUD = S’+{(s, 1, Ø)}]: STIF ← (s,

1, Ø) ∉ S’
P6 = [Q1, STUD = S+{(s, NULL, M)}]: NACC, [Q4, STUD = S’]: STIF → [Q1,

STUD = S]: NACC, [Q4, STUD = S’ - {(s, p, M)}]: STIF
P7 = [Q1, STUD = S+{(s, p, M)}]: NACC, [Q4, STUD = S’+{(s, p+1, M)}]:

STIF → [Q1, STUD = S+{(s, p+1, M)}]: NACC, [Q4, STUD = S’+{(s,
p+1, M’)}]: STIF

P8 = [Q2, STUD = S+{(s, p, M’)}, LINK = L]: NTFC, [Q4, STUD = S’+{(s, p,
M)}]: STIF → [Q2, STUD = S+{(s, p, M’)}, LINK = L]: NTFC, [Q4, STUD
= S’+{(s, p, M’)}]: STIF  ← M  M’

P9 = [Q2, STUD = S+{(s, p, M’)}, LINK = L]: NTFC, [Q4, STUD = S’+{(s,
p+1, M)}]: STIF → [Q2, STUD = S+{(s, p+1, M’)}, LINK = L]: NTFC,
[Q4, STUD = S’+{(s, p+1, M)}]: STIF

P10 = [Q2, STUD = S, LINK = L]: NTFC, [Q5, INST = I, LINK = L’]: MNTN →
[Q2, STUD = S, LINK = L’]: NTFC, [Q5, INST = I, LINK = L’]: MNTN ←
L  L’

P11 = [Q3, LINK = L]: MNTR,, [Q5, INST = I, LINK = L’]: MNTN → [Q3, LINK
= L’]: MNTR, [Q5, INST = I, LINK = L’]: MNTN ← L  L’

Q1 = Enrl + Drop
Enrl = (s, 1, Ø): STUD ← Enroll(s)
Drop = (s, p, M): STUD → (s, NULL, M) ← Drop(s)

Q2 = Updt ◦ Emal
Emal = (l, p, changed): LINK, (s, p. M): STUD → (l, p, changed): LINK, (s, p.

M+{l}): STUD ← l ∉  M
Updt = (l, p, changed): LINK → (l, p, normal): LINK
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Q3 = (l, p, normal): LINK → (l, p, changed): LINK ← Modified(I)
Q4 = (s, p, M): STUD → (s, p+1, M): STUD ← Pass(s, p)
Q5 = AddInst + AddLink + Chng + Updt

AddInst = i: INST ← AddInst(i)
AddLink = i: INST →  (l, p, normal): LINK, i: INST ← (l, p) = AddLink(l, i)
Chng = (l, p, normal): LINK, i: INST → (l’, p, changed): LINK, i: INST ←  l’=

Change(l, i)
Updt = (l, p, broken): LINK, i: INST → (l’, p, normal): LINK, i: INST ←  l’=

Update(I, i)

In this program, constants are written in boldface words. Each student record is a
tuple (student, phase, mailbox) where student is the name of the student, phase the
phase number where the student is in, and mailbox the mailbox of the student, which
is a multiset of email messages. Each entry of the link database is also a tuple (link,
phase, status) where link is the link to the web page in the topic tree, phase the phase
number this page is designed for, and status the status of the page, which can be either
normal, changed, or broken. Boolean functions Enroll(s) and Drop(s) return
whether student s is enrolled in the class or wants to drop. Modified(l) function returns
whether a particular web page pointed to by link l has been modified or not. Pass(s, p)
function finds out whether student s has passed phase p or not. Add(l, i) function
indicates whether instructor i wants to add page pointed to by link l into the link
database or not. Change(l, i) function returns the link to the changed page whose
original is pointed to by l. Update(l, i) function updates the broken link l and returns
the corrected link.

The program consists of configurations in two levels: the MAIN configuration in
the higher level and all other configurations in the lower level. Program P in MAIN
configuration exchanges elements of the multisets in the environments of the lower-
level configurations.

This example shows how Gamma language expresses the architecture of a multi-
agent system succinctly. With the underlying computing model, we do not need to
consider the specifications of nonessential features of the system, e.g., the number of
program units, connection links for communications, and organizations of data, and
therefore can focus on the specification of the overall architecture. It catches the way
program units interact with one another and local computations, such as the
implementations of those local functions, are left to the subsequent design phase.

The specification of the overall system benefits the subsequent design phases
because details of the system can be added into the system in an accumulative
fashion. The following section describes the specification of individual program units.

4   From Architecture to Building Blocks

A systematic design strategy was proposed in [11], in which Gamma specification of
an agent system can be implemented in a hierarchical running environment composed
of nodes in different levels of a tree. Interactions among agents can be implemented in
a unified mechanism for synchronization. In this scheme, each configuration in the
Gamma specification is implemented as a node. The overall architecture of the system
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is a tree structure, which expands and shrinks dynamically. A node only
communicates with another node in the immediate upper or lower level. Interfaces
between nodes specify the local conditions that may cause an action in the upper
level. The actions in the upper level (in which nodes are called controlling nodes) can
be creating/deleting nodes in the lower level or transforming the states of nodes in the
lower level by data transfer.

The specification of the type of a node is composed of the module name,
declarations of environment variables, imported variables, exported variables, and a
body block consisting of sequentially executed statements.

process name(parameter-list)
environment Local environment variables
import Imported variables
export Exported variables
begin

Statements
End

Variables represent data sets. We leave the data structure for variables unspecified
to maintain high-level abstraction. Imported variables and exported variables are
written in the form of Module.Variable.  If Module is omitted, the variable is
identical to the local variable. Imported variables store values received from the nodes
in the immediate lower or upper level while exported variables stores the values that
are sent to the node in immediate lower or upper level. Both imported variables and
exported variables can be interpreted as set of channels through which data are
exchanged between nodes in adjacent levels. There is a separated channel established
for each node. To maintain a high level of abstraction, we do not distinguish channels
for different nodes. Instead, we use operator X.node to find out the sending node
through variable X. Channels are automatic objects, which means imported channels
receive messages whenever a send action is initiated by another node and exported
channels send messages whenever data are available. To send a message to another
node, we only need to use add action to add data items into the exported variables.
Although we may use the same variable in both the import and export section,
incoming data and outgoing data are distinguished by default. That means that
outgoing data are never used in local computation.

Parameter list is used to pass initial values to the process when the process of the
particular module is created. There are four actions that can be performed by a
process:

• Add(variable, data): add data into variable
• Delete(variable, data): delete data from variable
• Select(variable): select an element of the data set represented by variable
• element.#n: projection operation --- extract the nth value of the tuple denoted by

element

Statements in the body block of a module can be an add/delete action, a
branching statement, or a looping statement. We omit the description of branching
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statements because they are not used in this program. The looping structure has the
following syntax:

do cond1 -> statement1;
cond2 -> statement2;
…
condn: -> statementn;

od

The semantics of the looping statement is: cond1, …, condn are tested and one of
the statements whose corresponding condition is tested to true is executed non-
deterministically. Conditions are tested repeatedly until none of the conditions
evaluates to true and the control is then transferred to the statement that follows the
do statement.

The modules designed for the course maintenance program in the previous section
is described in the following:

process NACC(STUD firstRoll)
environment

STUD roll = firstRoll;
import

STUD roll;
export

STUD roll;
begin

do Enroll(s) Add(roll, (s, 1, Ø));
s = Select(roll), Drop(s) Delete(roll, s), Add(roll, (s, NULL, s.#3));

od
end

process NTFC(STUD firstRoll, LINK origLink)
environment

STUD roll = firstRoll; LINK link = origLink;
import

LINK link;
export

STUD roll; LINK link;
begin

do    l = Select(link), l.#3 = “changed” →
do s = Select(roll), l ∉ s.#3 → Add(s.#3, l);od

do   l = Select(link), l.#3 = “changed” → Delete(link, l), Add(link, (l.#1, l.#2,
“normal”));

od
end

process MNTR(LINK origLink)
environment

LINK link = origLink;
import

LINK link;
export
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LINK link;
begin

do   l = Select(link), Modified(l) → Delete(link, l), Add(link, (l.#1, l.#2, “changed”));
od

end

process STIF(STUD firstRoll)
environment

STUD roll = firstRoll;
import

STUD roll;
export

STUD roll;
begin

do  s = Select(roll), Pass(s.#1, s.#2) → Delete(roll, s), Add(link, (s.#1, s.#2 + 1,
s.#3));

od
end

process MNTN(INST initInst, LINK origLink)
environment

INST inst = initInst;
LINK link = origLink;

import
LINK link;

export
LINK link;

begin
do AddInst(i) → Add(inst, I);

i = Select(inst), l = AddLink(l, i) → Add(link, (l.#1, l.#2, “normal”);
i = Select(inst), l = Select(link), l.#3 = “normal”, l’ = Change(l, i) →

Delete(link, l), Add(link, (l’, l.#2, “changed”));
i = Select(inst), l = Select(link), l.#3 = “broken”, l’ = Update(l, i) →

Delete(link, l), Add(link, (l’, l.#2, “normal”));
od

end

process MAIN(INST initInst, STUD firstRoll, LINK origLink)
environment

NACC nacc; NTFC ntfc; MNTR mntr; STIF stif; MNTN mntn;
import

STUD nacc.rollNacc, ntfc.rollNtfc, stif.rollStif;
LINK ntfc.linkNtfc, mntr.linkMntr, mntn.linkMntn;

export
STUD nacc.rollNacc, ntfc.rollNtfc, stif.rollStif;
LINK ntfc.linkNtfc, mntr.linkMntr, mntn.linkMntn;

begin
Add(nacc, NACC(firstRoll));
Add(ntfc, NTFC(firstRoll, origLink));
Add(mntr, MNTR(origLink));
Add(stif, STIF(firstRoll));
Add(mntn, MNTN(initInst, origLink));
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do    s = Select(nacc.rollNacc), s.#2 ≠ NULL, s ∉ ntfc.rollNtfc → Add(ntfc.rollNtfc,
s);

s = Select(nacc.rollNacc), s.#2 = NULL, s’ = Select(ntfc.rollNtfc), s.#1 = s’.#1
→ Delete(nacc.rollNacc, s), Delete(ntfc.rollNtfc, s’);

s = Select(nacc.rollNacc), s’ = Select(ntfc.rollNtfc), s.#1 = s’.#1, s.#2 = s’.#2,
s.#3 ≠ s’.#3  → Delete(nacc.rollNacc, s), Add(nacc.rollNacc, s’);

l = Select(ntfc.linkNtfc), l’ = Select(mntr.linkMntr), l.#1 = l’.#1, l.#2 = l’.#2,
s.#3 ≠ s’.#3 → Delete(ntfc.linkNtfc, l), Add(ntfc.linkNtfc, l’);

s = Select(nacc.rollNacc), s.#2 ≠ NULL, s ∉ stif.rollStif → Add(stif.rollStif, s);
s = Select(nacc.rollNacc), s.#2 = NULL, s’ = Select(stif.rollStif), s.#1 = s’.#1 →

Delete(nacc.rollNacc, s), Delete(stif.rollStif, s’);
s = Select(nacc.rollNacc), s’ = Select(stif.rollStif), s.#1 = s’.#1, s.#2 + 1 = s’.#2,

s.#3 = s’.#3 → Delete(nacc.rollNacc, s), Add(nacc.rollNacc, s’);
s = Select(ntfc.rollNtfc), s’ = Select(stif.rollStif), s.#1 = s’.#1, s.#2 = s’.#2, s.#3

≠ s’.#3 → Delete(stif.rollStif, s’), Add(stif.rollStif, s);
s = Select(ntfc.rollNtfc), s’ = Select(stif.rollStif), s.#1 = s’.#1, s.#2 + 1 = s’.#2,

→ Delete(ntfc.rollNtfc, s), Add(ntfc.rollNtfc, (s.#1, s’.#2, s.#3));
s = Select(ntfc.rollNtfc), s’ = Select(stif.rollStif), s.#1 = s’.#1, s.#2 + 1 = s’.#2,

→ Delete(ntfc.rollNtfc, s), Add(ntfc.rollNtfc, (s.#1, s’.#2, s.#3));
l = Select(ntfc.linkNtfc), l ∉ mntn.linkMntn → Delete(ntfc.linkNtfc, l);
l = Select(mntn.linkMntn), l ∉ ntfc.linkNtfc → Add(ntfc.linkNtfc, l);
l = Select(mntr.linkMntr), l ∉ mntn.linkMntn → Delete(mntr.linkMntr, l);
l = Select(mntn.linkMntn), l ∉ mntr.linkMntr → Add(mntr.linkMntr, l)

od
end

Note that higher-order operations remain in the module level. This makes the
specification of the system closer to actual program. Also note that the transformation
from Gamma specification to module specification can well be automated. Further
transformation from module specification to programs in concrete language can be
facilitated. The specification in the module level still focuses on generic process
behavior. Data structures are left unspecified. Further refinement of the specification
should include the use of data structures to organize the data sets. Therefore the
Select operation can be implemented by an algorithm designed in accordance with
the data structure. Another refinement would be the implementation of the data
exchange channels.

5   Conclusions and Future Work

We propose a method for specifying a multi-agent system by using Gamma language.
We find that in chemical reaction metaphor, architectural properties of a multi-agent
system can be expressed succinctly and precisely. Through the case study, we
demonstrate the usefulness of this method in the design of a multi-agent e-learning
environment.We present a method for transforming the Gamma specification of the
agent system into the specification in a module language, in which higher-order
multiset operations are removed. This paves the way for implementing the specified
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system by using a sequence of program transformation. In the future, we will be
working on the automation of the program transformation process and the refinement
of module specifications by introducing data structures into the program.
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Abstract. In this paper, we propose an e-learning support system (LSDM) for
assisting a buyers’ decision making by applying artificial intelligence tech-
nology. When buyers purchase an expensive item, they must carefully
select it from many alternatives. The learning support system provides
useful information that helps consumers to purchase goods. We employed
qualitative simulations because the result of output of simulation is useful. It
consists of a qualitative processing system and a quantitative calculation sys-
tem.  When buyers use the system, they first input goods information they want
to purchase. The information input by buyers is used in the qualitative simula-
tion. Next, they fill out a form concerned with the details of their budgets, the
rate of loans, and several other factors. After that, the system integrates the re-
sults of simulation and the buyer’s input data and proposes plans to help their
decision process. The system has several advantages: buyers can use it by sim-
ple input, they can understand process of simulation, and they can base their
decision making on synthetic results.

1   Introduction

Services (e.g. e-commerce, e-learning, etc.) have made rapid progress in recent years,
and there have been many investigations of the services. E-learning has been recog-
nized as a promising field in which to apply artificial intelligence technologies
[2][6][8][13]. Accordingly, we have developed an e-learning support system for as-
sisting a buyers’ decision making by applying artificial intelligence technology.  When
buyers purchase an expensive item, they must carefully select an item. In current
study, we focus on the case that the buyer purchases an immovable item (e.g. house,
land, etc.). When a buyer purchases such an item, they must take into account the
price, the rate of a loan, their budget and several other factors. Furthermore, it is im-
portant to know whether the price will increase or decrease in the future.

There are several important factors concerned with the item’s price, for example,
an exchange rate, tax system, economic indicators, and fiscal policies. Some factors
cannot be expressed as quantitative values. A qualitative method is therefore used to
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simulate a trend in price on the items. Such qualitative simulations output results as
simple initial values. In our simulations, we can understand the mechanism and proc-
ess of the simulations, because our qualitative methods consist of constructive graph
models. On the model, relative factors are connected as a graph. In the simulation,
nodes’ conditions on the graph are changed as time passes. Our system also uses the
quantitative calculation values concerned with total payments and so on. It can pro-
vide information in which buyers can trade virtually. By using our system, users can
train how they should do the decision making when they want to purchase an expen-
sive item.

The rest of the paper is organized as follows. Section 2 describes the outline of our
user support system. In Section 3, we give some definitions and assumptions for the
simulation.  In Section 4, we show an example of qualitative simulations using our
system. Finally in Section 5, we provide some final remarks.

2   The LSDM

In this section, we show an outline of our e-learning support system for users decision
making (LSDM). The system consists of a qualitative simulation module and Quanti-
tative calculation module. We propose a support system for integrating both modules.
The qualitative simulation uses qualitative methods in which calculating values are
classified some cases, e.g., “+”, “0”, “-”, and so on. The quantitative module is a nu-
merical calculation using the formulas. Our system provides the integrated results and
users can learn how or when they should purchase (expensive) immovable items.

In the following, first, the system is outlined and the goal of our research is ex-
plained. Second, the qualitative simulation is demonstrated. After that, the numerical
calculation is performed.

2.1   Outline of the LSDM

There are a number of researches concerned with e-services using artificial intelli-
gence technologies [4][5]. We focus on an e-learning support system applying artifi-
cial intelligence technology when users want to purchase goods [10]. The main goal of
the system is to give buyers a plan of the state on their total payments and forecasts of
the price and loan rates. In recent years, there have been several studies about fore-
casting of stock dealings and financial dealing. Most of these studies employ quantita-
tive methods using certain complicated formulas. These studies have been developed
as practical methods, but it is difficult for non-specialists to understand their mecha-
nisms and the meaning of their calculations. The LSDM system provides some infor-
mation for general users how and when they should purchase goods.
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Fig. 1.  Outline of LSDM

Fig. 2. Protocol of LSDM

Figure 1 shows a visual outline of the LSDM. First, a buyer inputs an initial value
for the simulation, that is, a good’s price, loan rates, total savings, and so on. Based on
the buyer’s input, their modules simulate a trend of item’s price and calculate the total
payment, after that the result of simulation and calculation are integrated and given to
users. Finally, the LSDM shows the plans to purchase for assisting the buyer’s deci-
sion making. The simulation and calculation in the LSDM are based on the protocol
shown in Figure 2.

Initial values of qualitative simulation

Qualitative simulation

Result of simulation

Numerical initial values

Result of calculation

Integrating both results

Input by a buyer
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2.2   Qualitative Simulation

There are several methods for analyzing complex situations and the relations between
cause and effect [1][6][11]. For example, a causal model using a directed graph is
useful for analysis of complex situation, and we can observe a behavior of dynamics in
the system [7]. In this research, we developed an e-learning support system for assist-
ing a buyer’s decision making when making a major purchase (such as a house).
Volatilities of immovable goods have many factors. Table 1 lists some examples of
the factors that consist of directs and indirects. The direct factors can be described in
terms of the price of an immovable item, the loan rate, and total amount of a user’s
savings. The indirect factors are exchange rate, tax systems, business conditions, the
financing system for real estate properties (e.g., housing loan), and several others.
Some factors can be calculated using numerical methods, but others cannot be calcu-
lated based on quantitative methods.

Table 1.  An example of factors

Direct  factors
Price of immovable goods (quantitative)
Loan rate (quantitative)
Savings (quantitative)

Indirect  factors
Exchange rates (quantitative)
Tax system (qualitative)
Business conditions (qualitative)
Financing system (qualitative)
and ….

It is difficult to forecast the price of an immovable item, and its price trend in the
future, by using quantitative (numerical) methods. Accordingly, LSDM employs a
qualitative simulation by applying qualitative reasoning through artificial-intelligence
technology. An example of this qualitative simulation is given in section 3.

2.3   Numerical Calculation System

In the module for the numerical calculation, several mathematical formulas are used to
determine the volatility of an item’s price, rates of loans and a buyer’s savings. These
factors are important for forecasting a state in the future. Further, it is important for
users to understand how much they must pay totally and how they plan to pay.

In the numerical calculation, first, one of the most important factors is the amount
of user has saved and the price of the immovable item. When the savings are more
than the price, a user can purchase the goods without price forecasts. When the saving
is less than the price, a user must consider how to pay the money by using a loan. The
next, important factor is this rate of the loan. Here it is assumed that the interest rate is
fixed. When the rate is low, the total payment will be roughly equal to the one –off
purchase price (i.e., the case of no loan). But if the rate is high and the balance is
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large, the buyer must pay a large amount of total interest due. Thus, the situation is
complex depending on the terms.

A simple example of a general formula used to calculate the total cost of a housing
loan. Principal G0 is defined as G0=G, where G is a total loan amount. Principal G1 is
defined as G1=(1+r) G0–X=(1+r) G–X, where the 1st term, r, represents the loan rate
and X represents the number of divided repayments. Generally, we can conduct the
following formula in the ith term.

                             Gi = (1+ r)iG − (1+ r)i −1
r

X

It is assumed that the buyer pays in N installments. This formula shows that total re-
payment GN is zero after the Nth term. Total payment P given by the following for-
mula.

                                      P = rG

1− 1
(1+ r)N

The LSDM provides information with buyers as a set of qualitative and quantitative
simulated data. Buyers can recognize the situation of the purchasing, and they can
have a chance to purchase by appropriate strategy and decision making.

3   Simulation Primer

The simulation primer uses a causal model between causes and effects expressed as a
trend graph [9]. Each node of the graph has a qualitative state value, and each arc of
the graph shows a trend in effects. The characteristics of the nodes and arcs are ex-
plained in this section.

3.1   Qualitative States on Nodes

Each node has a qualitative state as time passes. We give three sorts of qualitative
state values on nodes.

Def. 1 Qualitative State of Factors
The qualitative state [x(t)] is defined as given in Table 2. (node x at time t.)  

Table 2. Qualitative states

[x(t)] Qualitative states
H LOW: In the next step, [x(t)] is not lower than in the current step.
M BOTH: In the next step, [x(t)] is lower or higher than in the current step.
L HIGH: In the next step, [x(t)] is not higher than in the current step.
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3.2   State Trends Changing on Nodes

We define state trends changing on nodes that indicates differential on time. Three
sorts of qualitative values are given.

Def. 2 Changing Trends of Nodes
The qualitative changing state [dx(t)] is defined as given in Table 3. (node x at time t.)  

Table 3. Qualitative changing states

[dx(t)] Qualitative changing state
I [x(t)] is increasing.
S [x(t)] is stable.
D [x(t)] is decreasing

3.3   Direction of Effects of Arcs

It is defined state trends changing on arcs. We show the direction that the effect nodes
have influence from the cause nodes. Two sorts of qualitative values are given.

Def. 3 Direction of Effects
D(x, y) is the direction of the effects from node x to node y as defined in Table 4. The
directions are classified in two categories.

Table 4. Direction of effects

D(x,y) Direction of effects
+ When x’s state value increases, y’s state value also increases. / When

x’s state value decreases, y’s state value also decrease.
- When x’s state value decreases, y’s state value increases. / When x’s

state value increases, y’s state value decreases.

3.4   Transmission Speed of Effects on Arcs

Here, we define transmission speed of effects from node x to node y. The definition of
the transmission speed is different from Defs. 1 to 3 essentially. The speed depends on
the causal model.

Def. 4 Transmission Speed
The transmission speed V(x, y) is classified in Table 5.

Table 5. Transmission speed

V(x, y) Transmission speed
V0 Node x’s value gives an effect to node y’s value immediately.
V1 Node x’s value gives an effect to node y’s value slowly.
V? The speed is unknown.



An E-learning Support System Based on Qualitative Simulations 873

3.5   Integration of Multiple Effects on Nodes

An integration of multiple effects from nodes is defined as follows. Figure 3 shows an
example of the integration. When there are multiple adjacent nodes connected to a
node, the effects are defined by the following definition.

Def. 5 Integration
When multiple nodes are connected to a node, the trends of effects are defined in
Table 6. In the table, “?” means that the trends are not defined.

Fig. 3. An example of the integration

Table 5. Integration of state values

4   An Example of Qualitative Simulation

4.1   A Model for Qualitative Simulation

The causal/relation model for the qualitative simulation is explained in the followings.
Figure 4 shows the causal/relation model for qualitatively forecasting the major pur-
chase’s price and the rate of a housing loan. Each arc has a characteristic (D(x, y) ,
V(x, y)). This model was constructed according to Japanese economical statistics from
1975 to 1990. It should be noted that the model is based on the following assumptions.

- When GDP increases, wages increase.
- When income increases, the amount of consumption increases.
- When the amount of exports increases, stocks inventories decrease.
- When GDP decreases, a tax reduction system is conducted (reduced).

4.2   An Example of Qualitative Simulation

Using the relation model and assumption given in section 3.2, we conducted an ex-
periment on the trend in the price off a major purchase (a house). The initial values for
the simulation are based on the economical conditions in Japan in 1975. Table 7
shows the initial values. In the simulation, when node’s value cannot be determined by
integration of multiple state values, the qualitative values are decided randomly.

   -   I    S   D
  I   D   D   ?
  S   D   S   I
  D   ?   I   I

  +   I   S   D
  I   I   I   ?
  S   I   S   D
  D   ?   D   D

 x2  y
(I, +)
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Fig. 4. A model off the relations between factors

Table 7. Initial Values

Trends Factors(nodes)

Increasing
wage, income, price, consumption, export,
exchange rate, stock, product, GDP, loan rate

Decreasing tax reduction

The qualitative simulation is conducted in 200 time steps and the simulation results
are shown in Figure 5. The horizontal axis represents time, while the vertical axis
represents the price of immovable items.

           
Fig. 5. Simulation results
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5   Conclusion

In this paper, we proposed an e-learning support system (LSDM) for assisting a buyers’
decision making by applying artificial intelligence technology. We employed qualitative
simulations because the result of output of simulation is useful. The LSDM consists of a
qualitative processing system and a quantitative calculation system. The system inte-
grates the results of simulation and the buyer’s input data and  helps their decision proc-
ess. The system has several advantages: buyers can use it by simple input, they can un-
derstand process of simulation, and they can base their decision making on synthetic
results.

Our future work includes a development of LSDM to practice in the real world and
apply to use as WBT on the Internet.
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Abstract. This paper presents a methodology for graphic pattern design and re-
design applicable to tile and textile patterns. This methodology is used in a De-
sign Information System whose reference framework is the scientific theory of
symmetry groups. This Information System has two computer tools: one for the
structural analysis of graphic designs and another interactive tool for the struc-
tural edition of patterns that, by means of the presented methodology, exploit
all the capabilities provided by the manipulation of the minimum region (MR)
of pattern designs. We present some application examples to generate new de-
signs as modifications from designs acquired from historic sources. The meth-
odology and tools are oriented to bridge the gap between the historical and ar-
tistic production of graphic design in the tile and textile industries.

1  Introduction

In the textile and tile industries Graphic Design is an essential element. For this rea-
son, computer applications able to generate and edit decorative design patterns have
been created. Furthermore the Design Departments count with different sources (an-
cient designs, catalogues, magazines and, in some cases, even specialized databases)
of graphic information that help designers in their creative tasks. These facts, together
with the reciprocity between pattern designs and the cultural environment [1] (the
image of a product in many cases is associated with the region, history and agents
involved in its manufacture) makes it seem unreasonable not to take advantage and
capitalize the rich artistic, crafts and industrial heritage present in many regions by
means of specific computer tools.

Nowadays, in our opinion, the lack of integration of the data sources in the design
environment, at best generates attitudes in the designers less keen on using data
sources than desirable, and in the worst case, makes the designer abandon decorative
images existing in design data sources altogether. On the other hand, the lack of
structural design tools for the exploration of these data sources has meant that the
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potential of Computer Aided Graphic Design has not been fully developed, affecting
negatively the designer’s activity.

We believe that the future trends of graphic design will come about through the in-
tegration of the designer’s activity in a unique Computer Aided Design and Manufac-
turing Environment. This environment will have the following features:
1. Integration of the more conceptual stages of pattern design, using specific and user-

friendly peripheral devices and developing interfaces that enable their use.
2. Creation and use of databases at the different stages of the design process. These

databases should allow data consultation through content retrieval tools. Using the
analogy of literature, these libraries will provide the designer with the existing vo-
cabulary (motives) and lexicon (structures) for him to use in his own creations.

3. The development of advanced (structural) design tools for graphic design systems.
Although object and basic pattern design creation and edition tools are commer-
cially available in the field of Computer Aided Graphic Design, there are no inter-
active computer tools for advanced pattern design at structural level. The develop-
ment of these tools will enhance the creative potential of designers.

2  Related Work

A large number of articles and books have been devoted to the study of ornamental
patterns and tilings using the theoretical framework of the planar symmetry groups [1,
2, 3, 4, 5]. One of the first references is the system presented by Alexander in 1975 for
generating the 17 symmetry patterns in plane [8]. Since then, many other research
tools for automatic generation of symmetry patterns have been developed: Grünbaum
and Shephard used a more sophisticated computer program to generate periodic tilings
and patterns [2], Kaplan and Salesin developed a complete paremetrization for the
isohedral tiles in order to given a closed figure in the plane, find a new closed figure
that is similar to the original and tiles the plane without gaps nor overlappings [7].

Other authors have used simple geometric methods to generate islamic symmetric
patterns [8] [9], mathematical approaches [10] [11] to generate abstract designs or L-
systems [12] and similar approaches [13] to generate floral ornament

However they are mainly oriented to experiment with different algorithms for or-
namental pattern creation. In order to analyze patterns we can find the works of Abas
and Salman [14] and Ostromoukhov [15]. Both present the methods, but none has
developed tools for automatic analysis.

Nowadays, we can find some commercial graphical applications that allow the edi-
tion of graphic designs using symmetries. Among them we can mention Terrazzo [16]
included in Corel Photopaint and available as a plug-in for Adobe Photoshop, and
SymmetryWorks [17] available as a plug-in for Adobe Illustrator. The major differ-
ence between them comes mainly from their raster (Terrazzo) or vector (Symmetry-
Works) nature. Both select a unique MR for each plane symmetry group and directly
apply the required isometries, but the edition process is restricted to the 17 symmetry
groups without considering any other parameter.
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As a summary we can conclude that, at this moment, no integrated graphic design ap-
plication oriented to incorporate historical sources in the design cycle by means of  or-
namental design libraries with structural information based on the analysis of those
sources, exist.

3  Information System for Graphic Design

Within this context, the authors of this work propose an Information System for Graphic
Design (ISGD) [18]. This system uses the theory of symmetry groups [1, 2, 3, 4, 5] as
reference framework, helping to develop a graphic design methodology for the textile
and tile industries. This system has a modular architecture with two main modules: one
consists mainly of two independent Databases: the Acquisition Database and the Pattern
Design Database; and the other, implements two individual tools for Analysis and Edi-
tion. In this Information System the information flows as follows:
1. The acquired images are stored (together with related information) in the Acquisi-

tion Database.

Fig. 1.  Steps and products of the Analysis Tool

2. The Analysis Tool [19, 20, 21] performs a several step process (Fig. 1 up). In the
process, the motives (objects and groups) are obtained in vectorial form with their
symmetries and classifications. The FP (translations) and the plane symmetry
group (rotations and symmetry axes) are also obtained. All this information (Fig.
1 bottom) with associated descriptors are stored in the Pattern Design Database.

3. The Edition Tool is an Adobe Illustrator experimental plug-in [22]. It has the
purpose of adding to this program new edition methodologies (explained with
more detail in the next sections) able to take advantage of the information stored
in the Pattern Design Database. The new designs are also stored in this Database.
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4  Methodology for Graphic Design and Redesing

We propose a design method that works at three levels: objects, groups and structure.
Object and basic group edition are available in commercial graphic design applica-
tions. However the same does not happen with design composition structures. Fur-
thermore the methodology incorporates the aspects indicated above, obtaining new
designs from previously analyzed ones (redesign).

Fig. 2.  Some MRs with 3 and 4 sides corresponding to the 17 plane symmetry groups

Our proposal for the structural edition of pattern designs is based on the fact that
some small plane regions (minimum regions) are capable of generating different pat-
tern designs depending on the isometries applied to fill up the plane.

According to the theory of symmetry groups, the design structures [5] (obtained
with the analysis tool) are classified in 17 plane symmetry groups. Each one of them
also has at least one MR (Fig. 2) [2] although some can have an infinite number of
them, since the MRs geometry  can have free parameters [7].

We should offer the designer the possibility of choosing between all the MRs avail-
able for each structure since, due to starting from different regions, the collection of
variants generated will be different too. In addition, it will be necessary to know, for
each MR, all the possible sets of isometries we can apply to it. So analysis of the MRs
is required in two-ways:
1. It is necessary to organize the geometries based on its parameters. So that the strict-

est ones are related to the more generic ones (because they are considered special
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cases of the generics). To the most restrictive, it will be able to apply the isometries
of the generics ones, but not to the inverse ones.

2. It is necessary to determine the vertices of the MRs based on the vertices of the FP
(obtained by the analysis tool) and the free parameters of the MR.

Also, this methodology has application for completely new designs [22]. In this case,
the MR set is not determined by the plane symmetry group of an analyzed design, but
so that we can choose any MR and modify its parameters freely. We can modify the
sides of the MR so that they are not straight (the set of isometries is reduced to apply
without gaps nor overlappings and less possibilities exist as with straight sides). The
MR should be filled with motives from the database or created by the designer.

4.1  Geometry Diagrams

The MRs have been separated according to the number of sides (3, 4, 5 or 6) and four
diagrams have been created organizing them according to their geometric restrictions
[7]. The diagrams have been completed with the information necessary to generate all
the variants possible. In Fig. 3 we can see the diagram of the MRs with four sides:
1. The shaded figures have indicated the parameters (v0, v1, v2 and v3) and the re-

strictions (the equal sides are indicated with equal number of perpendicular small
lines; if they are parallel too, it is indicated with small chevrons. Between the sides
that form 60º, 90º or 120º there are respectively, a small arc, a square or two arcs).

2. The lines between figures represent relations between restrictions: the most generic
figures are located above and the most restrictive below (they are special cases of
the superior ones, reason and for that the isometries of these can be applied to
them). For the  figures with four sides, the MR which can generate more variants
(36) is the square, being the most generic since it is formed by four equal sides and
four equal angles.

3. The non-shaded figures contain the isometries [2] to apply: displacements (arrows),
rotations (180º, 120º, 90º and 60º, respectively, circle in half of side, triangle,
square and hexagon in vertex), and symmetry axes (with sliding: dashed lines
within the region; and without sliding: dashed lines in sides of the region).

4. The possible variants of the same plane symmetry group, generated by means of
application of the same isometries but beginning by a different side or vertex, are
indicated with the numbers of tiling (IH) greater than 100, 200 and 300. Sometimes
it is possible to arrive at the variants from the same level (for example, the MR
which generates the tiling IH50 has the variants IH150, IH250 and IH350). At
other times it is possible to arrive only from more regular geometries (for example,
the MR which generates the tiling IH53 cannot generate the variants IH253, IH153
and IH353, the first can be acceded from the geometries of the tiling IH44 and the
two final ones only from the rhombus or inferiors).
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Fig. 3.  Diagram of MRs with 4 sides
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Fig. 3 does neither show numeration of vertices nor the requirements of each geometry
to locate a concrete MR lower in the diagram in order to generate more variants.

4.2  Obtaining Minimum Region Vertices from the Structure

A geometry has been constructed for each MR. Next a motive was added and the
corresponding isometries were applied to generate the pattern. A raster image was
obtained to analyze him with the analysis tool. Fig. 4 shows an example. The origin
(O) of the FP and vectors of its sides (L1 and L2) are known. The MR parameters v0
and v1 are shown too. The vertices of the MR are P1, P2, P3 and P4.

Fig. 4. Relationship between FP vertices and MR parameters with MR vertices

From a set of images for each MR, in which their parameters have been modified, the coordi-
nates of the MR vertices have been obtained from the coordinates of the FP vertices and the
MR parameters. From these images, we can reach two conclusions:
1. Not all the MR parameters (shaded figures in Fig. 3) are free an analyzed design

since some of them belong to the FP and they would also modify the FP (for exam-
ple, the parameters showed in Fig. 4). Nevertheless, if we are choosing a MR for a
new design we will be able to modify them.

2. In some plane symmetry groups, there are other parameters (displacements and
changes of orientation) that do not belong to the MR but to the FP, but they are
free. We must consider them when we looked for MRs of an analyzed design, be-
cause they change the MR content (displacements) or even its form (changes of ori-
entation).

5  Results

Fig. 5 shows a textile design. Its plane symmetry group is P1 since it has not symmetry
axis nor centers of rotation common to all motives. We can see the FP (rectangle). The
plane symmetry group P1 has a MR with four sides (corresponding to tiling IH41),
with the same geometry as the FP. The restrictions indicate that its shape is a general
parallelogram but, in this case, it is a rectangle (more restrictive) and we can locate the
MR at an inferior level in the diagram of Fig. 3 (having 24 cases instead of 14).

The MR has two parameters which the FP fix, therefore we cannot change them.
Nevertheless, the FP has two free displacement parameters in the direction of its sides.
In the two right images of Fig. 5, we can see two possible MRs. In the right one a
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displacement has been carried out in order to avoid the edges from cutting the main
motives (roses). This is the reason why this second option had been employed to gen-
erate the six designs of  Fig. 6.

Fig. 5.  From left to right: textile image with extended detail, design analyzed with FP rectangle
and background removed and two possible RMs

Fig. 7 shows (left) a new design with discontinuities between regions, corrected by
means of editing the MR motives (right). The whole design is automatically updated.

6  Conclusions

This paper presents a new methodology for graphic pattern redesign applicable to tile
and textile patterns. The methodology combines the designer’s creativity with the use
of historical data sources and is based on the theory of symmetry groups. In addition
to this, it can be used to generate completely new designs.

The methodology works on the structural level, obtaining the MRs of analyzed de-
signs and applying different sets of isometries to them. For this, the MRs have been
separated according to the number of sides and four diagrams have been created or-
ganizing them according to their geometric restrictions; these diagrams contain the
information necessary to generate all the possible variants from the first region.

This type of edition allows the designer to handle many new parameters in relation
to the design structure (related to MR shape, tiling, FP shape or plane symmetry
group), as well as the fast generation of  families of designs.

The methodology has been implemented through an edition tool. This tool allows
the presence of discontinuities editing only the MR motives to be solved, since the rest
of the design is updated automatically. Our next target is developing interfaces using
user-friendly peripheral devices.
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Fig. 6.  Redesigns from the MR on the right of Fig. 5

Fig. 7. Correction of discontinuities by means of MR motives edition
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Knowledge Representation on Design
of Storm Drainage System
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Abstract. During the design of storm drainage system, many decisions are
involved on the basis of rules of thumb, heuristics, judgment, code of practice
and previous experience of the designer. It is a suitable application field for
application of the recent artificial intelligence technology. This paper presents
the knowledge representation of the design of storm drainage system in a
prototype knowledge-based system. Blackboard architecture with hybrid
knowledge representation techniques including production rule system and
object-oriented approach is adopted. Through custom-built interactive and user-
friendly user interfaces, it furnishes designers with entailed expertise in this
domain problem.

1 Introduction

In the past decade, the potential of artificial intelligence (AI) techniques for providing
assistance in the solution of engineering problems has been recognized. A knowledge-
based system (KBS) is considered suitable for solving problems that demand
considerable expertise, judgment or rules of thumb. It has made widespread
applications and is capable to accomplish a level of performance comparable to that
of a human expert in different fields: vertical seawall design [1]; liquid retaining
structure design [2-4]; site level facilities layout [5]; modeling in coastal processes
[6]; flow and water quality modeling [7]; thrust block design [8]; fluvial
hydrodynamics [9-11]; river flow routing [12].

In drainage engineering field, existing computer models may be available to
perform a particular task in the whole design process [13-15]. It is difficult to code
empirical rules or expert knowledge in a conventional algorithmic framework. Over-
emphasis has been placed on algorithmic procedures in many computer-aided design
packages, thus producing a large gap between model developers and users. This may
produce inferior design and cause the under-utilization, or even total failure of these
models. The application of these individual programs requires the intensive
knowledge of the designer and they are prone to human errors during the data
transferring processes. There is a need to develop programming environments that can
incorporate engineering judgment along with algorithmic tool [16]. Yet, no attempt
has been made to apply this intelligent system to this domain problem. Design of
storm drainage system involves many decisions to be made by the designer based on
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rules of thumb, heuristics, judgment, code of practice and previous experience.
Moreover, the conventional design refers to design charts [17] where pipe diameters
are adjusted by trial and error, entailing laborious work. A need arises for an user-
friendly computer design aid as well as training tool coupled with the automation of
the design process to design the storm drainage systems speedily and precisely, and to
avoid troublesome manual computations. KBS is suitable to furnish a solution to this
decision making process through incorporating the symbolic knowledge processing.

This paper describes the knowledge representation of a prototype KBS for design
of storm drainage system. This application domain has relations to the upcoming
research area of “ecological informatics”. The KBS developed is based on Civil
Engineering Manual Volume IV: Sewerage and Drainage [18]. It is intended not only
to emulate the reasoning process followed by drainage designers, but also to act as an
intelligent tool that furnishes expert advice to its users regarding the design process
and selection of design parameters. Its knowledge base comprises representations of
the design entities, as well as the design knowledge of human experts. Through
custom-built interactive graphical user interfaces, the user is directed throughout the
design process.

2 Design of Storm Drainage System

The design of the storm drainage system is multi-disciplinary involving expert
knowledge of different fields. The Colebrook-White Equation is used to describe the
whole range of pipe flow and to calculate the velocity and hence the capacity. The
choice of designed rainfall intensity depends upon the duration of a rainstorm and the
adopted statistical frequency of recurrence. Rainfall intensity curves are acquired
based on the statistical analysis of long-term rainfall records from the Royal
Observatory of Hong Kong. The Rational Method is employed for estimation of
design peak runoff to be conveyed in the storm drainage system of Hong Kong. The
pipe size is first selected for the accumulated runoff at each manhole inlet. The
minimum and maximum actual flow velocities are limited in compliance with the
requirement of the Civil Engineering Manual. Besides, in the backwater checking
computational procedure, adjustment of the diameter of the pipes at manholes are
required to ensure the backwater levels are always lower than the finished levels and
flooding will not occur. Only commercially available pipe diameters are allowed.

3 The Prototype System

A prototype KBS has been customarily designed such that the user can always
overrule any design options and recommendations provided by the system. It allows
for users to fine-tune the system to their preference style, yet to let them benefit from
its thoroughness, speed, and overall effectiveness for designing storm drainage
system. Although this system is tailored for design based on the rainfall intensity-
duration-intensity curves in Hong Kong, it can be readily adapted to cater for other
conditions in other countries. Most engineers can easily exploit the full potential of
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the system with minimum supervision and within a short time span. This system has
been implemented with the aid of a microcomputer shell Visual Rule Studio, which is
a hybrid application development tool under object-oriented design environment.
Visual Rule Studio acts as an ActiveX Designer under the Microsoft Visual Basic 6.0
programming environment. Production rules as well as procedural methods are used
to represent heuristic and standard engineering design knowledge.

DKS

DKS

DKS

DKS

CKS
DKS

kth Design
Concept Level

(k-1)th Design
Concept Level

1st Design
Concept Level

Design Status

Blackboard with
hierarchical levels

Knowledge base comprising
knowledge sources

Agenda triggered by user or context

Inference mechanism

Fig. 1. Blackboard architecture of the prototype expert system (DKS and CKS denote Domain
Knowledge Source and Control Knowledge Source respectively)

3.1 Blackboard Architecture

Blackboard architecture has been developed to furnish a problem-solving model with
contribution from a multitude of knowledge sources at different levels by integration
into a single system. A variety of specialized expertise or knowledge sources are
grouped into separate modules by employing both rules and frames and, sometimes
under object-oriented programming environment. Blackboard system encapsulates
information sharing through the common data structure called a blackboard, which
compiles the data entries as well as acts as the communication link among various
knowledge sources. The blackboard acts as the global system context, which stores
the current state of the solution, including problem data, intermediate parameters and
final outputs of the design.
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Previously, the blackboard architecture has been applied in solving a diversity of
problems in other areas: control [19], speech recognition [20], dynamic rescheduling
[21], crankshaft design [22], damage assessment of steel bridge [23], control of a
cryogenic cooling plant [24], large space structures [25], liquid retaining structure
[26], etc. Figure 1 shows the blackboard architecture of the system, which consists of
diverse knowledge sources, a blackboard and an inference mechanism. It is adopted
since the reasoning with multiple knowledge sources is essential to solve the problem
on design of storm drainage system, which usually entails interaction between
diversified knowledge sources. Moreover, the design follows from opportunistic
decisions, which are often made incrementally.

Under the declarative knowledge representation environment, objects are used to
encapsulate knowledge structure, procedures, and values. The prototype system
combines expert systems technologies, object-oriented programming, relational
database models and graphics in Microsoft Windows environment. By defining
various types of windows as different classes, such as Check Box, Option Button, List
Box, Command Button, Text Box, etc., they can inherit common characteristics and
possess their own special properties.

3.2 Knowledge Representation

The knowledge is represented in multi-formalism approach comprising object-
oriented programming, rules, procedural methods, extensive numerical algorithm and
databases in this system. Its knowledge base comprises representations of design
knowledge of the drainage expert.

Design context and the processes in the design, both represented as objects, are
organized separately. The objects define the static knowledge that represents design
entities and their attributes, which can be either descriptive or procedural in form. The
blackboard is partitioned into a number of hierarchical levels, corresponding to
different stages of the design process. This kind of declarative knowledge is unable to
effect program execution merely by itself, but the attribute values of different objects
can be stored and retrieved whenever they are required during the problem solving
process. This organization emulates closely the reasoning mechanism of a human
expert designer. Either one of the following attribute types, namely, compound, multi-
compound, instance reference, numeric, simple, string, interval, and time, is defined
for each class. A facet designs the inference strategy for processing an attribute. A
search order list is set optionally for each attribute, whose value is obtained from
rules, session context, default value, method or end-user query.

Reasoning knowledge, both heuristic and judgmental, including the constraints
between the objects, is represented as rules. Knowledge represented in the IF/THEN
production rules with confidence factors can be assigned either automatically, or in
response to the user’s request. These rules are a formal way of specifying how an
expert drainage designer reviews a condition, considers various possibilities, and
recommends an action. If the antecedent of a rule is determined to be true, the
inference engine may fire the rule, inferring the conclusion statements to be true,
which is then added to the working memory. Such rules are invoked mainly through
change in pattern of other subprograms, instead of through a call from other
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subprograms in a specified algorithmic fashion. During each cycle, the conditions of
each rule are matched against the current state of domain contexts. Rules are grouped
into a rule set representing a collection of production rules with the same attribute as
the conclusion. The rule sets include the knowledge necessary for the determination
of different material properties, various geometrical ratios, interpolation of head loss
coefficients, and selection of design parameters such as runoff coefficients in
determination of peak runoff.

Fig. 2. Screen displaying interactive user interface of the system

Procedural knowledge, such as numerical processing, is represented in the form of
object-oriented programming. Generic design entities are structured in a hierarchical
knowledge base with inheritance properties. Besides, it comprises a blackboard
together with two sets of knowledge sources, namely, Domain Knowledge Sources
and Control Knowledge Sources, which represent the design processes. Diverse
Domain Knowledge Sources, functioning independently and cooperatively through
the blackboard, encode the actions to take for incremental build-up of the entire
design process. Control Knowledge Sources involve meta-level knowledge, which
establishes the problem solving strategy and controls the execution of the Domain
Knowledge Sources. Since design steps in this system are explicitly seen on the main
screen display, the sequence of design processes is primarily selected by the user.
However, the validity of the sequencing is checked by Control Knowledge Sources.

Design Status only comprises a single object whereas there are several objects in
the Design Concept level. Data inside Design Status are employed by the Control
Knowledge Sources to determine the next possible action. After a specific design
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stage has been satisfied, the pertinent Design Status indicator will be assigned one of
the values from the preset value list.

Most KBS development tools are not tailored for numerical processing but,
instead, are designed for symbolic processing. However, this system can handle both
symbolic and algorithmic programs simultaneously. Algorithmic models include
capacity checking, velocity checking and backwater calculation. Custom-built codes
as well as available existing codes are employed to perform these number-crunching
tasks. Upon completion of execution of the external program, the previous session in
the KBS is resumed. Of course, the Process Control knowledge modules continue to
control the actions to be taken, depending on the outputs.

A database system is typically a record-keeping system employed to maintain
relatively large amount of data. Some types of engineering knowledge are represented
more conveniently in a database format. Here, database tables are used to represent
engineering knowledge, such as head loss coefficients for various manhole
configurations, fitting coefficients of the Intensity-Duration-Curves in Hong Kong,
properties of pipe sections and properties of proposed alternative. Some heuristics are
used to limit the choice of some design parameters to only practical values, acquired
from practice engineers and code requirements. These databases contribute as a part
of the entire design knowledge. Some of them such as the head loss coefficients are
static and are not changed by any design activity whilst the others such as the
database on properties of proposed alternative are dynamic and are generated during
the execution of the system.

The knowledge used has been acquired mostly from written documents such as
code of practice, textbooks and design manuals and complemented by experienced
engineers involved with the design of storm drainage system. The user is guided
through the process with step-by-step instructions. The system is capable of modeling
and analyzing a network of up to 1,000 manholes. During execution, the screen shows
the key parameters in one of the following forms: (i) flow number, pipe diameter,
flow capacity, peak runoff; (ii) flow number, pipe diameter, actual flow velocity; (iii)
flow number, pipe diameter, backwater level, and finished level, corresponding with
the current calculation: i.e., capacity checking, velocity checking or backwater
calculation.

3.3 Inference Methods

The inference engine controls the strategies on the selection of procedure methods
and production rules and determines how, from where, and in what order a knowledge
base draws its conclusions or design context. The Control Knowledge Sources
evaluate the Design Status and decide the action in a data-driven forward chaining
mechanism. The Domain Knowledge Sources need both forward and backward
chaining inference mechanism to arrive at the solution. Based on the rated heuristic
scores, Control Knowledge Sources then select the best action and proposes to the
user before execution. All the design steps can be seen explicitly on the main screen
display. This cycle is repeated until some feasible solutions satisfying all constraints
are found.
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The validity of the user’s choice on the preferred sequence of design processes is
checked by Control Knowledge Sources, which act opportunistically upon being
triggered by user or situation during the design process. An event-driven inference
processing mechanism is adopted so that the ensuing action of the system will depend
on the input made by the user. For example, the applicable time of concentration is
considered in accordance with the type of catchment. If developed area has been
selected, the user is prompted to enter the time of entry and the pipe length. If natural
area has been chosen, the user is prompted to enter the average fall from summit of
catchment and the longest distance on the line of flow.

The input data entries by the user are kept at minimum, mostly through selection of
appropriate values of parameters from the menus and answers to the queries made by
the system. The input value will be rejected if it is not within the specified range. The
system provides multi-window graphic images combined with valuable textual
information, which is extremely valuable to novice designers. Figure 2 shows a
typical screen displaying interactive user interface of the prototype system.

3.4 Application Examples

A typical storm drainage network in developed area with 39 manholes and a number
of secondary and tertiary branches demonstrates the use of the prototype KBS. Each
manhole should be numbered in a prescribed numbering order. Only the
commercially available pipe diameters are given, i.e., multiple increments of 75 mm
from 150 mm to 1,200 mm, and multiple increments of 150 mm from 1,200 mm to
2,100 mm. The design storm frequency, in accordance with the Hong Kong Civil
Engineering Manual [18], is 1 in 50 year. The roughness value of all concrete pipes is
assumed to be 0.6mm. For demonstration purpose of the capability of the KBS,
arbitrary initial pipe diameters of 300 mm are input for all the pipes. The results have
been verified rigorously with the conventional manual calculations, from which good
agreements have been recorded. When performed manually, designing this system
and producing design drawings required at least three iterations and 40 man-hours.
Using the KBS, the same design did not require manual iteration and the design,
including design drawings, was completed in only 1 man-hour. For larger storm
drainage networks, the time savings become even greater.

3.5 Evaluation of System

In order to gauge the effectiveness of the system, 30 designers of varied technical
backgrounds and experiences are required to complete a questionnaire with 8
questions that evaluate the presented system after their use. The feedback and written
evaluations of the users on the scope and effectiveness of the system comprise several
useful points. Table 1 shows the results of the user feedback questionnaire survey on
using the system. Owing to the inherent variability in user rankings, only extreme
rankings, such as exceeding a rank of ‘4-Agree’, are considered significant. From the
results, it is delighted to notice that no aspect of the system receives an unfavourable
ranking. The tool is considered to be easy to comprehend, interesting, interactive, and
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relevant to designers. More importantly, the users find that it is extremely helpful and
that the tool substantially increases their productivity in this application domain.

Table 1. Results of the user feedback questionnaire survey on using the system

Questionnaire item Average rating#
Users basically possess good basic skill in using computer. 3.5
Users can actively control the design process through the system. 4.1
The system is easy to comprehend and follow. 4.2
The material with multiple formats of presentation is interesting. 4.0
The tool is interactive and user-friendly. 4.1
The presented material is relevant to the application domain. 4.2
The package is very helpful in assisting the design. 4.2
The tool substantially increases the productivity of users. 4.1

#1 = Strongly Disagree, 2 = Disagree, 3 = Neutral, 4 = Agree, 5 = Strongly Agree

4 Conclusions

It is demonstrated that the hybrid knowledge representation approach combining
production rule system and object-oriented programming technique is viable with the
implementation of blackboard system architecture for this domain problem. The
knowledge base is transparent and is readily updated, which renders the KBS an ideal
tool for incremental programming. By using custom-built interactive and user-
friendly user interfaces, the prototype system is able to assist designers by furnishing
with much needed expertise and cognitive support in the design activity. Some
advantages of the KBS include improvement in efficiency and consistency of advice.
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Test Case Sequences in System Testing: Selection of Test
Cases for a Chain (Sequence) of Function Clusters
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Abstract. The paper describes design of test case sequences in a multi-function
system testing process. Groups of system functions (function clusters) are
considered. It is assumed a set of test cases for each function cluster is designed
or selected. The problem is: compose a test case sequence for a chain of function
clusters (selection of a test case for each function cluster). Our approach is based
on multicriteria decision making and Numerical examples illustrate the materials.

Keywords: Planning and Scheduling, System Design, System Testing

1 Introduction

In recent years, the significance of the analysis and testing phases for various complex
systems is increasing ( [2], [3], etc.). Contemporary systems are multidisciplinary ones
and have a lot of different system functions which can be executed in various modes
and various combinations. Here we consider black-box systems ( [3], [8], etc.). Several
related (e.g., by joint usage) system functions are considered as a function cluster and
the preliminary Problem 1 is [7]: Find the best test case(s) for the function cluster. In
this article it is assumed the test cases for each function cluster are designed or selected
([4], [5], [7]). Thus we examine the next Problem 2: Find the best test case sequence(s)
for a chain of several function clusters. This is a new problem that is formulated and
solved here for the first time. Note the well-known traditional problem in system testing
consists in the design of optimal (by length) test sequences via graph covering ( [6], [9],
etc.). Numerical examples illustrate the materials.

2 Testing Framework

Let T = {t1, ..., ti, ..., tn} be a set of test cases (a space). The following types of test
cases and their groups are considered: 1. elementary test case (test unit, as a set of input
variables and a value for each variable): ti ∈ T ; 2. group of independent test cases:
{ti} ∈ T ; and 3. sequence of test cases (multi-stage test case): < ts[1], ts[2], ..., ts[k] >.
The sequence corresponds to a chain-like use scenario. Now let us consider a set of
system functions F = {f1, ..., fl, ..., fL}. Each system function fl corresponds to a
set of system requirements [2]. Let X(fl) and Y (fl) be a set of inputs and outputs for
function fl ∈ F accordingly. Evidently, it is necessary to examine properties of the sys-
tem functions as follows: (i) structural parameters, e.g., corresponding system outputs
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and values; weights of "functional" importance; significance of possible corresponding
fault(s));. (ii) binary relations on functions (independence, dependence, inclusion, in-
terconnection by joint usage, etc.). Each cluster consists of several functions (medium
hierarchical level) and corresponding input-output relationships (bottom hierarchical
level). Note the function clusters can have intersections at the levels of input-output
relationships and at the level of functions.

Fig. 1. Test case sequence for chain of function clusters
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Fig. 2. Changes by functions
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Fig. 1 illustrates the design of test case sequence for three system function clusters
1, 2, 3 with corresponding function sets F 1, F 2, F 3. For each function cluster a set
of the most important test cases are generated (three for each function cluster in Fig.
1). The target series of test cases is depicted as follows: < t12, t23, t31 >. The solving
scheme is the following:

Stage 1. Computation of basic (ideal) changes for the neighbor function clusters (as a
vector with components corresponding to each input variable): F 1 → F 2, F 2 → F 3.

Stage 2. Computation for each pair of neighbor test cases (i.e., which correspond to
neighbor function clusters) proximity to the ideal changes. This will be considered as a
distance between the above-mentioned pair of the neighbor test cases.

Situation 2.1. Composition of the target series of test cases while taking into account
the quality of the test cases (for the corresponding function clusters) and the quality of
changes (as the above-mentioned distance). The problem is stated as a morphological
clique problem (like for composition of test cases for the function cluster).

Situation 2.2. If the quality of the test cases for each function cluster is the same ones,
it is possible to consider more simple problem: searching for the shortest path.
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3 Interface between Neighbor Function Clusters

First, let us consider changes by functions. Fig. 2 depicts a bipartite digraph of the
changes by functions. In general case (i.e., we have no information on transition by
functions), the digraph is complete one. Further, we should like to define changes by
inputs (on the basis of a numerical example): (a) changes for one variable xi ∈ X and
several functions and building the ideal change (by values for the variable); (b) design
of the corresponding ideal change as a vector of ideal value changes; (c) definition of
the distance between the ideal change and a change by two individual functions (for
ordinal and nominal scales).

Now we consider changes by input on the basis of four functions as follows: f ′, φ′ ∈
F 1 and f ′′, φ′′ ∈ F 2, Let input xi is used by the functions: xi ∈ X(f ′), xi ∈ X(f ′′),
xi ∈ X(φ′), and xi ∈ X(φ′′). We analyze two cases for xi: (i) ordinal scale, and (ii)
nominal scale. Let the ordinal scale for xi be S = [0, 1, 2, 3, 4] and Sf ′ , Sf ′′ , Sφ′ , Sφ′′ ∈
S. Fig. 3 depicts an example. We get the following two most important changes for xi:
(a) 2 ⇒ 1 and (b) 3 ⇒ 1. Thus a vector of the most important (reference) changes
for all inputs (x1, ..., xi, ..., xn) is obtained (the changes can have alternatives as in
the considered example). We define the reference vector(s) for two neighbor function
clusters F e and F e+1 as follows:

co(F e, F e+1) = (co
1(F

e, F e+1), ..., co
i (F

e, F e+1), ..., co
n(F e, F e+1)).

Fig. 3. Changes by variable/values
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Fig. 4 depicts two neighbor function clusters F 1, F 2 and corresponding composite
test cases t11, t12, t13 (for the 1st cluster) and t21, t22 (for the 2nd cluster). Comparison
of the test cases lead to a matrix of change vectors by inputs (Fig. 4, right part).

Thus we get the change vector as follows: c(t1u, t2v) = ( ... , ci(t1u, t2v), ... ),
where 1 ≤ u ≤ k1 (index by test cases for cluster F 1), 1 ≤ v ≤ k2 (index by
test cases for cluster F 2). Let co(F 1, F 2) = ( ... , co

i (F
1, F 2), ... ) be the references

vector(s) and proximity between the examined vectors is the following:
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ρ(c(t1u, t2v), co(F 1, F 2)) = ( ... , ρi(ci(t1u, t2v), co
i (F

1, F 2)), ... ).

Fig. 4. Change vectors
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Fig. 5. Definition of proximity
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Now we have to define the component of proximity ρi(ci(t1u, t2v), co
i (F

1, F 2)) for
two kinds of scales: (i) ordinal scale and (ii) nominal scale. Let ao and bo be the initial
and resultant values of co

i (F
1, F 2) and a and b be the initial and resultant values

of ci(t1u, t2v) accordantly. For their comparison, we have to examine the directions
and points: (a) the same directions of the change (i.e., from a to b); (b) the inverse
directions; (c) a direction and point (in the case ao = bo or a = b); and (d) two points
(ao = bo and a = b). Fig. 6 depicts several situations and the resultant value of proximity
(0 corresponds to equality). Thus our version of the definition for the proximity is the
following:

1. Ordinal scale (and quantitative scale): 1.1 the case ao = bo: (i) ρ = 0 if
a = b = ao and (ii) ρ = M elsewhere, where M is a large number; 1.2 the case at
Fig. 6a; 1.3 the case at Fig. 6b; 1.4 the case at Fig. 6c; 1.5 the case at Fig. 6d.

2. Nominal scale: (i) ρ = 0 if a = ao and b = bo, (ii) ρ = M elsewhere.
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4 Dijkstra’s Algorithm

Let G = (A, E) be a digraph (the set of vertices Aand the set of arcs E) with non-negative
weights of arcs (α(e), e ∈ E). Here we briefly describe Dijkstra’s algorithm (a discrete
version of dynamic programming) to find the shortest path between two vertices (start
vertex ao and resultant vertex ar) in digraph G. The algorithm is the following: Stage
0. Define the neighbor vertices for ao: A1 ⊆ A. Set for each corresponding two-vertex
path < ao, a >, a ∈ A1 its weight as the weight of the arc. Stage k. Repeat the
stage 0 ∀a ∈ Ak, k = 2, 3, ... to define new vertices (set Ak, k = 2, 3, ...). Compute
∀a ∈ Ak the best path from ao (i.e., with the smallest total weight). End stage. Stop
after the analysis of all vertices and select the smallest path to ar. Evidently, each vertex
is examined the only one time. Fig. 6 illustrates the algorithm: weights of arcs are the
following: α(ao, 1) = 1, α(ao, 2) = 2, α(ao, 3) = 3, α(1, 4) = 4, α(1, 5) = 5,
α(2, 5) = 6, α(2, 6) = 1, α(3, 6) = 2, α(4, 7) = 2, α(4, 8) = 5, α(5, 7) = 3,
α(5, 8) = 2, α(5, 9) = 4, α(6, 8) = 1, α(6, 9) = 4, (7, ar) = 2, (8, ar) = 2,
(9, ar) = 2.

The paths after the stage 0 are (weights are pointed out in brackets):
w0

1 =< ao, 1 > (1), w0
2 =< ao, 2 > (2), w0

3 =< ao, 3 > (3).
The paths after the stage 1 are (weights are pointed out in brackets):
w1

1 =< ao, 1, 4 > (5), w1
2 =< ao, 1, 5 > (6), w1

3 =< ao, 2, 5 > (3).
The paths after the stage 2 are (weights are pointed out in brackets):
w2

1 =< ao, 1, 4, 7 > (7), w2
2 =< ao, 2, 5, 8 > (4), w2

3 =< ao, 2, 5, 9 > (7).
The resultant path is: w2

3 =< ao, 2, 5, 8, ar > (7). Here we considered a simple
case (a layered digraph) that corresponds to our situation. In the case of vector-weights
of the arcs (i.e., α is a vector with ordinal and / or quantitative elements), a set of Pareto-
effective paths is selected at each stage ∀a ∈ Ak and the result corresponds to the set
of Pareto-effective paths too.

5 Design of Test Case Sequence

5.1 Analysis of Functions and Solving Scheme

In our example, a system structure is defined as follows: (a) 8 inputs (Table 1); (b)
5 outputs (Table 2); (c) 5 system functions: f1 : {y1, y2}, f2 : {y2, y3, y4} (com-
pressed input for y4), f3 : {y1, y2, y3, y4} (compressed input for y1, y2, y3, y4, i.e.,
only x3, x4, x6), f4 : {y4}, and f5 : {y5}. Interconnection Input-Output by system
functions is presented in Table 3.

Here the structural relations are the following: (a) independence: R1
x,y : (f1, f5),

(f3, f5), (f4, f5); R1
y : (f2, f5); (b) dependency or intersection: R2

x6
: (f2, f5), R2

y2
:

(f1, f2), R2
y2,y3,y4

: (f2, f3), and R2
y1,y2

: (f1, f3); and (c) inclusion: R3
y : (f4 ⊂ f3).

We examine a chain consisting of three function clusters as follows: F 1 =
{f1, f3} F 2 = {f2, f5}, and F 3 = {f1, f2, f4}. Our solving process is the fol-
lowing: 1. design of the composite test unit(s) for each function cluster (combinatorial
synthesis); 2. computing vectors for reference changes between F 1 and F 2, F 2 and
F 3; 3. computing proximity for real changes F 1 and F 2, F 2 and F 3 to the reference
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changes vectors; and 4. design of the multi-stage (3-stage) composite test cases as the
shortest path (Dijkstra’s algorithm).

Table 1. Input variables

Data type Total #
of values

Scale

x1 Ordinal 3 [0, 1, 2]
x2 Nominal 2 [0, 1]
x3 Nominal 2 [0, 1]
x4 Ordinal 5 [0, 1, 2, 3, 4]
x5 Ordinal 3 [0, 1, 2]
x6 Nominal 2 [0, 1]

Table 2. Output variables

Data type Total
# of
values

Scale

y1 Ordinal 2 [0, 1]
y2 Ordinal 5 [0, 1, 2, 3, 4]
y3 Nominal 7 [0, 1, 2, 3, 4, 5, 6]
y4 Ordinal 4 [0, 1, 2, 3]
y5 Nominal 4 [0, 1, 2, 3]

Table 3. Interconnection input-output by functions

Input Output

y1 y2 y3 y4 y5

x1 f1, f3 f1, f2, f3 f2, f3 f2, f3, f4
x2 f1, f3 f1, f2, f3 f2, f3 f3, f4
x3 f1 f1, f2 f2
x4 f1, f3 f1, f2, f3 f2, f3 f2, f3, f4
x5 f5
x6 f2 f5

Fig. 7. Structure of test cases for {f1, f3}
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t1 = x1 � x2 � x3 � x4 � x5 � x6

t11 = x1
1 � x1

2 � x0
3 � x1

4 � x0
5 � x0

6
t12 = x1

1 � x2
2 � x0

3 � x1
4 � x0

5 � x0
6

t13 = x2
1 � x1

2 � x0
3 � x1

4 � x0
5 � x0

6
t14 = x2

1 � x2
2 � x0

3 � x1
4 � x0

5 � x0
6. . .

5.2 Test Cases for Function Clusters

We consider the synthesis of the most important test cases as a combination for input
variables. Fig. 7 depicts composition of test cases for F 1 (on the basis of morphological
clique problem [5]). Here 36 test cases are obtained. Analogically, solution groups are
obtained for F 2 (36 test cases) and F 3 (16 test cases).
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5.3 Simplification of Example

In previous section, we get a set of test cases for each function cluster. Now it is reasonable
to demonstrate our approach on the basis of a simplified situation as follows (Fig. 8):
(1) only part (3) of obtained test cases for F 1 will be considered: t17, t120, and t133; (2)
function cluster F 2 = {f2, f5} will be change into F 2 = {f2} and corresponding test
cases will be considered: t21, t214, and t223; (3) two test cases will be considered for F 3:
t39 and t316.

Fig. 8. Simplified situation
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Fig. 9. Changes for x1 (F 1 ⇒ F 2)
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Fig. 10. Changes for x2, x3, x4, x6, (F 1 ⇒ F 2)
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5.4 Reference Changes, Proximity between Test Cases

The following basic (reference) changes are considered: Cluster change 1. F 1 =
{f1, f3} ⇒ F 2 = {f2} and Cluster change 2. F 2 = {f2} ⇒ F 3 = {f1, f2, f4}. We
examine variables (for both cases above): x1, x2, x3, x4, x6. Fig. 9 presents changes
for x1 (change 1, x0 corresponds to None). The process corresponds to Fig. 3. Other
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references changes for change 1 (x2, x3, x4, x6) are presented in Fig. 10. Reference
changes for change 2 are presented in Figs. 11, 12.

Figs. 13, 14, 15, 16, and 17 present changes of test cases (c, the first line) and
proximity (ρ, the second line). Definition of proximity (component xi) is illustrated in
Fig. 19: ρi = minl∈Ri {di(ci, r

l
i)}, where Ri = {rl

i} is the set of reference changes
for xi and di(ci, r

l
i) is a distance from ci to rl

i.

Fig. 11. Changes for x1, x2, x3, x4, (F 2 ⇒ F 3)
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Fig. 12. Changes for x5, x6 (F 2 ⇒ F 3)
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Fig. 13. Change c and proximity ρ (F 1 ⇒ F 2)

t17
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t21
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5 → x0
5, x

0
6 → 0)

( 0 , 0 , 0 , 0 , 0 , M )

(1 → 0, 1 → 0, 0 → 0, 2 → 0, x0
5 → x6

5, x
0
6 → 0)

( 0 , 0 , 0 , 0 , 0 , M )

(0 → 0, 0 → 0, 1 → 0, 4 → 0, x0
5 → x0

5, x
0
6 → 0)

( 0 , 0 , 0 , 1 , 0 , M )
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Fig. 14. Change c and proximity ρ (F 1 ⇒ F 2)

t17

t120

t133

t214
(1 → 0, 0 → 1, 0 → 0, 1 → 1, x0

5 → x0
5, x

0
6 → 0)

( 0 , 0 , 0 , 0 , 0 , M )

(1 → 0, 1 → 1, 0 → 0, 2 → 1, x0
5 → x0

5, x
0
6 → x0

6)
( 0 , 0 , 0 , 0 , 0 , M )

(0 → 0, 0 → 1, 1 → 0, 4 → 1, x0
5 → x0

5, x
0
6 → x0

6)
( 0 , 0 , 0 , 1 , 0 , M )

Fig. 15. Change c and proximity ρ (F 1 ⇒ F 2)
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(1 → 0, 0 → 1, 0 → 1, 0 → 1, x0

5 → x0
5, x

0
6 → 1)

( 0 , 0 , 0 , 1 , 0 , M )

(1 → 0, 1 → 1, 0 → 1, 2 → 0, x0
5 → 0, x0

6 → 1)
( 0 , 0 , 0 , 0 , 0 , M )

(0 → 0, 0 → 1, 1 → 1, 4 → 0, x0
5 → 0, x0

6 → 0)
( 0 , 0 , 0 , 1 , 0 , M )

Fig. 16. Change c and proximity ρ (F 2 ⇒ F 3)

t21

t214

t223
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(0 → 1, 0 → 0, 0 → 0, 0 → 1, x0

5 → x0
5, 0 → x0

6)
( 0 , 0 , 0 , 1 , M , M )

(0 → 1, 1 → 0, 0 → 0, 1 → 1, x0
5 → x0

5, x
0
6 → x0

6)
( 0 , 0 , 0 , 0 , M , M )

(0 → 1, 1 → 0, 1 → 0, 0 → 1, 0 → x0
5, x

0
6 → x0

6)
( 0 , 0 , 0 , 1 , M , M )

Fig. 17. Change c and proximity ρ (F 2 ⇒ F 3)
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t214

t223
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(0 → 1, 0 → 1, 0 → 1, 0 → 2, x0

5 → x0
5, 0 → x0

6)
( 0 , 0 , 0 , 1 , M , M )

(0 → 1, 1 → 1, 0 → 1, 1 → 2, x0
5 → x0
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0
6 → x0

6)
( 0 , 0 , 0 , 0 , M , M )

(0 → 1, 1 → 1, 1 → 1, 0 → 2, 0 → x0
5, x

0
6 → x0

6
( 0 , 0 , 0 , 1 , M , M )

5.5 Test Case Sequence

Fig. 19 depicts the design of the best 3-stage test case sequence (a version of Dijkstra’s
algorithm). We take into account proximities ρ from Figs. 13, 14, 15, 16, 17. The first
stage of the algorithm leads to 2-vertex paths: (1) vertex t21 (two Pareto-effective paths):
< t17, t

2
1 > and < t120, t

2
1 >; (2) vertex t214 (two Pareto-effective paths): < t17, t

2
14 >
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and < t120, t
2
14 >; (3) vertex t223: < t120, t

2
23 >. At the end stage we get the resultant

3-stage paths: < t17, t
2
14, t

3
9 >, < t17, t

2
14, t

3
16 >, < t120, t

2
14, t

3
9 >, and < t120, t

2
14, t

3
16 >.

Fig. 18. Definition of proximity (xi)
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Fig. 19. 3-stage test cases
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6 Conclusion

This paper presents our first step in design of test case sequences under multi-function
system testing, which is a new problem i system-level testing of complex systems. Future
research includes calculation of input changes for neighbor clusters based on function
importance and usage frequency.
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Supporting Constraint-Aided Conceptual Design
from First Principles in Autodesk Inventor*

Alan Holland, Barry O’Callaghan, and Barry O’Sullivan
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Abstract. Engineering conceptual design can be defined as that phase of the
product development process during which the designer takes a specification
for a product to be designed and generates many broad solutions for it. It is well
recognized that few computational tools exist that are capable of supporting the
designer work through the conceptual phase of design. This paper presents a
prototype constraint-based computer-aided design (CAD) technology, devel-
oped as an add-in to Autodesk Inventor, which can be used to support designers
working in the early stages of design. The prototype has, at its core, a constraint
filtering system based on generalized arc-consistency processing and backtrack
search. We present aspects of our current prototype, focusing in particular on
those aspects related to the interactive specification, development and configu-
ration of the designer’s concepts from an initial high-level specification.

1   Introduction

Engineering conceptual design can be regarded as that phase of the engineering design
process during which the designer takes a specification for a product to be designed
and generates many broad solutions for it. Each of these broad solutions is generally
referred to as a scheme [7]; however, in this paper we will interchangeably use the
terms scheme, design and concept. It is generally accepted that conceptual design is
one of the most critical phases of the product development process. It has been re-
ported that more than 75% of a product’s total cost is dictated by decisions made
during the conceptual phase of design and that poor conceptual design can never be
compensated for at the detailed design stage [10].

The technology presented here has many features that are crucial for supporting de-
signers during the conceptual phase of design. For example, designers can specify an
initial statement describing the desired properties of the required artifact. The designer
is free to modify this at any time by adding/removing constraints. Furthermore, the

                                                          
*  This research is funded by Enterprise Ireland, through their Research Innovation Fund (Grant

Number RIF-2001-317). The software used for the project, Autodesk Inventor, has been
sponsored by cadcoevolution.com, an Irish CAD tool provider.

Verwendete Distiller 5.0.x Joboptions
Dieser Report wurde automatisch mit Hilfe der Adobe Acrobat Distiller Erweiterung "Distiller Secrets v1.0.5" der IMPRESSED GmbH erstellt.
Sie koennen diese Startup-Datei für die Distiller Versionen 4.0.5 und 5.0.x kostenlos unter http://www.impressed.de herunterladen.

ALLGEMEIN ----------------------------------------
Dateioptionen:
     Kompatibilität: PDF 1.3
     Für schnelle Web-Anzeige optimieren: Nein
     Piktogramme einbetten: Nein
     Seiten automatisch drehen: Nein
     Seiten von: 1
     Seiten bis: Alle Seiten
     Bund: Links
     Auflösung: [ 2400 2400 ] dpi
     Papierformat: [ 595 842 ] Punkt

KOMPRIMIERUNG ----------------------------------------
Farbbilder:
     Downsampling: Ja
     Berechnungsmethode: Bikubische Neuberechnung
     Downsample-Auflösung: 300 dpi
     Downsampling für Bilder über: 450 dpi
     Komprimieren: Ja
     Automatische Bestimmung der Komprimierungsart: Ja
     JPEG-Qualität: Maximal
     Bitanzahl pro Pixel: Wie Original Bit
Graustufenbilder:
     Downsampling: Ja
     Berechnungsmethode: Bikubische Neuberechnung
     Downsample-Auflösung: 300 dpi
     Downsampling für Bilder über: 450 dpi
     Komprimieren: Ja
     Automatische Bestimmung der Komprimierungsart: Ja
     JPEG-Qualität: Maximal
     Bitanzahl pro Pixel: Wie Original Bit
Schwarzweiß-Bilder:
     Downsampling: Ja
     Berechnungsmethode: Bikubische Neuberechnung
     Downsample-Auflösung: 2400 dpi
     Downsampling für Bilder über: 3600 dpi
     Komprimieren: Ja
     Komprimierungsart: CCITT
     CCITT-Gruppe: 4
     Graustufen glätten: Nein

     Text und Vektorgrafiken komprimieren: Ja

SCHRIFTEN ----------------------------------------
     Alle Schriften einbetten: Ja
     Untergruppen aller eingebetteten Schriften: Nein
     Wenn Einbetten fehlschlägt: Warnen und weiter
Einbetten:
     Immer einbetten: [ /Courier-BoldOblique /Helvetica-BoldOblique /Courier /Helvetica-Bold /Times-Bold /Courier-Bold /Helvetica /Times-BoldItalic /Times-Roman /ZapfDingbats /SMinionPlus-Regular /Times-Italic /Helvetica-Oblique /Courier-Oblique /Symbol ]
     Nie einbetten: [ ]

FARBE(N) ----------------------------------------
Farbmanagement:
     Farbumrechnungsmethode: Farbe nicht ändern
     Methode: Standard
Geräteabhängige Daten:
     Einstellungen für Überdrucken beibehalten: Ja
     Unterfarbreduktion und Schwarzaufbau beibehalten: Ja
     Transferfunktionen: Anwenden
     Rastereinstellungen beibehalten: Ja

ERWEITERT ----------------------------------------
Optionen:
     Prolog/Epilog verwenden: Nein
     PostScript-Datei darf Einstellungen überschreiben: Ja
     Level 2 copypage-Semantik beibehalten: Ja
     Portable Job Ticket in PDF-Datei speichern: Nein
     Illustrator-Überdruckmodus: Ja
     Farbverläufe zu weichen Nuancen konvertieren: Ja
     ASCII-Format: Nein
Document Structuring Conventions (DSC):
     DSC-Kommentare verarbeiten: Ja
     DSC-Warnungen protokollieren: Nein
     Für EPS-Dateien Seitengröße ändern und Grafiken zentrieren: Ja
     EPS-Info von DSC beibehalten: Ja
     OPI-Kommentare beibehalten: Nein
     Dokumentinfo von DSC beibehalten: Ja

ANDERE ----------------------------------------
     Distiller-Kern Version: 5000
     ZIP-Komprimierung verwenden: Ja
     Optimierungen deaktivieren: Nein
     Bildspeicher: 524288 Byte
     Farbbilder glätten: Nein
     Graustufenbilder glätten: Nein
     Bilder (< 257 Farben) in indizierten Farbraum konvertieren: Ja
     sRGB ICC-Profil: sRGB IEC61966-2.1

ENDE DES REPORTS ----------------------------------------

IMPRESSED GmbH
Bahrenfelder Chaussee 49
22761 Hamburg, Germany
Tel. +49 40 897189-0
Fax +49 40 897189-71
Email: info@impressed.de
Web: www.impressed.de

Adobe Acrobat Distiller 5.0.x Joboption Datei
<<
     /ColorSettingsFile ()
     /AntiAliasMonoImages false
     /CannotEmbedFontPolicy /Warning
     /ParseDSCComments true
     /DoThumbnails false
     /CompressPages true
     /CalRGBProfile (sRGB IEC61966-2.1)
     /MaxSubsetPct 100
     /EncodeColorImages true
     /GrayImageFilter /DCTEncode
     /Optimize false
     /ParseDSCCommentsForDocInfo true
     /EmitDSCWarnings false
     /CalGrayProfile ()
     /NeverEmbed [ ]
     /GrayImageDownsampleThreshold 1.5
     /UsePrologue false
     /GrayImageDict << /QFactor 0.9 /Blend 1 /HSamples [ 2 1 1 2 ] /VSamples [ 2 1 1 2 ] >>
     /AutoFilterColorImages true
     /sRGBProfile (sRGB IEC61966-2.1)
     /ColorImageDepth -1
     /PreserveOverprintSettings true
     /AutoRotatePages /None
     /UCRandBGInfo /Preserve
     /EmbedAllFonts true
     /CompatibilityLevel 1.3
     /StartPage 1
     /AntiAliasColorImages false
     /CreateJobTicket false
     /ConvertImagesToIndexed true
     /ColorImageDownsampleType /Bicubic
     /ColorImageDownsampleThreshold 1.5
     /MonoImageDownsampleType /Bicubic
     /DetectBlends true
     /GrayImageDownsampleType /Bicubic
     /PreserveEPSInfo true
     /GrayACSImageDict << /VSamples [ 1 1 1 1 ] /QFactor 0.15 /Blend 1 /HSamples [ 1 1 1 1 ] /ColorTransform 1 >>
     /ColorACSImageDict << /VSamples [ 1 1 1 1 ] /QFactor 0.15 /Blend 1 /HSamples [ 1 1 1 1 ] /ColorTransform 1 >>
     /PreserveCopyPage true
     /EncodeMonoImages true
     /ColorConversionStrategy /LeaveColorUnchanged
     /PreserveOPIComments false
     /AntiAliasGrayImages false
     /GrayImageDepth -1
     /ColorImageResolution 300
     /EndPage -1
     /AutoPositionEPSFiles true
     /MonoImageDepth -1
     /TransferFunctionInfo /Apply
     /EncodeGrayImages true
     /DownsampleGrayImages true
     /DownsampleMonoImages true
     /DownsampleColorImages true
     /MonoImageDownsampleThreshold 1.5
     /MonoImageDict << /K -1 >>
     /Binding /Left
     /CalCMYKProfile (U.S. Web Coated (SWOP) v2)
     /MonoImageResolution 2400
     /AutoFilterGrayImages true
     /AlwaysEmbed [ /Courier-BoldOblique /Helvetica-BoldOblique /Courier /Helvetica-Bold /Times-Bold /Courier-Bold /Helvetica /Times-BoldItalic /Times-Roman /ZapfDingbats /SMinionPlus-Regular /Times-Italic /Helvetica-Oblique /Courier-Oblique /Symbol ]
     /ImageMemory 524288
     /SubsetFonts false
     /DefaultRenderingIntent /Default
     /OPM 1
     /MonoImageFilter /CCITTFaxEncode
     /GrayImageResolution 300
     /ColorImageFilter /DCTEncode
     /PreserveHalftoneInfo true
     /ColorImageDict << /QFactor 0.9 /Blend 1 /HSamples [ 2 1 1 2 ] /VSamples [ 2 1 1 2 ] >>
     /ASCII85EncodePages false
     /LockDistillerParams false
>> setdistillerparams
<<
     /PageSize [ 595.276 841.890 ]
     /HWResolution [ 2400 2400 ]
>> setpagedevice



906 A. Holland, B. O’Callaghan, and B. O’Sullivan

designer has the freedom to approach the design process in any way he wishes. The proto-
type ensures consistency amongst the designer’s decisions and can explain why inconsisten-
cies have occurred. Finally, designers prefer to use tools which are familiar to them and,
therefore, any additional tools that a designer is expected to use must have a “look-and-feel”
similar to those they already use. It was these considerations that set the agenda for the work
reported here.

This paper presents a prototype constraint-based computer-aided design (CAD) technol-
ogy that can be used to support designers working in the early stages of design. The CAD
technology has, at its core, a constraint filtering system based on generalized arc-
consistency processing [3] and backtrack search.

The remainder of the paper is organized as follows. Section 2 presents an overview of
the relevant literature. Section 3 presents an overview of the theory of conceptual design
upon which the prototype is based. Section 4 presents a summary of some of the important
features of the CAD system. Section 5 presents a walk-through the current prototype, de-
scribing in some detail how a scheme can be developed and configured by the designer. In
Section 6 a number of concluding remarks are made.

2   Background

In the design literature three phases of design are generally identified: conceptual design,
embodiment design and detailed design [16]. Constraint-based applications for design have
been more commonly applied to the post-conceptual phases of design [11, 12, 21]. The use
of constraint processing techniques for supporting configuration design has also been
widely reported in the literature [13, 19]. Applications of constraints to supporting Concur-
rent Engineering, Integrated Product Development and agent-based design have also re-
ceived significant interest  [2, 4, 5, 9, 11, 17].

Constraint-based approaches to supporting conceptual design have been reported in the
literature for quite a number of years [8, 18, 20]. However, most of this research does not
address the synthesis problem; the vast majority has focused on constraint propagation and
consistency management relating to more numerical design decisions. For example, “Con-
cept Modeler” is based on a set of graph processing algorithms that use bipartite-matching
and strong component identification for solving systems of equations [20]. The Concept
Modeler system allows the designer to construct models of a product using iconic abstrac-
tions of machine elements. Based on the earlier work on Concept Modeler, a system called
“Design Sheet” has been developed [18]. This system is essentially an environment for
facilitating flexible trade-off studies during conceptual design. It integrates constraint man-
agement techniques, symbolic mathematics and robust equation solving capabilities with a
flexible environment for developing models and specifying tradeoff studies.

While not a constraint-based system, the Conceptual Understanding and Prototyping
Environment (CUP) is an approach to supporting conceptual design that unites ideas from
traditional mechanical design with 3D layouts and knowledge engineering [1]. However,
our technology is entirely constraint-based which gives us the opportunity to exploit the
semantics of constraints and use inference as a core technique for navigating the design
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search space and providing explanations, as well as a declarative approach to modeling the
evolving schemes that the designer wishes to explore.

3   Underlying Engineering Design Principles

The model of conceptual design adopted here is based on the generally accepted observa-
tion that during this phase of design a designer works from an informal set of requirements
that the product must satisfy and generates alternative schemes consistent with them. Cen-
tral to the process of scheme generation is an understanding of function and how it can be
provided. The process involves the development of a functional decomposition that pro-
vides the basis for a realization of physical elements that form a scheme. In addition to
determining which physical elements comprise a scheme, the relations between them must
also be specified to a sufficient extent to permit the evaluation and comparison of alterna-
tive schemes.

In the remainder of this section a brief overview of some of the most important aspects
of our approach to conceptual design will be presented. For a more complete discussion of
the theory the reader is encouraged to refer to the more detailed literature available [14, 15].

The Design Specification.   The conceptual design process is initiated by the recognition of
a need or customer requirement. This need is analyzed and translated into a statement that
defines the functionality that the product should provide and the physical requirements that
the product must satisfy.

Conceptual Design Knowledge.   We employ a function-means map approach to cata-
loging how function can be provided by means [6, 14]. In a function-means map two differ-
ent types of means can be identified: design principles and design entities. A design princi-
ple is a means that is defined in terms of a set of functions that must be provided in order to
provide some higher-level functionality. Design principles are abstractions of known ap-
proaches to providing function. By utilizing a design principle the designer can decompose
higher-level functions without committing to a physical solution too early in the design
process. The functions that are required by a design principle collectively replace the func-
tion being embodied by that principle. The functions that define a design principle will,
generally, have a number of context relations defined between them. These context rela-
tions describe how the parts in the scheme, which provide these functions, should be con-
figured so that the design principle is used in a valid way. Note that a design principle is not
just a model of a known physical design solution, but is an abstraction that can be used to
encourage the designer to develop the design space to be explored. A design entity is de-
fined by a set of parameters and the constraints that exist between these parameters. For
example, an electronic resistor would be modeled as a design entity that is defined by three
parameters, resistance, voltage and current, between which Ohm’s Law (a constraint) would
hold.

Scheme Configuration using Interfaces.   Generally, the first means that a designer will
select will be a design principle. This design principle will substitute the required (parent)
functionality with a set of child functions. Ultimately the designer will embody all leaf-node
functions in the functional decomposition with design entities. During this embodiment
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process, the context relations from the design principles used in the scheme will be used as a
basis for defining the interfaces (constraints) between the design entities. The types of inter-
faces that may be used to synthesize a product will be specific to the engineering domain
within which the designer is working. Indeed, these interfaces may also be specific to the
particular company to which the designer belongs in order to ensure the configurability of
the product.

4   Features of the Current Prototype

In this section we briefly present the key features of our prototype CAD system for sup-
porting conceptual design, which we call ConCAD Expert. The technology is seamlessly
integrated with Autodesk Inventor1. This particular CAD system has been chosen for a
number of reasons. In particular, as well as being one of the most popular 3D solid-
modeling design environments, Inventor has an architecture similar to most tools of its kind,
but has a very rich API through which we can integrate with the host CAD system. Our
technology has, at its core, an interactive constraint filtering system based on generalized
arc-consistency [3] and backtrack search. The system is fully interactive, monitoring the
consistency of the designer’s decisions and providing feedback when an inconsistency has
been detected or the designer has requested justifications or explanations from the system. It
was developed using C#, and uses the Autodesk Inventor 5.3 COM API. An XML database
has been developed to store the parts available to the CAD system. The XML schema that
has been used represents a part file containing the various attributes of each part. The CAD
system is capable of the following:
1. It can reason about both physical and functional design requirements. This has been

enabled through the implementation of a constraint-based meta-layer within the host
CAD system;

2. In terms of functional features, the CAD technology can use abstract descriptions of
design principles to decompose the functional requirement of a design. Design principles
can be created and stored on-the-fly for future use;

3. The technology supports inference (generalized consistency processing) over designer-
specified/implied constraints. In addition, the configuration of parts and assemblies in the
CAD system is checked for consistency against the constraints represented in the design
specification, constraints introduced as a result of the design principles incorporated by
the designer, and constraints arising from the definition of parts and subassemblies.

4. The decisions underpinning the functional and physical synthesis of the design are avail-
able at all times and can be regarded as a history of the design’s evolution.

5. While the system ensures consistency amongst a designer’s decisions, it does not strictly
forbid any action that the designer may wish to take. In this way the technology acts as
an intelligent assistant that provides advice on the consequences of decisions, rather than
preventing the designer from making inconsistent ones.

                                                          
1 See http://www.autodesk.com/inventor
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However, a number of issues are not addressed by the current prototype. Amongst these is
support for freeform sketching. Also, the role of intelligent user-interfaces for conceptual
design is outside the scope of our current work.

5   An Interactive Design Session

In this section, a detailed interaction between a designer and the CAD system is presented.
Not all features of the system are presented. Rather, we focus here on how the functional
decomposition of a design is developed, and how this impacts the physical design. In the
example scenario we consider here, we simulate an interaction with a designer who wishes
to develop a concept for a two-stroke engine. Our focus here is to simply present how our
system supports the development of a concept from first principles.

(a) (b)

Fig. 1. Beginning our design project: deciding on a principle we wish to employ.

In Figure 1, the designer has set about developing a concept for the desired artifact. In
Figure 1(a), we see the starting state of the CAD system that primarily comprises a Func-
tional View of the product. This panel is used by the designer to specify the functional
decomposition of the product, the initial functional requirements, the physical requirements,
and any additional constraints that are added during the design process.

Also in Figure 1(a) the designer specifies a new design principle that he wishes to em-
ploy in the new design. This new design principle, based on a two-stroke engine, comprises
a number of functions that the user specifies. Figure 1(b) illustrates the function decomposi-
tion after the designer incorporates the new principle into his design. Clearly, we can see
that the designer now must consider embodying several functions in order to develop a
concept based on the principle he has employed.

The consequences of the designer’s decisions up to this point can be clearly seen in Fig-
ure 2. As the designer develops a concept, the CAD system builds a constraint satisfaction
problem representing the design. It is based upon this model that the inference capabilities
of the CAD system reason about the consistency of the designers decisions. In Figure 2 we
can see that there are a set of variables, each with corresponding domains, and some func-
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tional constraints. We can also see that the designer has not yet entered any physical or
geometrical constraints.

Fig. 2. The constraint satisfaction problem (CSP) representation of the design.

(a) (b)

Fig. 3. Adding additional constraints to the model

However, in Figure 3 the designer adds additional constraints into the model. In Figure
3(a) the designer defines a constant (a variable and a unary constraint) stating that the
maximum cost of a carburetor element in the design must be 155 units. This constant is
used in the definition of a more complex constraint in Figure 3(b) relating the constant with
a property of the design. Specifically, the designer ensures that the maximum cost of the
embodiment of the “mix” function is less than the maximum allowed value. In Figure 4 we
see the consequences of this decision on the choices that the designer has available.

Figure 4 presents the interface of the CAD system after the designer has made several
more decisions. Firstly, once the designer specified the principle underpinning the function
decomposition, by clicking on particular leaves of the function tree, the CAD system can
advise on consistent means for providing that function. Using a color-coding system, the
designer can distinguish between sub-assemblies, parts and design principles. Furthermore,



Supporting Constraint-Aided Conceptual Design 911

the means that are available to the designer are partitioned into two sets: the set of “Rec-
ommended Means” and the set of “Other Means”. The former is the set of means that can
provide the desired functionality and are also consistent with the physical constraints in the
CSP model. On the other hand, the latter is the set of means that, while satisfying the func-
tional constraints in the model, violate at least one physical constraint. Both sets are shown
so that the designer can see the consequences of his decisions. Explanations and detailed
property information is available by clicking on a means. The information provided will
help the designer determine why a particular means is no longer recommended for use.

Fig. 4. Part of the CAD system interface after the designer has introduced a new constraint.

Also shown in Figure 4 is the current CSP model encoding the designer’s decisions. It
can be clearly seen that the set of means being recommended for the “mix” function has
been reduced. The new constant definition and cost constraint can also be seen in the
model.

Earlier, when describing how design principles could be specified, we did not illustrate a
context relation being defined. Context relations are critical parts of the definition of a de-
sign principle in conceptual design since they specify how a design principle is to be used in
a valid manner when parts are being introduced into the scheme.

Figure 5 presents a sequence of interactions that a designer can use to specify/modify the
context relations associated with functions in a design principle. In Figure 5(a) the designer
selects the “cool” function of the two-stroke engine principle. In Figure 5(b) the designer
states what the relation between this function and another function should be. In this case
the designer states that a spatial relationship must hold between the part(s) providing the
cooling function in the engine and the part(s) providing the flywheel functionality. How-
ever, in general, context relations can also define how parts are interfaced with each other.
We shall see below how this affects the placement of parts.



912 A. Holland, B. O’Callaghan, and B. O’Sullivan

(a) (b)

Fig. 5. Defining a context relation between functions in a design principle.

However, before moving on, it should be noted that the functional decomposition in
this figure is more detailed than previously. This is due to the designer employing
another design principle into the design. It can be clearly seen how the functional
decomposition can be developed during design, becoming a complex tree of functions
and relationships between them that must be satisfied when a collection of parts is
used to provide the necessary functionalities.

Fig. 6. Positioning the flywheel and the cooling element to satisfy the spatial context relation.

In Figure 6 we see how a context relation affects the placement of parts in the CAD
system. Depicted here is a scenario in which the designer has selected a part to pro-
vide the cooling functionality and a second part for the flywheel functionality. As the
designer positions the part for the latter, a geometric constraint, in this case a spatial
constraint, is being checked for consistency. Figure 6 shows the result of this check,
indicating, in this case, that the constraint has been satisfied.
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Fig. 7. Part of the CSP model, after the designer has incorporated parts for the cooling and
flywheel functions, showing the geometric/spatial constraint implied by a context relation.

In Figure 7 we can see part of the current state of the CSP model as these interac-
tions are taking place. Note the geometric constraint in the figure. It is this constraint
that was being propagated and checked in Figure 6. As the designer develops the con-
cept further, employing new design principles, incorporating parts into the design,
etc., this CSP model will become far more detailed. Figure 8 presents an example state
of the CAD system after the designer has made several more decisions.

Fig. 8. The interface of the CAD system after many more interactions with the designer.

Note that in the process we have described the designer is free to make any deci-
sions that he wishes at any stage in the design process. The CAD technology we de-
scribe simply maintains the consistency of the designer’s decision, but does not strictly
forbid any form of action. This is a critical characteristic that CAD technologies for
supporting conceptual design must exhibit.

6   Conclusions

While engineering conceptual design is regarded as the most critical phases of product
development few computational tools exist that are capable of supporting the designer
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work through the conceptual phase of design. This paper presented a prototype con-
straint-based computer-aided design (CAD) technology, developed as an add-in to
Autodesk Inventor, which can be used to support designers working in the early stages
of design. The add-in has, at its core, a constraint filtering system based on general-
ized arc-consistency processing and backtrack search. We presented aspects of our
current prototype, focusing on those aspects related to the interactive specification,
development and configuration of the designer’s concepts from first principles.
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Abstract. This work presents the application of a first-order logic incremental
learning system, INTHELEX, to learn rules for the automatic identification of a
wide range of significant document classes and their related components.
Specifically, the material includes multi-format cultural heritage documents
concerning European films from the 20's and 30's provided by the EU project
COLLATE. Incrementality plays a key role when the set of documents is
continuously augmented. To ensure that there is no performance loss with
respect to classical one-step systems, a comparison with Progol was carried out.
Experimental results prove that the proposed approach is a viable solution, for
both its performance and its effectiveness in the document processing domain.

1   Introduction

Many important historic and cultural sources, which constitute a major part of our
cultural heritage, are fragile and distributed in various archives, which still lack effective
and efficient technological support for cooperative and collaborative knowledge
working. The IST-1999-20882 project COLLATE (Collaboratory for Annotation,
Indexing and Retrieval of Digitized Historical Archive Material) aims at developing a
WWW-based collaboratory [6] for archives, researchers and end-users working with
digitized historic/cultural material (URL: http://www.collate.de). The chosen
sample domain includes a large corpus of multi-format documents concerning rare
historic film censorship from the 20's and 30's provided by three major European film
archives, specifically, Deutsches Film Institut (DIF), Film Archive Austria (FAA) and
Národni Filmový Archiv (NFA). In-depth analysis and comparison of such documents
can give evidence about different film versions and cuts, and allow to restore lost or
damaged films, or to identify actors and film fragments of unknown origin. The
COLLATE system aims at providing suitable task-based interfaces and knowledge
management tools to support film experts’ individual work and collaboration in
analyzing, indexing, annotating and interlinking such documents. Continuously
integrating valuable knowledge about the cultural, political and social contexts into its
digital data and metadata repositories, it will provide improved content-based
functionality to better retrieve and interpret such a material.

In this environment, the automatic induction of rules that are able to recognize the
document classes and their significant components in order to provide them to the film

Verwendete Distiller 5.0.x Joboptions
Dieser Report wurde automatisch mit Hilfe der Adobe Acrobat Distiller Erweiterung "Distiller Secrets v1.0.5" der IMPRESSED GmbH erstellt.
Sie koennen diese Startup-Datei für die Distiller Versionen 4.0.5 und 5.0.x kostenlos unter http://www.impressed.de herunterladen.

ALLGEMEIN ----------------------------------------
Dateioptionen:
     Kompatibilität: PDF 1.3
     Für schnelle Web-Anzeige optimieren: Nein
     Piktogramme einbetten: Nein
     Seiten automatisch drehen: Nein
     Seiten von: 1
     Seiten bis: Alle Seiten
     Bund: Links
     Auflösung: [ 2400 2400 ] dpi
     Papierformat: [ 595 842 ] Punkt

KOMPRIMIERUNG ----------------------------------------
Farbbilder:
     Downsampling: Ja
     Berechnungsmethode: Bikubische Neuberechnung
     Downsample-Auflösung: 300 dpi
     Downsampling für Bilder über: 450 dpi
     Komprimieren: Ja
     Automatische Bestimmung der Komprimierungsart: Ja
     JPEG-Qualität: Maximal
     Bitanzahl pro Pixel: Wie Original Bit
Graustufenbilder:
     Downsampling: Ja
     Berechnungsmethode: Bikubische Neuberechnung
     Downsample-Auflösung: 300 dpi
     Downsampling für Bilder über: 450 dpi
     Komprimieren: Ja
     Automatische Bestimmung der Komprimierungsart: Ja
     JPEG-Qualität: Maximal
     Bitanzahl pro Pixel: Wie Original Bit
Schwarzweiß-Bilder:
     Downsampling: Ja
     Berechnungsmethode: Bikubische Neuberechnung
     Downsample-Auflösung: 2400 dpi
     Downsampling für Bilder über: 3600 dpi
     Komprimieren: Ja
     Komprimierungsart: CCITT
     CCITT-Gruppe: 4
     Graustufen glätten: Nein

     Text und Vektorgrafiken komprimieren: Ja

SCHRIFTEN ----------------------------------------
     Alle Schriften einbetten: Ja
     Untergruppen aller eingebetteten Schriften: Nein
     Wenn Einbetten fehlschlägt: Warnen und weiter
Einbetten:
     Immer einbetten: [ /Courier-BoldOblique /Helvetica-BoldOblique /Courier /Helvetica-Bold /Times-Bold /Courier-Bold /Helvetica /Times-BoldItalic /Times-Roman /ZapfDingbats /SMinionPlus-Regular /Times-Italic /Helvetica-Oblique /Courier-Oblique /Symbol ]
     Nie einbetten: [ ]

FARBE(N) ----------------------------------------
Farbmanagement:
     Farbumrechnungsmethode: Farbe nicht ändern
     Methode: Standard
Geräteabhängige Daten:
     Einstellungen für Überdrucken beibehalten: Ja
     Unterfarbreduktion und Schwarzaufbau beibehalten: Ja
     Transferfunktionen: Anwenden
     Rastereinstellungen beibehalten: Ja

ERWEITERT ----------------------------------------
Optionen:
     Prolog/Epilog verwenden: Nein
     PostScript-Datei darf Einstellungen überschreiben: Ja
     Level 2 copypage-Semantik beibehalten: Ja
     Portable Job Ticket in PDF-Datei speichern: Nein
     Illustrator-Überdruckmodus: Ja
     Farbverläufe zu weichen Nuancen konvertieren: Ja
     ASCII-Format: Nein
Document Structuring Conventions (DSC):
     DSC-Kommentare verarbeiten: Ja
     DSC-Warnungen protokollieren: Nein
     Für EPS-Dateien Seitengröße ändern und Grafiken zentrieren: Ja
     EPS-Info von DSC beibehalten: Ja
     OPI-Kommentare beibehalten: Nein
     Dokumentinfo von DSC beibehalten: Ja

ANDERE ----------------------------------------
     Distiller-Kern Version: 5000
     ZIP-Komprimierung verwenden: Ja
     Optimierungen deaktivieren: Nein
     Bildspeicher: 524288 Byte
     Farbbilder glätten: Nein
     Graustufenbilder glätten: Nein
     Bilder (< 257 Farben) in indizierten Farbraum konvertieren: Ja
     sRGB ICC-Profil: sRGB IEC61966-2.1

ENDE DES REPORTS ----------------------------------------

IMPRESSED GmbH
Bahrenfelder Chaussee 49
22761 Hamburg, Germany
Tel. +49 40 897189-0
Fax +49 40 897189-71
Email: info@impressed.de
Web: www.impressed.de

Adobe Acrobat Distiller 5.0.x Joboption Datei
<<
     /ColorSettingsFile ()
     /AntiAliasMonoImages false
     /CannotEmbedFontPolicy /Warning
     /ParseDSCComments true
     /DoThumbnails false
     /CompressPages true
     /CalRGBProfile (sRGB IEC61966-2.1)
     /MaxSubsetPct 100
     /EncodeColorImages true
     /GrayImageFilter /DCTEncode
     /Optimize false
     /ParseDSCCommentsForDocInfo true
     /EmitDSCWarnings false
     /CalGrayProfile ()
     /NeverEmbed [ ]
     /GrayImageDownsampleThreshold 1.5
     /UsePrologue false
     /GrayImageDict << /QFactor 0.9 /Blend 1 /HSamples [ 2 1 1 2 ] /VSamples [ 2 1 1 2 ] >>
     /AutoFilterColorImages true
     /sRGBProfile (sRGB IEC61966-2.1)
     /ColorImageDepth -1
     /PreserveOverprintSettings true
     /AutoRotatePages /None
     /UCRandBGInfo /Preserve
     /EmbedAllFonts true
     /CompatibilityLevel 1.3
     /StartPage 1
     /AntiAliasColorImages false
     /CreateJobTicket false
     /ConvertImagesToIndexed true
     /ColorImageDownsampleType /Bicubic
     /ColorImageDownsampleThreshold 1.5
     /MonoImageDownsampleType /Bicubic
     /DetectBlends true
     /GrayImageDownsampleType /Bicubic
     /PreserveEPSInfo true
     /GrayACSImageDict << /VSamples [ 1 1 1 1 ] /QFactor 0.15 /Blend 1 /HSamples [ 1 1 1 1 ] /ColorTransform 1 >>
     /ColorACSImageDict << /VSamples [ 1 1 1 1 ] /QFactor 0.15 /Blend 1 /HSamples [ 1 1 1 1 ] /ColorTransform 1 >>
     /PreserveCopyPage true
     /EncodeMonoImages true
     /ColorConversionStrategy /LeaveColorUnchanged
     /PreserveOPIComments false
     /AntiAliasGrayImages false
     /GrayImageDepth -1
     /ColorImageResolution 300
     /EndPage -1
     /AutoPositionEPSFiles true
     /MonoImageDepth -1
     /TransferFunctionInfo /Apply
     /EncodeGrayImages true
     /DownsampleGrayImages true
     /DownsampleMonoImages true
     /DownsampleColorImages true
     /MonoImageDownsampleThreshold 1.5
     /MonoImageDict << /K -1 >>
     /Binding /Left
     /CalCMYKProfile (U.S. Web Coated (SWOP) v2)
     /MonoImageResolution 2400
     /AutoFilterGrayImages true
     /AlwaysEmbed [ /Courier-BoldOblique /Helvetica-BoldOblique /Courier /Helvetica-Bold /Times-Bold /Courier-Bold /Helvetica /Times-BoldItalic /Times-Roman /ZapfDingbats /SMinionPlus-Regular /Times-Italic /Helvetica-Oblique /Courier-Oblique /Symbol ]
     /ImageMemory 524288
     /SubsetFonts false
     /DefaultRenderingIntent /Default
     /OPM 1
     /MonoImageFilter /CCITTFaxEncode
     /GrayImageResolution 300
     /ColorImageFilter /DCTEncode
     /PreserveHalftoneInfo true
     /ColorImageDict << /QFactor 0.9 /Blend 1 /HSamples [ 2 1 1 2 ] /VSamples [ 2 1 1 2 ] >>
     /ASCII85EncodePages false
     /LockDistillerParams false
>> setdistillerparams
<<
     /PageSize [ 595.276 841.890 ]
     /HWResolution [ 2400 2400 ]
>> setpagedevice



916 T.M.A. Basile et al.

experts would be very helpful. In particular, the complexity of the available documents
layout structure suggests the use of symbolic (first-order logic) descriptions and
techniques. Good results in this field would be a strong motivation to extend the
application of the presented techniques to other kinds of documents of interest in the
field of office automation. In this perspective, one possible application would be the
classification of new incoming documents, e.g. invoices/letters/advertisements, and
store them by type in a database. This led us to try applying the INTHELEX learning
system to this domain.

The following section presents INTHELEX, an incremental learning system, along
with its reasoning strategies; then, Section 3 reports the experimental results obtained
on COLLATE documents and the comparison with the batch system Progol [10], that
differently from INTHELEX performs learning in one step, i.e. it requires all the
information needed for carrying out its task to be available when the learning process
starts. Lastly, Section 4 draws some conclusions.

2   Incremental Learning with INTHELEX

Automatic revision of logic theories is a complex and computationally expensive task.
Incremental learning is necessary when incomplete information is available at the
time of initial theory generation, which is very frequent in real-world situations.
Hence, the need for incremental models to complete and support the classical batch
ones, that perform learning in one step and thus require the whole set of observations
to be available since the beginning. Such a consideration, among others on the
incremental learning systems available in the literature led to the design and
implementation of INTHELEX1 (INcremental THEory Learner from EXamples) [3],
whose most characterizing features are in its incremental nature, in the reduced need
of a deep background knowledge, in the exploitation of negative information and in
the peculiar bias on the generalization model, which reduces the search space and
does not limit the expressive power of the adopted representation language.

2.1  The Inductive Core

INTHELEX is a learning system for the induction of hierarchical logic theories from
examples: it is fully incremental (in addition to the possibility of refining a previously
generated version of the theory, learning can also start from an empty theory); it is
based on the Object Identity assumption (terms, even variables, denoted by different
names within a formula must refer to different objects) and learns theories expressed
as sets of DatalogOI clauses [11] from positive and negative examples; it can learn
simultaneously multiple concepts, possibly related to each other (recursion is not
allowed); it retains all the processed examples, so to guarantee validity of the learned
theories on all of them; it is a closed loop learning system (i.e., a system in which
feedback on performance is used to activate the theory revision phase [1]).
                                                          
1  It is currently available in binary format for i586 DOS-based platforms

(http://lacam.di.uniba.it:8000/systems/inthelex/)
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The learning cycle performed by INTHELEX can be described as follows. A set of
examples of the concepts to be learned, possibly selected by an expert, is provided by
the environment. This set can be subdivided into three subsets, namely training,
tuning, and test examples, according to the way in which examples are exploited
during the learning process. Specifically, training examples, previously classified by
the expert, are stored in the base of processed examples, then they are exploited to
obtain a theory that is able to explain them. Such an initial theory can also be
provided by the expert, or even be empty. Subsequently, the validity of the theory
against new available examples, also stored in the example base, is checked by taking
the set of inductive hypotheses and a tuning/test example as input and producing a
decision that is compared to the correct one. In the case of incorrectness on a tuning
example, the cause of the wrong decision can be located and the proper kind of
correction chosen, firing the theory revision process. Specifically, INTHELEX
incorporates two inductive refinement operators to revise the theory, one for
generalizing hypotheses that reject positive examples, and the other for specializing
hypotheses that explain negative examples. In this way, tuning examples are exploited
incrementally to modify incorrect hypotheses according to a data-driven strategy. Test
examples are exploited just to check the predictive capabilities of the theory, intended
as the behavior of the theory on new observations, without causing a refinement of the
theory in the case of incorrectness.

Whenever a new example is taken into account, it is stored in the historical
memory of all past examined examples and the current theory is checked against it. If
it is positive and not covered, generalization must be performed. One of the clauses
defining the concept the example refers to is chosen by the system for generalization.
The set of generalizations of this clause and the example is computed, by taking into
account a number of parameters that restrict the search space according to the degree
of generalization to be obtained and the computational budget allowed. If one of such
generalizations is consistent with all the past negative examples, then it replaces the
chosen clause in the theory, or else a new clause is chosen to compute generalization.
If no clause can be generalized in a consistent way, the system checks if the example
itself, with the constants properly turned into variables, is consistent with the past
negative examples. If so, such a clause is added to the theory, or else the example
itself is added as an exception.

If the example is negative and covered, specialization is needed. Among the theory
clauses occurring in the derivation of the example, INTHELEX tries to specialize one
at the lowest possible level in the dependency graph by adding to it one (or more)
positive literal(s), which characterize all the past positive examples and can
discriminate them from the current negative one. Again, parameters that bound the
search for the set of literals to be added are considered. In case of failure on all of the
clauses in the derivation, the system tries to add the negation of a literal, that is able to
discriminate the negative example from all the past positive ones, to the clause related
to the concept the example is an instance of. If this fails too, the negative example is
added to the theory as an exception. New incoming observations are always checked
against the exceptions before applying the rules that define the concept they refer to.
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2.2  Multistrategy Learning

Another peculiarity in INTHELEX is the integration of multistrategy operators that
may help in the solution of the theory revision problem by pre-processing the
incoming information, according to the theoretical framework for integrating different
learning strategies known as Inferential Learning Theory [9]. Namely, deduction is
exploited to fill observations with information that is not explicitly stated, but is
implicit in their description, and hence refers to the possibility of better representing
the examples and, consequently, the inferred theories. Conversely, abduction aims at
completing possibly partial information in the examples (adding more details),
whereas abstraction removes superfluous details from the description of both the
examples and the theory. Thus, even if with opposite perspectives, both aim at
reducing the computational effort required to learn a correct theory with respect to the
incoming examples.

INTHELEX requires the observations to be expressed only in terms of the set of
predicates that make up the description language for the given learning problem. To
ensure uniformity of the example descriptions, such predicates have no definition.
Nevertheless, since the system is able to handle a hierarchy of concepts, combinations
of these predicates might identify higher level concepts that is worth adding to the
descriptions in order to raise their semantic level. For this reason, INTHELEX
implements a saturation operator that exploits deduction to recognize such concepts
and explicitly add them to the examples description. The system can be provided with
a Background Knowledge, supposed to be correct and hence not modifiable,
containing (complete or partial) definitions in the same format as the theory rules.
This way, any time a new example is considered, a preliminary saturation phase can
be performed, that adds the higher level concepts whose presence can be deduced
from such rules by subsumption and/or resolution. In particular, the generalization
model of implication under Object Identity is exploited [5]. Differently from
abstraction (see next), all the specific information used by saturation is left in the
example description. Hence, it is preserved in the learning process until other
evidence reveals it is not significant for the concept definition, which is a more
cautious behaviour.

Abduction was defined by Peirce as hypothesizing some facts that, together with a
given theory, could explain a given observation. According to the framework
proposed in [7], an abductive logic theory is made up by a normal logic program [8],
a set of abducibles and a set of integrity constraints. Abducibles are the predicates
about which assumptions (abductions) can be made: They carry all the
incompleteness of the domain (if it were possible to complete these predicates then
the theory would be correctly described). Integrity constraints (each corresponding to
a combination of literals that is not allowed to occur) provide indirect information
about them. The proof procedure implemented in INTHELEX corresponds,
intuitively, to the standard Logic Programming derivation suitably extended in order
to consider abducibles.

Abstraction is a pervasive activity in human perception and reasoning. When we
are interested in the role it plays in Machine Learning, inductive inference must be
taken into account as well. The exploitation of abstraction concerns the shift from the
language in which the theory is described to a higher level one. According to the
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framework proposed in [13], concept representation deals with entities belonging to
three different levels. Concrete objects reside in the world, but any observer's access
to it is mediated by his perception of it. To be available over time, these stimuli must
be memorized in an organized structure, i.e. an extensional representation of the
perceived world. Finally, to reason about the perceived world and communicate with
other agents, a language is needed, that describes it intensionally. Abstraction takes
place at the world-perception level by means of a set of operators, and then
propagates to higher levels, where it is possible to identify operators corresponding to
the previous ones. An abstraction theory expresses such operators, that allow the
system to replace a number of components by a compound object, to decrease the
granularity of a set of values, to ignore whole objects or just part of their features, and
to neglect the number of occurrences of some kind of object. In INTHELEX the
abstraction theory must be given, and the system automatically applies it to the
learning problem at hand before processing the examples.

3   Experimental Results on the COLLATE Dataset

Supported by previous successful application to the paper document processing domain
[12], the symbolic learning system INTHELEX has been applied to learn rules for the
automatic identification of a wide range of significant COLLATE classes and their
related components, to be used for indexing/retrieval purposes and to be submitted to
the users for annotation. A challenge comes from the low layout quality and standard of
the material, which causes a considerable amount of noise in its description (see Figure
1). The layout quality is often affected by manual annotations, stamps that overlap to
sensible components, ink specks, etc. As to the layout standard, many documents are
typewritten sheets, that consist of all equally spaced lines in Gothic type. Such a
situation requires the system to be flexible in the absence of particular layout
components due to the typist's style, and to be able to ignore layout details that are
meaningless or superfluous to the identification of the interesting ones.

The dataset consisted of 29 documents for the class faa_registration_card (a
certification that the film has been approved for exhibition in the present version by the
censoring authority), 36 ones for the class dif_censorship_decision (decision
whether a film could or could not, and in which version, be distributed and shown
throughout a Country), 24 ones for the class nfa_cen_dec_model_a and 13 for the
class nfa_cen_dec_model_b (both these classes represent a list of intertitles needed to
check whether a film shown in the cinema was the same as the one examined by the
censorship office). Other 17 reject documents were obtained from newspaper articles.
Note that the symbolic method adopted allows the trainer to specifically select
prototypical examples to be included in the learning set. This  explains why theories
with good predictiveness can be obtained even from fewer observations.

The first-order descriptions of such documents, needed to run the learning system,
were automatically generated by the system WISDOM++ [4]. Starting from scanned
images, such a system is able to identify the layout blocks that make up a paper
document along with their type and relative position.
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Fig. 1. Sample COLLATE documents

Each document was then described in terms of its composing layout blocks, along
with their size (height and width), position (horizontal and vertical), type (text, line,
picture and mixed) and relative position (horizontal/vertical alignment, adjacency).
The description length of the documents ranges between 40 and 379 literals (144 on
average) for class faa_registration_card, between 54 and 263 (215 on average)
for class dif_censorship_decision; between 105 and 585 (269 on average) for
class nfa_cen_dec_model_a and between 191 and 384 (260 on average) for class
nfa_cen_dec_model_b.

Each document was considered as a positive example for the class it belongs, and as
a negative example for the other classes to be learned; reject documents were considered
as negative examples for all classes. Definitions for each class were learned, starting
from the empty theory and with all the negative examples at the beginning (in order to
simulate a batch approach), and their predictive accuracy was tested according to a 10–
fold cross validation methodology, ensuring that each fold contained the same
proportion of positive and negative examples.
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As regards the rules learned by INTHELEX, Figure 2 shows a definition for the
classification of documents belonging to dif_censorship_decision class. It is
interesting to note that it is straightforwardly understandable by humans. Specifically,
the English translation of the concept expressed by this rule is “a document belongs to
this class if it has long length and short width, it contains three components in the
upper-left part, all of type text and having very short height, two of which are medium
large and one of these two is on top of the third ”. This feature was greatly appreciated
by experts in charge of working with the processed documents, and was one of the goals
we aimed to.

Fig. 2. Examples of Learned Definitions

Two remarks are worth for this class: first, the features in the above description are
common to all the learned definitions in the 10 folds, which explains why the
performance of the system on this class of documents is the best of all; second, starting
with descriptions whose average length was 215, the average number of literals in the
learned rules is just 22.

Experiments were run not only with INTHELEX, but also with the state-of-the-art
system Progol. The aim was checking that there is no loss in performance using the
incremental technique instead of the batch one. This would allow to safely exploit the
incremental approach in domains characterized by a continuous flow of new documents.
Table 1 reports the statistics regarding the performance of the two exploited approaches,
averaged on the 10 folds, of the classification process in this environment as regards
number of clauses that define the concept Clauses, Accuracy on the test set
(expressed in percentage) and Runtime (in seconds).

The difference in computational time between the two systems is noteworthy,
confirming that the incremental approach should be more efficient than the batch one
(since it has to just revise theories stepwise, instead of learning them from scratch). On
the contrary, predictive accuracy seems very similar, which suggested to perform a
statistical test for assessing its significance.

Thus, to better assess the goodness of INTHELEX, the performance of the system on
these datasets in the above 10-fold cross validation was compared, according to a paired
t-test [2], to that obtained by the Progol batch system. The aim was to evaluate the
difference in effectiveness of the rules induced by the two systems according to the
predictive accuracy metric. Table 2 reports the results of such a comparison, requiring a

class_dif_cen_decision(A) :-
   image_lenght_long(A),image_width_short(A),
   part_of(A,B),
   width_medium_large(B),height_very_very_small(B),
   type_of_text(B),pos_left(B),pos_upper(B),
   part_of(A,C),
   height_very_very_small(C),type_of_text(C),
   pos_left(C),pos_upper(C),
   on_top(C,D),
   width_medium_large(D),height_very_very_small(D),
   type_of_text(D),pos_left(D),pos_upper(D).
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significance level of α = 0.995. In hypothesis testing, the significance level of a test is
the probability of incorrectly rejecting the null hypothesis. In our experiment the null
hypothesis is: “the two systems are equally performing”. Here, we want some guarantee
that the two systems are comparable, in order to apply the incremental one in real word
domains, such as office automation. In other words, we want be sure with a high
probability that there are no differences among the two systems. Thus, we have chosen
an high significance, that assures the systems equality with a very small margin to make
a mistake on evaluating their performance. The test revealed no statistically significant
differences in predictive accuracy among the systems in the classification task in the
cultural heritage material environment.

Table 1. Statistics for Document Classification

Clauses Runtime (sec.) Accuracy (%)
Progol INTHELEX Progol INTHELEX Progol INTHELEX

DIF 1.0 1.0 687.70 17.13 99.17 99.17
FAA 3.6 3.5 3191.98 334.05 95.83 94.17
NFA_A 4.6 2.8 1558.90 87.71 95.73 93.92
NFA_B 1.0 1.7 359.67 92.05 97.63 97.56

Table 2. INTHELEX – Progol Comparison

Accuracy (%)
Progol INTHELEX t-value

DIF 99.17 99.17 0
FAA 95.83 94.17 0.80
Mod_A 95.73 93.92 0.57
Mod_B 97.63 97.56 0.03

The experimental results show that INTHELEX is able to learn theories with
performance comparable to the batch systems ones. This seems interesting, since the
incremental setting implies having, at any moment, only a limited vision of the domain.
Conversely, batch systems such as Progol can consider the whole knowledge available
since the beginning of the learning process, so having a general vision of the knowledge
available. Thus, such a feature should in principle result in a better predictive accuracy
of theories learned by the latter with respect to those provided by the former.

4   Conclusion and Future Work

This paper presented experimental results proving the benefits that the addition of the
incremental learning system INTHELEX in the architecture of the EU project
COLLATE can bring, in order to learn rules for automatic classification and
interpretation of cultural heritage documents. The domain is particularly challenging
because of the low layout quality and standard of the material, which can represent a
good testbed in the perspective of applying the same techniques to the field of office
automation, where the continuous flow of new documents makes incrementality a
necessary feature. INTHELEX works on symbolic (first-order logic) representations,
that proved very powerful in describing a complex environment such as the COLLATE
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one. This was confirmed by a comparison with the batch learning system Progol on the
predictive accuracy metric, revealing that there are generally no statistically significant
differences among the two systems.

The presented experiments were carried out by exploiting only pure induction.
Nevertheless, the multistrategy features provided by INTHELEX could probably further
improve the performance. Thus, future work will concern performing new experiments
aimed at comparing multistrategy learning with respect to the baseline results presented
in this paper.

Acknowledgement. This work was partially funded by the EU project IST-1999-20882
COLLATE “Collaboratory for Annotation, Indexing and Retrieval of Digitized
Historical Archive Material”.
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Abstract.  Grouping images into semantically meaningful categories using the
low-level visual features is a challenging and important problem in content-
based image retrieval and other applications. In this paper, we show a specific
high-level classification problem (scene images classification) using the low
level features such as representative colors and Gabor textures. Based on the
low level features, we introduce the multi-class SVMs to merge these features
with the final goal to classify the different scene images. Experimental results
show our method is promising.

1   Introduction

Image classification commonly means that grouping images into semantically
meaningful categories based on the available training data. However, although some
work [1,2,3] has been done in this field, little results have been obtained to satisfy
user’s expectations. Image classification is still a challenging and important problem
in compute vision recently.

In the feature extraction, many methods have been developed such as the
histogram [4] and texture [5]. The disadvantage of [4] is that the dimensionality of
histogram is too high. So in this paper, we provide a new method to compute its
histogram called dominant color for representing the images. In [5], the input of
classifier is the raw pixels of the segmented images rather than the extracted features.
Therefore, this method has the obvious drawback that is computationally expensive.
So the texture features are provided in this paper by using Gabor-filters which can
capture the texture’s edges and directions very effectively.

From Bayes classifier to neural networks, there are many possible choices for an
appropriate classifier. Among these, support vector machines (SVMs) would appear
to be a good candidate because of their ability to generalize in high-dimensional
spaces without the need to add a prior knowledge. The appeal of SVMs is based on
their strong connection to the underlying statistical learning theory. That is, an SVM
is an appropriate implementation of the structural risk minimization method [6]. For
several pattern classification applications [7,8], SVMs have been shown to provide
better generalization performance than traditional techniques such as neural networks
[9].
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For the convenience, the object of our research has been narrowed into scene
images from the benchmark data which are available at http://www.project.-
minerva.ex.ac.uk. Therefore, the aim of this paper is to illustrate the potential of
SVMs in scene classification. According to human observation, the objects of the
images from the benchmark data may be brick, grass, leave, pebble, sky, road and
tree. In order to classify the above objects efficiently, we solve the problem by using
multi-class SVMs instead of binary SVMs classifier. Firstly the images are segmented
into five fixed regions, which are shown in figure 1, just because a whole image can
consist of two or more objects. If the segmented images still consist of more than one
object, we should discard them from our experimental database. Then the dominant
color histogram and Gabor-based textures are extracted based on the segmented
images. Finally the features are applied in the multi-class SVMs with the goal to
classify the images.

Fig. 1.  Image decomposition

This paper is organized as the follows: in section 2,we will briefly introduce the
previous work on image classification. In section 3, overview of SVMs and multi-
class SVMs will be provided. We will describe the feature extraction such as
dominant color histogram and Gabor-based on textures in section 4. In section 5,
Experimental results will be provided and discussed. Finally, conclusions will be
given in section 6.

2   Related Work

Several attempts at classifying images using low-level features and different
approaches of classifiers have been made.

In [10], Martin Szummer showed how high-level scene properties can be inferred
from classification of low-level image features, specially for the indoor-outdoor
classification. They studied three different low-level features: (1) histograms in the
Ohta color space (2) multiresolution, simultaneous autoregressive model parameters
(3) coefficients of a shift-invariant DCT. And they apply three different classifiers and
make comparisons based on the above features. Finally they conclude that relatively
simple classifiers (k-nearest neighbors) performed better than the more sophisticated
neural networks and mixture of expert classifiers.

In [11], Aditya Vailaya studied the classification of city images and landscapes
which can be solved from simple low-level features such as color histogram, color
coherence vector, DCT coefficient, edge direction histogram and edge direction. A
weighted k-NN classifier is used for the classification which results in an accuracy of

R5

R3R4

R2R1
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93.9% when evaluated on an image database 2716 images using the leave-one-out
method.

However, research work [10,11] mainly focuses on two-class classification
problem. In fact, the real world images can be classified more than two classes.
Accordingly, Markos Markou and Sameer Singh [12] began to conduct research on
multi-class image classification based on neural network. In this paper, we conduct
research on the same image database from [12] based on SVMs instead of neural
networks. Experimental results show that our provided method outperforms the
method provided in [12].

3   Support Vector Machines

3.1   Optimal Separating Hyperplanes

We give in this section a brief introduction to SVMs. Let Niii yx ≤≤1),(  be a set of
training samples, each sample d

i Rx ∈ , d being the dimension of the input space,
belongs to a class labeled by { }1,1 −+∈iy . The aim is to define a hyperplane which
divides the set of samples such that all the points with the same label are the same
side of the hyperplane.

N,1,i            0)( Kf =+ bwxy ii
(1)

This amounts to finding w and b so that if there exists a hyperplane satisfying (1),
the set is said to be linearly separable. In this case, it is always possible to rescale w
and b so that N,1,i      1)(min

1
L=≥+

≤≤
bwxy ii

Ni

i.e., so that the distance

between the closest point to the hyperplane is w1 . Then, (1) becomes

N,1,i            1)( K=≥+ bwxy ii
(2)

Among the separating hyperplanes, the one for which the distance to the closet
point is maximal is called optimal separating hyperplane (OSH). Since the distance to
the closest point is w1 , finding the OSH amounts to minimizing 2w  under
constraints (2).

The quantity w2 is called the margin, and thus the OSH is separating
hyperplane which maximizes the margin. The margin can be seen as a measure of the
generalization ability: the larger margin, the better generalization is expected [6].

Since 2w is convex, minimizing it under linear constraints (2) can be achieved

with Lagrange multipliers. If we denote by ),,( 1 Nααα L= the N nonnegative
Lagrange multipliers associated with constraints (2). Our optimization problem

amounts to maximizing where 0≥iα and under constraints 0
1

=∑ = i
N

i iy α .
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ii

N

i
i xyw ∑

=
=

1

0
0 α

(3)

This can be achieved by use of standard quadratic programming method. However,
for large learning tasks with many training samples, solving the quadratic
optimization programs with bound constraints and one linearly equality constraints
quickly become intractable in the memory and time requirements. Accordingly, a new
fast algorithm for SVM called sequential minimal optimization [13] was developed in
order to make SVM more practical. In this paper, we also adopted this algorithm into
our research work.

Once the vector ),,( 00
1

0
Nααα L=  solution of the maximization problem (3)

has been found, the OSH ),( 00 bw  has the following expansion:

               ii

N

i
i xyw ∑

=

=
1

0
0 α (4)

The support vectors are the points for which 00 >iα satisfy (2) with equality.

Considering the expansion (4) of 0w , the hyperplane decision function can be thus
written as

)sgn()( 0
1

0 bxxyxf ii

N

i
i +•= ∑

=

α
(5)

3.2   Linearly Non-separable Case

When the data is not linearly separable, we introduce slack
variables ),,( 1 Nξξ L with 0≥iξ  to allow the possibility of examples that violate
(2)

N,1,i       1)( L=−≥+• iii bxwy ξ (6)

The purpose of the variables iξ is to allow misclassified points, which have their

corresponding 1>iξ . Therefore ∑ iξ is an upper bound on the number of training
errors. The generalized OSH is then regarded as the solution of the following problem
of minimizing subject to constraints (6) and 0≥iξ .

∑
=

+•
N

i
iCww

12
1 ξ (7)

The firs term is minimized to control the learning capacity as in the separable case;
the purpose of the second term is to control the number of misclassified points. The
parameter is chosen by the user, a larger C corresponding to assigning a higher
penalty to errors.
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3.3   Nonlinear Support Vector Machines

However, since it is unlikely that a general pattern recognition problem can actually
be solved by linear classifier (separating hyperplane), the OSH needs to be augmented
in order to allow for nonlinear decision surfaces. The basic idea is to map the data into
a high dimension feature space through some nonlinear mapping FR d →Φ : and
perform the above algorithm in F . Since the solution has the form, it is nonlinear in
the original input variables.

             ))()(sgn()(
1

bxxyxf ii

N

i
i +•= ∑

=

φφα (8)

According to the Cover’s theorem [14] states that such a multidimensional space
can be transformed into a new feature space F where the patterns are linearly
separable with a high probability, provided two conditions are satisfied: first the
transformation is nonlinear and second, the dimensionality of the feature space is high
enough. Accordingly, F usually needs to have a very high dimensionality in order to
be linearly separable. And the solution is to replace all the occurrence of an inner
product resulting from two mappings with the kernel function K defined as:

)()()( yxxK φφ •= (9)

Conversely, given a symmetric positive kernel ),( yxK , Mercer’s theorem [15]
implies the existence of a mapping φ  such that )()()( yxxK φφ •= . Then,
without considering the mapping φ  explicitly, a nonlinear SVM can be constructed
by selecting the proper kernel. Table 1 summarizes the kernel functions for three
common types of SVMs: Polynomial learning machines, radial basis function
networks and two-layer perceptrons.

Table 1.  Possible kernel functions and types of classifiers

Inner product kernel Type of classifier
Polynomial kernel: dxyyxK )1(),( += Polynomial learning machine

Gaussian kernel:

)
2

1exp(),( 2
2 yxyxK −−=

σ

Radial-basis function network

Tangent hyperbolic
kernel: )tanh(),( Θ−= xyyxK

Two-layer perceptron

3.4   Multi-class Support Vector Machines

SVMs are designed for binary classification. Various approaches have been
developed in order to extend the standard SVMs to multi-class cases. The following
strategies can be applied to build K-class classifiers utilizing binary SVM classifiers:
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1. K one-against-rest classifiers
The ith SVM will be trained with all of the examples in the ith class with positive
labels, and all other examples with negative labels. We refer to SVMs trained in
this way as l-v-r SVMs. The final output of the K l-v-r SVMs is the class that
corresponds to the SVM with highest output value. This method suffers several
drawbacks:(1)We have to relabel all the samples. (2) There is no bound on the
generalization error for the 1-v-r SVM. (3) The training time of the standard
method scales linearly with K

2. 2)1( −KK one-against-one classifier
For each possible pair of classes a binary classifier is calculated. Each classifier is
trained on a subset of the training set containing only training examples of two
involved classes. All classifiers are combined through a majority voting scheme
to estimate the final classification. Here the class with maximal number of votes
among all classifiers is the estimation.

In our paper, we only consider the latter case. Based on the one-against-one
classifier, different schemes are developed for generating the multi-class classifier.
• Friedman [16]suggested a Max win algorithm: each 1-v-l classifier casts one vote

for its preferred class, and the final result is the class with the most votes.
Friedman shows circumstances in which this algorithm is Bayes optimal.
Unfortunately this method does not have bounds on the generalization error.

• Pairwise coupling [17] trains 2)1( −KK binary classifier, each of which can
produce a pairwise probability. Pairwise coupling couples these pairwise probabilities
into a common set of posterior probabilities. However, such method has also some

drawbacks. When a sample
−
x is classified by 2)1( −KK classifiers, and at the

same time, 
−
x doesn’t belong to both of the two involved classes of this classifier, the

probabilistic measures of −
x to the two classes are meaningless and maybe damage the

coupling output of pariwise coupling.
• John C.Platt described a large margin DAGs for multi-class classification[18], in

which he made use of the Decision Directed Acyclic Graph a learning
architecture to combine many two-classifiers. It is called the Directed Acyclic
Graph Support Vector Machines. The two-classifier SVM directed acyclic graph
has 2)1( −KK  internal nodes and K leaves. Each node is a two-class SVM
classifier of ith and jth classes. Given a test example x starting from the root
node, the decision function is evaluated. Then it moves to either left or right
depending on the output value. Therefore we go through the path before each a
leaf node that indicates the predicated class. The simple description of the
algorithm is shown in figure 2.

4   Feature Extraction

In [4,5], only one low-level feature was adopted for representing the images,
however, one low-level feature can not fully represent the image and will generate
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high error rate during the image classification. In section 5, some experimental results
combined features will outperform better than single feature.

1  v s  4

1  v s  22  v s  33  v s  4

1  v s  32  v s  4

n o t 1 n o t 4

n o t  2 n o t 1n o t 4
n o t 3

4 3 2 1

1
2
3
4

2
3
4

1
2
3

2
3

3
4

1
2

Fig. 2.  The decision DAG for finding the best class out of four classes

4.1   Dominant Color Histogram

According to human vision perception, a small number of image colors are sufficient
to express the color information. Therefore, in our method, we regard eight colors as
the dominant colors. Eight colors are illustrated as
following: white}andblack cyan,magenta,yellow,lue,,,{ bgreenred , which can
be respectively mapped into corresponding points in the RGB space:

}}255,255,255{},0,0,0(
},255,255,0{},255,0,255{},0,255,255{},255,0,0{},0,255,0{},0,0,255{{

In order to compute dominant color histogram, the colors in the image should be
clustered based on the nearest neighbor algorithm.

4.2   Gabor-Based Features

Among the texture features, features computed from Gabor filtered images appear
quite promising. Using the gabor filters designed in [18], an image is decomposed at
K orientations and S scales. For a given image ),( yxI , its decomposed image at
scale ),,1( Smm L= and direction ),,1( Knn L= is defined to be

1111
* ),(),(),( dydxyyxxgyxIyxW mnmn −−= ∫ (10)

Where ),( yxW mn is the filtered image at a specific scale m and direction n. In this
paper, we set S=4 and K=6. For each Gabor filter, we will compute two moments: the
mean ijµ  and the standard deviation ijσ , therefore, we will obtain the following

vector ],,,,[ 24241111 σµσµ L for representing the image
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Based on the Gabor feature, SVM are adopted for classification. In fact, SVM may
be as the same as the multichannel filtering. The operation performed by a kernel in
an SVM is essentially the same of a channel in a multi-channel filtering method: the
kernel computes the inner product )()(,( yxyxK φφ= between the input x  and the
SVs y . Accordingly, the SVs play the role of a filter bank. As such, it should noted
that an SVM can emphasize the correct separation of training data through the
selection of filters (SVs), while, in a classical multi-channel filtering approach, the
filter selection criteria are generally not directed to classification performance. In this
paper, we first adopted the multi-channel filtering for feature extraction and then
SVMs for classification.

5   Experimental Results

5.1   Experimental Setup

The images are from the benchmark data available at http://www.project.-
minerva.ex.ac.uk. There are about 448 color images. And images of different natural
scenes contain some objects such as grass, brick, pebbles, leaves, sky, road and trees.
All images are stored in bitmap format with 24-bit color depth and a resolution of
720*512 pixel.  For our research purpose, we convert all images into a resolution of
256*256 pixel and segmented images into five fixed regions according to figure 1.
Therefore, we obtained about 2240 subimages with a resolution of 128*128.

Then we asked for two students to classify the subimages into one of seven objects.
If one image consists of more than one object, they were asked to discard it from the
experimental database. Then we will obtain the following classification results: bricks
(313), grass (254), leaves (297), pebbles (278), road (278), sky (234) and trees (251)
and discard the remaining images from our experimental database. We select the
about the bricks (150), grass (120), leaves (140), pebbles (130), roads (150), sky (105)
and trees (125) as our training samples, and randomly select some images from the
remaining images as the testing samples.

5.2   Experimental Results

In our research, we develop several experiments to study the potential of SVMs for
image classification. In order to study how different low-level features affect on the
image classification accuracy, we first use the dominant color histogram.
Unfortunately, the classification results could not satisfy our expectation (confusion
matrix shown table 2). Combined features based on dominant color histogram and
gabor-based textures can give a very high classification accuracy for the training
samples (matrix shown in table3). For simplicity, we labels eight different classes as
following: brick (A), grass (B), leaves(C), pebbles (D), road (E), sky (F) and tree (G).

From the above results, we will conduct the following experiments based on the
combined the features. In order to study the different kernels provided in table 1 on
image classification, different kernel parameters and regularization parameter C are
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needed to be adjusted to achieve the better generalization. The most straightforward
method to select the parameters is to use validation data, which are distinct from the
training data. However, when the amount of available training data is limited, it is
important to have an alternative means of tuning the parameters, without having to
put aside parts of the training set for validation purposes. The proposed method for
tuning the parameters is mainly based on Scholopf’s work [19]. The strength of an
SVM is based on its automatic capacity control (in terms of VC-dimension). The
capacity control takes place within a class of functions }:{ Af ∈αα (or equivalently

F) specified a prior by its choice of the kernel function. Scholopf pointed out the VC-
dimension of αf can be estimated by term that is proportion to the radius r of the

smallest ball containing all the data points in F. Since the r depends on the shape of F,
the VC-dimension depends on the kernel parameters. The estimation of r from the
given parameters can be formulated in a similar way to training SVMs. At the same
time, we also use the different multi-class strategies on image classification. Figure3
and Figure4 give the classification accuracy results while applying different
parameters and different multi-class strategies.

Table 2. Confusion Matrix based on
dominant color

Table 3. Confusion Matrix based on
combined feaures

Fig. 3.  Image classification result based on polynomial kernel (C=100)
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From the results, we can see that the performance of DAGs is almost as the same
as that of Maxwin strategy. However they performed better than Pairwise coupling. In
the polynomial kernel method, with increasing of parameter p, the accuracy began to
decrease. And when 6>p , the image accuracy became so bad. In the Gaussian
kernel method, with decrease of the parameter α , the image accuracy began to
increase. For specified problems, we should select the optimal parameters to make
sure of the good generalization of the SVMs.

Fig. 4. Image classification accuracy based on Gaussian kernel (C=100)

Table 4.  Comparison between SVMs and Neural network

Classifier Average accuracy
Neural Network 50~70%

DAGSVM 60~80%

Compared the results applying neural networks [12], the provided maxwin and
DAGs SVM receives a litter better performance (see table 4). In contrast to neural
network, an SVM is more concerned with the minimizing the testing error than
directly minimizing the training error.

6 Conclusion

In this paper, we only consider one image only consists of one object. However,
images may consist of more objects. Therefore, how to classify such images becomes
the goal of our further research.
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Abstract. The main issue in e-learning is student modelling, i.e. the analysis of
a student’s behaviour and prediction of his/her future behaviour and learning
performance. Indeed, it is difficult to monitor the students' learning behaviours.
A solution is the exploitation of automatic tools for the generation and
discovery of user profiles, to obtain a simple student model based on his/her
learning performance and communication preferences, that in turn allows to
create a personalized education environment. This paper focuses on Machine
Learning approaches for inducing student profiles, respectively based on
Inductive Logic Programming (the INTHELEX system) and on methods using
numeric algorithms (the Profile Extractor system), to be exploited in this
environment. Moreover, an experimental session has been carried out,
comparing the effectiveness of these methods along with an evaluation of their
efficiency in order to decide how to best exploit them in the induction of
student profiles.

1   Introduction and Motivations

In all areas of the e-era, personalization plays an important role. Specifically, in e-
learning a main issue is student modelling since it is not easy to monitor students'
learning behaviours. Adaptive personalized e-learning systems could accelerate the
learning process by revealing the strengths and weaknesses of each student. They
could dynamically plan lessons and personalize the communication and didactic
strategy.

Artificial Intelligence (AI) offers powerful methods, which are useful in the
development of adaptive systems. In the past, several intelligent techniques have been
experimented in the ITS (Intelligent Tutoring Systems) development: in particular, AI
techniques were exploited for the representation of pedagogical knowledge, the
construction of the knowledge bases related both to the subject domain and to the
didactic strategies and, finally, the student model generation, based on explicit
knowledge of the student behaviour or on the analysis of the student mistakes and
misunderstandings. Using AI techniques, Computer-Assisted Instruction systems can
be adapted, during the interaction, to the student personality, characteristics and
learning performance.
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However, still today, many teaching systems based on the Web have not
capitalized such experience and are often not capable to personalize the instruction
material they supply in order to satisfy the needs of each single student. Anyway, a lot
of attention  has been given to user modelling in e-learning systems: for instance,
EUROHELP [2] was devised to provide tools and methods for developing Intelligent
Help Systems; InterBook [3] provided a user model based on stereotype, which
represented the user's knowledge levels about every domain concept, and was
modified as the user moved through the information space. Other projects used
specific criteria to define a user ability model (e.g. MANIC [12], an online
courseware system, determines user typology through heuristics, such as which slides
the student has seen and which quizzes he/she has done).

In this paper we have focused our attention on two different Machine Learning
approaches in order to discover the user-student preferences, needs and interests and
to generate simple student models based on the learning performance and the
communication preferences. In particular, we have used two different systems for
inducing student profiles, respectively INTHELEX (based on Inductive Logic
Programming) and the Profile Extractor system (that exploits algorithms based on
numeric methods).
Assuming to have a first set of students and to be able to group them in a number of
classes, each of which represents a student category, it is possible, by means of
inductive methods of Machine Learning, to infer the concepts, i.e. the intensional
definitions of student classes, which represent the student models. The training set
from which to infer the conceptual user-student models (profiles) is made up of data
concerning each student. Such data were initially collected through preliminary tests
to estimate the students’ background knowledge and to gather information concerning
their educational goals and motivations, the preferred modalities of communication
etc. Then, they were enriched by the logs of the successive interactions.

After illustrating both systems, we will provide a comparison of the effectiveness
of these methods along with an evaluation of their efficiency in such an environment,
in order to better understand how they could be exploited in an e-learning platform.

2   The Profile Extractor System

The Profile Extractor System, developed at LACAM (Knowledge Acquisition and
Machine Learning Laboratory of the University of Bari) is a system to generate user
profiles automatically [1]. It is a highly reusable module that allows the classification
of users through the analysis of their past interaction with the system and employs
supervised learning techniques.
Figure 1 shows the complete system architecture, that is further subdivided into four
modules: Profile Rules Extractor, Profile Manager, Usage Patterns Extractor and
XML I/O Wrapper.

The Profile Manager and the Profile Rules Extractor are the modules mainly
involved in the profile generation process; the Usage Patterns Extractor groups
dialogue sessions in order to infer some usage patterns that can be exploited for
understanding user trends and for grouping single users, who share the same interests



Machine Learning Approaches for Inducing Student Models 937

and preferences, into user communities [8]. The XML I/O Wrapper is the layer
responsible for the integration of the inner modules with external data sources (using
the XML protocol) and for the extraction of the data required for the learning process.

Fig. 1. The architecture of the Profile Extractor

The input to the Profile Extractor is represented by the XML file that contains the
personal and interaction data of the user. This information is arranged into a set of
unclassified instances, where each instance represents a single user, from the XML
I/O Wrapper. The subset of the instances chosen to train the learning system has to be
preclassified by a domain expert (each user is associated with a subset of the
categories): this is the actual input to the Profile Rules Extractor, which will infer
classification rule sets. The actual user profile generation process is performed by the
Profile Manager, on the grounds of the user data and the set of rules induced by the
Profile Rules Extractor. When the need to generate/update user profiles arises, the
user data are arranged into a set of instances which represents the input to the Profile
Manager. On the basis of the classification rule sets inferred, the classifier predicts the
user behaviour in a system.

For the purpose of extracting user profiles, we focused on supervised machine
learning techniques. Starting from preclassified examples of some target concepts,
these techniques induce rules useful for predicting the classification of further
unclassified examples. For this reason the core of the Profile Extractor is WEKA [13],
a machine learning tool developed at the University of Waikato (New Zealand), that
provides a uniform interface to many learning algorithms, along with methods for
pre/post-processing and for the evaluation of the results of learning schemes, when
applied to any given dataset. To integrate WEKA in the Profile Extractor we
developed XWEKA, an XML compliant version of WEKA, that is able to represent
input and output in XML format. The learning algorithm adopted in the profile
generation process is based on PART [5], a rule-based learner that produces rules
from pruned partial decision trees, built using C4.5’s heuristics [9]. The antecedent, or
precondition, of a rule is a series of tests, just like the tests at nodes in the
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classification path of a decision tree, while the consequent, or conclusion, gives the
class that applies to instances covered by that rule. The main advantage of this method
is not performance but simplicity: it produces good rule sets without any need for
global optimization.

Extensive experimentation of the system proposed for the automatic extraction of
the user profile has been carried out in a field not far from that of e-learning: digital
libraries. We experimented the Profile Extractor System in digital libraries in several
contexts like e-Commerce [1] and contemporary European cultural documents [6].

3   The Symbolic Learning System: INTHELEX

INTHELEX1 (INcremental THEory Learner from EXamples) [4] is a symbolic
learning system for the induction of hierarchical first-order logic theories from
positive and negative examples. It can focus the search for definitions by exploiting
the Object Identity bias (according to which terms denoted by different names within
a formula must refer to different objects) [11]. Such a system is able to learn
simultaneously multiple concepts (i.e., definitions for different concepts), possibly
related to each other; it guarantees validity of the theories on all the processed
examples; it uses feedback on performance to activate the theory revision phase; in
addition to the possibility of refining a previously generated version of the theory,
learning can also start from an empty theory. It exploits a previous version of the
theory (if any), a graph describing the dependence relationships among concepts, and
an historical memory of all the past examples that led to the current theory.

Incremental learning is necessary when either incomplete information is available
at the time of initial theory generation, or the nature of the concepts evolves
dynamically, which are unnegligible issues for the task of learning student profiles.
Indeed, the classical batch models, that perform learning in one step and hence require
the whole set of observations to be available from the beginning, are not able to
handle such cases, that are very frequent in real-world situations. Thus, the need for
incremental models to complete and support the batch ones.

The learning cycle performed by INTHELEX can be described as follows. A set of
examples of the concepts to be learned, possibly selected by an expert, is provided by
the environment. This set can be subdivided into three subsets, namely training,
tuning, and test examples, according to the way in which examples are exploited
during the learning process. Specifically, training examples, previously classified by
the expert, are stored in the base of processed examples, and are exploited to obtain a
theory that is able to explain them. Such an initial theory can also be provided by the
expert, or even be empty. Subsequently, the validity of the theory against new
available examples, also stored in the example base, is checked by taking the set of
inductive hypotheses and a tuning/test example as input and producing a decision that
is compared to the correct one. In the case of incorrectness on a tuning example, the
cause of the wrong decision can be located and the proper kind of correction chosen,
firing the theory revision process. In this way, tuning examples are exploited
                                                          
1 INTHELEX is currently available in binary format for i586 DOS-based platforms

(http://lacam.di.uniba.it:8000/systems/inthelex/).
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incrementally to modify incorrect (too weak or too strong) hypotheses according to a
data-driven strategy. Test examples are exploited just to check the predictive
capabilities of the theory, intended as the behavior of the theory on new observations,
without causing a refinement of the theory in the case of incorrectness.

Another peculiarity of INTHELEX is the integration of multistrategy operators that
may help to solve the theory revision problem by pre-processing the incoming
information [7]. The purpose of induction is to infer, from a certain number of
significant observations, regularities and laws that may be valid for the whole
population. INTHELEX incorporates two inductive refinement operators, one for
generalizing hypotheses that reject positive examples, and the other for specializing
hypotheses that explain negative examples. Exceptions are exploited as a last resort
when no correct refinement can be found. Deduction is exploited to fill observations
with information that is not explicitly stated, but is implicit in their description, and
hence refers to the possibility of better representing the examples and, consequently,
the inferred theories. Indeed, since the system is able to handle a hierarchy of
concepts, some combinations of predicates might identify higher level concepts that
are worth adding to the descriptions in order to raise their semantic level. The
concepts hierarchy contains all the dependencies among the concepts to be learned; if
there are no expressed relations, the system will assume the concepts to be isolated.
Such relations are expressed as a set of clauses like the following:

bicycle(X) :- wheel(X), mechanic(X,Y)
mechanic(X,Y):-bicycle_chain(X,Y,Z),front_gear(X,Y),rear_gear(X,Y)

whose interpretation is, respectively: “concept bicycle depends on concepts wheel and
mechanic”; and “concept mechanic depends on concepts bicycle_chain, front_gear
and rear_gear”. In the graph variables are used as placeholders to indicate the
concepts arity.

INTHELEX exploits deduction to recognize such concepts and explicitly add them
to the example description. The system can be provided with a Background
Knowledge containing complete or partial definitions expressed as the theory rules.
Abduction aims at completing possibly partial information in the examples, adding
more details. Its role in INTHELEX is helping to manage situations where not only
the set of all observations is partially known, but each observation could also be
incomplete. Abducibles are the predicates on which assumptions (abductions) can be
made; integrity constraints provide indirect information on them. The proof procedure
implemented in INTHELEX corresponds, intuitively, to the standard Logic
Programming derivation suitably extended in order to consider abducibles and
integrity constraints. Lastly, Abstraction removes superfluous details from the
description of both the examples and the theory. The exploitation of abstraction in
INTHELEX concerns the shift from the language in which the theory is described to a
higher level one. An abstraction theory contains information on the operators
according to which the shift is to be performed. INTHELEX automatically applies it
to the learning problem at hand before processing the examples. The implemented
abstraction operators allow the system to replace a number of components with a
compound object, to decrease the granularity of a set of values, to ignore whole
objects or just part of their features, and to neglect the number of occurrences of a
certain kind of object.
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4   Experimental Sessions

CAMPUS ONE is an e-Learning Project of the University of Bari,
(http://www.campusone.uniba.it), for providing courses on Fundamentals of
Computer Science for all types of degree (human degree, science degree, etc.). In this
project, each student for each kind of degree must attend the first two modules (Module
1 Fundamentals Computer Science, Module 2 Management Computer And File). An
experiment was performed for each module, by identifying three classes for each of
them on the ground of the final student performance evaluation: good, sufficient or
insufficient. The information on each student were gathered from the log file of an e-
learning platform.

4.1  Design of the Experiments

The experimental dataset was made up of information on 140 students. The
students’profiles were classified, by a domain expert, as Good, Sufficient, or Insufficient
in the two modules above mentioned. The distribution of students into the three classes
for both the considered modules are as follows. For module 1: 45% Good – 23,57%
Sufficient – 31,43% Insufficient; for module 2: 45% – 21,43% – 33,57% respectively.

Fig. 2.  Example of student’s description

The descriptions of the students, exploited as examples to induce classification
rules, were made up of personal data of the students, such as background culture and
current job (e.g., curriculum_name and job_description), and enriched by logs of their
successive interactions with the e-learning platform, such as initial and final score that
the student obtained for each section in each module, or number of accesses and
duration of each access. Figure 2 shows a part of the example description for a
student.

class_good(user_id) :-
average_duration_acces(user_id,19),
curriculum_name(user_id,ecdlprevenzioneinambientedilav),
job_description(user_id,tecnico_della_prevenzione),
number_access(user_id,41),
initial_score_mod1sec1(user_id,25),
final_score_mod1_sec1(user_id,100),
initial_score_mod1_sec2(user_id,30),
final_score_mod1_sec2(user_id,81),
initial_score_mod2_sec1(user_id,35),
final_score_mod2_sec1(user_id,48),
initial_score_mod2_sec2(user_id,15),
final_score_mod2_sec2(user_id,92),
initial_score_mod3_sec1(user_id,45),
final_score_mod3_sec1(user_id,56),
initial_score_mod3_sec2(user_id,12),
final_score_mod3_sec2(user_id,65), ...
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The goodness of profiles induced by the two approaches was evaluated according
to a 10-fold cross-validation methodology, that is the 90% of the whole dataset was
used for the training process and the remaining 10% for the testing phase. This
process was made ten different times assuring that there was no intersections between
the ten test sets. Several metrics were used in the testing phase and classification
effectiveness has been measured in terms of the classical Information Retrieval
notions – Precision (Pr) and Recall (Re) – and predictive accuracy [10].

More in detail, let the classes be {d1 = Good, d2 = Sufficient, d3 = Insufficient}, for
each value di, TP (True Positive) is the number of test users that both the system and
the domain expert assigned to class di in the selected experiment. TN (True Negative)
is the number of users that both the system and the domain expert did not classify as
di. FP (False Positive) is the number of test users that the system classified as di in the
selected experiment, differently from the domain expert classification (not di) in the
same experiment. FN (False Negative) is the number of users that the system did not
classify as di while the domain expert classified them as di.

Then, Recall, Precision and Accuracy are computed as follows:

where TOT indicates the total number of test users.
We also used F-measure, which is a combination of Precision and Recall:

4.2  Discussion

For each class (Good, Sufficient and Insufficient), the systems were trained to infer
proper classification rules, on the basis of an instance set representing different
students (training set).

Figure 3 shows the classification rules describing the Good class of the Profile
Extractor system (where the rule sets may be expressed as disjunctions of conditions)
for the experiment set up on the first module,  Module 1 Fundamentals of Computer
Science, on the ground of logs containing interaction and student features, while
Figure 4 shows an example of rule induced by INTHELEX for the same experiment.

The rule learned by INTHELEX for the class Good, shown in Figure 4, says,
among other things, that a UserA is a good student for module 1 if he didn’t obtain an
high result (score) at the beginning of the first section (section 1) of such a module,
but  he has filled his gap before the end of the module; in fact, he has obtained a high
result (score) in the final test of the last section (section 2) of such a module.

The rule learned by INTHELEX for the class Good, shown in Figure 4, says,
among other things, that a UserA is a good student for module 1 if he didn’t obtain an
high result (score) at the beginning of the first section (section 1) of such a module,
but  he has filled his gap before the end of the module; in fact, he has obtained a high
result (score) in the final test of the last section (section 2) of such a module.
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Fig. 3. An example of classification rules returned by the Profile Extractor system

Fig. 4. An example of classification rules returned by the INTHELEX system

Table 1 reports the experimental results concerning the classification effectiveness
for both the experiments: Module 1 Fundamentals Computer Science and Module 2
Management Computer And File.

Both the experiments concerned the two modules that the students must attend. As
shown in Table 1, the performance of the Profile Extractor system  is greater than that
of INTHELEX for all the evaluated metrics. An in-deep analysis of such a result
suggests that the motivation of this behaviour is located in the inborn nature of the
two systems: the Profile Extractor was built to extract profiles from a set of data that
have an attribute-value representation, whereas the INTHELEX learning capabilities
are more suitable in discovering relationships among objects in the representation.
Therefore, since the dataset representing the student features is a set of attribute-value
couples, the performance of the Profile Extractor system is more effective.
Nevertheless, while the rules induced by the Profile Extractor give poor information
about student data, the rules discovered by INTHELEX provide a lot of details both
on the student’s personal information and on their learning capability.

The Rules Extracted for the Class GOOD are 5:

1. If NUMBER_ACCESS <= 15.0
   Then Class: no

2. If AVERAGE_DURATION_ACCESS > 15.0 And
    FINAL_SCORE_MODULE_1_SECTION_1 > 4.0

   Then Class: yes

3. If AVERAGE_DURATION_ACCESS <= 16.0
   Then Class: no

4. If INITIAL_SCORE_MODULE_1_SECTION_1 <= 21.0
   Then Class: yes

5. Otherwise Class: no

class_good(UserA) :-
 high_final_score_module_1_section_2(UserA),
 low_final_score_module_2_section_1(UserA),
 low_final_score_module_2_section_2(UserA),
 low_final_score_module_3_section_3(UserA),
 low_final_score_module_3_section_5(UserA),
 curriculum_name(UserA, Type_curriculum),
 ecdl_scienze_biosanitarie(Type_curriculum),
 not(high_medium_initial_score_module_1_section_1(UserA)).
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Table 1.  Results for the “Module1” experiment.

Re Pr F-mea Accuracy

Profile Extractor 0,97 0,97 0,96 0,97
Good

INTHELEX 0.48 0.60 0.51 0.62
Profile Extractor 0,97 0,97 0,96 0,97

Sufficient
INTHELEX 0.35 0.54 0.41 0.57

Profile Extractor 0,91 0,92 0,90 0,94

Module 1

Insufficient
INTHELEX 0.61 0.53 0.52 0.69

Profile Extractor 0,97 0,92 0,94 0,95
Good

INTHELEX 0.39 0.52 0.42 0.54
Profile Extractor 0,97 0,96 0,96 0,98

Sufficient
INTHELEX 0.43 0.61 0.41 0.78

Profile Extractor 0,88 0,90 0,88 0,91

Module 2

Insufficient
INTHELEX 0.67 0.64 0.60 0.74

Thus, a conclusion of this analysis is that a combination of both approaches could be
effectively applied in the e-learning environment in order to adapt the platform,
during the interaction, to the student personality, characteristics and learning
performances. In fact, a co-operation of both methods could consist in, firstly,
discover a profile with an high accuracy, by means of the Profile Extractor, in order to
perform a phase of adaptation of the platform to a coarser grain-size level, and
successively to fine-tune the personalization of the platform exploiting the more
detailed profiles induced by INTHELEX.

5   Conclusion and Future Work

E-learning environments give users a high degree of freedom in following a preferred
educational path, together with a control to explore effective paths. This freedom and
control is beneficial for the students, resulting in a deeper understanding of the
instructional material. Sometimes, this type of e-learning environment is problematic,
since some students are not able to explore it effectively. One way to address this
problem is to augment the environments with personalized support. Indeed, it is
possible to adapt an e-learning environment planning a personalized path for each
user-student, based on his needs, goals and characteristics, with the aim of improving
the learning process.

Paper focused on student modelling, and presented two systems for automatically
generating the profiles of an e-learning user. We have evaluated the effectiveness of
both systems in such an environment and we have observed that they seem to be
complementary for improving the personalization of the e-learning platform.
Future work concerns the exploitation of the induced profiles in order to plan a
personalized educational path.

Acknowledgement. The authors would like to thank Professor T. Roselli for the
CAMPUS ONE dataset used in this experimentation.
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Monte Carlo Approach for Switching State-Space Models
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Abstract. In this paper we present a Monte Carlo EM algorithm for learning the
parameters of a state-space model with a Markov switching. Since the expecta-
tions in the E step are intractable, we consider an implementation based on the
Gibbs sample. The rate of convergence is improved using a nesting algorithm
and Rao-Blackwellised forms. We illustrate the performance of the proposed
method for simulated and experimental physiological data.

1   Introduction

In recent years, various switching state-space models (SSMs) were developed with
applications ranging from econometrics [1] to control engineering [2]. In this paper,
we are mainly concerned with the models introduced in [3] and represented mathe-
matically by
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where {Yt} is the sequence of observations, {Xt
{m}} are the M sequences of real val-

ued hidden state vectors, and {St} is the sequence of discrete hidden state vectors. The
discrete switching state can take M values, St∈ {1,…,M}, and has a homogeneous
Markovian structure specified by the initial probabilities π and the transition matrix
Φ. The zero-mean Gaussian noise vectors wt

(m), and vt are uncorrelated with covari-
ance matrices Q(m), m=1,…, M, and R, respectively, and they are independent of the
sequence {St}.  A(m) are the transition matrices and C(m) are the output matrices for the
state-space model m.

Notice that for M=1 (i.e. no discrete switching variable), we obtain a linear Gaus-
sian state-space model. The Expectation Maximization (EM) algorithm, with the E
step based on the Kalman filter and smoother, can be applied for system identification
[4]. On the other hand, if we keep only the observation sequence {Yt} and the discrete
switching variables {St}, we are in the classical setting of hidden Markov chains. For
learning the parameters, we can employ a special case of the EM algorithm, known as
the Baum-Welch algorithm ([5] pp 329-333).

The E step becomes intractable [3], if we try to implement the EM algorithm for
the switching SSM (1)-(2). To overcome this difficulty, two approaches using ap-
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proximate inference methods were employed (see [6] for a justification of the conver-
gence of these variants of the EM algorithm). The first method merges a mixture of M
Gaussian into one Gaussian at each time step ([1], pp. 99-109). The second one is
based on a variational approach [3]. Both approaches suffer the well-known problems
of the EM algorithm, namely the possibility to be trapped in a local minimum, and the
slow rate of convergence

In this paper, we apply a Monte Carlo EM (MCEM) algorithm [7] and we ap-
proximate the expectations in the E step using a block Gibbs sampler [8]. In a purely
Bayesian approach, the Gibbs sampler was previously used for a slightly different
model (see [1], pp.237-241). In our case, the advantage of using the Gibbs sampler is
that, once the simulated values for the discrete variables {St} are obtained, we can ap-
ply the Kalman filter and smoother. This allows us to use Rao-Blakwellised forms in
the E step, and also to speed up the algorithm by nesting [9]. Once the parameters of
the system are estimated, we can solve a classification problem, assigning each obser-
vation Yt to the class i, i∈{1,…,M} corresponding to the maximal probability
P(St=j|{Yt}), j=1,…,M. The proposed nested Monte Carlo EM (NMCEM) algorithm
is presented in detail in the next section.

Being a combination between discrete and linear Gaussian dynamics, the switching
SSMs are appropriate for modeling many real life problems. Here, we first compare
the performance of our approach with the two methods mentioned earlier, for simu-
lated data. Then, we consider a set of physiological experimental data, which is di-
vided into training and test set. On the training set, we apply the NMCEM for learning
the parameters of the models. On the test set, the estimated values of the parameters
are used for classification. The results are reported in section 3.

2   The Learning Algorithm

The parameters of the proposed model are Θ={R, Φ, π, A(m), C(m), Q(m), Ξ(m), µ(m),
m=1,…,M}. Here, Ξ(m) and µ(m) are the covariance and the mean of the hidden Gaus-
sian state variable X1

(m) in the state-space model m.

2.1 The Monte-Carlo EM Algorithm

The EM algorithm is especially suitable for learning the parameters of the switching
SSM (1)-(2), because it is easier to calculate the likelihood of the augmented data {St,
X t

(m), m∈{1,…,M}, Y t,} than the likelihood of the observed data {Yt} (see [3] for
detailed calculations). The algorithm starts with an initial guess Θ0 of the unknown
parameters and then iteratively compute the estimation Θ*, each iteration involving
two steps: the expectation (E) and the maximization (M) step.

In the E-step, the conditional expectation Q(Θ,Θn) of the augmented data log-
likelihood is computed, giving the current estimation Θn of the parameters. For the
mixture structure of the switching SSMs, any attempt to calculate the exact expecta-
tion becomes impractical [3]. Here, we propose an MCEM algorithm [7].  Instead of
an exact E-step, we use an approximation
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where T is the number of observations, Y:= { }tY , for any set Ω, 1Ω denotes the
characteristic function of Ω, and VAR(X) denotes the variance of X. The expectations
in (4)-(10) are approximated in the Monte-Carlo E step using the Gibbs sampler.

2.2   The Gibbs Sampler

Let denote X:= { }M1m,X )m(
t K= , S:= { }tS  and define
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The probabilities in (11) and (12) can be calculated as in [8] (notice that in (12) we
have only Gaussian densities). The probabilities in (13) are in fact intractable, since
they involve integration with respect to X and S, respectively. Starting with an initial
guess S(0), the block Gibbs sampler generates a sequence X(1), S(1), X(2), S(2), …
such that S(i) is drawn from f(S|X(i),Y) and X(i+1) is drawn from g(X|S(i),Y). This
produces a homogeneous Markov chain {S(i),X(i)} and, under appropriate regularity
conditions ([10]), we are eventually sampling from P(S,X|Y). In our case, strong con-
vergence results can be easily proved if {S(i)} is aperiodic and irreducible [10] (for
instance if Φ(i,j)>0 for any i,j=1,…,M). We can now state the following theorem

Theorem 1. If {S(i)} is aperiodic and irreducible, then {X(i)} is an ergodic Markov
chain with invariant distribution g(X|Y). Moreover, The Markov chain {X(i)} is φ-
mixing.

Proof. The proof is similar to the proof of theorem 1 reported in [11]. The main idea is
to transfer some of the properties of {S(i)} to {X(i)} using a duality principle ([11]).

Corollary 1 We have the following central limit theorem
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Proof. This is a direct consequence of the geometric φ-mixing property of {X(i)}.

Remark 1. A similar result can be formulated for the Markov chain {S(i),X(i)} with
the stationary distribution P( S, X | Y )=g( X | S, Y )f( S | Y )

Remark 2. A very important consequence of the theorem is the fact that the ergodic
theorem [10] applies and we can approximate
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for I large enough and Eg[ |h(X)| | Y ]<∞. In our case, this justifies the Rao-
Blackwellised forms. The central limit theorem in the corollary allows us to monitor
the convergence by estimating the variance σh.

2.3    The Nested MCEM Algorithm

Since under very reasonable conditions the proposed Gibbs sampler is convergent, we
can then use the following Rao-Blackwellised forms and the Kalman smoothing for
estimating the expectations in (4)-(8):
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In every cycle of the MCEM, we repeatedly apply random generators. Hence,
compared to any deterministic implementation of the EM algorithm, the MCEM is
slow. Thus, any technique which is capable to improve the rate of convergence is very
valuable. Here we propose a nested MCEM algorithm [9].

We consider two augmented-data sets Yaug1={Yt, St} and Yaug2={ Yt, St, Xt
(m),

m=1,…,M}. The NMCEM algorithm fixes the augmented data Yaug1 and runs several
EM iterations conditional on these values. The E-step for the inner EM algorithm is
based only on the Kalman smoother and the previous Rao-Blackwellised forms and,
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as a consequence, is more efficient. A formal proof of the faster rate of convergence
for the nested EM is given in [9]. Here, we present the algorithm in detail:

Initialize the parameters of the model
Repeat until log likelihood has converged:

   Draw values for {S t,
)m(

tX , m=1,…,M} using the

   Gibbs sampler;
   Calculate the conditional probabilities using for-
   mulas (21)-(22);
   For k=1 to Knesting do
     Inner E-step
     Run Kalman smoothing recursions given the sample
     {S(i), i=1,…,Ln};
     Replace in the Rao-Blakwellised forms (17)-(20);
     Inner M-step
     Re-estimate the parameters of the model using the
     formulas (4)-(10).

We conclude this section by discussing some issues concerning the implementation
of the algorithm. Following the suggestion given in [7], we increase the number Ln of
data in the Gibbs sampler at each new cycle of the MCEM algorithm. For the number
of inner steps we have tried Knesting=3,5,7 with comparable results. Since the log like-
lihood is intractable, we apply a harmonic average [12] to estimate its values, and the
bridge sampling presented in [9] to monitor the convergence. Instead of the classical
block Gibbs sampler presented in [8], we prefer the disturbance smoother from [13],
for its better performance.

3   Applications

Now, to assess the effectiveness of the proposed algorithm, we compare the perform-
ance of the MCEM with the algorithms presented in [3] and [1], pp 99-109. To facili-
tate the comparison with the variational approach, we consider similar data as in [3].

3.1 Simulated Data

First, we suppose that the model parameters are known and we use the Gibbs sampler
to solve a classification problem. As in [3], the SSMs and the switching process are
defined as
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where the initial probabilities are π(1)=π(2)=0.5, and the transition probabilities are
Φ(1,1)= Φ(2,2)=0.95 and Φ(1,2)= Φ(2,1)=0.05.

We generate 200 sequences of length 200 from this model. A set of data and its
true segmentation are displayed in Fig. 1.

Fig. 1. Data sequence of length 200 with its true segmentation bellow it: the upper dots repre-
sent the switch state 2, and the lower dots the switch state 1

For each sequence we run the Gibbs sampler described in section 2.2. A point Yt is
considered to be from class 1 or class 2 according to the values of the probabilities
P(St=m | Y1,…,YT ), m=1,2. These conditional probabilities are estimated using (21).
The histogram of the percent correct segmentations is displayed in Fig.2(a). Com-
pared with the results reported in [3], even with the annealed algorithm, we notice a
significant increase of the percent correct segmentations. However, the Gibbs sampler
is much slower than the variational approach, and we could not use exactly the same
data as in [3].

For the same simulated data sets, we have also implemented the merging method
presented in [1], pp. 99-106. Since we are not interested in the Kalman smoothing, we
apply a generalized pseudo Bayesian algorithm of order 1 to each SSM. Using only
the forward part of the algorithm, we classify according to P(St=m| Y1,…,Yt), m=1,2,
and the results are displayed in Fig2(b). The average performance of the method
based on the Gibbs sample is about 8.4% better than this Gaussian merging method.
However, we can approximate the conditional probabilities P(St=m| Y1,…,YT), m=1,2
using the merging method and the smoother presented in [1] pp. 106-109. The results
are shown in Fig.2(c) and are obviously better than the ones displayed in Fig.2(b).
The average of the percentage of the correct segmentations is about 3.8% greater for
the algorithm based on the Gibbs sampler.

We also tested other switching SSMs, and we have consistently obtained better re-
sults with the algorithm based on the Gibbs sampler than with the algorithm based on
Gaussian merging.

3.2   Experimental Data

We now consider the experimental physiological data illustrated in Fig.3(a). We apply
the NMCEM for system identification. These data correspond to a patient tentatively
diagnosticated with sleeping apnea1. We notice that the respiration pattern is charac-

                                                          
1 Data are available online at http://www.physionet.org/physiobank/database/santa-fe.
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terized by a succession of no breathing, gasping breathing and normal rhythmic
breathing (see also [3] and the references therein).

Fig. 2. Histogram of percent correct segmentations: (a) inference based on the Gibbs sample (b)
Gaussian merging, forward algorithm (c) Gaussian merging, with approximated smoothing

In [3] it is shown that a switching SSM with M=2 components and the dimension
of the state-space K=2 is the most suitable model for this data set. One component is
specialized for the gasping and normal breathing and the other component models the
data during periods of apnea. We have used the same type of switching SSM and we
have applied the NMCEM for estimating the parameters. The results are very similar
to those reported in [3]. The segmentation found is shown at the bottom of Fig.3(a)

As we have already mentioned the likelihood is intractable, and we can find only
an estimation of the log likelihood for each cycle of the NMCEM. In Fig.4 we com-
pare the MCEM with the NMCEM for Knested=3. Using nesting we reduce the time at
least by a factor of two. The final estimated value of the maximum likelihood is
similar to the value of the lower bound obtained in [3].

The results for the test set are displayed in Fig.3(b). Using the MCEM or any of the
nested versions, we obtain estimations for the maximum log likelihood lower than the
value of the bound reported in [3] (our best values are around -0.75 nats per observa-
tion compared to -0.85 nats per observations reported in [3] ). Also, the segmentation
seems to be more accurate (see Fig.3(b)) since it is capable of detecting possible ap-
nea periods undiscovered in [3]

4 Conclusions

In this paper, we present a nested Monte Carlo EM algorithm based on the Gibbs
sampler for learning the parameters of a state space models with a Markovian
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switching. The proposed algorithm seems to be a good alternative when the execution
time is not critical and we want to increase the accuracy of the results.
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Fig. 3. Chest volume of a patient with sleep apnea. Measurements are sampled at 1 Hz. (a)
Training data (b) Test set

Fig. 4. Learning curves for a MCEM (plain line) and a NMCEM (dotted line)

We compare our approach to two existing methods, both based on the EM algo-
rithm, but neither of them involving random number generators. Although our method
is slower than the other two, the results reported here for the simulated and the ex-
perimental data are more accurate. We studied several sets of data corresponding to
different switching state space models, and, when the parameter of the system are
known, it seems that the proposed stochastic approach consistently provide a better
classification. For system identification, more tests need to be done, since the per-
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formance of the EM algorithm is dependent on the initial guess and better results can
only be a consequence of a more inspired initialization algorithm.

The Monte Carlo EM is a very time consuming method. Here we show that using
nesting and Rao-Blackwellised forms, we can reduce the computing time by at least a
factor of two. Moreover, the execution time of the nested Monte Carlo EM can be re-
duced even further using parallel computing.

The approach proposed in this paper can also be applied to other switching state
space models. For example, it can be very easy adapted for the economical models
studied in [1].
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Abstract. This paper presents an approach to student’s errors diagnosis in in-
telligent tutoring systems and to the remedial instruction to overcome those er-
rors. Our contribution arises from two key components. Firstly, a diagnosis
model, which based on the nature of the learner’s input, as well as its exercise
knowledge model., uses Bayesian induction (a posteriori maximization) to find
the most probable causes of a failure Secondly a remedial instruction model
which will be the focus of this paper. This model will use the epistemological
nature of the faulty skill that was diagnosed.

1   Introduction and Overview

Cognitive diagnosis and remedial instruction are fundamental elements of instruction.
The importance of cognitive diagnosis is due to the fact that it guides the instructional
plan: all the teaching actions depend on its result. According to Ohlsson (1987), cog-
nitive diagnosis is the process which allows a tutor to assess the cognitive state of its
pupil after any kind of performance has been observed. Direct remediation is an ac-
tive subject in traditional education as in intelligent tutoring systems (ITS) (Woolf
and Hall 1995). Remediation by means of instructional planning has also been widely
studied (Wasson 1998).  In this article, our goal is to propose a remediation frame-
work at the finest level. Indeed, most models of instructional planning and remedia-
tion describe how a failure/error is detected, as well as the various approaches by
which they could be overcome: presentation of similar examples or problems, analo-
gies, simulation, explanations (Conati et al. 1997). These techniques proved their
value in real educational contexts (Algebra-Tutor), but our idea is based on a different
philosophy. Our goal is to provide formal knowledge models for remediation peda-
gogy. This mainly aims at providing ITS authors with computational models of reme-
diation at the lowest level of this process: the level where interaction with the learner
occurs. Using the domain of Logic Programming (LP) basics, we will show how this
could be achieved if we assume that the whole process is centered on the epistemo-
logical features of the skills to remedy.

In some well-structured domains, the objective is to acquire first factual knowledge
and propositions. Thereafter, the acquisition of procedural skills follows, and they
may further be used in complex problem solving skills acquisition (Brien 1997). Our
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investigation relates to the diagnosis and remediation of students in ITS, which pro-
mote learning in that type of domain. We use the fact that the generic cognitive proc-
esses associated with each intellectual skill of the field can be modeled (Paquette
2002; Nkambou et al. 2003). In this way, our main assumption is that the internal un-
folding of the remediation can be described in a more formal way. We will call epis-
temological remediation a remediation approach which uses the epistemological na-
ture of a faulty skill.

The paper is structured as follows. Firstly, we will briefly present the architecture
of a system we developed to support our propositions, as the presentation of those
ideas will be illustrated with some examples from that system behaviour. Secondly,
we describe how Gagne’s epistemology (Gagne and Briggs 1993) can be instantiated
in the LP context, stressing out the relevance of our perspective. Thirdly, the reme-
diation framework is presented. Details on the diagnosis model may be found in
Tchétagni and Nkambou 2004, it will not be presented here due to space limitations.
Briefly, a part from the classical approaches to diagnosis models (buggy rules, con-
straint violation, etc.), we introduced another approach based on the Bayesian induc-
tion mechanism called Most Probable Explanation. This particular approach may be
useful when the exhaustive problem space or task graph associated with a problem is
not available or is not appropriate to represent the solving behaviour in that problem.
Regarding remediation, we will emphasize on a clear distinction between two sub-
models: the knowledge model which refers to a particular remedial capability (it can
be seen as a pedagogic model) and the knowledge model which refers to the process-
ing needed to apply a remedial approach for a particular skill. Finally, we will discuss
about the current research on the use of artificial intelligence tools to perform diagno-
sis and remediation in ITS, and conclude.

2   The Current System Architecture

The current system (figure 1) prototype consists of : 1) the learner model; 2) an pro-
filer agent, which supports diagnosis and remediation functionalities; 3) learning ex-
ercises and problems. Each training exercise has an associated knowledge model. The
exercise itself can be of various types depending on the reasoning process it demands.
For this reason, 4 levels of exercise are differentiated: level 0 exercises related to the
acquisition of concepts and propositions; level 1 exercises related to the acquisition of
a rule via the capacity to apply or use it in the given context; level 2 exercises which
deals with the application of a procedure through the use of suitable rules in the given
context; level 3 exercises which relate to problem solving activities.

We used the CKTN (Nkambou et al. 2003) model to generate the LP course. These
objectives are structured in a pre-requisite hierarchy. Each objective has learning ac-
tivities. Each learning activity is either an instructional activity or a training activity.
An instructional activity is supported by one presentation resource or more (text), we
do not use this kind of resource as input to the student model. A training activity is
supported by what we call intelligent resources, i.e. self-contained resources with
their knowledge model or problem space and we shall see the rationale of this choice
below.
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The knowledge model associated with an exercise contains references to all the
skills of the learner model that are used in that exercise. For levels 1 exercises and
above, the knowledge model will have two components: 1) the default component,
which contains references; 2) a dynamic component, which will either define the cau-
sality of each associated skills in the success of that exercise (what is the probability
of success, given that one skill is acquired), or define a behavior model for that exer-
cise whenever available (like a problem space, a procedural model, etc.). For proce-
dures for example, the dynamic model will describe an execution sequence for the
production rules to be used. For problem solving, the model will be a space problem.
This approach is justified from the facts that: 1) the tutor should know what the stu-
dent is doing at any time in order to adapt its strategies; 2) the learner model should
be continuously updated while he is solving exercises and problems. The learner
model overlays the objective hierarchy and is interpreted as a Bayesian network
(Tchetagni and Nkambou 2002).

Exercises 

Presentation 

Default 
Knowledge Link 

Dynamic Knowledge 
Model 

Epistemiologic 
Knowledge Models

Profiler 

Remediation

Diagnosis 

Update 

Is used by 
Instaciates 

Is used by 

Is used by 

Learner 
Model 

Learner 
interface 

Learner Input 

Produces 

Is used by 

Produces 

Fig. 1. System components and interactions

3   Knowledge and Skills in Logic Programming

A LP basic course can be conceived in 2 main modules: the language or grammar of
terms acquisition and the application of the fundamental procedures of unification and
resolution.  The grammar of terms can be seen as a concept acquisition objective since
all the terms in LP have attributes, which should be known in order to correctly iden-
tify terms. Unification of two compound terms may be seen as a two stages proce-
dure, based on rules related to the unification of simple terms: first try to unify the 2
functors of each term, then try to unify vis-à-vis arguments in both terms. In the fol-
lowing, we use Gagné epistemology to describe formal epistemological models of
skills, which will support remedial instruction. Thus, we consider skills such as: con-
cepts, propositions, rules and procedures.

Concepts are objects sharing the same properties. Identification, classification, dis-
tinction are the abilities or cognitive processes most often associated with them in an
LP course. Concept instance identification implies the recognition of its class attrib-
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utes or basic characteristics. Figure 2 illustrates the corresponding model. Indeed, we
tried to capture different philosophies of what is supposed to be a concept, in order to
be able to manage a good range of situations. Thus as we can see, a concept is seen as
a prototype with attributes as well as an entity defined by the relations between its
properties or elements.

 

Epistemology Instantiation 
Properties/ 
Attributes 

Relations : 
 Super-classes 
 Inter-attributes
 Intra-Attribute

Articulated          
   Examples 
   Counter-examples 

Concepts 

Variable 

First Letter 

Super_class(0, « Simple Term» 
Intra_Attribute(is_a(capital), 
      «Should be a Capital») 

example(1,Paris,    
   attribute(1, « P», true)) 
counter_example(1,paris,  
   attribute(1,«p »,false )) 

Fig. 2. Epistemological models of concepts

In LP, rules are omnipresent. For example, the notion of dependent variable is built
on a rule related to the state of a variable. The unification algorithm is based on ap-
plying rules, which themselves are built on the grammar of terms. It is thus of primary
importance for diagnosis that the rules are correctly modelled in the system: their
conditions and their consequences, an explicit expression to formulate the link  be-
tween them (Figure 3). The conditions are propositions relating concepts while the
consequences are other propositions or actions possibly performable by the learner.
Then, procedures such as unification can easily be defined by specifying their phases,
each one involving a set of rules. For the learner acquiring the ability to execute or
apply a procedure, the most important thing is to know the ordering of the procedure
stages. Then for each stage, the rule(s) that apply to the execution context should be
applied or executed. Once again, remedial instruction will use these models.
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        has_value(Y,X)) 

Fig. 3. Epistemological models for rules and procedures
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3.1  Relevance of Epistemological Remedial Instruction

According to Lindsay and Norman 1997, acquiring a concept implies the possession
of: that concept class, the associated sub-concepts (which are the attributes of the
studied concept), the relationships between these sub-concepts, and if possible some
examples of the concept. According to Brien 1997, concept acquisition is achieved by
building schemas and these schemas correspond to its attributes with their inter-
relationships. Therefore, learning is demonstrated by the ability to instantiate a
schema for a particular concept instance. Our model of concept follows naturally this
cognitive hypothesis. For production rules and principles, the condition and the action
are built from propositions that use themselves some concepts. Acquiring the ability
to apply or execute a procedure follows the same logic: it is necessary to in-
clude/understand the main process in terms of the sub-processes that make it up. Each
sub-process generally corresponds to a set of rules. The sets of rules make it possible
to determine the appropriate action to trigger in a given situation. Our procedural
model is in agreement with these facts.

4   Remedial Instruction

Remediation is straightforward once the output of the diagnosis is given. Remediation
should help the learner to understand the exercise and to solve it correctly after fail-
ure. We defined 2 remedial approaches: recall and articulation. In the next sections,
we will outline how these approaches provide a more abstract model of remediation.

4.1   Recall

The learner’s model often reveals relevant information for the remediation process.
For example, how to interpret the fact that a learner is unable to solve an exercise that
is connected to a well mastered skill according to its model? Lack of attention or
guessing is sometimes responsible for that (Siemers and Angelides 1998). Thus,
rather than engaging an in-depth remediation, the system may proceed to a simple re-
call.  While recall may be thought as a trivial remedial approach, its remedial aspect
relies on its repetitive character, forcing the learner to remind or recall an already ex-
perienced learned process or schema.  When the diagnosed problem is a concept, the
system will state its attributes and most importantly their values in the current prob-
lem context, ensuring the transfer from theory to practice. This is where our “episte-
mological knowledge models” become important. They allow the tutor to dynamically
generate this information. For a rule, the system will state its conditions and conse-
quences again in the current context. Figure 4 shows an example of recall where the
system detects that a pattern is missing in the solution, in this case, an animal
(salmon, fish). Each item in the exercise is linked with an epistemological knowledge
model instance (here the concept of compound term), which incorporates examples
for concepts. Thus, the profiler analyzes this model, produces and enunciates its at-
tributes and finally gives an example. A natural language converter is associated with
the profiler. This process is very basic: it takes the propositions that comprise the
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epistemological knowledge model and produce a natural language version of them.
For example, in the description: concept (variable,var), has a (co, first_letter), we state
that the concept of “variable” has as a distinctive attribute called first letter. The con-
verter can translate this kind of description into a human friendly phrase. Recall is
similar to re-teaching. From an instructional and a learning point of views, recall is
relevant either when the learner model informs that the diagnosed skill is supposed to
be acquired, or when the learner’s solution is un-interpretable but incorrect. Recall
also has a cognitive validity since according to Brien 1997, the acquisition of declara-
tive knowledge may happen by: 1) subordination; 2) superposition; 3) composition.
Recall relatively expresses the composition since it implies the combination of several
known schemas or frames into a new frame that corresponds to the recalled element.

Fig. 4. Knowledge model of recall processing and demonstration

4.2   Methodology of the Recall Remedial Instruction

The conduction of a remedial dialog depends on the corresponding remedial strate-
gies. In the following, we explain how this is achieved when the recall is used. In this
case, the tutor proceeds in 2 steps. First, he recalls the features of the diagnosed skill.
Second, he prompts the student to answer again the same question (Figure 5). This
pedagogical model is a template that shall be integrated in the overall pedagogical
knowledge base of an intelligent tutor.
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4.3   Articulation

Articulation-based remediation allows to come along with the learner in hulling the
exercise in order to let him reach the solution himself, favouring in this way knowl-
edge construction. In that sense, articulation is a significant way to remedy the student
errors. Indeed, using a dialog, questions exploiting the nature of diagnosed skills are
asked to the learner, in the context of the corresponding exercise. For example, if the
identification or recognition of a concept is lacking, the system will ask the student to
enumerate the attributes of this concept. If some attributes are absent or are attributed
invalid values, the system will also question the student about those attributes
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verbal version of
the 
epistemological 
knowledge 

Natural 
language 
converter 
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Recall Knowledge 
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Again/another Precedes

Comprises 

Message 

Fig. 5. Pedagogical knowledge model for the recall approach

Fig. 6. Making the learner articulate elements in concept and rule usage
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Figure 6 illustrates a student’s error in solving a unification problem.  He is unable to
unify 2 terms while it is possible. The systems clearly diagnosed that the faulty rule is
the one defining the notion of bound variable and its implications.  Firstly, the profiler
questions the learner on the conditions of this rule in the current problem context.
Then the same is done on the consequences. If the learner’s difficulties persist, the
systems enunciate the complete rule with an example. Note that even if one ends by
stating the information on a skill as in a recall approach, this occurs at the end of a
dialog with the learner, where he should probably have to realize the important as-
pects of the skill. The articulation of a procedure is based on the articulation of the
production rules or principles, which correspond to each stage of that procedure. This
is possible since the dynamic knowledge models of exercises that involve procedural
and problem solving skills are based on production rules and principles.

Figure 7 and 8 illustrate the domain-dependant processing knowledge model asso-
ciated with the articulation approach and the corresponding pedagogical knowledge
model respectively.  Briefly, the profiler uses the instantiated epistemological knowl-
edge model associated with the diagnosed skill and uses its content to conduct articu-
lation.
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Articulation relates to knowledge construction or self-explanation. In this paper,
we demonstrate a formal way to use this approach where the nature of the diagnosed
skill is exploited as well as the cognitive processes underlying it. Our assumptions are
also valid since Gagne et Briggs 1993 prescribe that concepts are better understood by
pinpointing their distinctive characteristics. As well, pinpointing their components
and the relationships between those components allows a better learning of rules and
procedures.
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5   Related Work

Diagnosis and remediation is a hot issue in ITS research and almost all well known
systems implement it. SOPHIE (Brown et al. 1982) performs model-based diagnosis
but despite its natural language processing abilities, which allow immediate feedback,
it is not able to constructively help the student understand its problem or reach the
solution. Algebra Tutor (Koedinger et al. 1997) uses a model tracing technique to di-
agnose errors, to produce flags and suggestions when a mal-rule is encountered.
Knowledge construction dialogs have been used by VanLehn et al. 2000 to help a
learner encountering difficulties: the learner is presented with a new situation in-
tended to provide him a deeper understanding of the current problem. Self-
explanation (Conati and VanLehn 2000) is a tutorial approach where the learner is en-
couraged to self-explain their understanding of an example and its solution.

First of all, we think that the remedial instruction we propose here can be used by
many of the preceding approaches. In fact, feedback, coaching and hinting consists in:
1) recalling a rule to the learner; 2) giving the appropriate rule when the tutor guesses
what the learner is trying to do. The studies on natural language based dialog for
knowledge construction is the approach most similar to articulation. Rather than pro-
viding the learner with the rule to apply in a given situation, the Atlas component of
Van Lehn et al. decides when to trigger a dialog with the learner in order to make him
understand the rule. Our articulation approach is similar. However, it extends to other
knowledge elements such as concepts, and it uses the learner model. In fact, it could
break down the articulation dialog when a rule is diagnosed and it happens that it is in
fact a component of that rule (a concept) that is not well mastered.

6   Conclusion

Our main contribution in this paper is from a conceptual perspective. We proposed a
formal framework integrating diagnosis and remediation approaches in well-
structured domains such as LP. The proposed techniques have been successfully ap-
plied to exercises solving scenarios-simulation in a prototype basic course. We do not
just recall or articulate the diagnosed faulty skills. Remediation also occurs in the
context of the problem currently solved by a student. This was possible because each
remedial approach was associated with 2 models: 1) a processing model which gov-
erns how our profiler-agent uses the contents of the epistemological knowledge model
instances associated with a diagnosed skill to generate human friendly utterances; 2) a
pedagogical model of remediation which dictates how the tutor should conduct the
dialog with the learner in that particular remedial approach. Thus, our future work
will contribute to the formalisation of pedagogical and content processing knowledge
needed for epistemological remediation. Future work concerns the evaluation of this
approach from the learner view: no matter if we present an example, a feedback, a
hint, does the fact of exploiting the nature of knowledge in a remedial tutoring context
enhance the learner performance?
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Abstract. E-Learning environments nowadays should adapt to their users and
computer platforms they are using. In this paper the learning scenario
collaborative recommendation based on consensus method using XML is
presented. We present the XML description of the learning scenario and its
components as well as the link database and XSL transformations for presenting
them on given platforms in the way suitable for particular students.

1   Introduction

The Information Society development requires that their members are able to utilize
new ways of acquiring knowledge and new skills. Traditional learning environments
are necessary for primary and secondary education, however for higher, postgraduate
and other forms of additional education, different modern forms of education and
training, such as e-Learning or Computer Based Teaching, are becoming vital
nowadays. This is mainly because the times when knowledge acquired by people in
the traditional education institutions such as schools or universities were sufficient for
the whole life, have gone for ever.

Nowadays e-Learning environments based on the web technologies are attracting
increasing number of very differentiated users. There are many reasons for such
environments (especially Distant Learning) being so popular [11]: facilitating
different retraining programs for participants from different areas; providing access to
specialist centers; providing equal opportunities in any aspect; promotion prices for
non-campus students; making courses more student directed; revitalizing less popular
courses; linking exploded campuses; improving the quality of courses.

E-Learning environments have also some disadvantages, from which the almost
complete reduction of personal contacts between students and teachers is of the
greatest importance. The lack of these contacts hinder appropriate understanding
between students and teachers what results in different problems in the education
process, for which the problems of Tutoring Strategy (TS) selection are ones of the
greatest significance.

The TS is defined as a combination of means and methods used in the whole
didactic process to increase its effectiveness. The TS may be realized by the Learning
Scenario (LS), which is the selection of the knowledge pieces as well as their

Verwendete Distiller 5.0.x Joboptions
Dieser Report wurde automatisch mit Hilfe der Adobe Acrobat Distiller Erweiterung "Distiller Secrets v1.0.5" der IMPRESSED GmbH erstellt.
Sie koennen diese Startup-Datei für die Distiller Versionen 4.0.5 und 5.0.x kostenlos unter http://www.impressed.de herunterladen.

ALLGEMEIN ----------------------------------------
Dateioptionen:
     Kompatibilität: PDF 1.3
     Für schnelle Web-Anzeige optimieren: Nein
     Piktogramme einbetten: Nein
     Seiten automatisch drehen: Nein
     Seiten von: 1
     Seiten bis: Alle Seiten
     Bund: Links
     Auflösung: [ 2400 2400 ] dpi
     Papierformat: [ 595 842 ] Punkt

KOMPRIMIERUNG ----------------------------------------
Farbbilder:
     Downsampling: Ja
     Berechnungsmethode: Bikubische Neuberechnung
     Downsample-Auflösung: 300 dpi
     Downsampling für Bilder über: 450 dpi
     Komprimieren: Ja
     Automatische Bestimmung der Komprimierungsart: Ja
     JPEG-Qualität: Maximal
     Bitanzahl pro Pixel: Wie Original Bit
Graustufenbilder:
     Downsampling: Ja
     Berechnungsmethode: Bikubische Neuberechnung
     Downsample-Auflösung: 300 dpi
     Downsampling für Bilder über: 450 dpi
     Komprimieren: Ja
     Automatische Bestimmung der Komprimierungsart: Ja
     JPEG-Qualität: Maximal
     Bitanzahl pro Pixel: Wie Original Bit
Schwarzweiß-Bilder:
     Downsampling: Ja
     Berechnungsmethode: Bikubische Neuberechnung
     Downsample-Auflösung: 2400 dpi
     Downsampling für Bilder über: 3600 dpi
     Komprimieren: Ja
     Komprimierungsart: CCITT
     CCITT-Gruppe: 4
     Graustufen glätten: Nein

     Text und Vektorgrafiken komprimieren: Ja

SCHRIFTEN ----------------------------------------
     Alle Schriften einbetten: Ja
     Untergruppen aller eingebetteten Schriften: Nein
     Wenn Einbetten fehlschlägt: Warnen und weiter
Einbetten:
     Immer einbetten: [ /Courier-BoldOblique /Helvetica-BoldOblique /Courier /Helvetica-Bold /Times-Bold /Courier-Bold /Helvetica /Times-BoldItalic /Times-Roman /ZapfDingbats /SMinionPlus-Regular /Times-Italic /Helvetica-Oblique /Courier-Oblique /Symbol ]
     Nie einbetten: [ ]

FARBE(N) ----------------------------------------
Farbmanagement:
     Farbumrechnungsmethode: Farbe nicht ändern
     Methode: Standard
Geräteabhängige Daten:
     Einstellungen für Überdrucken beibehalten: Ja
     Unterfarbreduktion und Schwarzaufbau beibehalten: Ja
     Transferfunktionen: Anwenden
     Rastereinstellungen beibehalten: Ja

ERWEITERT ----------------------------------------
Optionen:
     Prolog/Epilog verwenden: Nein
     PostScript-Datei darf Einstellungen überschreiben: Ja
     Level 2 copypage-Semantik beibehalten: Ja
     Portable Job Ticket in PDF-Datei speichern: Nein
     Illustrator-Überdruckmodus: Ja
     Farbverläufe zu weichen Nuancen konvertieren: Ja
     ASCII-Format: Nein
Document Structuring Conventions (DSC):
     DSC-Kommentare verarbeiten: Ja
     DSC-Warnungen protokollieren: Nein
     Für EPS-Dateien Seitengröße ändern und Grafiken zentrieren: Ja
     EPS-Info von DSC beibehalten: Ja
     OPI-Kommentare beibehalten: Nein
     Dokumentinfo von DSC beibehalten: Ja

ANDERE ----------------------------------------
     Distiller-Kern Version: 5000
     ZIP-Komprimierung verwenden: Ja
     Optimierungen deaktivieren: Nein
     Bildspeicher: 524288 Byte
     Farbbilder glätten: Nein
     Graustufenbilder glätten: Nein
     Bilder (< 257 Farben) in indizierten Farbraum konvertieren: Ja
     sRGB ICC-Profil: sRGB IEC61966-2.1

ENDE DES REPORTS ----------------------------------------

IMPRESSED GmbH
Bahrenfelder Chaussee 49
22761 Hamburg, Germany
Tel. +49 40 897189-0
Fax +49 40 897189-71
Email: info@impressed.de
Web: www.impressed.de

Adobe Acrobat Distiller 5.0.x Joboption Datei
<<
     /ColorSettingsFile ()
     /AntiAliasMonoImages false
     /CannotEmbedFontPolicy /Warning
     /ParseDSCComments true
     /DoThumbnails false
     /CompressPages true
     /CalRGBProfile (sRGB IEC61966-2.1)
     /MaxSubsetPct 100
     /EncodeColorImages true
     /GrayImageFilter /DCTEncode
     /Optimize false
     /ParseDSCCommentsForDocInfo true
     /EmitDSCWarnings false
     /CalGrayProfile ()
     /NeverEmbed [ ]
     /GrayImageDownsampleThreshold 1.5
     /UsePrologue false
     /GrayImageDict << /QFactor 0.9 /Blend 1 /HSamples [ 2 1 1 2 ] /VSamples [ 2 1 1 2 ] >>
     /AutoFilterColorImages true
     /sRGBProfile (sRGB IEC61966-2.1)
     /ColorImageDepth -1
     /PreserveOverprintSettings true
     /AutoRotatePages /None
     /UCRandBGInfo /Preserve
     /EmbedAllFonts true
     /CompatibilityLevel 1.3
     /StartPage 1
     /AntiAliasColorImages false
     /CreateJobTicket false
     /ConvertImagesToIndexed true
     /ColorImageDownsampleType /Bicubic
     /ColorImageDownsampleThreshold 1.5
     /MonoImageDownsampleType /Bicubic
     /DetectBlends true
     /GrayImageDownsampleType /Bicubic
     /PreserveEPSInfo true
     /GrayACSImageDict << /VSamples [ 1 1 1 1 ] /QFactor 0.15 /Blend 1 /HSamples [ 1 1 1 1 ] /ColorTransform 1 >>
     /ColorACSImageDict << /VSamples [ 1 1 1 1 ] /QFactor 0.15 /Blend 1 /HSamples [ 1 1 1 1 ] /ColorTransform 1 >>
     /PreserveCopyPage true
     /EncodeMonoImages true
     /ColorConversionStrategy /LeaveColorUnchanged
     /PreserveOPIComments false
     /AntiAliasGrayImages false
     /GrayImageDepth -1
     /ColorImageResolution 300
     /EndPage -1
     /AutoPositionEPSFiles true
     /MonoImageDepth -1
     /TransferFunctionInfo /Apply
     /EncodeGrayImages true
     /DownsampleGrayImages true
     /DownsampleMonoImages true
     /DownsampleColorImages true
     /MonoImageDownsampleThreshold 1.5
     /MonoImageDict << /K -1 >>
     /Binding /Left
     /CalCMYKProfile (U.S. Web Coated (SWOP) v2)
     /MonoImageResolution 2400
     /AutoFilterGrayImages true
     /AlwaysEmbed [ /Courier-BoldOblique /Helvetica-BoldOblique /Courier /Helvetica-Bold /Times-Bold /Courier-Bold /Helvetica /Times-BoldItalic /Times-Roman /ZapfDingbats /SMinionPlus-Regular /Times-Italic /Helvetica-Oblique /Courier-Oblique /Symbol ]
     /ImageMemory 524288
     /SubsetFonts false
     /DefaultRenderingIntent /Default
     /OPM 1
     /MonoImageFilter /CCITTFaxEncode
     /GrayImageResolution 300
     /ColorImageFilter /DCTEncode
     /PreserveHalftoneInfo true
     /ColorImageDict << /QFactor 0.9 /Blend 1 /HSamples [ 2 1 1 2 ] /VSamples [ 2 1 1 2 ] >>
     /ASCII85EncodePages false
     /LockDistillerParams false
>> setdistillerparams
<<
     /PageSize [ 595.276 841.890 ]
     /HWResolution [ 2400 2400 ]
>> setpagedevice



968 P. Kazienko and J. Sobecki

sequence, connections and form of presentation. In many e-Learning environments
despite the differences among students and their progresses only single TS is applied.
In works [9, 14] the solution of this problem by means of application of collaborative
LS selection, which offers adaptation of the LS according to other students’
experiences, was presented together with its application. In this paper we presented
the application of XML to represent most of the system elements, such as LS
instances and student model but also to display the education material on the
particular platforms. The XML proved to be suitable tool for representation and
presentation of very complex data also in adaptive interface recommendation [15] and
adaptive tutoring strategy selection [14] systems.

In the following section the XML-based strategy representation together with its
components is presented. In the third section the XML-based representation of student
model and the process of LS adaptation are given. The following section describes
link extraction and utilization in learning scenario presentation. In the fifth section the
method for the actual scenario extraction and presentation on the given platform are
shown. The conclusions and future works perspectives are presented in the summary.

2   XML-Based Learning Scenario Representation

The different TS are usually designed to fit differences in students’ learning styles,
which in turn are consequences of differences in cognitive styles. According to the
work [2] for each learning perspective one of the two contradictory values could be
assigned: perception (sensory or intuitive), input (visual or auditory), organization
(inductive or deductive), processing (active or reflective) and understanding
(sequential or global). For each learning perspective corresponding teaching style
could be assigned accordingly: content (concrete or abstract), presentation (visual or
verbal), organization (inductive or deductive), student participation (active or passive)
and perspective (sequential or global). Tutoring strategies are characterized with any
combination of values assigned to the above mentioned perspectives. We could obtain
a numerous set of different strategies if we want to meet all of them.

In the implementation of e-Learning environment for Polish traffic regulation
(presented in [14]) only four main types of strategies were distinguished: textual,
graphical, animated and active. It was obviously a kind of simplification of the above
presented model. The actual tutoring strategy was built from elements of four
different types, however only specified combinations of elements were supposed to be
valid.

It is possible to design more flexible environments that are able to be used by very
differentiated population of learners who are using various computer platforms. Let us
consider the tutoring system which role is to present the material of some courses. We
can divide the whole material into some parts, which could be called concepts that in
turn are to be learned by a student. Depending on the learning strategy the sequence
of concepts may be different. Also the concepts themselves could be presented in
many different ways. For many traditional web-based e-Learning environments the
concepts are presented by a sequence of hypermedia pages [8] - see fig.1. But when
we consider not only differences among learners but also among computer platforms
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they are using, the model should not perceive the pages (for example HTML) as
atoms.

In the proposed model we should also define the pages as separate elements, but on
the pages we should distinguish other chunks of information that could be presented
to the user, according to the user’s and platform’s requirements. The information
presented on the pages could be in the following forms (media): text, image, sound,
video or animation, and interactions (for example implemented in Macromedia
Flash). The page definition contains also information about the content, its sequence
of appearance and links to other pages.

Presentation level

Conception level

Concept c1 Concept c3

Page p1 Page p2 Page p5

Page p4 Page p7 Page p6

Page p3 Page p9

Page p10
Page p8

Concept c2

Fig. 1. Knowledge structure and its presentation.

The complete learning strategy contains not only concepts but also tests that verify
the knowledge acquired by the student st belonging to the set of students St  (st∈ST).
The tests are also to control the learning process and help to decide whether
repetitions or even changes in the learning strategy are necessary. So the learning
scenario could be defined in the following way. Let C be the finite set of concepts to
be learned and T be the finite set of tests checking the knowledge of all the concepts
from the set C. The learning scenario sst for a given student st (belonging to the set of
scenarios sst∈S) is defined as any reasonable order in C, where for each concept c∈C
there is assigned corresponding test tc∈T . This, however, defines only the conception
level of the learning scenario. To define the content level we must introduce the
notion of pages, which are the content containers. Let P denote the set of pages,
where each p∈P contains corresponding resources in form of various media: texts,
images, tables, audio, animation, video, interactive elements and hypermedia links.
The content of each c∈C is defined as reasonable ordered subset of pages O⊂P. All
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the resources have also information assigned, which define the computer platforms
(F) they could be displayed or played on.

The XML representation of the learning scenarios could be defined as follows.
First we shall define the XML document containing all the information about the
atom elements (see the fragment of the XML file media_el.xml below):

<content_element element_id=”e0021” type=”video” storage=”/video/001.avi”>
<platforms>

<platform platform_id=”p01”>pc</platform>
<platform platform_id=”p04”>kiosk</platform>

</platforms>
</content_element>
<content_element element_id=”e0274” type=”text” storage=”/texts/010.txt”>

<platforms>
<platform platform_id=”p01”>pc</platform>
<platform platform_id=”p04”>kiosk</platform>
<platform platform_id=”p03”>pda</platform>
<platform platform_id=”p02”>mobile</platform>

</platforms>
</content_element>

Then we are able to define the sample page (see bellow). The concepts and the
learning scenarios could be defined respectively:

<page page_id=”p121”>
<element element_id=”e0102”/>
<element element_id=”e0133”/>
<element element_id=”e2109”/>

</page>

3   Learning Scenario Adaptation

In works [9,14] the method for consensus based learning scenario adaptation is
presented in details. It is based generally on the ideas of collaborative
recommendation [12]. The overall adaptation architecture is presented in fig. 2. The
adaptation is based on the consensus methods, which are seeking for such solution
that is the most representative for some subset of the whole set of elements, called
also the profile [13].

We assume that in the e-Learning environment the population of students are
learning one particular course. For each student the appropriate learning scenario in
recommended. The recommendation in the first phase of the system life is based only
on the expert knowledge (based on the stereotype reasoning), however with the
growth of the number of learners the system is collecting its experiences that are the
basis of the consensus based learning scenario adaptation. The recommendation of the
scenario is made upon the consensus of the successful learning scenarios of the group
of similar learners. To determine the groups, we introduce the notion of the learner
profile and also the distance function between pairs of the learner profiles. Then using
for example popular k-means clustering algorithm the learners are grouped by their
profiles.

According to [7] the user model in the adaptive system consist of the user data and
the usage data. The user data characterizes the user of the system and contains his or
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her demographic data (name, sex, address, occupation, education, customer data,
psychographic data, etc.), user knowledge, user skills and user interests. The usage
data contains information that may be observed directly from the user’s interaction
with web-based system [6]. In the e-Learning environment the user data may also
contain information about learner cognitive characteristic [2] and the usage data
contains the learners’ history of learning scenarios already passed together with
information of corresponding test results.

Student profile determination
and registration

START

Student classification
by means of profile

Ordered list of relevant learning
scenario determination

First best learning scenario
presentation on a given platform

Does the
course reach

the end?

Process of learning and assessing
acquired knowledge by means of test

END

YN

Student profile update
N

Y

Are the test
results positive?

Selection of the following
knowledge concept

Fig. 2. Architecture for consensus-based learning scenario adaptation.

The overall architecture for the learning scenario adaptation is presented in fig. 2.
The result of the adaptation is the learning scenario recommendation for a given
student. The scenario contains the collection of pages with corresponding test.
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4   Navigational Link Extraction for Learning Strategy

Nowadays the best solution for hyperlink modelling seems to be the XML Linking
Language (XLink) [1,3,4]. There are two main link types provided by XLink
standard: simple (similar to HTML anchors) and extended. The second ones are
allowed to be stored outside the source document what is very useful for adaptive e-
Learning content generation. A single xlink contains two general XML child
elements: locators and arcs. Locators store references - bindings (URIs) to
linked resources and assign them labels and titles. Titles can be later presented to a
user as target resource names (as the content of <a> element in HTML). In e-
Learning systems locators are used for pointing at both scenario media and particular
presentation pages. Locators may indicate any element within an XML external
document using XPath expression (XPath is the standard retrieval language for
XML). In the example shown below these expressions have only the form of
identifier references (e.g. #e0015, #p121) that means pointers to elements
containing any attribute of ID type with certain value (e0015 and p121
respectively):

<link_database xmlns:xlink="http://www.w3.org/1999/xlink"
               xlink:type="extended">
 <name xlink:type="title">Link for scenario</name>

<!-- resource mapping (binding and indicating) -->
 <media xlink:type="locator"            xlink:title="Video no. 1"
        xlink:href="media_el.xml#e0021" xlink:label="IntroVideo" />
 <media xlink:type="locator"            xlink:title="Video 2"
        xlink:href="media_el.xml#e0015" xlink:label="IntroVideo" />
 <media xlink:type="locator"            xlink:title="Video no. 5"
        xlink:href="media_el.xml#e0024" xlink:label="BasicCourseVideo"/>
              ...
 <page  xlink:type="locator"            xlink:title="Page no. 1"
        xlink:href="pages.xml#p121"     xlink:label="Page1"/>
 <page  xlink:type="locator"            xlink:title="Page no. 2"
        xlink:href="pages.xml#p142"     xlink:label="Page2"/>
              ...
           <!-- arcs: resource connections -->
 <video xlink:type="arc"               xlink:title='Video Basic'
        xlink:from="IntroVideo"        xlink:to="BasicCourseVideo" />
 <video xlink:type="arc"               xlink:title='Video Intro'
        xlink:from="BasicCourseVideo"  xlink:to="IntroVideo" />
 <pages xlink:type="arc"               xlink:title=”Pages’ links”
        xlink:from="Page1"             xlink:to="Page2"
              ...
</link_database>

Arcs create connection between all locators with specified label. An arc begins in
any resource with the label equal to arc’s from attribute value and ends in a resource
pointed by to attribute. Please note that a single arc can bind many resources
simultaneously, because many resources are allowed to possess the same label. For
example, the first arc (Video Basic) in the link database presented above makes at
least two connections: from Video no. 1 to Video no. 5 and from Video
no. 2 to Video no. 5. The third arc (Pages’ links) links from Page 1 to
Page 2.

Hyperlinks starting on a source page presented to a user may be merged
dynamically with the page content using of the external link database similar to



XML-Based Learning Scenario Representation and Presentation 973

described above and appropriate XSL transformation. We only need to retrieve
suitable resources pointed by arcs (fig.3). For particular source page its identifier and
identifiers of media resources (content elements) presented on it are known after
adaptive scenario selection. Having these identifiers, labels of suitable locators can be
retrieved from the link database. All arcs with attribute from equal to obtained
locator labels point at target resource owing to their to attribute. Links of required
form (suitable for user platform) can be generated from addresses of these target
resources. The link generation, resources and arcs retrieval are done within proper
templates in an XSLT stylesheet. These templates are then incorporated into the final
XSLT so obtained links are outbound [1].

Adaptive scenario selection

XSLT templates

Scenario's
element (media)

Search for locator
with href=#id

Scenario's
page

label
Search for arc with

from=label
Search for locator

with label=to
to Search for

resource address
with id=href

href

idid

Link generation
(platform dependent)

XLink database processing

Platform

Fig. 3. The concept of link generation form XLink database using XSLT

5   Learning Strategy Content Presentation on Different Platforms

A content presented to a student st depends on the three issues: layout (L),
presentation platform (F) and learning scenario determined adaptively (sst) in form of
the sequence of pages with information content and tests.

The layout reflects esthetic preferences specified directly by a learner that are
stored in the e-Learning system. It can be realized during the registration process: the
system presents snapshots of all possible layouts to a learner, who selects the one that
is looking the best for him or her. These preferences may also be changed before the
presentation starts. The set of layouts is fixed and dependent on the e-Learning
environment. Thus, layout selection is based on manually selected preferences.
However it may also be done automatically by analyzing previous user’s e-Learning
sessions - the idea similar to link recommendation presented in [6].

The second factor is a platform recognized by the system. This limits presentation
possibilities of the particular scenario media types - not all are able to be shown on a
given platform. These platforms are defined not only by the hardware (PDA, mobile
phone, computer-host, printer) but also by the operating system (Windows, Linux)
and even the presentation tool, e.g. browser (IE 6.0, Netscape 7.1). The platform has
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the biggest influence onto the output format of presentation: HTML (for specific
browsers), HTML Basic and WML (for mobile phones), PDF (for printers).

Both the platform and layout determine main transformation process (fig. 4). The
system generates (or retrieves from static repository) the independent stylesheet
(XSLT) for each pair layout-platform (Li, Fj). This stylesheet, including so called
templates, describes the way of data transformation from the source format into the
format, which is appropriate for the specific platform. The layout L is responsible
only for the location of particular scenario elements on the output page. The
transformation language (XSLT) enables to obtain almost any textual format for
target documents, including HTML, WML, TXT, XSL FO (XSL Formatting Objects),
etc. [5]. From XSL FO documents it is also possible to generate PDF or Postscript
files, which are suitable for printers, using free software, e.g. FOP, quite easily.

Layout

Main XSLT templates

Resources
(scenario elements)

Platform

XSLT11 (F1, L1)

Final XSLT
XSLT templates for
particular scenario

media types

Inclusion
(xsl:import,
xsl:include)

XSLT
Processor

Platform F4
(mobil phone, WML)

Platform F5
(mobil phone, HTML Basic)

Platform F1
(Internet Explorer 6.0, HTML1)

Platform F2
(Internet Explorer 3.0, HTML2)

Platform F3
(Netscape 7.1, HTML3)

Platform F6
(printer, PDF)

Layout L2

Layout L1

XSLT12 (F1, L2) XSLT21 (F2, L1) XSLT22 (F2, L2)

XSLT31 (F3, L1) XSLT32 (F3, L2) XSLT41 (F4, L1) XSLT42 (F4, L2)

XSLT51 (F5, L1) XSLT52 (F5, L2) XSLT61 (F6, L1) XSLT62 (F6, L2)

Presentation
format WML  (F4)

HTML Basic (F5)

HTML1  (F1) HTML2  (F1)

XSL FO(F6)

HTML3  (F3)

PDF (F6)
FOP

Fig. 4. XSL Transformation for platform and layout

The pair (Li, Fj) corresponds only to the main stylesheet templates but the page
itself includes data specific for particular scenario elements. For each element (media)
type exist in the system template set (XSLT) responsible for transformation of this



XML-Based Learning Scenario Representation and Presentation 975

type into output format (fig. 5). Please note that element templates (like link
generating templates) are also platform dependent. All these necessary templates are
attached to the main stylesheet using XSLT import mechanisms (xsl:include or
xsl:import). Main XSLT stylesheet extended with element and link templates is
applied to the resources (especially XML documents) related to given scenario page.
The page in platform dependent format is obtained as the output of transformation
process.

Page presentationUser dependent

Page p3

Page p2

Adaptive scenario
selection

Scenario s2

Final XSLT
for page p3

Final XSLT
for page p2

XSLT Library for elements

Element data
extraction

XSLT properly for
scenario element

(media) type 4

XSLT properly for
scenario element

(media) type 3

Layout selection

Layout L4

Layout L3

Layout L2

Layout L1

Platform selection

Platform F3

Platform F2

Platform F1

XSLT for
platform &

layout

XSLT properly for
scenario element

(media) type 2

Page p1

Final XSLT
for page p1

XSLT properly for
scenario element

(media) type 1

Resource 4
Resource 3

Resource 2
Resource 1

XSLT
Processor

Link
selection

XLink
database

Scenario s1

XSLT for link
retrieval and
generation

(for element -
media and

pages)

Fig. 5. Content presentation process

6   Conclusion

In the paper the XML-based implementation of adaptive learning scenario is
presented. The adaptation of the learning scenario is based on the consensus methods,
which recommends for each student an ordered list of learning scenarios. They are
ordered with decreasing relevance to the given learner. As some of the media
resources, which are placed on pages that are elements of learning scenarios, could
not be displayed on some computer platforms, the given scenario is rejected and the
next one is considered.

The presented adaptive e-Learning environment architecture is rather simplified so
in the future works we shall consider other more complex approaches. We can for
example accept such scenarios which contain elements that could not be displayed on
the given platform but such media should be replaced by other acceptable resources.
This however may cause the decrease of the efficiency of the given scenario so we
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shall also consider whether the second best scenario is not better than the current one
with modifications. The other approach is to consider the system platform in the
student profile and to classify them respectively or consider direct interface adaptation
[15].
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Abstract. The proposed research is devoted to application of context mediation,
an approach for achieving interoperability among semantically heterogeneous
databases, for e-Learning. Because the fact that many learning objects are
created in various parts of the world and across many cultures these learning
objects are semantically heterogeneous, and the delivery of these objects to
learners is not effective. The context mediation described in this paper assumes
comparison of contexts associated with any learning object and learner, and
elimination of semantic conflicts that are detected through this comparison.
The comparison of contexts of learning objects and learners uses ontologies as
specifications of concepts, their properties and relationships between them in
the knowledge domains of courses to be studied. This work is concentrated on
the building, contextualization and integration of ontologies, and their use in the
context mediation for delivery learning objects to learner’s context.

1   Introduction

The presented research is related to application of the Context Interchange approach
for e-Learning. Context Interchange is an approach for achieving semantic
interoperability among sources and consumers of large-scale, semantically
heterogeneous databases [1,2,3]. The main component of this technology is the
Context Mediator, an intelligent agent that performs data conversions between the
sources and consumers. It performs the conversions by comparing contexts (Import
and Export contexts) of any two databases (source and consumer) involved in data
exchange and eliminating semantic conflicts that are detected [1,2]. The Context
Interchange approach is currently being pursued by a research group at MIT [3].

The comparison of contexts, detection and elimination of semantic conflicts in the
Context Interchange technology is performed by the Context Mediator using Common
Ontology, which specify concepts and relationships between them, which are common
(or understood) for any source or consumer involved in data exchange. Gruber [4]
defines ontology as “an explicit specification of a conceptualization”. Generally, the
research presented in this paper is related to development of the delivery technology
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for transporting learning objects with various contexts to learners using the Context
Interchange approach.

Within the Context Interchange (or context mediation) approach (fig.1) the
Learning Objects, such as course outlines, course notes, textbooks, pictures, and
visual presentations, are the semantically heterogeneous data sources loaded from the
local digital library or Web. The Learning Object MetaData contains the semantic
description of the Learning Object that constitutes Export Context of the Learning
Object. The Learner is the data consumer. The Learner Context is the description of
mental and cultural characteristics and standards of the Learner. The Learner Context
constitutes Import Context of the Learner. The MetaData and Learner Context can be
described by the same language or formal system and usually contain characteristics,
such as language, measuring system, conventional data types, cultural features, etc.
The Context Mediator compares the Export and Import contexts (the MetaData and
Learner Context) and eliminates semantic conflicts that are detected through the
comparison process. As a result of the elimination of these conflicts, the Context
Mediator generates a sequence of context conversions that are necessary to represent
the Learning Object in a context (or a view), which is understandable for the Learner.
This Learning Object is delivered to the Learner.

This comparison of the contexts is based on the Common Ontology, as
specification of the Context Mediator’s knowledge about Learning Objects and
knowledge domains, which these Learning Objects belong to. These descriptions
should be conventional (or standard) for any Learning Object database and
independent of contexts of Learning Objects and Learners. The problem with
applying the Context Interchange technology to large-scale Learning Object databases
is that the Learning Objects can belong to different domains of knowledge. That is
why it is necessary to build and integrate the domain ontologies of the Learning
Objects involved in delivery to Learners with the goal of building a domain of
Common Ontology. This work is devoted to conceptualization learning materials to
build their domain ontologies, contextualization and integration of the ontologies, and
their use in the context mediation for delivery learning objects to learner’s context.
The particular applied task presented in this work is conceptualization of course

Common
Ontology

Learner
Context

MetaData

Learning
Object

Learner

Context
Mediator

Context
Conversion

Fig. 1. Context mediation for delivery of Learning Objects to Learner
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outlines, building ontologies of the course outlines, their literature sources and
knowledge domains.

2   Models and Methods of Building Anthologies
 for Context Mediation

The definitions and basic principles and criteria for the design of ontologies are
introduced in [4,5]. Some existing methodologies for building ontologies are
introduced and reviewed in [5,6]. The Skeletal Methodology by Uschold and King
[5,6,7], which provides general guidelines for developing ontologies, is assumed as
basic for the task of building Common Ontology in the context mediation approach
for achieving interoperability among learning objects and learners. This methodology
consists of four stages: identification of purpose, building the ontology, evaluation
and documentation. The stage 2 of this methodology is reasonable for building the
Common Ontology because it fits in the previously used methodology for building
contexts of databases [8]. The process of building the Common Ontology assumes
three steps [7]: ontology capture, coding ontology using a formal language, and
integrating existing ontologies. This work is concentrated on the process of building
ontologies of learning objects following the Skeletal Methodology and implementing
them in the context mediation.

The basic knowledge representation model for formalizing ontology in this work is
ontological graph (ontograph) [8]. The ontological graph is multilevel, because
during the acquisition and forming ontological knowledge the installation of steady
associations is happening. A steady association [8] is a set of ontological concepts
and relationships among them unambiguously describing some knowledge. The
steady association is considered as a new concept on a higher level of the ontograph.
Because the ontograph is multilevel it is necessary to link its levels. A transition
matrix described in [8] is used for formalizing the transitions between levels.

The task of searching semantics of concepts consists of the searching chains of
semantic links between the corresponding concepts of integrated ontologies. In terms
of the context mediation, domain ontology – is a set of object and relationships
between them, which are mapped into conceptual model of a data source. Context
describes relationships between particular data and its semantics (concepts) in the
particular databases. The following context and ontological concepts are used for the
context mediation approach: basic ontology (BO) – is a basic ontological graph
formed for any source or consumer; integrated ontology (IO) – is a result of
integration of basic ontologies; steady associated ontology (AO) – is a resulting
ontology with steady associations - this is the higher-level ontology; contextualized
ontology (CO) – is an ontology with an attached context of any source of consumer
involved in data exchange; key context (KC) – a set of key concepts and relationships
between them for a domain of sources and consumers involved in data exchange;
conceptual context (CC) - is defined for a fragment of a data source. Both contexts
and ontologies are organized as hierarchy. Based on the hierarchy of ontologies
(fig.2), it is possible to describe a process of forming an integrated ontology:

IO = CO + KC = CO1 + CO2 + ΣCC = AO1*CC1 + AO2*CC2 + ΣCC (1)
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Thus, for finding an integrated ontology it is necessarily: to form basic ontologies
of the systems involved in data exchange, to resolve ontological conflicts between
contextualized ontologies and to find steady associations. The process of forming
basic ontologies and principles of integrating ontologies are described in [6]. The
contextualization of ontology consists of finding hidden relationships between
ontological objects, analyzing clear relationships and linking them. Within this
process the key context (KC), which defines key concepts of a domain, can be a
criteria for possibility of integrating potentially incompatible systems. If key contexts
of two systems involved in data exchange are compatible (KC1≡KC2 or KC1∈KC2),
then finding interoperability uses classic search of ontological links between objects.
If key contexts are partially or fully incompatible (KC1≈KC2 or KC1 ≠ KC2), then
indirect methods of finding interoperability are used [8].

3   Context Mediation for Forming Learning Objects
 to Be Delivered to Learner's Context

In terms of context mediation the process of forming learning objects for learners
consists of four stages (fig. 3):
1. Pre-processing – forming a set of object participating in the integration process,

definition of data sources (learning objects) and consumers (learners) depending
of goals of the integration process.

2. Conceptualization – forming a basic ontological graph of interoperability without
consideration of heterogeneous structure of data sources.

3. Contextualization – determining contexts of interoperability and eliminating data
conflicts caused by structural and semantic heterogeneity.

4. Finding interoperability among the integrated objects.
The scheme of context mediation adapted to the task of forming a set of learning
objects for a particular topic is represented in figure 3. In frame of this task it is
necessarily to find a map of a set of files to the set of topics considering literature
sources. Thus we process the classes of objects (topics of a course outline, literature,
and a set of files of existing learning objects) for finding interoperability among them.

AO1

BO1

CO1

IO

AO2

BO2

CO2

Context

Fig. 2. Ontological hierarchy
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Fig.3. Scheme of context mediation for forming a set of learning objects for delivery to
learner’s context

4   Conceptualization of Learning Objects

Let us consider forming ontological graph for the classes of learning objects
mentioned above. Assume we have a course outline (that includes the course
description, a list of topics and a list of literature) and a set of learning objects for the
course (possibly incomplete, complete or redundant). These materials can be
structurally and/or semantically heterogeneous. That is why it is necessarily to build
context-ontological description of the learning materials.

In terms of the multilevel ontological graph there are two types of ontological
objects: description of the basic level O01 (i.e. a course outline) and set of learning
object files O02={M}. The intersection of these objects provides the learning objects to
the learning process. Due to heterogeneity of learning objects this intersection could
be incomplete, that is why the ontological objects require contextualization. The
context C01 for the O01 defines who proposed the outline, and when it was done. The
context C02 for the O02 is defined by information sources, which participate in forming
the set of learning object files.

Assume there are n specified documents {M}=ΣMi,i=(1,…,n). The basic level of
conceptualization allows building the scheme of basic interoperability among learning
resources and outlines specifying their use (fig.4).
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Fig.4. Scheme of basic interoperability. Solid line – the course uses all materials of the learning
object, dotted line – the course uses a part of materials of the learning object

The next step of decomposition is building of ontological graphs for each
specifying document (course outline). The lists of course topics {Тi} and literature {Li}
are considered as ontological objects for the O01. Thus, we obtain two sublevels:
topics and literature (fig.5). These sublevels allow to review the scheme of use of
sources, and then to evaluate completeness of delivery of learning materials for
courses. Components of these sublevels are interconnected and describe the sequence
of study of the material.

Fig.5. Reallocation object on levels

The next step of decomposition can happen according to two scenarios. The first
scenario is analysis of the set of resources without consideration of initial links to the
list of literature. In this case decomposition is conducted in the following order:
1. Decomposition of all sets of materials on subsets related to every topic.
2. Analysis of subsets of literature sources, which are necessary for the topic.
3. Finding intersections of subsets {M} and {L} for discovering required sources of

learning objects .
This scenario is preferable if only one course is under consideration. If integration

of several courses is necessarily, the second scenario of decomposition is used:
1. Analysis of the intersection of the set of literature sources and the set of learning

objects, and forming subsets of primary {M1} and secondary {M2} materials. In
this case {M1} is the object of steady associations of appropriate literature sources
(the further processing will be applied to the materials excluded from this subset).

2. Further decomposition of {M2} by the same way, etc. (fig.6). This approach
allows keeping track accessibility of suggested literature and reducing number of
relationships in the graph.
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Fig.6. Ontological graph of course description

As a result of conceptualization of learning resources, we have an ontological
graph representing conceptual structure of a course including primary scheme of
interoperability and approximate scheme of distribution of learning objects among
topics of the course. For achieving maximum level of interoperability further
contextualization of the graph is happening.

5   Contextualization of Ontologies and Resolving Ontological
Conflicts

Contextualization means the process of discovering hidden relationships of
interoperability between ontological objects and analyzing clear relationships set up
on the conceptualization stage. Objects of the obtained ontological structures can be
compatible, but also can conflict. The goal of contextualization is obtaining
ontological structure excluding possibility of semantically conflicting description of
information. The contextualized ontological graph should accurately describe
semantics of ontological domains. The contexts of learning objects and learners
determine conditions for interoperability among information sources (course outlines,
literature and learning objects) and consumers (learners and course outlines). Course
outlines can be both information sources and consumers depending on the particular
use.

For discovering types of data conflicts it is necessarily to consider semantics of
classes of objects used in the system and types of conflicts between objects of these
classes. Semantics of ontological objects describing themes of a course is determined
by topics of the themes, subtopics, goals of the course, link to literature and other
sources, key terms. Semantics of ontological objects describing literature is
determined by some characteristics, such as author, name, year of publishing, etc.
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Semantics of learning objects (files) is determined by their internal content and the
contexts they were created in. There are the most complex objects for integration due
to their structural and semantic heterogeneity. Conflicts of classes are being
discovered during the process of building ontological structures of one of the classes.
There are structural conflicts caused by conflicting relationships in the ontology to be
built (for example, ambiguous description of goals of themes, different sequences of
themes, etc.). Conflicts of ontological structures of literature sources are conflicts of
generalization caused by incorrect distribution of literature among themes and low
level of detailing the literature sources. Conflicts of interoperability are being
discovered during the process of integrating ontological structures of course outlines,
literature and learning objects.

According to the context hierarchy there are several types of contexts used for
contextualization of learning materials. Interoperability context determines conditions
for links of interoperability, namely conditions that determine equivalence of
semantics of two ontological objects. Identity of semantics of two ontological objects
can be set up only if all levels of contexts are semantically identical (including objects
of steady associations). Task context is formed for all objects of an ontological graph.
The task context determines conditions for interoperability of objects, which belong to
the same class within an ontological graph (for example, sequence of topics or key
terms for a theme and their intersection). Source context is defined for learning
resources (for example, location of a file and its profile, knowledge domain of a
resource, author of a resource and authors profile, etc.).

The process of elimination of semantic conflicts is sequential, and the sequence
depends on types of conflicts. The biggest number of errors occurs because incorrect
processing names of objects (naming conflicts). Conflicts of this type (synonyms and
homonyms) are eliminated basing on the conceptual contexts of ontological objects. A
conceptual context of ontology is a description of values of ontological objects. For
example, for ontological objects of learning materials it could be: CC={source,
author, type} (where  source – name of source of an ontological object; author –
author of the source; type – type of the object). If an object is complex: CC={name,
{set_author}} (where  set_author – set of authors).

After contextualization of ontology it is necessarily to resolve ontological conflicts
to build steady associated ontology. Assume two sets of objects are built: О1={о1i} –
describes a set of ontological objects of the first system involved in data exchange,
О2={о2j} – the second. Assume that relationships between objects are defined, and
potential links of interoperability are found. The first step of resolving ontological
conflict is eliminating homonyms. Assume we have two potentially interoperable
objects о1i∈О1 и о2j∈О2. If conceptual contexts CC1≡CC2, the probability of
homonymy is very low, that is why the link between these objects is correct. If
CC1≠CC2, homonymy exists.

For example, we have two ontological fragments (fig.7) with potential
interoperability, equal conceptual contexts for the objects #3 and different conceptual
contexts for the object #1. Thus we have the following set of conceptual contexts:

CC11 = {name = 1, author1, type1}, CC12 = {name = 2, author2, type2},
CC13 = {name = 3, author3, type3}, CC21 = {name = 1, {set_author1}},
CC22 = {name = 4, {set_author2}}, CC23 = {name = 3, author3, type3}.
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There are two potential links:
Pot1: О11 -> О21, CC11 ≠ CC21 and Pot1: О13 -> О23, CC13 = CC23.
In this case objects О11 and О21 have the same name but different conceptual

contexts, that is why the link Pot1 is excluded and one of the objects is renamed to
1_hom (this renaming is applied only for ontological object but not for physical data
structure). This renaming allows processing homonymic objects independently.

Fig.7. Homonymy and its elimination

Analysis of synonymy is more complicated because synonymy of two objects in
different ontologies assumes full coincidence of conceptual contexts and full
coincidence of links to other objects. The coincidence of conceptual contexts only
assumes potential synonymy; that is why analyzing synonymy is conducted by the
following way: (1) extraction of an integrated object of the first ontology; (2) forming
a set of links from this object to other objects (mask of interoperability); (3)
comparing this mask with every object of the second ontology. Coincidence means
synonymy; this is an ideal case because interoperability is achieved, and steady
association can be installed (fig.8, first picture, objects #2 and #6). Otherwise we have
partial synonymy – it means ontological conflict exists and should be eliminated. In
the case of partial synonymy (fig.8, second picture) a key object #5 of the second
ontology (part of its link is overlapped by the mask) is split on two objects: with
overlapped (#5) and not overlapped (#5link) links. Thus, a quasi-steady association is
installed between the integrated objects #2 of the first ontology and the object #5 of
the second one. A link of “neighborhood” is installed between objects #5 and #5link.

Fig.8. Synonymy and partial synonymy

An example of conceptualization of course outlines and examples of elimination of
ontological conflicts through context conversions are described in [9]. The next and
the last step of building Common Ontology is the search of meaningful ontological
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chains between integrated domain ontologies. Classic and genetic algorithms can be
used for the search. The methods of integration ontologies are described in [8].

6   Conclusion

This paper describes a model of the process of building the domain of Common
Ontology, which is used in the context mediation for achieving interoperability among
semantically heterogeneous learning objects and learners in the e-Learning systems.
This work is concentrated on the conceptualization learning materials to build their
domain ontologies, contextualization and integration of the ontologies and their use in
the context mediation for delivery learning objects to learner’s context.
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Abstract. A fundamental difficulty faced by cooperative multiagent systems is
to find how to efficiently coordinate agents. There are three fundamental proc-
esses to solve the coordination problem: mutual adjustment, direct supervision
and standardization. In this paper, we present our results, obtained in the Robo-
CupRescue environment, comparing those coordination approaches to find
which one is the best for a complex real-time problem like this one. Our results
show that a decentralized approach based on mutual adjustment can be more
flexible and give better results than a centralized approach using direct supervi-
sion. Also, we have obtained results showing that a standardization rule like the
partitioning of the map can be helpful in those kind of environments.

1   Introduction

Cooperative multiagent systems in which agents must interact together to achieve
their goals is a very active field of research [13]. A fundamental difficulty faced by
such systems is to find how to efficiently coordinate the actions of different agents
(independent software entities) to make them help each other, instead of harming each
other [3,4,6]. The coordination in multiagent systems is the process used to manage
the dependencies between different activities [5].

There are three fundamental processes to solve the coordination problem [7]: mu-
tual adjustment [11,12], direct supervision and standardization [9,10]. Mutual adjust-
ment means that each agent is trying to adapt its behaviour to improve the coordina-
tion. Direct supervision, means that there is one agent that can send orders to other
agents. Finally, standardization means that there are some social laws enforcing the
coordination among the agents.

In this paper, we present some tests comparing a decentralized approach (mutual
adjustment) against a centralized approach (direct supervision). We also have made
another test comparing the mutual adjustment with the standardization approach. The
results presented have been obtained in the RoboCupRescue simulation environment.
This is a real-time environment where agents, representing firefighters, policemen and
paramedics have to cooperate to save people after a natural disaster in a city [1,2].

In RoboCupRescue, the coordination is very important because there are strong
dependencies between agents activities. For instance, a firefighter cannot extinguish a
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988 S. Paquet, N. Bernier, and B. Chaib-draa

fire if the roads were not cleared by a policeman to enable him to reach the fire. In
fact, for a complex problem like the RoboCupRescue, it is not obvious to see which
coordination strategy is the most effective. It is why we have made some tests to
compare different strategies and to find which one is the best for this kind of applica-
tion.

This paper compares the usefulness of decentralisation on two different tasks: ex-
tinguishing fires and rescuing civilians. In addition, it studies the usefulness of parti-
tioning the environment when the tasks are really dynamic and only one agent has to
be assigned to a specific task. The partitioning can be seen as a social law [9] dictat-
ing the responsibilities of each agent. Before explaining those strategies, we firstly
present our test environment, the RoboCupRescue simulation.

2   The RoboCupRescue Simulation: A Complex Environment

The goal of the RoboCupRescue simulation project is to build a simulator of rescue
teams acting in large urban disasters [1,2]. This project takes the form of an annual
competition in which participants design rescue agents trying to minimize damages,
caused by a big earthquake, such as civilians buried, buildings on fire and blocked
roads. In the simulation, participants should have approximately 30 to 40 agents of six
different types to manage:

− FireBrigade: Their goal is to extinguish fires.
− PoliceForce: Their goal is to clear roads to enable agents to circulate.
− AmbulanceTeam: Their goal is to transport injured agents and search in shat-

tered buildings for buried civilians.
− Center agents: There are three types of center agents: FireStation, PoliceOffice

and AmbulanceCenter. The only actions those agents can make are to send and
receive messages. A center agent can read more messages than a platoon agent
(moving agents in the simulation), thus they can have a better global view of the
situation, so center agents can serve as information centers and coordinators for
their platoon agents.

FireBrigade PoliceForce

AmbulanceTeam

AmbulanceCenter

FireStation PoliceOffice

Fig. 1. Communications' organization in RoboCupRescue. Links between types of agents indi-
cate that a communication is possible by radio between those types of agents.

Fig. 1 shows the communications' organization between the different types of
agents in the RoboCupRescue simulation. This organization limits the liberty of
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communication between agents. As we can see, it takes at least three steps for a mes-
sage to go from a FireBrigade agent to a PoliceForce agent.

The RoboCupRescue environment is complex because it imposes some hard con-
straints such as:

− a real-time constraint on the agents' response time because all agents have to be
able to reason in less than 500 ms,

− the agents' perceptions are limited,
− the number of messages that an agent can send and hear is also limited.

In the simulation, each individual agent receives visual information of only the re-
gion in its surroundings. Thus, no agent has a complete knowledge of the global state of
the environment. Therefore the RoboCupRescue domain is in general, collectively par-
tially observable [8]. This means that even if agents are putting all their perceptions to-
gether, they will not have a perfect perception of the environment. This uncertainty
complicates the problem greatly. Agents will have to explore the environment, as it
would not be enough to limit themselves on the visible problems. They will also have to
communicate to help each other to have a better knowledge of the situation.

Another difficulty in the RoboCupRescue simulation comes from the fact that the
agents are heterogeneous, they cannot do everything by themselves. Therefore, they
need to cooperate in order to accomplish their goal efficiently.

Furthermore, agents have to be really careful about the messages they send, be-
cause it is really easy to loose messages due to the limitations on the number of mes-
sages an agent can hear and also due to the organization presented in Fig. 1.

3   Centralized against Decentralized Decision Making

In this section, we present two different tasks and for each of those two, we present a
centralized and a decentralized decision process. First, we define the FireBrigades’
task that consists in choosing which fire to extinguish. Then, we present the Ambulan-
ceTeams’ task that consists in choosing which civilian to rescue.

3.1   FireBrigade Agents

The main task of the FireBrigade agents is to extinguish fires. Therefore, the main
decision that those agents have to take is to decide which fire to extinguish among all
visible fires. To address this, we have developed two different decision processes: one
decentralized among all FireBrigade agents and one centralized in the FireStation.

Decentralized Decision Process. In the decentralized process, each FireBrigade
chooses the fire it wants to extinguish by itself, so all decisions concerning fire
extinguishment is taken in a distributed manner, locally by each FireBrigade agent.

Each FireBrigade agent is maintaining a list of all the buildings on fire which it
knows about. This list is then sorted according to a certain function estimating how
good the choice of each building is. With this function, FireBrigades are prioritizing
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certain categories of building. Empirically, we have chosen some weight to define the
relative importance of fires’ characteristics to make agents prioritize :

− the early fires, with an intensity of 1, because they are generally easy to extin-
guish and at the border of a zone on fire;

− the fires that put the biggest area in danger, to protect the biggest area;
− the closest fires, because it is faster to reach such fires;
− the smallest fires, because they are easier to extinguish;
− the fires with FireBrigades already on it, because it is faster to extinguish a fire

in group;
− the buildings that are not concrete reinforced, because those are harder to extin-

guish.

Centralized Decision Process. In the centralized decision process, practically all
decisions are made by the FireStation agent. Therefore, the decision process is
centralized in one agent. The FireStation is informed of the situation, i.e. where the
fires are, by messages sent by all agents in the simulation. At each turn, the
FireStation agent uses a function, similar to the one described in the decentralized
approach, to sort all fires according to their importance.

Afterwards, the FireStation agent sends a message to each FireBrigade containing
the two best fire it has identified. Those two fires are seen as orders by the FireBri-
gades, so they obey and try to extinguish the first fire on the list. When the first one is
extinguished, they try to extinguish the second one.

The FireBrigade agents blindly obey the FireStation. The only time they choose
by themselves which fire to extinguish is when they do not receive a message from
the FireStation.

Results.  To test those two different coordination approaches, we have made some
test runs on three different maps. To study the effectiveness of our agents at
accomplishing the extinguishing task, we have recorded the surface burned in each
situation. In Fig. 2, we can see two graphics representing the average surface burned
during 20 runs on two different cities. In Fig. 2 a), the decentralized approach gives
better results than the centralized approach, but on Fig. 2 b), it is the opposite.

Those results show that there is not one approach that is better than the other in all
situations. To explain that, we should note that one of the big difference between the
two simulated cities is that at the beginning, the roads were more blocked in city a).
This has an impact because the center in the centralized approach does not consider
the agents’ positions, so if the roads are blocked, there is a good chance that the
agents have some difficulties to reach the building on fire. Since each agent in the de-
centralized approach is considering its distance from the fire, it has more chance to
reach the chosen fire as it is normally closer.

With the centralized approach, if the roads are not too blocked, the results are bet-
ter because the center has the best global view and consequently it can choose the best
fire to extinguish and the FireBrigades are able to reach the building more easily.
When the roads are more blocked, the decentralized approach becomes better because
each agent chooses closer fires, so it has more chance to reach them.
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That shows that the best approach would be to combine those two extremes by
having an approach where the decision is made in a centralized way in some situa-
tions and in a decentralized way in other situations. The combination and the identifi-
cation of those situations will be the subject of future research.

Fig. 2. Average surface burned during 20 runs of two different situations.

3.2   AmbulanceTeam Agents

The main task of the AmbulanceTeam agents is to rescue civilians. Therefore, the
main decision those agents have to take is to decide which civilian to rescue between
all known buried civilians. As for the FireBrigades, we have developed two different
decision processes: one decentralized among all AmbulanceTeam agents and one
centralized in the AmbulanceCenter.

Decentralized Decision Process. In the decentralized process, all AmbulanceTeam
agents choose which civilian to rescue by themselves. They use a greedy planning
algorithm to try to maximize the number of civilians that could be saved. Each task,
corresponding at saving a civilian, has a time length giving the necessary time to save
the civilian. This time is the sum of: (a) the travel time to go to the civilian location,
(b) the rescuing time and (c) the time to transport the civilian to the refuge. Each task
also has a deadline representing the expected death time of the civilian.

The chosen civilian is the one that maximizes the number of civilians that could be
rescued after him. To do that, we count for each civilian how many other civilians we
would have time to save before its expected death time. The “best one” is chosen by
the AmbulanceTeam to be rescued. After this civilian has been rescued, the Ambulan-
ceTeam chooses the next one with the same algorithm.

Centralized Decision Process. In the centralized decision process, all decisions are
made by the AmbulanceCenter. At each turn of the simulation, this center agent sends
the ordered list of civilians to rescue to the AmbulanceTeams. The center agent
determines which civilians to save and in which order by using the same algorithm
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described before for the decentralized process. The only difference is that the center
estimates the traveling time to be two times the time to reach a refuge from the
civilian location. It has to do an estimation because it doesn’t know the position of
each AmbulanceTeam, so it does not know the distance from the AmbulanceTeam to
the civilian. At each turn, the center agent determines the two best civilians to rescue
and sends this information to each AmbulanceTeam. Since all AmbulanceTeams
receive the same messages, they are always rescuing the same civilian. This is a good
behavior because they work faster when they work together. For example, if one
AmbulanceTeam agent is rescuing a civilian, it could take 30 minutes, but if the are
two rescuing the same civilian, it could take 20 minutes and with three it could take
15 minutes. When they are in group, they can dig faster to find the civilian trapped in
the building.

Results. To test those two approaches, we have executed the simulation 20 times on
three different maps and we have recorded the total HP of all agents in the simulation.
The HP represents the healthiness of an agent. If the HP is 0, the agent is dead.

Fig. 3 shows the average of the total HP for the centralized and the decentralized
approaches. As we can see, the two approaches are quite similar. In our two other
maps, the results are even more identical. One reason for this could be that the Am-
bulanceTeam agents have practically the same vision of the situation as the Ambu-
lanceCenter. This is because they receive almost all the messages concerning the ci-
vilians. Therefore, since they are choosing the civilians based on the same function
they have a good chance to choose the same civilian, thus generating the same be-
havior as for the centralized process.

0
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0 50 100 150 200 250

time
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Fig. 3. The average total HP for the centralized and decentralized approaches.

The little difference in favor of the decentralized process could be explained by the
better individual choice of civilians at the beginning. In the decentralized way, each
AmbulanceTeam agent chooses a closer civilian, so it can have more chance to be able
to reach it if the roads are blocked. This distinction is rapidly lost because after a short
time, the AmbulanceTeam agents can move more freely and since they all have ap-
proximately the same view of the situation, they almost choose the same civilian
every time, thus generating the same behavior as in the centralized process.
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4   Partitioning the Environment

In this section, we present our results showing the impacts of partitioning the envi-
ronment. In fact, this simplifies the coordination, because each agent has a region for
which it is responsible for. To illustrate that, we present some results obtained with
our PoliceForce agents in two different settings: with sectors or without sectors.

PoliceForces are playing a key role in the rescue operation by clearing the roads,
thus enabling all agents to circulate. Without them, some actions would be impossible
because all other agents would be indefinitely blocked by roads' blockades. Therefore,
it is really important for them to be fast and efficient. For those agents, we have de-
veloped two strategies: one where each agent is free to execute all tasks, no matter
where they come from, and an other strategy where some agents are responsible for a
specific sector assigned to them at the beginning of the simulation.

4.1   Partitioning in Sectors

For this strategy, we have divided the map in nine sectors to help agents with the task
allocation problem. So, at the beginning of the simulation, when the agent receives
the information of the city map, it begins by dividing the map in nine homogeneous
sectors and sends its position to the PoliceOffice. When the PoliceOffice has received
all the positions of the PoliceForce agents, it assigns a sector to the nine agents that
are closer to the center of a sector. Thus, there is one and only one PoliceForce af-
fected to a sector and this agent has the responsibility of this sector. By doing so, we
have divided our PoliceForces in two groups: those with a sector and those without a
sector. Therefore, even in the strategy with sectors, we have some agents that do not
have a sector because there are more agents than sectors. Those agents without a sec-
tor are in charge of clearing the roads around the closest fire. Here is a list of the
strategies, in their priority order, that PoliceForce agents follow:

1. Unblock other agents in its sector.
2. Clear roads between fires and refuges in its sector.
3. Clear roads around refuges in its sector.
4. Clear all the roads in its sector.

Thus, the highest priority task of a PoliceForce agent with a sector is to help the
other agents in its sector. This is very important, because FireBrigades and Ambulan-
ceTeams would not be able to do their tasks if they are blocked. Therefore, when an
agent is blocked it sends a message to the PoliceForces indicating its position. When
it receives the message, the PoliceForce responsible for this sector adds it to the list
of roads to clear. When a PoliceForce agent has to make a decision, it chooses the
closest road to clear on this list.

When the preceding list is empty, the PoliceForce agents with a sector try to open
the roads for the FireBrigade agents by clearing all roads between a fire in the sector
and the closest refuge. Notice that the refuge can be in its sector or not. This is a pro-
active action to help the FireBrigades, because there is a good chance that those
agents would ask for a road clearing. FireBrigades have a good chance to use those
roads because they have to refill their tank at the refuge, so they are often going from
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a fire to a refuge and in the other direction too. This strategy helps to reduce the
communications and the agent movements.

Afterwards, PoliceForce agents are clearing roads around refuges. They clear all
roads in a perimeter of 40 meters around the refuge, if it is in their sector. This is also
a proactive action, because refuges are intensively used by the FireBrigade and the
AmbulanceTeam agents.

When the three preceding tasks have been done, PoliceForces clear all the roads in
their sector. They first calculate the best path to visit all the roads in their sector. After
this, they will follow this path and clear all blocked roads on their path. Thus, when
all those tasks are done, all roads on the map have been cleared.

4.2   Without Partitioning

In this case, PoliceForce agents have only two tasks. The first one is to clear roads to
help the other agents. When they receive a message asking for a clearing, they add it
to the list of roads to clear. From this list, they choose the closest road to clear. Since
they do not have any sector, they try to help all agents, no matter where they are on
the map.

The second task is to clear roads on the path from a fire to a refuge. Unlike the
other type of PoliceForces, they are not restrained to a specific sector, so they choose
the closest fire. By clearing the path from a fire to a refuge, they clear the roads
around fires and around refuges. This is interesting since they are really important
spots to clear to help the other agents to move freely in the city.

4.3   Results

To test those two approaches, we have executed the simulation 20 times on three
different maps. We have recorded the width of each road that is blocked in the
simulation and the number of time that an agent is asking to clear a road. The graphic
of Fig. 4 a) indicates that the PoliceForce agents with sectors gave better global
results. In this graphic, the score is the total score given by the RoboCupRescue
simulation. There is not a big difference, but in average, the partitioning of the map in
sectors helped those agents.

On the Fig. 4 b), we can see that the PoliceForces with sectors are more efficient at
clearing roads, because there are less roads blocked in average at the end of the
simulation. The Fig. 4 c) shows that the number of clearing messages with or without
the partitioning strategy is the same. One explication might be that PoliceForce
agents with sectors are clearing all the roads in their sector, but they may clear roads
that are not used by other agents. That could be why the number of clearing messages
is the same even if there are less roads blocked when the agents are using sectors.
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Fig. 4. Comparison of the results obtain for the PoliceForce agents with and without sectors. a)
the total score for the 20 simulations. b) The average roads’ width blocked during the 20 simu-
lations. c) The average number of clearing messages during the 20 simulations.

5   Conclusion

In this paper, we have compared a centralized approach with a decentralized approach
on two different tasks. Our preliminary results show that the decentralized approach is
better when the situation is more chaotic because the center agents do not know the
position of each of their agent. Since platoon agents have some problems reaching the
goal of the center agent, they obtain better results when they are deciding by them-
selves, because they can take their distance from the objective more into account.

In the case of a centralized approach, we obtain better results when the agents are
free to move, because in those situations, the distance from the goal is not important.
Thus, the better global vision of the center can help to choose the best goal.

For the task of rescuing civilians, we have seen that the difference is not significant
between the centralized and the decentralized approach. This happens because the in-
formation concerning civilians is less dynamic and the messages are received by all
agents. So, every AmbulanceTeam agent has sensibly the same view as the FireSta-
tion agent. Therefore, AmbulanceTeam agents often make the same decisions as the
center agent.
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We have also tested in this paper the usefulness of partitioning the environment in
sectors. As we have demonstrated with our results, the partitioning of the map is help-
ful for a task, like clearing the roads, that is very dynamic. In the RoboCupRescue en-
vironment, PoliceForce agents can receive a lot of messages asking to clear a road
and the partitioning help in assigning a specific clearing task to an agent. Each agent
knows the tasks that it is responsible for without any communication. So, there is al-
ways one and only one agent executing a specific task. The coordination is assured
with those sectors and this can be seen as a coordination by social laws.

In short, we have shown in this paper that when a task is complicated, it is useful to
use a decentralized decision making process and also if possible to partition the envi-
ronment in sectors and assigning an agent to be responsible for each sector.
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Abstract. Reinforcement learning agents are used in many domains; however,
multiple, benevolent, and communicating reinforcement learning agents are
rarely used. This paper explores using multiple reinforcement learning agents in
a simple static environment to research methods allowing such agents to com-
municate during learning. The problem of developing a model whereby rein-
forcement learning agents can learn faster through the use of communication is
explored. This paper develops two agents that are able to communicate with
each other and able to learn about their actions using reinforcement learning
techniques. The maze environment is used as a testbed. In this environment, the
two agents are required to navigate the maze and trade information about the
state of each other. This information includes the expected utilities for all ac-
tions from that state. To demonstrate the feasibility of the proposed approach,
the agents are implemented. In addition, the efficiency of this model is com-
pared with single agents and two independent agents.

1   Introduction

Reinforcement learning (RL) mimics one method animals use to learn. Animals per-
form actions that lead to positive reinforcement, and they avoid actions that lead to
negative reinforcement. In addition to learning by receiving reinforcement from their
own actions, animals learn from the experience of each other. RL is described by
Bigus and Bigus [1] as, “the most realistic form of learning.”

RL is often used in autonomous agents, but there are few [12] applications for
multiple RL systems. In our work, we focus on developing a multi-agent RL system in
a game environment. The main objective is to develop and test an environment that
consists of two RL agents, where each agent is able to learn from its own trial and
error actions and from the trial and error actions of each other.

While much of the work with RL agents’ focuses on a single agent, there exists
some work with multiple agents. Ming Tan [12] compared independent and coopera-
tive RL agents, and he identified three methods of communication for RL agents. In
another work, Whitehead [14] developed two cooperative learning agents: Learning
with an External Critic (LEC) and Learning By Watching (LBW). Whitehead found
that both procedures reduce the search space; in addition he found the LBW agents
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could perform well when all agents begin naïve, whereas the LEC algorithm requires a
competent critic or supervisor. The watching agent or critic agent is off-line.

A simple maze navigation environment, developed by Perez-Uribe [5] was used as
a testbed for this experiment. The environment was chosen because it would not offer
an unfair advantage to cooperating agents. RL is a tightly coupled system; this paper
addresses an attempt to introduce knowledge communication, in the form of policy
sharing, into such a system. This work investigates two cooperative RL agents in the
test environment. The agents are given a communication option in addition to their
movement options. The learning rate of the two communicating RL agents will be
quantified and compared to two independent RL agents, and to one autonomous RL
agent.

2   Related Work

Several multi-agent RL systems have been developed; essentially these systems seek
to take advantage of multi-agents to reduce the search space. These systems use vari-
ous methods of allowing communication between multiple agents. A shared white-
board method is explored with the MALE system [9] that uses an interaction board.
The ILS [10] system uses a central controller approach to integrate heterogeneous
learning agents. The previous systems used learning from examples. San and Weiss
[8] explain that learning is a method for reducing the load of communication among
individual agents, and that communication is viewed as a method for exchanging in-
formation that allows agents to continue or refine their learning activities. They find
that communication offers numerous possibilities to improve learning, but it is not a
panacea for learning. Whitehead [14] discussed two systems: a system with Learn By
Watching (LBW) agents, and a system with Learning with and External Critic (LEC)
agents. He proposed that multiple RL agents would decouple the learning rate from
the state-space size. He found that both procedures reduce the search space. White-
head theorized the lower bound by which n agents can decrease the learning rate

as 





Ω

n
1 . San and Weiss [8] studied concurrent, isolated reinforcement learning

(CIRL), which is similar to an embarrassingly parallel system. They studied domains
where other agents affect the dynamics of the environment, and found that the CIRL
paradigm is most effective when the agents’ actions are not strongly coupled. Weiss
[13] studied agents communicating in order to decide on individual group actions. He
adopted studies of algorithms similar to that of bucket brigade algorithm (BBA) [13]
used in classified learning. The two algorithms he studied are the Action Estimation
(ACE) and the Action Group Estimation (AGE). Optimal performance was not at-
tained with either procedure partially because of each agent’s limited local perception,
and partly because of the inability of the agents to consider states globally instead of
locally.  In addition, the algorithms do not consider the cost of communication. Litt-
man [3] described a system of competitive RL agents, where these agents are learning
to play against each other in soccer-like game environment. Although, in his approach
the RL agents perform well, they do not consistently beat his hand programmed agent.
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Prez-Uribe and Sanchez [6] discussed the possibility of a multi-agent three-player
card game, but the brunt of their work focused on a single RL neural network.

Makar et al. [4] described a hierarchal approach to multi-agent RL. In his approach
he scaled RL using the MAXQ hierarchical framework and used joint action values.
The key principle explored was that the value of a parent task could be factored in to
the value of subtasks that are independent of joint action values, and the completion
cost which depends on action values. This approach requires an appropriate hierarchi-
cal model for success. Recently Tan [12] compared cooperative RL agents to inde-
pendent RL agents and outlined the following three methods of communication for RL
systems: (1) Agents can communicate instantaneous information, such as sensations,
actions, or rewards. (2) Agents can communicate sequences of episodes. (3) Agents
can communicate learned decision policies. Our proposed system allows agents to
communicate with learned decision policies.

3   Reinforcement Learning

RL is online, and it combines elements of supervised learning and dynamic program-
ming. In RL, the agent receives a signal or signals from the environment that serve to
locate it in a discrete state, which contains all the necessary information for the agent
to select its next action. Such states are said to exhibit the Markov (memory-less)
property [11]. The agents in our system are equipped with knowledge of their current
state, and they can perceive attributes of immediately adjacent squares.

In our proposed system, agents are equipped with the SARSA(λ) learning algorithm
[11][5]. SARSA(λ) is a Q-learning algorithm that learns a decision policy based on the
state action value function Q. This is an active learner where the current state and the
next action are represented by a state-action pair. SARSA(λ) is a temporal difference
(TD) algorithm that updates the value of the ith state-action pair to bring it in equilib-
rium with the (i+1)th state-action pair [7]. SARSA(λ) uses an eligibility trace that con-
trols which state-action pairs are more eligible for learning [5]. To describe the
SARSA(λ) algorithm, we need to define the following. Assume that s refers to the
current state of the system, a refers to the action just taken, s’ refers to the next state of
the system, a’ refers to the current selected next action, α refers to a discounted learn-
ing parameter (learning rate), γ refers to a discount factor, r refers to the reward re-
ceived for doing action a in state s, λ refers to a real value between 0 and 1 used in
reducing eligibility trace values, and ε refers to a value less than one, indicating the
amount of exploration. The value of a state-action pair is modified based on the re-
ward received from a specific state-action. In order to appropriately map a reward to
not only the most recent state-action pair, but to state-action pairs that preceded the
current state-action pair, an eligibility trace is kept. The value of the eligibility trace
for a specific state-action pair is set to one immediately after the state-action pair
occurs. The value is then reduced by a factor of λγ after each subsequent state-action
pair. The SARSA(λ) algorithm can be described as follows [5]:

The temporal difference error (TDerr) is calculated first to update the agent's
knowledge with the current view of the world, using Equation (1). The TDerr is the
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reward received from executing action a from state s plus the difference of the value
associated between the new state-action pair Q(s’,a’) and the executed state-action pair
Q(s,a).

),(),( asQasQrTDerr −′′+= (1)

This error is calculated after each transition from state s to state s′ . The eligibility
for the current state-action pair is set to 1.

1),( =ase

The TDerror is used to update the Q values for each state-action pair. The TDerror
is multiplied by eligibility trace value for the state-action pair, using Equation (2).

(2)

The eligibility trace values are reduced by a factor of λγ for each state-action pair,
using Equation (3). The updated trace will be used for all state-action pairs not di-
rectly executed in the next action.

.,),,(),( AaSseachforasease ∈∈= λγ (3)

During the agent lifetime it always tries to maximize it's rewards before taking an
action, using the following learning procedure:

- Select an action such that Q(s, a) is maximum (i.e., with probability 1- ε).
- Execute the selected action a and enter s’.
- Receive the reward value r.
- Select the likely next action a’ for use in updating Q(s, a).
- Update Q(s, a) using SARSA(λ).

The RL agents cooperate with each other in trading values for state-action pairs.
One of the main key issues considered in RL is the assignment of reward. For this
model a minimum time to goal function is utilized. An agent receives a reward of -1
for each action other than the goal action and 0 for the goal action. This approach
motivates and encourages the agent to find a short path to the goal.

4   Environment

The environment of the RL agents used is as shown in Figure 1. It is a maze environ-
ment with a fixed goal location. In this environment, the RL agent navigates the maze
starting from square i (i.e., initial state) to square j (i.e., the final state or goal). It is
assumed that the agent will not encounter any terrible traps. This makes the agent's
main objective is to learn how to navigate towards the goal without running into walls.
Figure 1 shows the agent’s perceptions. These perceptions are limited to the agent’s

.,),,(),(),( AaSseachforaseTDerrasQasQ ∈∈+ α=
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adjacent four squares. Each of the four squares is represented by one bit, where 1 is
assigned for blocked and 0 is assigned for not blocked. For example, the value 11002
shown in Figure 1 indicates that the south and the east are blocked, while the west and
the north are not blocked. The agents in this environment are able to select from one
of four actions. The agent can move one square to the north, south, east or west. In the
multi-agent game, the agent can also select a fifth action ask(s), which allows an agent
to request all state action values for state s..

Fig. 1. Game Maze and Agent Perception

This environment is accessible, as it is assumed that the agent can see the adjacent
locations. The model the environment object has a static method that updates the
agent’s state. The agent has all the required knowledge to select the desirable action.
In addition, the environment is: deterministic, the agent can perceive its environment
without 100% certainty; static, the maze environment, including the position of the
goal square, do not change; and discrete, progression in time is marked by transition
from one state to the next.

5   Agent’s Architecture

The architecture of the proposed RL agent is designed to navigate a maze environ-
ment. Each agent is autonomous, cooperative and able to learn and communicate with
other agents to achieve its goals. The agents communicate with each other using a
simple version of Knowledge Query Manipulation Language (KQML) [2].
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Other Agents

Sequential Controller

Problem

Communication

Learning

Knowledge Update

The architecture of system is shown in Figure 2. The system consists of a set of
components including: problem solver, sequential control, knowledge update, learn-
ing, and communication components. The problem solver observes the state of envi-
ronment and determines the appropriate next action; in SARSA(λ) each state is mapped
to a best action by a policy π. The sequential control component synchronizes the
discrete time steps, while the knowledge update component update the agents learned
policy using the SARSA(λ) algorithm. The communication component consists of an
inter-agent communication, and environmental perception component.

After a series of trial and error attempts the agent learns a policy π that maps states
to effective actions. The agent keeps the learned policy in memory; however, they
have no memory of the sequence of past actions.

Fig. 2. Agent’s Architecture.

6   Implementation

The proposed system has been implemented using Java; the original code [5] was
ported from C to Java, modularized, then multiple agents were introduced. In addition,
the agents were integrated with a statistics module.  A control module ensures both
agents act in parallel. A weighted average function is used to reconcile the knowledge
received from communication. The value for each state-action pair received is
weighted-averaged with the requesting agent's value for each state-action pair. A
weight value w, where w is a value on the interval [0, 1], is multiplied by the received
value, then the value is added to (1 - w) multiplied with the original value. To describe
the weighted average function, we define Q"(s, a) as the state-action pair received in
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response to the ask() request. Equation 4 shows the weighted average function. Sev-
eral values w are tested in order to find an optimal value for the given model.

.),()1(),(),( AaeachforasQwasQwasQ ∈−+′′= (4)

 The complete procedure used in by the communicating follows:
- Select an action such that Q(s, a) is maximum (i.e., with probability 1- ε).
- If the action selected is ask

o Request all the Q(s, a) values from the other agent for state s
o Set Q(s, a) to the weighted average of the received and original values
o Select an action such that Q(s, a) is maximum (i.e., with probability 1-

ε).
o If the action selected is ask
o Select and action a at random from the set of actions not including

ask.
- Executed the selected action a and enter s’.
- Receive the reward value r.
- Select the likely next action a’ for use in updating Q(s, a).
- Update Q(s, a) using SARSA(λ).

The effectiveness of the agent is achieved and demonstrated by reaching the goal as
fast as possible. This made it natural to consider cost for communication. The agent
requesting information is charged one step, and receives a reward of -1 for the infor-
mation requested. As the agents are encouraged to be benevolent, no charge is made
for giving information. In this model, an agent always replies to received request(s). A
no cost for communication model is used for comparison purposes. In some environ-
ments the cost of communication is more than others. Functionality was also added to
the system to test for the application of a correct policy, and a statistic was added
allowing the system to track the number of consecutive “correct” actions.

7   Experimental Results

In this section, three RL agents systems, an autonomous agent, two independent
agents, and two communicating agents, were tested. These agents are capable of only
moving in four directions, requesting information, and providing information. The
experiment is performed on a single autonomous agent, two independent autonomous
agents, and two communicating agents. Figure 3 and 4 show the results of the inde-
pendent agent. The agent was run through the maze 2000 times and several statistics
were generated from the results. In Figure 3, the x-axis refers to the number of games
played and y-axis refers to the number of steps required to complete the game.



1004 E. Shakshuki and K. Rahim

Single Agent Number of Steps To Goal

0

20

40

60

80

100

120

140

160

180

200

1 5 9 13 17 21 25 29 33 37 41 45 49 53 57 61 65 69 73 77 81 85 89 93 97

Number of Games Played

N
um

be
r o

f S
te

ps
 T

ak
en

Fig. 3. Single Agent—Number of Steps to Goal.

Figure 3 shows that many steps are taken early in the learning process, then after
approximately 20 episodes the number of steps settles into a uniform distribution.
Based on this and similar charts, we observed that the learning occurs in the first few
episodes. Figure 4 shows the number of consecutive correct actions selected in a row.
The x-axis refers to the number of correct consecutive steps taken, and the y-axis
refers to the number of games played. An action is considered correct if the corre-
sponding Q(s, a) value is the highest for the current state s. As one action is selected
twice and acted on once in SARSA(λ), the graph values are two times the number of
consecutive correct actions taken. We elected to count the number of steps in 30 epi-
sodes inclusive as a test statistic for the learning rate.
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Fig. 4. Single Agent--Number of Consecutive Correct Actions.
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The two statistics used to compare the agents are: the number of steps taken in the
first thirty episodes, which represents the learning rate; and the average of the number
of steps taken between episode thirty-one and episode 1000, which represents the
learned performance of the agent(s). A range of values for w were tried, and we settled
on a value of w equals to 0.501. This weights the incoming values slightly. We ob-
served the following from the first thirty episodes:

- One autonomous agent required 698 steps.
- Two independent agents required 655 steps each.
- Two cooperative agents not charged a cost for communication required 920

steps each.
- Two cooperative agents charged a cost for communication required 1083 steps

each.

We observed the following averages from episodes thirty-one to 1000:

- One autonomous agent averaged 7.88 steps per episode.
- One autonomous agent averaged 7.67 steps per episode each.
- Two communicating agents not charged a cost for communicating averaged

7.69 steps each per episode.
- Two communicating agents charged a cost for communicating averaged 7.34

steps each per episode.

8   Conclusions and Future Work

This paper described an approach that allows intelligent agents to learn while inter-
acting with each other utilizing SARSA(λ) RL technique. The agents are designed and
implemented with the capability to trade information and exchange the appropriate
actions. When an agent receiving a request for a specific state from another agent, it
would reply with a state action array that indicates the value of agent’s one policy for
a specific state. To demonstrate the feasibility of our approach, several experiments
were conducted on a maze environment. The results showed that communicating
agents charged a cost for communicating take longer to learn, but perform efficiently
once they have learned. We observed that the combined numbers of steps of the two
agents are greater than the number of steps of a single agent, it is important to note
that after learning, the two communicating agents acting in parallel do reach the goal
faster than a single agent.

As future work we will study the implementation of this system in an environment
more conducive to communication. Furthermore, we will improve the procedure of
policy exchange. In addition the cost of communication requires further study in order
to find guidelines delineating when communication is effective and to what degree.
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Abstract. In this paper we describe a design approach for mobile robots which
overcomes problems of previous approaches. The problems we address are
robustness, reuse and exchangeability of components, flexibility and
adaptability. The approach is based on a modularization of hardware and
software. Furthermore, we propose a combination of reactive behaviors with
classical planning and reasoning techniques as a robust and flexible control
solution. We present the modularization approach, introduce the control
solution and report practical results of the design approach which is used for
developing a robot platform for the RoboCup Middle Size League.

1   Introduction

The design of flexible and robust hardware and software for mobile robots is a
challenging task. A good design should provide robustness, flexibility, easy exchange
and reuse of components, reliable communication between components and easy
adaptation of the system for new purposes. These requirements have to hold for
software components as well as for hardware components. A mobile robot increases
its usability in daily life if it meets these requirements

The research of mobile robot architectures has prospered within recent years. Most
of the proposed architectures only faced selected software aspects, such as either
robustness and flexibility by layering the software [1,2] or exchangeability, reuse and
portability by modularizing the software [3]. However, hardware aspects have hardly
been addressed.

To fulfill as many as possible of the above requirements, we have developed a
novel design approach for mobile robots. Our approach is based on a continuous
modularization of both the robot's software and its hardware.

The hardware modularization is based on an encapsulation of the robot's various
physical skills into autonomous modules with defined interfaces. Therefore, hardware
modules can be exchanged very simply. This allows an easy adaptation of the robot's
hardware for new tasks and simple investigation of new modules or new module
configurations.

The modularization of the software is based on two concepts: (1) software design
and (2) software architecture. The software design provides a decomposition of
functionality into layers with increasing levels of abstraction. If the robot's task and
environment get more complex, purely reactive control [4] is prone to fail. Evidence
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has been provided that a combination of reactive behaviors with classical AI-
approaches affords a more powerful, flexible and less error-prone solution [5,6,7].
Therefore, we organize the functionality in different layers ranging from an abstract
top layer with planning and reasoning capabilities down to a layer with direct
hardware access.

The software-architecture deals with the implementation details. It is based on
Middleware for Cooperative Robotics (MIRO) [3]. MIRO is a CORBA-based
framework for robot applications. It is used successfully on a wide range of robot
platforms. This framework provides several ready to use interfaces to sensors and
actors, methods for an integration of new software modules into the framework and
reliable transparent communication mechanisms between software modules. The
software modules are implemented as autonomous services which interact via
client/server communication. Due to the object-orientated design and the existence of
defined interfaces the adaptation of the framework to our platform was quite easy.
Furthermore, based on this fact an exchange of software modules within the
community is possible. E.g., we extended the framework by adding interfaces to new
hardware (e.g. Firewire, CAN). These extentions are now publicly available.

We use this design approach for the development of the robots that form our
RoboCup Middle-Size League Team (MSL) [8]. As a result we were able to create a
robot soccer team from scratch with limited human and financial resources within less
than a year. Besides using the robots for soccer games we are able to use the robots
for service and delivery tasks within our institute.

2   Hardware Design

In our previous studies we found four skills which are important for a mobile robot in
order to fulfill a given task in a given environment, regardless whether the robot plays
soccer or delivers mail within an office building. These skills are: (1) movement, (2)
sensing the environment, (3) manipulating the environment and (4) information
processing. These skills may differ from task to task, e.g. a kicking mechanism in a
robot soccer tournament or a manipulator arm with a gripper. An encapsulation of these
skills in different loosely coupled modules is the first step to a flexible hardware design.
Therefore, the hardware of our robot is divided into four layers. Each layer provides one
of those skills. The layers are stacked to build up the robot platform (See Figure 1).

There are no restrictions to the design of the layers themselves except that they have
to provide the required skills and three predefined interfaces. A mechanical interface
ensures that individual layers fit together mechanically. The fast reliable Can-Bus
allows for the communication within the layers [9]; each layer can communicate
directly with each other layer. A single 24 V power line provides the power supply for
the layers. The Can-Bus and the power line are simply looped through the layers.
Introducing new layers that provide different characteristics of a skill is easily possible
by following the guidelines introduced above. Every layer is equipped with its own
processing unit, either a C167 microcontroller or a Pentium-based Single-Board PC.
Therefore, the individual layers are able to work autonomously.
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Fig. 1. The modularized Robot Platform. Actuator Layer removed.

2.1   Driving Layer

The Driving Layer is responsible for handling the movement of the robot. In our
current design this layer is implemented as an omnidirectional drive. It is built up by
four orthogonal crosswise motors each joint to an omni-wheel. By individual control
of the speed and the rotating direction of each motor the robot is able to move in any
direction and to rotate around its vertical axis simultaneously. This layer also hosts
the battery packs to keep the center of gravity of the robot low.

2.2   Actuator Layer

All active interactions with the environment are done by the Actuator Layer. This
layer is implemented as a pneumatic kicking device for the purpose of playing soccer
games.

2.3   Sensor Layer

The Sensor Layer provides the entire sensing of the environment. This layer actually
hosts two sensor systems. We use a Sick Laser Range Finder for proximity scans
around the robot. This sensor has a high resolution (0.5°) and provides very reliable
measurements. A disadvantage of this sensor is the limitation of the scan to 180°
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around the robot. Therefore, this sensor is supported by another sensor system, a ring
of 24 ultrasonic sensors. Those sensors have a significantly lower resolution and
accuracy compared to the laser scanner but they provide a qualitative scan around the
whole robot.

2.4   Control Layer

The more sophisticated information processing is done in the Control Layer. This
includes more advanced sensory data processing, the decision making process and
higher level control. Therefore, this layer is equipped with a powerful processing unit,
an 850 MHz Pentium III Single Board PC with 256 MB Ram and a 20 GB hard drive.
This layer also provides a communication channel to other robots or computers via a
Wireless-LAN interface. Due to the field of view and the connection via the Firewire-
Interface the omnidirectional camera is mounted on top of this layer.

3   Software Design

The design of the software is guided by a continuous modularization. This
modularization is divided into two important aspects of the design. The first aspect
deals with the functional organization of the software. It introduces a decomposition
of the software in parts of similar functionality and an abstraction into layers. The
second aspect deals with the logical organization of the software modules and the
communication within these modules. Whereas the first aspect is important for the
design and understanding of the behavior of the robot in an more abstract way, the
second aspect is important for the software implementation. This distinction eases the
development process due to the fact that the designer of the behavior does not have to
deal with software implementation aspects and vice versa.

The idea of functional layers with different levels of abstraction is similar to the
idea of cognitive robotics [10]. As we mentioned above a combination of reactive
behaviors, explicit knowledge representation, planning and reasoning capabilities
promises to be more flexible and robust. Furthermore, such an approach will be able
to fulfill far more complex tasks. We divide the functionality of the software into
three layers with an increasing level of abstraction. The functionality of a layer is
based on functionality of the layer below. The layers are shown in Figure 2.

3.1   Hardware Layer

The Hardware Layer implements the interfaces to the sensors and actuators of the
robot. This layer delivers raw continuous sensory data and performs a lowlevel
controlling of the actuators. USB for the Laser Range Finder and Firewire for the
omnidirectional camera are standard interfaces and already supported by our OS
(Linux). The interfaces to modules on the CAN-Bus are implemented as Virtual CAN-
Connections. A software module is able to communicate via these connections
directly with one dedicated hardware module on the CAN-Bus.
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Fig. 2. Functional view of the software (Robot Soccer Example)

3.2   Continuous Layer

The Continuous Layer implements a numerical representation (quantitative view of
the world) of the sensing and acting of the robot. This layer performs the processing
of range data and mage processing. This processing provides possible positions of
objects in the environment including the robots own pose. A pose consists of position
and orientation of an object. Together with the motion information from the odometry
these positions are fused into a continuous world model by Kalman Filters (other
objects) [11] or Monte Carlo methods (own pose) [12]. For sure, all sensing and
acting of a real mobile robot is afflicted with uncertainty. Therfore, sensor fusion is
done using these probabilistic methods. The world model represents the continuous
world by estimating the most likely hypothesis for the positions of objects.
Furthermore, this layer is responsible for the execution of actions. Execution is based
on a set of atomic actions implemented as simple reactive behaviors.

3.3   Abstract Layer

The Abstract Layer implements a symbolic representation (qualitative view of the
world) about the knowledge of the robot and a planning module for the decision
making. A detailed description can be found in [13]. The core of this layer is the
Knowledge Base. It contains the entire higher-level knowledge of the robot. This
knowledge consist of previously collected domain knowledge, an abstracted
representation of the continuous world model and an abstract description of the
actions the robot is able to perform. This knowledge is represented using a STRIPS-
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like representation language [14]. Based on this knowledge the Strategy Module
chooses the next goal the robot has to achieve for fulfilling the longterm task. The
Planing Module generates a plan (sequence of basic actions) which satisfies this goal.
This plan is monitored permanently for its validity during execution. The plan is
canceled or updated if preconditions for the plan are no longer valid. This plan is
communicated to the Action Executor which performs the actions of the plan. The
Abstract Layer allows for an easy implementation of a desired task by specifying the
goals, actions and knowledge as logic sentences.

4   Software Architecture

The Software Architecture is based on Middleware for Cooperative Robotics (MIRO)
[3]. MIRO is a CORBA-based framework for robot applications. It provides
interfaces to a wide rage of sensors and actuators, mechanisms for simple integration
of modules in the framework and a wide range of mechanisms for communication
between this modules. This framework allows for a very flexible software design. The
Software Architecture is shown in Figure 3.
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Fig. 3. Software Architecture

All software modules are implemented as autonomous services. Each service runs as
an independent task. The communication between services is primarily based on two
mechanisms: (1) CORBA-Interfaces and (2) Event Channel. CORBA-Interfaces are
described using the Interface Definition Language (IDL) and export methods a service
is able to perform. The IDL description of the interface is abstract and make no
assumptions about the implementation of the interface, e.g programming language or
platform. The Event Channel is a mechanism which collects and delivers events
within the system. A service that produces an event simply pushes the event in the
Event Channel. A service which consumes an event simply subscribes to some event
type on the Event Channel. If some event of that type is available, the Event Channel
delivers the event to the subscribed service. The advantage of the Event Channel is
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that producers and consumers do not have to be aware of each other in contrast to
CORBA-Interfaces, where the client has to know the server in advance. Hence, the
services are independent and an adaptation of software modules or the integration of
new services is very easy and transparent. Based on the flexible design of the
framework we have developed some extentions to the framework. These
extensionsare mainly interfaces to new hardware we use in our robots: (1) Firewire
interface for digital cameras and (2) CAN-Bus interface with virtual connections. As a
matter of course we provide these extentions to the public. These extensions widen
the number of platforms on which the framework could be used.

5   Practical Results

Our experiences in building a mobile robot show that this kind of design approach
reduces the time and costs for developing a mobile robot and at the same time
increases the flexibility and robustness of the robot. By using the design approach we
were able to develop a robot soccer team from scratch with limited human and
financial resources within less than a year. The basic system was implemented by a
team of only nine students (32 man-months).

An other practical result shows the advantages of the modularized hardware
design. We developed two versions of the Sensor Layer based on different ultrasonic
sensors (Polaroid or Devantec). Both versions work transparently within the robots.

The quality and robustness of our robots were shown during the RoboCup 2003
world championship in Padova. We proceeded into the second round of the
tournament at our first participation. Except damage of the Sensor Layer of one of our
robots caused by an opponent, the hardware and the software ran stable without
crashes. The adaptability and flexibility of our control solution were impressive
during the tournament. A player's behavior could be changed easily in a few minutes
on the field simply by modifying sentences that to some extent resemble human
language statements.

Up to the RoboCup 2003 only few reliable information was provided by the
Continuous Layer. This information was the position of ball, own goal and opponent
goal, relative to the robot itself. Therefore, the knowledge about the world in the
Abstract Layer was scanty. The generated plans were rather short, up to only three
actions. An improvement of the sensor processing (global position of objects) in the
Continuous Layer will lead to more available knowledge in the Abstract Layer and
therefore to longer and more sophisticated plans.

6   Conclusion and Future Work

We presented an approach for designing autonomous mobile robots. The approach is
based on a continuous modularization in software and hardware. Robot designs that
are based on our approach are more flexible with regard to their intended purpose and
can be easily adapted to new tasks. The hardware modularization is based on an
encapsulation of skills. The software modularization is based on the MIRO-



1014 G. Steinbauer et al.

Framework. Due to the CORBA-based architecture of the software modules an
adaptation of available services and the integration of new services is very easy. The
behavior of the robot itself can be easily adapted due to the different abstraction
layers in the functionality and a logic based representation of knowledge, goals and
actions.

We use the robot and the framework for delivery tasks within our institute to
evaluate the power and flexibility of our approach. We currently work on a
generalized localization module based on Monte Carlo methods which should work
transparently for different environments (e.g. RoboCup MSL field or office
buildings). Furthermore, we work on an improvement of the power of our knowledge
representation language. We are confident that such an improvement will broaden the
area of tasks where our framework could be applied. Moreover, we suggest more
research should be done in plan monitoring and re-planning.
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Abstract. This paper presents an ongoing project on the application of
intelligent software agents to engineering design and optimization. In this
project, an agent-based e-engineering services framework for engineering
design and optimization is proposed and being developed based on several
advanced technologies, such as agents, Internet/Web, workflow and database.
This framework aims at providing integrated or individual engineering services
over the Internet that benefits small and medium enterprises (SMEs). A
software prototype is currently being implemented using intelligent agents to
integrate various engineering software tools. Scalability, intelligent load
balancing and distributed decision-making are among the main characteristics
that are highly expected from this system. A wheel-axle-assembly (part of a
bogie system) is chosen as the test part of this prototype system.

1   Introduction

Global competition makes “time-to-market” the most critical concern for manufacturers.
The product design, not in exception, has to adopt new technologies not only to improve
its process efficiency but also to reach its targets economically.

Complex engineering design tasks generally require the cooperation of
multidisciplinary design teams and the readily accessibility of various engineering tools,
such as CAD, FEA, modeling, analysis, simulation and optimization packages. However,
the large investments and high-demanding expertise requirements of these engineering
tools hinder the small and medium enterprises from acquiring their design and
optimization competencies. Even for large companies, the design process is time-
consuming because of the lack of an integrated engineering environment that can
coordinate and automate activities of multidisciplinary design teams. Engineering
software, knowledge and design data are distributed geographically. Manual file formats
transformation and delivery makes the design iterations cumbersome.

This paper will briefly introduce the project background, the system architecture of the
proposed e-engineering design and optimization services framework and the pilot CRP
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An Agent-Based E-engineering Services Framework 1017

project between National Research Council’s Integrated Manufacturing Technologies
Institute (NRC-IMTI, Canada) and Korea Institute of Machinery & Materials (KIMM,
Korea). Considering it is an ongoing project, limited information will be released in this
paper.

2   Project Background

KIMM is starting a long-term national R&D project on the development of “Cyber
Engineering” with initiatives to provide engineering services (including design,
engineering and manufacturing technologies) to Korean industries to strengthen their
competencies to win the global competition. The paradigm of “Cyber- Engineering” is
shown in Fig. 1. One of two major objectives is to develop an Internet based collaborative
design and optimization environment using agent technology.

A research team at NRC-IMTI has also been working on multidisciplinary design
optimization (MDO), Internet/Web/Agent based collaborative design and manufacturing
environments, manufacturing systems integration and shop floor monitoring & control.

Based on the common interests, a pilot collaborative research project on the
development of an e-engineering environment for design and optimization is carrying out
between KIMM and NRC-IMTI early in 2003. The primary objective of this project is to
develop a proof-of-concept prototype software system based on the Web and software
agents for the design and optimization of a wheel-axle assembly (part of a bogie system).

3   Related Work

In agent-based collaborative design systems, intelligent software agents have mostly been
used to enable cooperation among designers, to provide wrappers for integrating legacy
software tools, or to allow better simulations. An earlier review of multi-agent
collaborative design systems can be found in [1]. Shen et al [2] provide a detailed
discussion on issues in developing agent-oriented collaborative design systems and a
review of significant, related projects or systems.

Virtual 
Simulation

Design 
Optimization

Virtual 
Testing

Digital
Mock-up

Production

Virtual 
Production

Fig. 1. Paradigm of “Cyber Engineering”
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The application of software agents in design has been demonstrated by a number of
research projects, such as PACT [3], SHARE [4], DIDE [5], Co-Designer [6], and A-
Design [7]. A recent comprehensive review of related projects can be found in [8].

NRC-IMTI project team has been working on agent-based integration in design and
optimization fields for many years. A Web and agent based software environment called
WebBlow [9][10] (a blow molding design and optimization environment) has been
developed to integrate blow molding process simulation, performance simulation and
optimization algorithms. Recently, Shen and Hao [12] extended the architecture of
WebBlow to a service oriented integration framework in order to utilize engineering
services over the Internet.

4   Architecture of E-engineering Services Framework for Design
  and Optimization

The architecture of the proposed e-engineering services framework is shown in Fig. 2.

PS Agent

Local DF

PS Agent

Local DF

DB

EDM Agent

EDM Agent

DB

EDM Agent

DB

Application  Dom ain 1

Application Dom ain 2

Application  Dom ain 3

Interface Agent

e_Eng.
Serv er Agent

e_Eng.
Serv er Agent PS Agent

Global DF Agent
Global DF Agent

e_Engineering
Portal AgentOntology  Agent

Web C lientWeb C lient Web C lient

e_Eng.
Serv er Agent

Local DF

PS Agent PS Agent

PS Agent

Public DF / UDDI
Public DF / UDDI

Fig. 2. Service oriented architecture for engineering design and optimization
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Each application domain can be looked upon as an independent ASP (Application
Service Provider), which means that each one of them is an independent problem
solver and has its own expertise in design and optimization. All engineering solutions
can be accessed over the Internet through the e-Engineering Portal Agent.

The characteristics of the proposed framework are summarized as follows:
- The system architecture is light weighted at the system level. Only a Global

DF Agent, an integrated ASP Portal and (maybe) an ontology agent are
required at this level.

- Each application domain is integrated, independent, and application oriented.
- The architecture is scalable for engineering ASP service mode. Engineering

solutions can be easily plugged into the framework as individual ASPs.
- Both the entire application solution and the internal Problem Solving Agents

(PS Agents) in an application domain can publish their functions and
capacities to a public DF agent (UDDI) as engineering services. In this way,
application domains can outsource their tasks easily.

5   Pilot Project Implementation

Based on the architecture proposed in Section 4, research and implementation plan is
made for our ongoing pilot collaborative research project, as illustrated in Fig. 3.

This prototype is designed to solve the design and optimization problem of a
wheel-axle assembly. The system is application oriented and can be looked upon as
an individual ASP in Fig. 2. System functions include project process management,
user management, engineering data management and system integration with different
kinds of commercial or self-developed engineering software tools. A number of
software agents have been designed. Their functions are briefly described below:

E-engineering Server Agent
It is responsible for initializing a project as a response to the project definition;
generating Job Agents as a response to the workflow; tracing design jobs’ status,
maintaining project data and logging through the EDM Agent.

EDM Agent (Engineering Data Management)
It is a proactive database agent. Other agents may request (user or project related)
information from or store information into databases or files through the EDM Agent.
EDM Agent may monitor current design projects, discover the data requirements of a
job, and send data files automatically to the target agents before the job starts.

Job Agent
A Job Agent communicates with EDM Agent for storing and retrieving data; with DF
Agents for finding matched PS agents; and with PS Agents for negotiation based
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design task allocation. Job agents are created and dissolved dynamically by the e-
Engineering Server Agent with the life cycle of their corresponding design jobs.

DF Agent (Directory Facilitator)
It is responsible for registering PS Agents when they become active; keeping up-to-
date PS Agent information on hand; providing lookup and matching-making services
to Job Agents; etc.

Task AgentTask Agent

e-Engineering Server
Agent

Int
er

fac
e A

ge
nt

Directory Facilitator

PS Agent PS AgentPS Agent

Web Clent

ProcessProduct

Project

Job Agent

Workflow

EDM
Agent

Message Data

Message Link

Data Link

Data and Control
Link

Registration
Data

ANASYS DADSAFA

PS Agent

IRONCAD

IRONCAD
Design Client

Monitor Agent

Fig. 3. Prototype for short-term pilot CRP project

PS Agent (Problem Solving Agent)
It is the actual engineering problem-solving agent. A PS agent not only carries out the
communication, negotiation functions of an engineering software tool, but also
executes the related analysis, simulation or optimization based on the parameters
provided by EDM Agent. In this project, four engineering software tools are required
to be integrated: IRONCAD v 6.0, DADS v 9.6 (for dynamic analysis), ANASYS v
7.1 (for structural analysis), and AFA (a self-developed program for fatigue analysis).
Considering IRONCAD is a standalone interactive 3D modeling software tool which
can only be installed on the designer’s site, its representative PS Agent is treated
differently as an empty node (an agent without execution interface).
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Monitor Agent
It is specially designed to facilitate the monitoring of multi-agent behaviors happened
behind the user interfaces so that the system could be visible to users.

The software prototype environment is being implemented on a network of PCs
with Windows 2000/XP and Linux operating environments as well as SUN
workstations with the SUN UNIX environment. Java is the primary programming
language for system implementation. Other programming languages including C/C++,
FORTRAN, and Visual Basic, are also used for legacy systems integration. All agents
are implemented on an agent framework developed at NRC-IMTI. FIPA ACL is used
as the agent communication language. The EDM agent is implemented to integrate
MySQLTM as the primary database for the entire system. Server side modules are
implemented on ApacheTM  and TomcatTM. The prototype implementation will be
completed early in 2004.

6   Conclusions

This paper presents an ongoing project between NRC-IMTI and KIMM for the
development of an e-engineering environment for the design and optimization of a
wheel-axle assembly. Agent, Internet/Web, workflow and database are the main
technologies used in this project. Based on the (long-term) e-engineering service
framework, we are currently working on the implementation of a proof-of-concept
software prototype under a pilot collaborative research project. Although the
prototype environment is implemented for the design and optimization of a wheel-
axle system, the proposed framework can be used to implement distributed design and
optimization systems for all related engineering areas including mechanical
engineering and civil/architectural engineering. It can also be easily extended for
applications in manufacturing and industrial engineering.
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Abstract. Tuning of power system stabilizers (PSS) over a wide range of
operating conditions and load models is investigated using an artificial
neural network (ANN). The neural nettwork is specially trained by an
input-output set prepared by a novel approach based on genetic
algorithms (GA). To enhance power system damping, it is desirable to
adapt the PSS parameters in real-time based on generator operating
conditions and load models. To do this, on-line measurements of generator
loading conditions are chosen as the input signals to the neural network. The
output of the neural network is the desired gain of the PSS that ensures the
stabilization of the system for a wide range of load models connected to the
power system. For training the neural network a set of operating conditions is
chosen as the input. The desired output for any input is computed by
simultaneous stabilization of the system over a wide range of load models using
genetic algorithm. In this regard, the power system operating at a specified
operating condition and various load models is treated as a finite set of plants.
The problem of selecting the output parameters for every operating point which
simultaneously stabilize this set of plants is converted to a simple optimization
problem which is solved by a genetic algorithm and an eigenvalue-based
objective function. The proposed method is applied to a test system and the
validity is demonstrated through digital simulation.

1   Introduction

Low frequency oscillations are a common problem in large interconnected power
systems [1]. Power system stabilizers (PSS) can provide supplementary control signal
to the excitation system and/or governor system of the electric generating until to
damp these oscillations and to improve generator's dynamic performance [2].
Conventional power system stabilizer is a lead-lag compensation-type device based
on control theory [3] that has been adopted by most utility companies because of its
simple structure, flexibility and ease of implementation, and it has made a great
contribution in enhancing power system damping and dynamic stability [4]. Other
types of PSS such as proportional-integral PSS [5-6] have also been proposed. The
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parameters of these stabilizers are normally fixed at certain values which are
determined under a particular operating condition. In daily operation of a power
system, the operating condition changes as a result of load changes or unpredictable
major disturbances such as a fault. Thus, a set of PSS parameters which provide good
dynamic performance under a certain operating condition may no longer yield
satisfactory results when there is a drastic change in operating condition. Another
major drawback of the forementioned proposed designs is that the effect of load
models has not been taken into account when designing PSS. Over time, the load
model of power system changes, and the PSS with fixed-parameters designed for one
load model can not maintain the same quality as system performance of other load
models. It has become clear that assumptions regarding load model can impact
predicted system performance as significantly as the models chosen for excitation
systems and synchronous machines. The impact of load models on power system
controls and stability limits has been demonstrated in the literature [7-9], and it has
been shown that load models can have a decisive influence on power system stability
and control design. To maintain good damping characteristics over a wide range of
load models and operating conditions a novel approach is used in this paper based on
ANN and GA. For any operating point in a selected set of grid points in the real-
power/reactive-power domain simultaneous stabilization of the system over a wide
range of load models is considered via a single PSS. The power system under various
load models could be considered as a finite number of plants. The parameters of a
PSS that can simultaneously stabilize this set of plants can be determined off-line
using a GA and an objective function based on system eigenvalues. The PSS
parameters computed in this manner will perform well under various load models and
the stability of the system is guaranteed. These set of optimized parameters for the
specified range of operating conditions is used to train an ANN. So, the gain settings
of the PSS will be adapted in real-time based on on-line measurements (P,Q), using a
ANN-based stabilizer. The ANN outputs (PSS gain settings) for any operating point
are the optimized values ensuring system stability for the desired range of load
models. To demonstrate the effectiveness of the proposed PSS, time domain
simulations of a synchronous generator connected to a large power system are
performed. Several different loading conditions and load models are examined. It is
concluded from the simulation results that the generator can maintain good damping
characteristics over a wide range of operating conditions and load models. The
generator with fixed-parameters no longer yields satisfactory dynamic responses
when the operating condition and/or load model is changed significantly.

2   Problem Formulation

Fig. 1 shows the system under study in which a synchronous generator is connected to
an infinite bus through a transmission line. The generator is modeled by a third-order
model and is equipped with static excitation and governor-turbine control systems.
The voltage dependent load is connected at the generator terminal.
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G

tV 0V

R jX

Load
Fig. 1. Power system under study

2.1   Voltage-Dependent Load Models

This paper follows the recommendations of the IEEE Working Group [10] and many
utilities [11-12] in utilizing the voltage-dependent load model for composite load
representation. The load model is defined by

np
ttLL VVPP )/( 00= (1a)

nq
ttLL VVQQ )/( 00= (1b)

Where PL and QL are the load active and reactive power, np and nq are load model
parameters, Vt is the load bus voltage, and PL0, QL0 and Vt0 are the nominal values of
the load active power, load reactive power, and load bus voltage prior to a
disturbance. The load representation given by Eq. (1) makes possible the modeling of
all typical voltage-dependent load models by selecting appropriate values of np and nq.
For example, if np=nq=0, the load is a constant-power load model, and if np=nq=2 it
is a constant-impedance load model. The measured values of the parameters np and nq
of various kinds f typical system composite loads (industrial, commercial, and
residential) are reported in [11-12]. The system data and nominal operating point are
found in [13].

2.2   Design of PI PSS

An approach based on modal control theory to design a proportional-integral (PI)
power system stabilizer (PSS) for an excitation system is presented in [5-6]. The gain
settings KP and KI of the PI PSS will be determined by left shifting the eigenvalues
associated with mechanical oscillation mode of generator to the prescribed locations
on the s-plane. If KP and KI remain fixed, the assigned eigenvalues will drift as a
result of the change in system matrix A due to the changes in operating condition or
load model. The excitation system with the associated PI PSS is shown in Fig. 2.
Power systems experience poorly damped electromechanical oscillations due to small
disturbances. These oscillations may sustain and grow if no adequate damping is
available. Sustained oscillations in power systems are undesirable because they can
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lead to fatigue of machine shafts and to system separation. Therefore, it is desired that
these oscillations be well damped. Power system stabilizer is the most widely used to
enhance the damping of these oscillations. In recent years, there are a number of
FACTS devices have been extensively used in providing additional damping to power
system oscillations.
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Fig. 2. Block diagram of the system with PSS

In recent years, there are a number of FACTS devices have been extensively used in
providing additional damping to power system oscillations. Static Var Compensator
(SVC) is one of these FACTS devices. The SVC with additional damping loop can
effectively damp out these electromechanical oscillations.

3   Simultaneous Stabilization Using GAs

Genetic algorithms are global search techniques based on the operations observed in
natural selection and genetics [14]. They operate on a population of current
approximations (the individuals) initially drawn at random, from which improvement
is sought. Individuals are encoded as strings (chromosomes) constructed over some
particular alphabet, e.g. the binary alphabet {0,1} so that chromosomes values are
uniquely mapped onto the decision variable domain. Once the decision variable
domain representation of the current population is calculated individual performance
is assumed according to the objective function which characterizes the problem to be
solved. It is also possible to use the variable parameters directly to represent the
chromosomes in the GA solution at the reproduction stage, a fitness value is derived
from the raw individual performance measure given by the objective function and
used to biasd the selection process. Highly fit individuals will have increasing
opportunities to pass on genetically important material to successive generations. In
this way the genetic algorithms search many points in the search space at once and yet
continually narrow the focus of the search to the areas of the observed best
performance. Before the ANN model can be used to provide the desired output, the
model has to be trained to recognize the relationships between the input parameters (P
and Q) and the related output (KP and KI). For any initial condition, the related PSS
parameters (KP and KI). For satisfactory system damping depend on the load model
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parameters np and nq. In order to have system stability over a wide range of load
models and a specified operating point, it is proposed to consider the power system
under various load model parameters as a finite number of plants. The parameters of a
PSS that can simultaneously stabilize this set of plants can be determined off-line
using a genetic algorithm and an objective function based on the system eigenvalues.
Genetic algorithms are used as parameter search techniques which utilizes the genetic
operators to find near optimal solutions. The advantage of the GA technique is that it
is independent of the complexity of the performance index considered. It suffices to
specify the objective function and to place finite bounds on the optimized parameters.
Consider the problem of determining the parameters of a single PSS that
simultaneously stabilizes the family of N plants (i.e., power system under various load
model parameters np and nq and a specified operating point)

)()()( tuBtXAtX kk +=& (2)

Where nRtX ∈)(  is the state vector and u(t) is the supplementary stabilizing signal. A
necessary and sufficient condition for the set of plants in equation (2) to be
simultaneously stabilizable with the supplementary signal is that eigenvalues of the
closed-loop system lie in the left-hand side of the complex s-plan. This condition
motivates the following approach for determining the parameters (KP and KI) of the
PSS. Select (KP and KI) to minimize the following objective function:

n1,...,l  N,1,2,...,k , )Re( max , === lkJ λ (3)

Where )( 1,Kλ  is the Ith close-loop eigenvalues of the kth plant, subject to the

constrains that aK P ≤  and bK I ≤  for appropriate prespecified constants a and b.
clearly if a solution is found such that J<0, then the resulting (KP and KI)
simultaneously stabilize the collection of plants. The existence of a solution is verified
numerically by minimizing J. The optimization problem is easily and accurately
solved using genetic algorithms. For a given operating point and a specific load
model, the eigenvalues of the closed-loop system are computed and the objective
function evaluated. In a typical run of the GA an initial population is randomly
generated. This initial population is referred to as the zeroth generation. Each
individual in the initial population has an associated objective function value. Using
the objective function information, the GA then produces a new population. The
application of a genetic algorithm involves repetitively performing two steps:

 i.  The calculation of the objective functions for each of the individuals in the
current population. To do this, the system eigenvalues must be computed.

 ii.  The genetic algorithm then produces the next generation of individuals
using the selection, crossover and mutation operators.

These two steps are repeated from generation to generation until the population has
converged, producing the optimum parameters.
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4   Design of the ANN for Tuning PSS

In this section, an ANN model [15] is used to tune PSS so that it can yield proper
optimal gain setting for the desired range of load models under different operating
points.

4.1   ANN Architectural Design

As illustrated by Fig. 3, the network is composed of many simple processing elements
that are organized into a sequence of layers. These are the input layer, the hidden
layer, and the output layer. In this work, generator real power output (P) and generator
reactive power output (Q) are taken as the inputs of the neural network; hence two
neurons are used for input in the ANN architecture. The output layer, on the other
hand, consists of two output neurons representing the power system stabilizer gain
settings (KP and KI). Between the input and output layers, generally there are at least
one hidden layer. Since there is no direct and precise way of determining the number
of hidden layers to use and the exact number of neurons to include in each hidden
layer, one hidden layer containing eight neurons is used in this work. Research in this
area [16] proved that one or two hidden layers with an adequate number of neurons is
sufficient to model any solution surface of practical interest. The appropriate number
of hidden neurons used is determined by experiment through the evaluation of a range
of different configuration of hidden neurons. It is observed from Fig. 4 and 5 that the
configuration with eight hidden neurons yields the best result.

P

Q

PK

IK

ijV ijW

HIDDEN LAYER

OUTPUT
LAYER

INPUT
 LAYER

Fig. 3. The ANN model for the PSS

4.2 Data Preparation and Net Training

As already mentioned, before the ANN model can be used, it has to be trained to
recognize the relationships between the input parameters and the desired outputs.
These relationships will be stored as connection weights between the different
neurons. The process of the determining the weight is called the training or the
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learning process. In order to train the ANN model to produce the desired gains, it has
to be trained over the full range of typical operating points. The P and Q ranges used
are between 0.1 to 1 and -0.3 to 1 respectively. Patterns within these ranges are evenly
distributed so that the training can cover all possible typical load values. If this is not
the case, training will tend to focus on regions where training patterns are densely
clustered, and neglect those that are sparsely populated, hence producing inaccurate
gains. The multilayer feed forward network used in this work is trained using the
back-propagation (BP) paradigm developed in [17]. The BP algorithm uses the
supervised training techniques. In this technique, the interlayer connection weights
and the processing element thresholds are first initialized to small random values. The
network is then presented with a set of training patterns, each consisting of an
example of the problem to be solved (the input) and the desired solution to this
problem (the output). The training patterns are presented repeatedly to the ANN
model and weights are adjusted by small amounts that are dictated by the general
delta rule [17]. This adjustment is performed after each iteration when the network's
computed output is different from the desired output. This process continues until
weights converge to the desired error level or the output reaches an acceptable level.
The system of equations that provides a generalized description of how the learning
process is performed by the BP algorithm is described by Simpson [18].
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4.3 Network Testing and Validation

For the training set, the network prediction should be in good agreement with the
actual gains. In this work, the max error was less than 1%. The generalization
capability of the model should also be tested by presenting some patterns that were
excluded from the data set prior to network training. In this work the max error for
this case was also less than 3%. More details about the test results are presented in the
next section.

5 Results and Tests

To better understand the need for stabilization, the system is first analyzed without
any supplementary signals (u=0). The eigenvalues of the system without PSS (open-
loop system) under constant impedance load model (np=nq=2) and nominal operating
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point (Pg=1 and Qg=0.69) are listed in the first column of Table 1. The first pair of
complex-conjugate eigenvalues λ1,2 are associated with the mechanical mode of
oscillation of the generator. It can be seen that the damping for this oscillation mode
(real parts of λ1,2) is not adequate.
The poor damping of this mode can also be seen from the system response shown in
Fig. 6. The damping of this oscillation mode needs to be improved by the
proportional-integral (PI) PSS already explained. If the pair of mechanical mode
eigenvalues λ1,2=-3 ± j10, are selected as the desired locations, then the gain settings
KP and KI can be computed as KP=11.4 and KI =-23.85. The eigenvalues of the
closed-loop system (system with PI PSS) are shown in the second column in table 1.
It is found that the associated mechanical-mode eigenvalues λ1,2 are exactly assigned.
If the operating point remains the same, for the fixed PSS gains the mechanical-mode
eigenvalues will drift when there is a change in load model. Table 2 gives the
mechanical-mode eigenvalues with the PSS designed at constant impedance model
under different load model. Considerable movements in these eigenvalues are
occurred.

Table 1. System eigenvalues under constant
impedance load mode  and nominal operating
point

Table 2. Mechanical-mode eigenvalues with
the fixed PI PSS at different load models
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Fig. 6. The system response at np=nq=2 for
5% change in input mechanical torque

Fig 7. The system response at np=1.2 and
nq=1.9 and nominal operating point
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Fig. 8. System response at np=2.3 and nq=0.9  and P=0.8 and Q=0.5

From these figures, it can be seen that the system with the fixed-gain PSS designed at
one load model and operating point becomes unsatisfactory under another load model
and/or operating condition, while the system is well damped with the proposed PSS.
These results clearly demonstrate the capability of the artificial-intelligence for tuning
PSS over the desired conditions.

6 Conclusion

An artificial neural network (ANN) has been developed for tuning a power system
stabilizer. The ANN receives operating point parameters P and Q provide the desired
PSS gain settings KP and KI. These output parameters are the optimal values that
ensure system stability for the input condition and a wide range of load models. Prior
to the training process a training data set consisting of a full range of typical operating
points and the desired PSS gains are first prepared by using genetic algorithms. The
power system operating at various load models and a specified operating point is
treated as a finite set of plants. The problem of selecting the parameters of a power
system stabilizer which simultaneously stabilize this set of plants has been converted
to a simple optimization problem, solved by a genetic algorithm and an eigenvalue-
based objective function. Hence, this process is repeated for the selected set of grid
points in the operating points domain and the desired parameters are used to train the
ANN until good agreement between predicted gains and the actual gains is reached.
Once the ANN is adequately trained, the network is then tested to ensure that it can
appropriately predict the correct gains given operating point parameters that are not
included in the training data set. Simulation results show that when the gain settings
of the PSS are updated in real time by the ANN. The PSS can provider good damping
for the power system over a wide range of operating conditions. In addition, the gain
settings can provide acceptable damping for a wide range of load models considering
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any operating point. This capability is due to the application of genetic algorithms as a
powerful optimization tool. On the other hand, a PSS with fixed-gain settings can
only provide a good damping effect under some particular load model and/or
operating condition.
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Abstract. The Modified Bifurcating Neuron (MBN) is a neuron model that is
capable of amplitude-to-phase conversion and  volume-holographic memory.
Inputs are real valued and temporally spaced. This allows information to be
coded in the temporal spacing of inputs and outputs as well as their values.  At
its core, the MBN incorporates a stateful leaky-integrate-and–fire neuron
model. The MBN attempts to produce these properties by simulating
mechanisms present in biological neural systems to a greater extent than is
normally found in artificial neural networks.  MBNs use an object model rather
than the normal linear algebra approach.  The MBN is conceptually based on
the computational model presented in the “Bifurcating Neuron Network 2” by
G. Lee and N. Farhat

1    Introduction

The MNB is conceptually based on the Bifurcating Neuron (BN) [1] is a neuron
model in which an integrate-and-fire neuron is augmented by coherent modulation
from the neural environment.  The BN is capable of amplitude to phase conversion
and volume-holographic memory.   Because of its integrate-and-fire activation model,
it exhibits frequency response to incoming pulse timing. When used in a network,
BNs have time delays between neuron connections that represent signal propagation
latency [1].  A single BN is defined by the following three equations:

1)( =tiθ                              (1)

i
i c

dt
tdx =)(                                        (2)

ftti πρρ 2sin)( 0=                     (3)
where )(tiθ , and it)(ρ  are the threshold level, and the relaxation level of BNi,
respectively.  The potential )(txi  rises at a constant rate, ic , due to the incoherent
signal, until it reaches the threshold level iθ . Then the internal potential immediately
drops to the relaxation level it)(ρ .  The threshold level is constant.  The relaxation
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level, Eq (3) is driven by the coherent signal and maintains a sinusoidal oscillation
with maximum amplitude 0ρ  and frequency f.  See Figure 1. [1]

The MBN takes a simulation or mimetic approach and loosely attempts to use
structures found in biological systems rather than pure mathematical solutions.  This
allows us to explore the role of some biological occurrences, as they pertain to neural
computation.   For instance, certain behaviors or rather behavioral modes have been
correlated to the presence of Theta rhythms in the mammalian brain [1], [2]. MBNs
are modeled using an object oriented paradigm and not the traditional linear algebra
approach.  The behavioral complexity of MBN processing elements is more complex
than is normally found in neural networks.

Fig. 1. Firing behavior of BN

2  Modified Bifurcating Neuron Object Model

Our Modified Bifurcating Neuron (MBN) attempts to approach the afore mentioned
behavior of the BN using simulated biological mechanisms.  Its structure is depicted
in Figure 2.

The neuron object is where most of the processing occurs.  Information propagated
by each neuron is modeled by pulse objects.  Each pulse corresponds to a spike in a
spike train i.e. neuron output. Each neuron contains an axon and a collection of
dendrites.  These objects serve as containers for incoming and outgoing pulses.  The
neuron object delegates direct control of pulse objects to these containers.
Connections between neurons are managed by synapse objects.  Synapses maintain a
collection of pulses, which are waiting to arrive at the neuron in question, and contain
information about the time delay between neurons and the connection strength for this
particular connection.  A synapse can be between at most two neuron objects.  Time is
defined in terms of a universal clock tick that all objects receive.   When pulses that
have been scheduled to arrive at a neuron held in a synapse actually arrive, they
contribute to the internal potential of a neuron object.  If this neuron reaches its
threshold, a new pulse is generated and sent to every synapse connected to the axon of
this neuron.

Threshold

Incoherent

Coherent
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3 Modified Bifurcating Neuron Networks

MBNs are linked using synapse objects.  These connections are one-way and may be
redundant allowing the construction of high order networks.  Pulse objects propagate
along these connections.  In real time they are held by synapse objects until their
scheduled arrival time, at which time they contribute to the rise in potential of the
neuron in question.

4 Modified Bifurcating Neuron Definition

We altered the basic BN definition to model our Modified Bifurcating Neuron
(MBN). The form of the BN definition has been maintained to illustrate similarities
and differences between the two models.  Foremost, we see that the change in internal
potential, Eq (5), is no longer constant and the resting potential, Eq (6), no longer
oscillates.  The set of equations to follow describe the behavior of an MBN,
augmented with a coherent and incoherent signal input, without an actual data input.
They describe the behavior of the ith MBN, which we shall simply refer to as MBNi:

Fig. 2.  MBN Object Model

Synapse

Synapse

Dendrites

Neuron

Axon

Pulse
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iKti =)(θ                              (4)

dt
tdx

dt
td

dt
td

dt
tdx iiii )1(β)()()( −++= φψ    (5)

ii Ct =)(ρ                                    (6)
where )(txi , it)(θ , and it)(ρ  are the internal potential, the threshold level, and the
relaxation level of MBNi, respectively.  Contributions to the internal potential of
MBNi noted in Eq (5) come from the incoherent signal, it)(ψ , and coherent signal,

it)(φ .  The potential )(txi  changes in time due to contributions from the incoherent
signal, the coherent signal, and the potential remaining from the previous time step.
This remaining potential is modified by the ’leak’ factor, β (a constant between 0 and
1) representing decay.  This continues until the potential reaches the threshold level

)(tiθ , which is some constant value K.  The internal potential then immediately drops
to the relaxation level )(tiρ , which is a constant value Ci. Eq (5) is a recursive
function dependent on a discrete time step.

4.1   Incoherent Signal

An incoherent signal is provided by a regular pulse of variable frequency.  In an MBN
network, this can be produced by an MBN that is connected to every other MBN and
itself.  This MBN produces a pulse on a constant time interval.  This pulse arrives at
every other MBN simultaneously and serves to increase the neuron potential as in
Figure 1.  The rhythmic pulse can be generated utilizing one recurrent connection,
whose time delay serves to regulate the firing frequency.  This is intended to be
loosely synonymous with rhythmic pulses emanating from the hypocambal area in
mammalian brains.  Various studies have shown a correlation between frequency
ranges of this rhythmic signal and general behavioral states in mammals such as
heightened alertness, concentration and problem solving, hypnosis, sleep, etc. [3].
Different frequency ranges have been given different names such as Theta (7 – 10 Hz)
and Gamma (60 – 100 Hz) [4]. Regardless of its specific role or roles in behavioral
states, it is sufficient to say that this rhythmic pulse exists, is dynamic, and is
propagated to various areas of the mammalian brain.

4.2   Coherent Signal

The MBN coherent signal is not specifically sinusoidal as in the BN.  It is a spike
train, whose pattern repeats over a certain time interval. In other words, it is a series
of pulses of various temporal spacing and possibly various amplitudes, which repeat
over a time period. It can be spaced in time in such a way that it produces an
approximate sinusoidal response in the internal potential of an MBN, but it is
sufficient that this signal causes a change in the internal potential that is not constant
overtime within the period, Eq (5).  In Figure 3, we see a theoretical depiction of an
MBN stimulated by coherent signal alone.  We can see that the presence of the
coherent signal affects the system in a similar way as in the BN (Figure 1).  It causes
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changes in the timing of threshold events i.e. neuron activation. This couples the
temporal spacing of the output spike train to that of the coherent signal.

Fig. 3. Theoretical MBN firing behavior: The internal potential is driven to the firing threshold
by simulated Coherent input in this example.  This figure illustrates coherent input of one
period or less, therefore behavior arising from periodic behavior is not illustrated here.  This
figure is reminiscent of Figure 1 and illustrates how input leads to temporal spacing action
potential generation.  Additionally we see that internal potential falls to zero after a threshold
event.

4.3   MBN Behaviors

The MBN is very similar to the BN in many respects.  It exhibits similar behaviors,
namely amplitude to phase conversion.  However, the mechanisms by which these
behaviors are achieved are dramatically different. The BN represents a neuron
augmented by input from the neural environment. Therefore, its coherent input is
represented as an internally generated sinusoidal wave that controls the neuron resting
potential, whose frequency is supplied as a network input. The MBN does not seek to
make this assumption but to an extent attempts to simulate the environment as well.
The entire coherent signal is supplied externally as network input.  The form of this
input corresponds with neuron output so that output from one or more neurons could
serve as coherent input for others.  This adds flexibility to the use of this signal.
Furthermore on a neuron level, the coherent input is not different from other inputs.
More importantly, it contributes directly to the internal potential and has no direct
effect on the resting potential. In this same vein, rise in potential due to the incoherent
signal is no longer constant but quasi-constant and supplied by a rhythmic pulse.
Also, the internal potential of the MBN dissipates with time following the leaky-
integrate-and-fire model, while the BN uses an integrate-and-fire model.  The major
differences between the BN and MBN are:  1) In the  MBN, the coherent signal also

Theoretical MBN firing behavior
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contributes to the internal potential rise, where it does not in the BN. 2) The potential
rise due to the incoherent signal is no longer constant, Eq (5), but merely quasi-
constant.  3) The internal potential dissipates with time.  This follows the leaky
capacitor integrate-and-fire neuron model, where the internal potential of a given
processing element decreases over time.  Therefore, the contribution to the internal
potential of a given processing element from two pulses will not be additive unless
the arrival of these pulses are closely spaced in time.

4.4   General Form

It is important to remember that the MBN need not be augmented by incoherent and
coherent inputs.  Coherent and incoherent refer to a particular structure of the inputs.
While this structure can result in rich and interesting or useful behavior, all inputs in
general are handled in the same way.  Thus we can construct a general form that
makes no distinction between different types of network input.  A single MBN is
defined by the following three equations:

iKti =)(θ                             (7)

dt
tdx

dt
td

dt
tdx iii )1(β)()( −+= λ                     (8)

ii Ct =)(ρ                                     (9)
where )(txi , it)(θ , and it)(ρ  are the internal potential, the threshold level, and the
relaxation level of MBNi, respectively.   Here we make no distinctions as to the
structure of the input, it)(λ .  The potential )(txi  changes in time due to contributions
from an input, it)(λ , and the potential ‘leak’, β , from the previous time step.  An
interesting behavior emerges in Eq (8), if we consider the input as a growth rate and
the ‘leak’ as a decay rate, where the decay rate is an exponential of the form

ααβ −= e .  We can see that when the growth rate equals the decay rate, the rate of
change of the internal potential is zero. This implies that at some point an equilibrium
condition will arise in which the internal potential will stabilize at or about some
value.  In general, it seems that there are two cases to consider:  First, the case in
which the growth rate is constant in time.  In this case it can be shown, that the
internal potential will asymptotically approach some static equilibrium point, if we
cast, Eq (8) into a continuous form.  Second, the case in which the growth is not
constant in time.  In this case, no static equilibrium exists.  However, if we assume the
growth rate periodically oscillates around some median value, it can be shown that the
internal potential will reach an oscillatory equilibrium about some other median
value. We see that this oscillation of the growth rate can be said to drive the internal
potential in a steady state.  Thus we see a theoretical basis for making distinctions in
the structure of the input.  This approach to a stable state may also be construed as
adaptive behavior, i.e. neural plasticity.  It somewhat mimics the ability of biological
neurons to adapt to sustained input.
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5 Expected Outcome

We now examine the expected behavior of the MBN.  First consider the MBN driven
by the incoherent signal alone.  The incoherent signal is synonymous with a signal
that is constant in time.  However, due to the discreet nature of the pulse data, this
cannot be achieved.  Therefore our incoherent signal is only quasi-constant in time.
This is represented as a rhythmic pulse of constant amplitude and frequency.
According to our discussion in section 4.4, the internal potential will approach a
constant value in which the growth rate equals the decay rate given, a constant input.
Therefore, we would expect our quasi-constant input to approach this behavior.
However, according to section 4.4, a periodic input will result in a periodic oscillation
of the potential.

MBN response due to incoherent signal
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Fig. 4. MBN response due to incoherent signal: An MBN is driven by a quasi-constant input of
frequency 0.33 Hz.  The internal potential is seen to oscillate periodically around some median
value, which asymptotically approaches an equilibrium constant.

Figure 4 depicts a sample output of an MBN supplied with this incoherent input.
The result is as expected.  The internal potential approaches an oscillatory equilibrium
in which it oscillates predictably about some median value that asymptotically
approaches a constant value.  Likewise for the coherent input, we would expect a
similar response.  Figure 5 depicts the response of an MBN to coherent input.  In this
instance, coherent input is titanic, which means that the signal is composed of a series
of pulse inputs closely spaced in time (one time step) followed by a period of no
input.  The whole cycle is then repeated.  While this is not sinusoidal, it fits our
requirement that the signal is not constant in time and is periodic.  The fact that a
titanic signal is acceptable here is interesting, considering the prevalence of titanic
signals in biological systems.
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Response MBN due to tetanic coherent input
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Fig. 5. Response of MBN due to titanic coherent input: Titanic coherent input consists
of multiple closely spaced pulses (titanic), which occur periodically.  The internal
potential is seen to oscillate periodically around some median value.  The trailing tail
marks the conclusion of the input signal.  The potential then falls off exponentially.

5.1   Amplitude to Phase Conversion

In Amplitude to phase conversion, we start with input patterns that contain both
incoherent and coherent signals.  These are arranged in such a way that the MBN
produces output spikes on regular intervals that correspond to the period of the
coherent input.  If an additional input or inputs are introduced during a coherent input
period, this causes a phase lead in the output spike for that period.  In other words, the
MBN fires before its normal firing time by some amount proportional to the
amplitude of the additional input signal.  If this signal is repeated in the next period
this phase lead will appear again.  This effect can be summarized with the addition of
a new term to Eq (5), representing the contribution to the internal potential from the
additional input denoted by ν(t), referred to as the data input.

dt
tdx

dt
td

dt
td

dt
td

dt
tdx iiii )1(

β
)()()()( −

−++=
φψν       (10)

Figure 6 depicts an example of the MBN response due to incoherent and coherent
input compared to the response of incoherent, coherent, and data input signals.  The
output pulse timing of response including the data signal is phase shifted.

5.2   Holographic Paging

Now consider a more general case where the contributions to the internal potential
from the data section at time t are given by ν(t).  If ν(t) is maintained, but the coherent
signal, it)(φ , is altered, it is apparent that the rate of increase of the internal potential
and thus the time spacing of output spikes will be altered.  In fact, changing the
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coherent signal should change intervals on which the MBN fires even without a data
input. Thus, the output spike pattern will only be the same, if both the coherent signal
and the data input pattern are unaltered.  Significant changes in either will result in an
output pattern that does not match the original.  Thus a particular output pattern can
only be recreated given the appropriate coherent signal.  The second major
requirement is that storing a new data pattern with a different coherent input does not
disturb the original pattern.  The original BN accomplished this in a nearest neighbor
pulse coupled neural network PCNN, using higher order synaptic connections.  This
requires that one or more new connections be added for each stored pattern. The time
delays of new synaptic connection are offset by an amount proportional to the induced
phase shift.

Fig. 6.  Response of MBN due to titanic coherent input: Input containing a data signal as well
as coherent and incoherent input is phase shifted with respect to the same coherent and
incoherent input without the data signal.  The firing threshold is twenty.  The firing time phase
shift is not constant, but this pattern of irregularity repeats over several firing intervals.  Notice
that the phase shift of the firing time at t = 23 is the same as the spike at t = 54 and t = 85.  This
is due to the discreet nature of the time sampling

6 Conclusions

The MBN more closely mimics biological neural systems than conventional neural
models.  MBNs exhibit diverse temporal behavior.  The MBN responds differently to
different structured inputs.  Using these strategies, we have demonstrated amplitude to
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phase conversion and a theoretical basis for holographic memory.  Furthermore the
MBN is capable of higher order recurrent connections.  This allows construction of
complex temporal patterns.  As stated in BNN 2 by Lee and Farhat [1], these complex
temporal patterns are possible examples of how and why the brain uses multiple
recurring connections.  There are approximately 104 recurrent connections in the brain
for each neuron.  The reduction of these connections to one seems to be an
oversimplification.

Neural Networks, in general, have proven to be powerful computational tools.
Perhaps borrowing more behaviors from biological systems can lead to even more
powerful tools and a better understanding of the systems that inspired them.
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An Application of Elman’s Recurrent Neural Networks
to Harmonic Detection
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Abstract. In this study, the method to apply the Elman’s recurrent neural
networks for harmonic detection process in active filter is proposed. The feed
forward neural networks were also used for comparison. We simulated the
distorted wave including 5th, 7th, 11th, 13th harmonics and used them for training
of the neural networks. The distorted wave including up to 25th harmonics were
prepared for testing of the neural networks. Elman’s recurrent and feed forward
neural networks were used to recognize each harmonic. The results show that
these neural networks are applicable to detect each harmonic effectively.

1 Introduction

Power quality has received increased attention in recent years with the widespread
application of nonlinear loads employing advanced solid-state power switching
devices in a multitude of industrial and commercial applications. The operation of
solid-state power switching devices in power electronic converters deteriorates the
power quality by injecting harmonics into the power system causing increased
distortions, equipment and load malfunctions and losses [1-3].

AC power systems have a substantial number of large harmonic generating
devices, e.g. adjustable speed drives for motor control and switch-mode power
supplies used in a variety of electronic devices such as computers, copiers, fax
machines, etc. These devices draw non-sinusoidal load currents consisting primarily
of lower-order 5th, 7th, 11th, and 13th harmonics that distort the system power quality.
[3]. With the widespread use of harmonic-generating devices, the control of harmonic
currents to maintain a high level of power quality is becoming increasingly important.
Harmonic standards (e.g. IEEE 519 and IEC 555) have been developed to address
limits in allowable harmonics [4].

A common remedial measure for reducing the effects of harmonics is passive
filtering [5]. The addition of passive “LC” filters alters, or interferes, with the system
impedance, and is known to cause resonance with other network impedances and can
result in an excessive amplification of harmonics rather than harmonic reduction. In
addition, passive filters cannot adapt to changing harmonic generating loads, thus for
large systems containing multiple harmonic sources, a separate filter may be required
for every major harmonic source [3].
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An effective way for harmonic elimination is the harmonic compensation by using
active power filter. Active power filter detect harmonic current from distorted wave in
power line, then generates negative phase current as same as detected harmonic to
cancel out the harmonic in power system. Using of the feed forward neural networks
is one of the methods for harmonic detection. [6-8].

In this study, the method to apply the Elman’s recurrent neural networks [9] for
harmonic detection process in active filter is proposed. The feed forward neural
networks were also used for comparison. The distorted wave including 5th, 7th, 11th,
and 13th harmonics are used to be input signals for these neural networks at the
training state. The output layer of network is consisted of 4 units in according to each
order of harmonic. By effect of learning representative data, each component of
harmonic is detected to each according unit. That means neural network structures can
decompose each order of harmonic and detect only harmonic without fundamental
wave in the same time.

2  The Method to Detect Harmonic by Using Neural Network

Figure 1 depicts the concept of active power filter. Figure 2 shows the process of the
harmonic detection in the active power filter.

Fig. 1. Concept of active power filter

One method to detect harmonics uses frequency analysis and synthesis. Generally,
the distorted current from power line is analyzed in the frequency spectrum. After the
component of fundamental wave is eliminated, the remaining harmonics are output to
be used for compensating current generation [6-9]. As mentioned before, one of
methods to detect harmonic is method by means of feed forward neural networks
(FFNN) [ 6-9]. In this study, we use the feed forward and propose the recurrent neural
networks to detect each component of harmonic same as the general method. When
the distorted current is detected from power line, the amplitude from one cycle
distorted wave is input to each unit of the neural networks in term of serial signals. By
means of using the feed forward and recurrent neural networks, each harmonic is
decomposed separately without Fourier transformation. At the same time,
fundamental wave is eliminated without a low pass filter.
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Fig. 2. Process of harmonic detection in active power filter: Fourier analysis type (a),
feed forward neural network type (b), Elman’s recurrent neural network type (c)

3   Feed Forward Neural Network for Harmonic Detection

Because of non-sinusoidal load currents consisting primarily of lower-order 5th, 7th,
11th, and 13th harmonics that distort the system power quality, we consider about 5th,
7th, 11th, and 13th harmonics detection.  At the first step we used the feed forward
neural network as seen in figure 3. This network is a multilayer network (input layer,
hidden layer, and output layer). The hidden layer neurons and the output layer
neurons use nonlinear sigmoid activation functions. In an alternative network, the
output layer neurons use linear activation functions for comparison. Equations which
used in the neural network model are shown in (1), (2), and (3).

Outputs of hidden layer neurons are,
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where j = 1to N1and N1is the number of hidden layer nodes, l = 1to N2 and N2 is the
number of output layer nodes, )(nbh

j  are the biases of the hidden layer neurons, )(nbo
l

are the biases of the output layer neurons, )(nW ih
ij  are the weights from input to hidden

layer, )(nW ho
jl  are the weights from hidden layer to output layer, Uj(n), i = 1 to N are

the distorted wave inputs, and Yl(n), l = 1 to N2 are outputs for harmonic coefficients.
In this study, N is 128, N1 is 90, and N2 is 4.

Fig. 3. Feed forward neural network structures for harmonics detection

4   Elman’s Recurrent Neural Network for Harmonic Detection

At the second step, because of the time series nature of the distorted wave, we
proposed Elman’s recurrent neural network [10] for harmonic detection as seen in
figure 4. This network is also a multilayer network (input layer, recurrent hidden
layer, and output layer). The hidden layer neurons and the output layer neurons use
nonlinear sigmoid activation functions. In an alternative network, the output layer
neurons use linear activation functions for comparison. Equations which used in the
neural network model are shown in (4), (5), and (6).

Outputs of hidden layer neurons are,
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For linear activation function outputs are,
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where j = 1to N1and N1is the number of hidden layer nodes, l = 1to N2 and N2 is the
number of output layer nodes, )(nbh

j  are the biases of the hidden layer neurons, )(nbo
l

are the biases of the output layer neurons, )(nW ih
ij  are the weights from input to hidden

layer, )(nW ho
jl  are the weights from hidden layer to output layer, Uj(n), i = 1 to N are

the distorted wave inputs, Xj (n-1) i = 1 to N1are the time delayed outputs of the
hidden layer nodes which are measured at a previous time step (n-1), and Yl (n),  l = 1
to N2 are outputs for harmonic coefficients. In this study, N is 128, N1 is 90, and N2
is 4.

Fig. 4. Elman’s recurrent neural network structures for harmonics detection

5   Training of the Networks

A back propagation (BP) method is widely used as a teaching method for an ANN.
The main advantage of the BP method is that the teaching performance is highly
improved by the introduction of a hidden layer [10]. In this paper, BP learning rules
with momentum and adaptive learning rate are used to adjust the weights and biases
of networks to minimize the sum-squared error of the network. This is done by
continually changing the value of the network weights and biases in the direction of
steepest descent with respect to the error. The BP with momentum method decreases

(6)
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BP’s sensitivity to small details in the error surface. This helps the training process to
avoid being stuck in shallow minima.

Training time can also be decreased by the use of an adaptive learning rate, which
attempts to keep the learning rate step size as large as possible while keeping learning
stable [11]. These two techniques can be used with BP to make it a faster, more
powerful, and more useful learning paradigm [11]. Standard BP algorithm is also used
for comparison.

In order to make neural network enable to detect harmonics from distorted wave, it
is necessary to use some representative distorted waves for learning. These distorted
waves are made by mixing the component of the 5th, 7th, 11th, and 13th harmonics in
fundamental wave. For this purpose, 5th harmonic up to 70%, 7th harmonic up to 40%,
11th harmonic up to 10% and 13th harmonic up to 5% were used and approximately
2500 representative distorted waves were generated for training process.

During the training process, the distorted waves were used for recognition. As the
result of recognition, output signal from each output unit means the coefficient of
each harmonic which is including in the input distorted wave and these harmonics are
eliminated from the distorted wave. Equations which used in the elimination process
are shown in (7), and (8).

∑−=
h

hdf tVtVtV )()()(

)2()( θπ += ftSinAtV hh

where, Vf(t) is active filtered wave, Vd(t) is distorted wave, h = 5,7,11,13, Ah are
coefficients of lower-order 5th, 7th, 11th, and 13th harmonics,  f = 50 Hz, θ is phase
angle and equal to zero in this study.

6   The Quality of Power System Waves

The common index used to determine the quality of power system currents and
voltages are total harmonic distortion (THD) [1,2], which is defined as

THD = 
2

1

2

2

V

Vh∑
∞

where Vh represents the individual harmonics and V1 is the fundamental component of
load wave.

(9)

(7)

(8)
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7  Results and Conclusions

The non sinusoidal load currents consist also that the higher order harmonics such as
17th, 19th, etc., but they do not carry any significant current [1]. So, for the
performance evaluation of the neural network structures, 5th harmonic up to 70%, 7th

harmonic up to 40%, 11th harmonic up to 10% and 13th harmonic up to 5%, 17th

harmonic up to 5%, 19th harmonic up to 2.5%, 23rd harmonic up to 2.5%, 25th

harmonic up to 2% were used [12] and approximately 250 representative distorted
waves were generated as a test set.

For the training and test processes, input signals of the neural networks are the
amplitudes of one period of distorted wave. The amplitudes are taken 128 point at
regular interval of time axis. The amplitudes are used to be input signals of the neural
networks without any pre processing. At the training phase, the higher order
harmonics such as 17th, 19th, etc., are ignored for THD calculations.

Figure 5 shows the training results of the feed forward neural networks. As seen in
this figure, the results of adaptive back propagation algorithm is better then that of
standard back propagation algorithm and the neural network whose output layer
neurons use nonlinear sigmoid activation functions shows better results.

Fig. 5. Training results of feed forward neural networks

Figure 6 shows the training results of Elman’s recurrent neural networks. As seen
in this figure, the results of adaptive back propagation algorithm is better then that of
standard back propagation algorithm and the neural network whose output layer
neurons use nonlinear sigmoid activation functions shows better results.

After the training process is completed, the general distorted waves (test set) were
used for recognition. As the result of recognition, output signal from each output unit
means the coefficient of each harmonic which is including in the input distorted wave
and these harmonics are eliminated from the distorted wave.
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Fig. 6. Training results of Elman’s recurrent neural networks

Table 1 shows the average THD values of restored waves obtained by using the
feed forward and Elman’s recurrent neural networks for the test set. The sample
source wave and the restored waves are shown in figure 7 and 8.

Table 1. Average THD values

Neural Network Training
Algorithm

Activation functions for
output neurons Average THD (%)

Before compensation 46.36
Linear 4.52Adaptive BP Sigmoid 3.68
Linear 4.86Feed forward NN

Standard BP Sigmoid 4.14
Linear 4.39Adaptive BP Sigmoid 3.68
Linear 4.73Elman’s RNN

Standard BP Sigmoid 4.02

The recommendation IEEE 519 allows a total harmonic distortion (THD) of 5% in
low-voltage grids [13]. As seen in the table 1, average THD value is 46.36% before
compensation and obtained average THD values are less then 5% after compensation
for all networks. These THD values are suitable to the recommendation IEEE 519.
3.65% of these THD values come from the higher order harmonics such as 17th, 19th,
etc which are not used in the training. This means that there is a improvement
potential. The THD values obtained by using Elman’s recurrent neural networks are
better than the THD values obtained by using the feed forward neural networks. This
can be because of that the feedback structures of the Elman’s RNN is more
appropriate for the time series nature of the waves.
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Fig. 7. Sample source and restored waves (by FFNN)

Fig. 8. Sample source and restored waves (by Elman’s RCNN)

As the result, the possibility of the feed forward and Elman’s recurrent neural
networks to detect harmonics is confirmed by compensating the distorted waves and it
can be said that the feed forward and Elman’s recurrent neural networks are effective
to use for active filter.
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Abstract. Voltage instability has become a major concern in many power
systems and blackouts have been reported, where the reason has been voltage
instability. Voltage stability is concerned with the ability of a power system to
maintain acceptable voltages at all buses in the system under normal condition
and after being subjected to a disturbance. It is an important consideration in the
design and operation of power system. Voltage stability is also called the load
stability. It is a characteristic of a power system, which is required to transmit
sufficient power to meet load demand. The objective of this paper is to present
the application of artificial neural network (ANN) in on-line assessment of
voltage stability. The proposed method is radial basis function (RBF) neural
network. This NN is used for estimation of voltage stability margins (VSM).
The IEEE-118 test system is considered for application to this method. A
comparison between the proposed NN and a multi-layer perceptron (MLP) with
standard error back-propagation learning (EBPL) is presented, which indicates
efficiency of this NN. Obtained results confirm the validity of the proposed
approach.

1   Introduction

Voltage stability is concerned with the ability of a power system to maintain
acceptable voltages at all buses in the system under normal condition and after being
subjected to a disturbance [1]. It is an important consideration in the design and
operation of power system. Voltage stability is also called the load stability. It is a
characteristic of a power system, which is required to transmit sufficient power to
meet load demand. A power transmission network has an inherent limit as to how
much power it can deliver to loads. When this limit is exceeded, the voltages
experienced by loads become too low to be practically useful. In many cases, the
voltages will go straight from normal to zero in a matter of a few seconds or minutes.
This process is called voltage collapse.

Voltage instability is a problem in power systems which are heavily loaded, faulted
or have a shortage of reactive power. The nature of voltage instability can be analyzed
by examining the production, transmission, and consumption of reactive power. The
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problem of voltage instability concerns the whole power system, although it usually
has a large involvement in one critical area of the power system. Power system is
voltage stable if voltages after a disturbance are close to voltages at normal operating
condition. According to [2] the definition of voltage instability stems from the attempt
of load dynamics to restore power consumption beyond the capability of the
combined transmission and generation system. The voltage stability may be divided
into short and long term voltage stability according to the time scale of load
component dynamics. Short term voltage stability is characterized by components
such as induction motors, excitation of synchronous generators, and electronically
controlled devices such as HVDC and SVC [2]. When short term dynamics have died
out some time after the disturbance, the system enters a slower time frame. The long
term voltage stability is characterized by scenarios such as load recovery by the action
of on load tap changer or through load self restoration, delayed corrective control
actions such as shunt compensation switching or load shading. The long term
dynamic such as response of power plant controls, boiler dynamics and automatic
generation control also affect long term voltage stability. In some cases the
monitoring of power system security becomes more complicated because the critical
voltage might be close to voltages of normal operation range. Therefore, a tool which
can provide timely evaluation of voltage stability of the system under the diversified
operating conditions would be very useful.

For purposes of analysis, it is sometimes useful to classify voltage stability into
small and large disturbances. Small disturbance voltage stability considers the power
system's ability to control voltages after small disturbances, e.g. in load [3]. The
analysis of small disturbance voltage stability is done in steady state. In that case the
power system can be linearalized around an operating point and the analysis is
typically based on eigenvalue and eigenvector techniques. Large disturbance voltage
stability analyses the response of power system to large disturbances e.g. faults,
switching or loss of load, or loss of generation. Large disturbance voltage stability can
be studied by using non linear time domain simulation in the short time frame and
load flow analysis in long term time frame [4]. The voltage stability is, however, a
single problem on which a combination of both linear and non linear tools can be
used. References [2, 3, 5, 6] provide a good overview of these areas. There has
developed a wide variety of modeling principles and of computation and control
methods to analyse and control power system voltage stability. The research has
mainly based on analytical methods such as dynamic simulations and load flow. The
assessment of voltage stability is commonly based on voltage stability margin, but the
computation of the margin is time consuming. The computation methods developed
for voltage stability analysis are best suited for power system planning. Online
voltage stability assessment has mainly also been based on these computation method.
The application of pattern recognition, decision tree, fuzzy systems, genetic
algorithms and statistical methods are also applied to on line voltage stability
assessment. Instead of laws of physics and logic these methods create or use a model,
which is based on knowledge or data. Statistical method is black box model, which is
applied when the functioning of a system is unknown or very complex, but there is
plenty of data available. The black boxes are data driven models, which do not
explicitly model the physics of system, but establish a mathematical relationship
between a large numbers of input-output pairs measured from the system. The
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mathematical relationship is a model, which is numerical computed from
measurement or statistical data. Nero fuzzy and expert systems, which are gray box
models, may be applied when there is also some knowledge available. Many good
voltage stability indices and methods have been created for power systems. The most
common methods to estimate the proximity of voltage collapse point are minimum
singular value [7], point of collapse method [8, 9] optimization [10, 11] and
continuation load flow [12, 9, 13]. Other voltage stability indices are also proposed in
the literature like sensitivity analysis [14], second order performance index [15], the
energy function method [16], modal analysis [17] and many others which can be
found in references [6, 18]. The energy method has been used for voltage security
assessment [19, 20]. The energy margin, as an indicator of system voltage security is
physically understandable. A clear conclusion of the description of the above
computation methods is that all the methods have different function. They have their
own strengths and weaknesses. The combination of all of these methods gives most
information in voltage stability analysis. The minimum singular value, the
continuation load flow and the maximum loading point methods compute
intermediate results of the PV curve. These methods provide voltage stability indices
for quantifying proximity to the voltage collapse point and identifying the weakest
buses. The point of collapse method and the optimization method compute the exact
voltage collapse point using a direct method. These methods also provide information
related to voltage weak areas and to voltage stability enhancement.

This paper proposes an artificial neural network (ANN) approach in on-line
voltage stability assessment. Details of this NN are explained and its efficiency is
demonstrated. The energy method for voltage security assessment was adopted in this
paper as the benchmark method to generate sample patterns for training and testing of
the designed NN. In NN applications, selecting of input variables is an important
aspect. In this paper, input variables are determined in a systematic way in terms of
their discriminating capability.

2   The Proposed Neural Network

The radial basis function (RBF) network is the feedforward neural network scheme
that uses local type of activation function. In the simplest form, a radial basis function
network consists of three layers; the input layer, which has source (input) nodes, the
hidden layer, which has enough number of neurons, and the output layer, which
defines the response of the network with regard to the applied inputs. The mapping
from the input layer to the hidden layer is nonlinear, whereas the mapping from the
hidden layer to the output layer is linear. The structure of the RBF network is shown
in Fig 1. In this network, the radial basis functions are Green functions. Most often
used type is the gaussian function defined in the way:
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in which c is the center and the parameter σ represents the width of the function. This
is the local function of the nonzero activation only at the neighbourhood of the center
c. In contrast to the MLP the RBF networks form the local approximation approach.
The main advantage of it is very clear physical association of the parameters of the
radial neurons and the input data. In RBF networks the representation of particular
data point is done by very limited number of neurons, specializing in this task. The
other neurons do not contribute to this particular data and are associated with the
other data in different region of the space. The output neuron of the network is usually
linear and performs simple weighted summation of the output signals of all hidden
neurons, i.e.:

∑+=
=

K

i
iiwwy

1
0 ϕ (2)

The learning method of the RBF network belongs to the supervised type, in which the
input vector x and the destination d form the learning pairs (xi, di) for i= 1, 2, ..., p.
Usually the learning task of RBF network is split into two separate subtasks. The first
is determination of the radial function parameters and the second - the calculation of
the output weights wi. Many different strategies may be applied for center adjustment.
For example some approaches assume at the beginning as many centers as is the
number of data (ci=xi) and then in the process of learning they reduce this number
sequentially according to their contribution to the final representation of the data. In
this paper we adopt “Winner Takes All” (WTA) strategy. In this algorithm the centers
are associated with the clusters of input data, represented by the average vector xi.
The self-organization of this clustering process is done by the competition among
neurons. The self-adaptation process in this approach is performed only for the
winner, that is the neuron, whose weight vector ci is closest to the input vector xk, and
can be described by the relation

[ ])()()1( kkk ikii cxcc −+=+ η (3)

of η the learning coefficient changing in time from ηmax to zero. After adaptation of
the centers the adjustment of the width parameter σi is done in a way to provide the
continuous approximation of the data. Most often used method is the so-called P-
neighbours approach, according to which σi is proportional to the averaged distances
of ci to its P closest neighbours

2

1

1
∑ −=
=

P

k
kii P

ccσ (4)

After determination of the parameters of the radial functions the weights of the output
neurons are calculated in the next stage. The easiest way is to apply of the singular
value decomposition (SVD) to the matrix describing the signals in the network.
Observe that the output signals of the RBF network for all p training pairs may be
arranged in the matrix form as follows

FW=d (5)

where
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This is the rectangular system of equations that can be solved using the pseudo-
inverse F+ of the matrix F

dFw += (7)

The pseudoinverse is usually calculated using SVD technique. The process of training
the RBF network is usually done in the iterative way. After adjusting the parameters
of the radial functions using the self-organization, the weight vector w is calculated
using (7) and then the error function e=y-d determined. This error is back propagated
to the hidden layer and the positions of centres and widths of the radial functions are
corrected according to the gradient methods, in a similar way as it was done in MLP
networks. This process is repeated many times until the stabilization of all parameters
of the network.
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Fig. 1. The general structure of the RBF neural network

For introducing the learning phase, in addition to the learning algorithm, training
samples, i.e. input and output variables of the NN must be determined. Appropriate
selection of input variables is the key to the success of NN applications. Usually
heuristic knowledge is required in choosing input variables. Voltage stability of a
power system is mainly affected by the system's loading conditions. Using the energy
method, loading conditions are utilized to find the corresponding stable equilibrium
point (SEP) and unstable equilibrium points (UEP) by solving the load flow
equations. The procedure can be expressed as a mapping:

( ) ( )uuss
g VVVQP αα ,,,,, → (8)

Where P, Q and Vg are specified bus net real and reactive power injections and
generator bus voltage magnitudes vectors, respectively. ( )sss Vx α,=  is the vector of
the SEP and ( )uuu Vx α,=  is the vector of the UEP. Energy margins are computed by
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substituting xs and xu in the energy function. System voltage stability is described by
the minimum value of all the obtained margins. This process can also be described by
another mapping:

( ) MarginsEnergy ,,, →uuss VV αα (9)

The above mapping shows that variables P, Q and Vg govern the voltage stability of a
power system. They can be chosen as inputs to the NN. For the VSM estimation
problem, one output is required. Finally, the way of presentation of training samples
to the NN must be determined. In [21], two modes of NN training for voltage stability
assessment have been studied, sequential and random presentation of training
patterns. The sequential presentation calls for generating pattern and they are
presented to the NN for training in that same order. In random presentation a pre-
specified number of training patterns are generated randomly within the specified
loading ranges and are presented to the NN in a random order. Equivalent NN
performances for the two training modes were obtained. Due to its flexibility, random
generation of training samples is adopted in this paper. After training information
recalling by the NN is performed through feed-forward processing, by using (2), of
input information of test patterns.

3   The Energy Method for Voltage Stability Assessment

The energy method uses an energy function, derived from a closed from vector
integration of the real and reactive power mismatch equations between a SEP and an
UEP, to provide a quantitative measure of system vulnerability to voltage instability.
The energy function for voltage stability assessment, as derived in [20], is expressed
as below:
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Where Vi and αi are voltage magnitude and phase angle at bus i, Pi and Qi are net real
and reactive power injections at bus i, respectively (reactive power can be voltage-
dependent); Gij and Bij are the real and imaginary parts of the ij-th element of the bus
admittance matrix; n is the number of system buses. The UEPs of the system in (10),
which corresponds to a SEP are governed by the power flow equations. There are
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generally a total of 2n-1 UEPs [22]. This reduces the number of UEPs to n-1 UEPs
must be found out in order to evaluate system voltage security. Computation of all the
n-1 UEPs can be a challenging task for large systems. Mapping from system loading
conditions to SEPs and UEPs, and from SEPs and UEPs to voltage stability margins
are constructed in (8) and (9). Further, it is assumed that there is a direct mapping
relation between the operating states and the VSMs, i.e.:

( ) MarginsEnergy  Minimum ,, →gVQP (11)

An NN is then used to exploit the mappings. VSMs for specific operating state can be
calculated directly from the trained NN.

4   Numerical Results

This section includes applications of the proposed approach for IEEE 118 bus test
system. The system data of the IEEE test systems can be found in [28]. In the initial
studies, real and reactive powers at all buses were applied as inputs to the NN. In this
case, a relatively large NN was built. Also the NN training was time-consuming. For
practical size systems, this scheme is not feasible due to the large number of loads and
generations. In this study, input information to the NN is refined using the sensitivity
analysis. It was noted that real and reactive powers with larger sensitivities have more
significant influence on voltage stability. This fact also implies that these variables
have stronger discriminating capabilities for voltage stability evaluation. As a result,
bus real and reactive powers with larger sensitivities are selected as NN inputs.
Extensive simulation studies verified that this scheme performs quite satisfactory.
Using these variables as NN inputs, the mapping from loading conditions to VSMs
can be set up, even for large systems, with a reasonable number of inputs. The input
variables identified based on sensitivity analysis for the test system are listed in Table
1, where Pgi and Qgi refer to real and reactive power generations at bus Pdi and Qdi are
real and reactive powers of the load at bus j respectively. The choice of reactive
power outputs of generators as NN inputs is more appropriate than voltage. And Qgs
instead of Vgs are listed in Table 1. The most vulnerable bus of the IEEE 118 bus
system is 34.

Table 1. NN input variables selected based on sensitivity for the test system

Number
of inputs

Input Variables

32 Pd34, Pd76, Pd82, Pd83, Pd84, Pd86, Pd88, Pd93, Pd94, Pd95, Pd102, Pd106,
Pd109, Pd112,

 Qd4, Qd40, Qd49, Qd67, Qd74, Qd76, Qd80, Qd108,
Qg19, Qg32, Qg42, Qg44, Qg46, Qg76, Qg104, Qg105, Qg111, Qg113

A number of test samples, which all of them are different from the training patterns,
are created for the test system according to the described procedures for the training
patterns. MLP with the standard EBPL is one of the most widely used NNs in the
power system applications such as voltage stability assessment [17-22]. Obtained
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results from this NN and the proposed NN, for the test system, are shown in Table 2
(both NNs have the same training and test samples). These results indicate efficiency
of the designed NN, which with less training times has much more estimation
accuracy for VSM.

Table 2. Test results, Comparison of proposed method and MLP neural network

Training time
(designed NN)

Test error
(designed NN)

Training time
(MLP with EBPL)

Test error
(MLP with EBPL

697 sec 0.37% 1274 5.54%

5   Conclusion

Voltage stability problems, once associated primarily with weak system and long lines,
are currently a source of concern in highly developed systems as a result of heavy
loading. Operators must be able to recognize voltage stability related symptoms, so that
appropriate remedial action can be taken. Therefore, on-line monitoring and analysis to
identify potential voltage stability problems would be invaluable in this regard. In the
work reported upon in this paper, the emphasis has been on investigation whether the
complex relationship between power systems operating states and the corresponding
stability margins can be captured, for on-line security monitoring purpose, by the NN
technique. For this purpose, a new NN with high estimating power has been designed.
This NN is a RBF neural network with WTA strategy. Comparison of this NN with a
MLP with the EBPL, which has been used in the previous works, indicates efficiency of
the proposed NN. In this work, the mapping from power system loading conditions to
VSMs is constructed using the energy method. Determination of input variables has
been a key issue in NN application. A NN using thus selected variables as inputs
possesses smaller topology with sufficient discriminating capability. This feature
enables NN training to be done within a reasonable time. More importantly it facilitates
the NN application for large systems. Extensive testing on the IEEE confirms the
validity of the developed approach.
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Abstract. As geospatial data grows explosively, needs for the incorporation of
data mining techniques into Geographic Information Systems (GISs) are in
great demand. Association rules mining is a core technique in data mining and
is a solid candidate for the cause-effect analysis of large geospatial databases. It
efficiently detects frequent asymmetric causal patterns in large databases. In this
paper, we investigate a series of geospatial preprocessing steps involving data
conversion and classification so that traditional boolean and quantitative asso-
ciation rules mining can be applied. We present a robust geospatial multivariate
association rules mining framework for efficient knowledge discovery within
data-rich GISs environments. The proposed approach can be integrated into
traditional GISs using dynamic link library and scripting languages such as
AVENUE for ArcView and MapBasic for MapInfo. Our framework is designed
and implemented in AVENUE for ArcView GIS. Experiments with real da-
tasets demonstrate the robustness and efficiency of our approach.

1   Introduction

Understanding human behaviors and our daily life phenomena is a major key to the
success of many businesses. Since these human activities and natural phenomena are
georeferenced and geospatially distributed, data analysis seeking geospatial patterns is
a crucial task. GISs are computer-based information systems particularly designed for
the manipulation and analysis of geospatial databases.  They model the real world
along with many different geographical layers (themes or coverages) [12]. Each layer
captures some unique feature in it in the form of point, line or area. In this multi-
layered view, GISs are structured as a number of layers containing heterogeneous data
types. GISs provide various layer-based local, focal and zonal functions to help users
explore and gain insights into complex geospatial databases. In such multi-layered
architecture, it is important to find causal relationships among layers for the analysis
of thematically associated events. Detected positive causal patterns are key resources
for planning, geospatial decision-making, precaution and prediction.

Several geospatial statistics are available within traditional GISs including -test,
nearest neighbor distances, the K-function, Moran’s I and Geary’s c statistics [4] to
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detect geospatial correlation structure (geospatial dependence or autocorrelation).
However, these correlation statistics have some common limitations. First, they are
computationally inefficient. That is, they are not applicable to data-rich environments
[13]. Second, they are limited to symmetric relationships. Thus, it is impossible to find
asymmetric causal factors with these geospatial statistics. As geospatial data grows
explosively, the incorporation of efficient data mining techniques into GISs is in high
demand. Association rules mining is one of popular techniques in data mining. It effi-
ciently detects frequent asymmetric causal patterns in large databases. Thus, it is a
solid candidate for the asymmetric cause-effect analysis of large geospatial databases.

In this paper, we investigate an efficient and effective geospatial knowledge dis-
covery framework. It consists of a series of geospatial preprocessing steps involving
data conversion and categorization. Heterogeneous data types are transformed in such
a way that traditional association rules mining can be easily applied. The proposed
geospatial association rules mining framework considers the characteristics of multi-
layered GISs and uncovers unexpected but valuable causal patterns. The framework
can be integrated into traditional GISs using dynamic link library and scripting lan-
guages such as AVENUE for ArcView GIS and MapBasic for MapInfo GIS.

The rest of paper is organized as follows. Section 2 reviews association rules min-
ing in the light of geospatial context. Section 3 outlines the framework of areal catego-
rized association rules mining for multi-layered GISs environments. It provides details
of data conversion and categorization schemes. Section 4 conducts a serious of ex-
periments with real crime datasets and summarizes experimental results. Section 5
concludes with final remarks.

2   Association Rules Mining

Association rules mining has been one of the most popular pattern discovery methods
in the data mining community. It is originated from the market basket analysis within
transactional databases. It searches for frequent interesting relationships, positive
associations and causal patterns among items. One possible pattern could be “custom-
ers who purchase mushroom are likely to purchase beef at big supermarket chains”.
An association rule is an expression in the form of X ⇒  Y (c%), where X is the ante-
cedent and Y is the consequent, X and Y are sets of items (X ∩  Y = φ ) in transac-
tional databases. It is interpreted as “c% of data that satisfy X also satisfy Y’’.  An
association rule is typically measured by statistical significance and its strength. Sup-
port, indicating statistical significance, is the probability that X and Y exist in a trans-
action T in database D. Confidence showing the rule's strength is the probability that Y
exists in a transaction T given that T contains X. That is, support is an estimate for
Prob(X ∩  Y) and confidence is an estimate for Prob(Y|X). A set of items is refereed
to as an itemset. Two user defined thresholds, minimum support and minimum confi-
dence, are used for pruning rules to find only interesting rules. Itemsets satisfying the
required minimum support are named frequent while rules satisfying the two thresh-
olds are called strong. Association rules mining is to compute all strong rules satisfy-
ing two user-specified minimum support and minimum confidence constraints. Here,
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boolean association rules mining attempts to correlate the presence of a set of items
with another set of items ignoring quantitative values. However, quantitative associa-
tion rules mining [18] is to consider quantities. It discretizes numerical values into
several categories (classes) and then boolean association rules mining is applied.

Several attempts have been made to apply association rules mining to the geospatial
context. Koperski and Han [11] proposed spatial association rules mining that is
based on concept hierarchies. It adopts a progressive deepening approach that travers-
es concept hierarchies from top to bottom to gradually prune the search space. Only
strong rules at higher conceptual levels can be further mined at lower levels. For in-
stance, a rule with a very_close_to predicate can be mined only if the rule above with
close_to is strong. However, this approach requires extensive experts’ prior knowl-
edge and excessive user involvement. The former is required to build various concept
hierarchies and the latter is needed to focus on predicates of user’s interest. Thus, this
approach can efficiently confirm what users expect, but hardly reveal totally unex-
pected hidden patterns which is one of main goals in data mining. Recently, Shekhar
and Huang [17] developed co-location rule mining that discovers a subset of features
given a set of point features frequently located together in a geospatial context. This
approach extends traditional association rules mining to the set of transactions is a
continuum in a space. Note that, due to the continuity of geospatial space, there may
not be an explicit finite set of transactions. In this approach, point locations are
mapped to transactions while geospatial features are mapped to items. Since features
have different occurrences, the size of transactions varies with features. Thus, the
traditional interesting measures are no longer applicable. Co-location rules mining
introduces two new interesting measures that can be used in a dynamic situation where
transactions are not fixed to a constant. However, the applicability of this approach is
limited. This approach only considers 0-dimensional boolean point data type. It is not
directly applicable to 1-dimensional line and 2-dimensional area data types. More
complicatedly, GISs consist of multiple layers that contain heterogeneous data types.
It is noted that metric, directional and topological relationships are also more complex
with dimensional objects [16]. Co-location rules mining must be able to handle differ-
ent dimensional data types simultaneously to uncover complex causal relationships.

3 Areal Categorized Association Rules Mining

3.1   Background

In our approach, we mine multivariate associations based on an areal base layer. This
is due to several reasons. First, converting complex data types to primitive data types
may cause loss of information. For instance, converting an areal object to a point
object looses some information such as area, perimeter or shape. Also, point data
analysis is relatively difficult while areal data analysis is well established [4,5]. In
addition, existing GIS functions (intersection, containment and buffering) support
transforming primitive data types to complex data types. Second, we are often re-
quired to analyze geospatial data on an area basis. In particular, this is the case when
area aggregates are only of interest such as in voting data and census data. Also, this is
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the case when specific site measurements are not available for some reason. In socio-
economic and demographic measures, the areas often are the only spatial units at
which we can collect the feature values. Third, it is pointed out that data mining may
threaten privacy and security [3]. Privacy preserving data mining has gained a lot of
research attention [3]. In geospatial crime data, crime incidents are aggregated on an
area basis to avoid delicate privacy and security issues. It is noted that area aggregates
at quite small geographical scales may remove privacy issues and provide still useful
information [4]. Thus, area aggregated data can reveal general patterns while pre-
serving privacy. Fourth, topology is indispensable to GISs. Difficulties of topological
operations with points have been pointed out [4,9], but instead topological operations
with areal objects have been identified as relatively easy and well established [5].

3.2   Working Principles

Our framework is a three-phase knowledge discovery process. It initially involves two
preprocessing processes called data conversion and categorization. After that data
mining is applied to the preprocessed datasets. In principle, it transforms all geosptial
layers into areal aggregated data types based on an areal base map. Areal aggregates
are numerical values that will be further categorized into several groups. Normally,
GISs provide a number of categorization schemes. We use built-in categorization
functions within GISs in this paper. Fig. 1 depicts the overall process involving data
conversion, categorization and association rules mining. It is interactive and iterative.
Each will be further discussed in the subsequent sections.

Fig. 1. Areal categorized geospatial association rules mining processes.

3.3 Data Conversion

In geometrical and topological transformations, intersection operation is a basis to
other geospatial operations such as meet, overlap, cover and contain [19]. Thus, inter-
section is a fundamental operation and is used as default for conversion here.
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3.3.1 Point-to-Area Data Conversion
Point-to-area conversion has been widely used in GISs. Containment or within func-
tion, so called point-in-polygon operation, can be used to aggregate point data. Ag-
gregates are typically visualized through choropleth maps using graduated color to
represent density. Fig. 2 shows a choropleth map generated by ArcView GIS with 5
classes. In this paper, point-in-polygon operation is used in point data aggregation.

  (a) (b)

Fig. 2. Point-to-area data conversion: (a) A set of point data with an areal base map; (b) A
choropleth map with graduated color representing density.

3.3.2 Line-to-Area Data Conversion
Similar to point-to-area conversion, we can use the intersection topological relation-
ship in line-to-area conversion. Areal units that intersect with a target line object
would represent the presence of the line object. Thus, those areal units imply proxim-
ity to the line object. This approach would work well when areal units are reasonably
largely scaled to capture the details. One alternative is to use buffering. Buffering
creates an enclosing polygon of a line object at a specified distance. Once trans-
formed, we can apply area-to-area data conversion that will be discussed in the next
subsection. In this paper, we adopt the former as default. Fig. 3 depicts a line-to-area
data conversion method based on the intersection topological relationship.

   (a)  (b)

Fig. 3. Line-to-area data conversion: (a) A set of line data with the areal base map; (b) The
base map with highlighted areal units representing the presence of the line data.
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3.3.3 Area-to-Area Data Conversion
Intersection operation is still a solid candidate for this transformation. We adopt an
approach somewhat similar to the areal-stealing interpolation technique [7].  Let B =
{b1, b2,…, bn} be an areal base map with a set n of areal units. Let T = {t1, t2,…, tm} be
an areal target map with a set m of areal units. Then, the target map is converted based
on the following rules.

(1)

(2)

Formula 1 denotes the area of an areal unit in the base map is the sum of its intersec-
tion areas with target areal units. Formula 2 represents an aggregate value of the area
in the base map is the sum of productions of stolen areas and corresponding values in
the target map. This is explained in Fig. 4. Fig. 4(a) displays an areal base map labeled
with corresponding areas. Let us assume that an area highlighted, denoted by b1, is of
our interest. Fig. 4(b) shows a target areal map with different boundaries. It is labeled
with the percentage of households owning more than two cars in the same study re-
gion. Our task is to aggregate the target layer based on the areal base map shown in
Fig. 4(a). Fig. 4(c) depicts an overlay of b1 and the target map labeled with area inter-
secting with areal units in the target map. As shown in Fig. 4(a), the area of b1 is
16.34. According to Formula 1, it is the sum of stolen areas (3.37, 4.98, 6.15 and
1.84) shown in Fig. 4(c). The value of b1 (b1.value) can be computed as follows based
on Formula 2: b1.value = (3.37 * 0.27 + 4.98 * 0.24 + 6.15 * 0.51 + 1.84 *
0.67)/16.34 ≈ 40%.  Thus, 40% of households in b1 are regarded as owning more than
two cars.

(a) (b) (c)

Fig. 4. Area-to-Area data conversion: (a) A base map labeled with corresponding areas; (b) A
target map labeled with corresponding percentages of households owning more than two cars;
(c) An overlay of the base map and the target map.
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3.4 Categorization

GISs provide various built-in categorization schemes. ArcView GIS (version 3.1)
offers natural breaks, quantile, equal area, equal interval and standard deviations.
Natural breaks is the default categorization method in ArcView and this method iden-
tifies natural breakpoints between classes using a statistical formula called Jenk’s
optimization [6]. This method is rather complex, but basically the Jenk’s method
minimizes the sum of the variance within each of the classes. It is noted that natural
breaks finds groupings and patterns inherent in data. Thus, it is chosen as default in
our approach. In categorization tasks, the number of categories plays a critical role.
Typically, 4-6 categories are recommended. Too small categories may lose details
while too many categories cause confusion. In this paper, 5 is chosen as default for the
number of groupings. However, users can explore a given dataset and they can choose
the best categorization scheme for the certain dataset and can create a number of
classes.

3.5 Mining Multivariate Associations

Apriori algorithm has been dominant in association rules mining since its first intro-
duction in 1993 [1]. Many apriori-like algorithms [1,2,9,10] have been suggested
using different indexing schemes or pruning techniques [9]. We use apriori algorithm
in this paper since it is an influential and fundamental algorithm for finding frequent
patterns. It employs an iterative level-wise search approach where k-items are used to
explore (k+1)-items. It first finds frequent 1-items that satisfy the minimum support
constraint. The sets are used to find frequent 2-items which will be used to find fre-
quent 3-items. Non-monotonicity property, all nonempty subsets of a frequent item
must also be frequent, is used to improve the efficiency of the level-wise generation of
frequent items. Once frequent itemsets are generated, then minimum confidence is in
play to find only strong rules. Readers can refer to the original paper [1,2] for details.
In our approach, features correspond to items while areal units correspond to transac-
tions. Featuresets denote sets of features. Apriori algorithm is used to find frequent
featuresets and strong geospatial rules.

4   Case Study

Brisbane, the capital city of Queensland region of Australia, is continuously experi-
encing steady population growth [14,15]. Understanding of criminal activity in this
region provides a valuable resource to city planners, policing agencies and criminolo-
gists. We select 217 urban suburbs of Brisbane as a study region. We use raw crime
datasets recorded in the year of 1997 by Queensland Police Service. Obtained crime
statistics have three main categories: “offences against the person”, “offences against
property” and  “other offences”. The first category “offences against the person” con-
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sists of subcategories: “homicide”, “assaults”, “sexual offences”, “robbery”, “extor-
tion”, “kidnapping” and “other offences against the person”. The second category
“offences against property” is composed of “breaking and entering”, “arson”, “other
property damage”, “motor vehicle theft”, “stealing”, “fraud” and “other offences
against property”. The third category “other offences” includes “drug offences”,
“prostitution”, “liquor”, “gaming offences”, “trespassing” and “vagrancy”, “good
order offences”, “traffic and related offences” and “miscellaneous offences”. In addi-
tion, the subcategories could have several subsubcategories. For instances, “homicide”
consists of “attempted murder”, “conspiracy to murder”, “driving causing death” and
“manslaughter”. The complex structure of crime dataset is not the only concern for
crime activity analysis. Various geospatial features must be studied to identify salient
features that cause criminal activities. In this experiment, a number of feature datasets
including reserve, school, hospital, highway, caravan park, park, railway stations,
convent, post office, police academy and airport including aerodromes are considered.
All these datasets are aggregated onto an areal base map (217 suburbs) and catego-
rized into several groupings using natural breaks. Most datasets are grouped into 5
categories: very low, low, intermediate, high and very high. Some datasets, scarcely
recorded or line data types, are grouped into 2 categories: absence and presence. Some
crime activities including gaming offences, prostitution and conspiracy to murder are
not recorded in the study region in the year of 1997. Thus, they are ignored. For boo-
lean association rules mining, groupings exhibiting high, very high and intermediate
values are further grouped as hot spots indicating thriving criminal activities.

4.1 Time Complexity Analysis

Not surprisingly, small values of minimum support and minimum confidence tend to
require more time in our test datasets since the number of frequent featuresets exponen-
tially grows with smaller values. Experiments were performed on a 2.40GHz Pentium IV
workstation with 1GB main memory. Time is measured in milliseconds. Fig. 5 shows
time complexity analysis with the underlying crime dataset. Time is measured with 3

Fig. 5. Time complexity analysis with a real crime dataset and features recorded 1997 in Bris-
bane.
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minimum support values (0.1, 0.15 and 0.2) with 3 different minimum confidence values
(0.7, 0.8 and 0.9). All experiments are performed within a second as shown in this figure,
which demonstrates the efficiency of association rules mining. This allows users to have
prompt results and enables interactive and exploratory analysis.

4.2 Interesting Findings

Users can use must-contain constraints in association rules mining to tailor their search.
They can put constraints on antecedent and/or consequent. The former (a must-contain
featureset ⇒  *) is used to explore possible consequences of the featureset. For instance,
a city council wants to know all causal rules (casino ⇒  *) that have casino in antece-
dent when it plans to introduce a new casino. If casino attracts too many criminal activi-
ties, then the council may not want to introduce one in the region. The latter (*⇒  a
must-contain constraint) is used to explore possible stimuli of the featureset. These con-
straints were utilized in our experiments. Some interesting findings include:
• School highly likely implies occurrences of  “unlawful entry with intent – dwelling”,

“unlawful entry without violence – dwelling” and “other theft (excluding unlawful
entry)”,

• Highway is implicative of “other stealing”, “other property damage”, “unlawful
entry with intent – dwelling”, “unlawful entry without violence – dwelling” and
“other theft (excluding unlawful entry)”,

• School and highway imply “motor vehicle theft” and “other theft (excluding unlaw-
ful entry)”,

• Parks exhibit a strong relationship with school,
• Railway stations attract “unlawful entry with intent – dwelling” and “unlawful entry

without violence – dwelling”.

5   Concluding Remarks

This paper introduces a robust geospatial knowledge discovery framework. It requires
two preprocessing steps: data conversion and categorization. Heterogeneous data
types stored in multi-layered GISs are transformed into areal aggregates based on a
base map. These numerical aggregates are categorized into several groupings to be
mined. Experimental results are promising. It quickly reveals various interesting
asymmetric causal relationships. These rules are valuable resources for city planning,
geospatial decision-making, criminal precaution, regular police patrol and prediction.

This is a part of large project to investigate the analysis of criminal activities in re-
lation to socio-economic, environmental and demographic factors in the Queensland
area of Brisbane. The overall aim is to propose a robust framework that helps users
mine frequent causal patterns within layer-based GIS environments. We use ArcView
GIS for our experiments and use its scripting language AVENUE and dynamic link
library to implement the three-phase geospatial mining framework.
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Abstract. This research empirically investigates the performance of conven-
tional rule interestingness measures and discusses their availability to support-
ing KDD through system-human interaction in medical domain. We compared
the evaluation results by a medical expert and that by selected measures for the
rules discovered from a dataset on hepatitis. Recall and χ2 Measure 1 demon-
strated the highest performance, and all measures showed different trends under
our experimental conditions. These results indicated that some measures can
predict really interesting rules at a certain level and that their combinational use
in system-human interaction will be useful.

1   Introduction

This research has two backgrounds: the necessity of system-human interaction support
in medical Knowledge Discovery in Databases (KDD) and the problem of conven-
tional measures of rule interestingness. On the former background, medical data min-
ing is one of active research fields in KDD due to its scientific and social contribution.
We have been conducted case studies on hepatitis and repeated obtaining rules to
predict prognosis from a clinical dataset and their evaluation from a medical expert,
improving the mining conditions. This process made us recognize the significance of
system-human interaction to enhance rule quality by reflecting the domain knowledge
and the requirement of a medical expert and raised the issue on its semi-automatic
support [1]. On the latter background, rule interestingness is also an important field in
KDD, and there have been many studies to formulate interestingness measures and
evaluate rules with them instead of humans. Some latest studies made a survey on
individually proposed objective measures and tried to categorize and/or analyze them
[2][3][4]. However, they were mainly based on mathematical analysis, and little atten-
tion has been given to how much objective measures can reflect real human interest.
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Therefore, the purposes of this research are (1) investigating the conventional in-
terestingness measures and comparing them with the rule evaluation results by a medi-
cal expert, and (2) discussing whether they are useful to support system-human inter-
action in medical KDD. In this paper, Section 2 introduces conventional interesting-
ness measures and selects several measures suitable to our purpose. Section 3 shows
the experiment to evaluate rules on chronic hepatitis with the measures and to com-
pare the evaluation results by them with that by a medical expert. In addition, it dis-
cusses the availability of the measures for system-human interaction support. Finally,
Section 4 concludes the paper and comments on the future work.

2   Related Work

2.1   Our Previous Research on Medical Data Mining

We have conducted case studies [1] to discover the rules predicting prognosis based
on diagnosis from a dataset of the medical test results on viral chronic hepatitis [5].
The set of rule generation by our mining system and rule evaluation by a medical
expert was iterated two times and leaded us to discover the rules valued as interesting
ones by the medical expert. At first, we finely pre-processed the dataset based on
medical expert's advice since such a real medical dataset is ill-defined and has many
noises and missing values. We then performed a popular time-series mining technique
[6], from which we removed a subsequence extraction process to avoid STS clustering
problem [7], on the pre-processed dataset. We extracted the representative temporal
patterns from the dataset by clustering and generated the rules consisting of the pat-
terns by a decision tree.

The left graph in Fig. 1 shows one of the rules, which the medical expert focused
on, obtained in the first mining. It estimates the future trend of GPT, one of major
medical tests to grasp chronic hepatitis symptom, in the future one year by using the
change of several medical test results in the past two years. The medical expert com-
mented on it as follows: the rule offers a hypothesis that GPT value changes with
about a three-years cyclic, and the hypothesis is interesting since it differs from the
conventional common sense of medical experts that GPT value basically decreases in
a monotone. We then improved our mining system, extended the observation term,
and generated new rules. The right graph in Fig. 1 shows one of the rules, which the
medical expert valued, obtained in our second mining. The medical expert commented
on it that it implies GPT value globally changes two times in the past five years and
more strongly supports the hypothesis of GPT's cyclic change.

As the next step, we tried to systematize the knowledge obtained through the it-
eration of mining and evaluating process on the system-human interaction to polish up
rules. We formulated its concept model that describes the roles and the functions of a
mining system and a human user (See Fig. 2) and the framework to semi-automatically
support system-human interaction based on the model (See Fig. 3) [8].
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Fig. 1.  Rules valued by a medical expert in the first mining (left) and the second mining
(right).

Fig. 2. Interaction model between a mining system and a human expert at a concept level.

Fig. 3. Framework of the semi-automatic support of system-human interaction.
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As shown in Fig. 2, a mining system discovers the rules faithfully to the data and
offers them to a medical expert as the materials for hypothesis generation and justifi-
cation. (Note that the word ‘justification’ in this paper does not mean the highly reli-
able proof of a hypothesis by additional medical experiments under strictly controlled
conditions. It means the additional information extraction from the same data to en-
hance the reliability of an initial hypothesis.) While, the medical expert generates and
justifies a hypothesis, namely a seed of new knowledge, by evaluating the rules based
on his/her domain knowledge. A system to support such interaction requires the func-
tion to generate and present rules to a medical expert based on the validity of rules at
the viewpoints of mathematical features of data and subjective human evaluation crite-
ria. The flow of “System Evaluation” and “Human Evaluation” in Fig. 3 describes
that.

Our previous research notified us that it is required for realizing the framework in
Fig. 3 to investigate whether the rule interestingness measures are useful for “System
Evaluation” and how is the relation between “System Evaluation” and “Human
Evaluation”. Therefore, this research selects several conventional objective measures
and compares the rule evaluation results by them with that by a medical expert [8].

2.2   Conventional Rule Interestingness Measures

Interestingness measures are categorized into objective and subjective ones [3][4].
Objective measures mean how a rule is mathematically meaningful based on the dis-
tribution structure of the instances related to the rule. They are mainly used to remove
meaningless rules rather than to discover really interesting ones for a human user,
since they do not include domain knowledge [9]-[19]. On the other hand, subjective
measures mean how a rule fits with a belief, a bias, or a rule template formulated be-
forehand by a human user. They are useful to discover really interesting rules to some
extend due to their built-in domain knowledge. However, they depend on the precon-
dition that a human user can clearly formulate his/her own interest and do not discover
absolutely unexpected knowledge [20]-[26]. Few subjective measures adaptively learn
real human interest through system-human interaction [27].

The conventional interestingness measures, not only objective but also subjective,
do not directly reflect the interest that a human user really has. To avoid the confusion
of real human interest, objective measure, and subjective measure, we clearly differ-
entiate them in the next paragraph. While we define “Real Human Interest” by our-
selves, the definitions of interestingness measures are based on many conventional
studies on interestingness measures [2]-[4][9]-[28].

Objective Measure. The feature such as correctness, uniqueness, and strength of a
rule or a set of rules, calculated by mathematically analyzing data structure. It does not
include human evaluation criteria.

Subjective Measure. The similarity or the difference between the information on
interestingness beforehand given by a human user and that obtained from a rule or a
set of rules. Although it includes human evaluation criteria in its initial state, its cal-



1076 M. Ohsaki et al.

culation of similarity or difference is mainly based on the mathematical analysis of
data structure.

Real Human Interest. The interest which a human user really feels for a rule in
his/her mind. It is formed by the synthesis of cognition, domain knowledge, individual
experiences, and the influences of the rules that he/she evaluated before.

Here we introduce conventional representative objective measures, because this
research mainly focuses on the relation between them and real human interest. They
can be categorized into some groups using evaluation criterion, evaluation target, and
theory for analysis. The evaluation target means whether an objective measure evalu-
ates a rule or a set of rules. This research does not deal with the objective measures for
a set of rules but ones for a rule, because we focus on the quality of each rule.

Table 1. The list of the objective measures of rule interestingness. The measures used in this
research are Bold-styled in the first column. “T. F.” in the second column means theoretical
foundation as follows. N: Number of instances included in antecedent and/or consequent. P:
Probability of antecedent and/or consequent. S: Statistical variable based on P. I: Information
of antecedent and/or consequent. D: Distance of a rule from the others based on rule attributes.
C: Complexity of the tree structure of a rule.

Measure Name T. F. Evaluation Criterion
Rule Interest [9] N Dependency between the antecedent and the consequent

of a rule
Support P Generality of a rule
Precision P Performance of a rule to predict its consequent
Recall P Performance of a rule not to leak its consequent
Accuracy P Summation of precision and its converse of contraposi-

tion
Lift P Dependency between the antecedent and the consequent

of a rule
Leverage P Dependency between the antecedent and the consequent

of a rule
Reliable Exceptions [16] P A rule with small support and high precision
GOI [19] P Multiplication of the support and

the antecedent-consequent dependency of a rule
Surprisingness [15] P A rule occurring Sympson’s paradox
χ2 Measure 1 [14] S Dependency between the antecedent and the consequent

of a rule
χ2 Measure 2 [14] S Similarity between two rules
J-Measure [10] I Multiplication of the coverage and

the antecedent-consequent dependency of a rule
General Measure [17] S , I Fusion of χ2 Measure 1 and information gain measure
Distance Metric [13] D Distance of a rule from the other rule with highest cover-

age
DLI [12] D Distance of a rule from the other rules
Peculiarity [18] D Distance of the attribute value of a rule

from frequent attribute values
I-Measure [11] C Complexity of a rule
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Table 1 shows some major objective measures. They assume one of the following
evaluation criteria and examine how a rule matches with the criteria by calculating the
instance distribution difference between data and a rule or between the antecedent and
the consequent of a rule. Correctness: How many instances the antecedent and/or the
consequent of a rule supports, or how strong their dependence is [9][10][14][17]. In-
formation Richness: How much information a rule possesses [11]. Generality: How
similar the trend of a rule is to that of all data [13]. Uniqueness: How different the trend
of a rule is from that of all data [12][15][18] or the other rules [13][14].

Objective measures are useful to automatically remove obviously meaningless rules.
However, some evaluation criteria have the contradiction to each other such as generality
and uniqueness, and the evaluation criterion of an objective measure may not match with
or may contradict real human interest. For example, a rule with a plenty of information
may be too complex for a human user to understand. Although the validity of objective
measures has been mathematically proven and/or experimentally discussed using some
benchmark data, very few attempts have been made at the total comparison of them and
the investigation of the relation between them and real human interest for a concrete
application.

In a sense, it may be proper not to investigate the relation between objective meas-
ures and real human interest, since their evaluation criteria do not include knowledge on
rule semantics and are obviously not the same of humans. However, our idea is that they
may be useful to support the KDD through system-human interaction if they possess a
certain level of performance to detect really interesting rules. In addition, they may offer
a human user unexpected new viewpoints. That is the motivation of this research.

In this research we selected the most popular ones (Support, Precision, Recall, Lift,
and Leverage), probability-based one (GOI), statistics-based one (χ2 measure 1), and
information-based one (J-Measure) from the objective measures in Table 1, and used
them in the experiment in Section 3.

3   Experiment to Compare Objective Interestingness Measures
with Real Human Interest

3.1   Experimental Conditions

We used two sets of rules and their evaluation results by a medical expert obtained
through mining process iteration in our previous research (Refer Section 2.1). After each
mining, the medical expert evaluated the rules and gave each rule one of the following
rule quality labels: Especially-Interesting (EI), Interesting (I), Not-Understandable (NU),
and Not-Interesting (NI). EI means that the rule was a key factor to generate the hy-
pothesis of GPT's cyclic change in the first mining or to justify it in the second mining.
As the results, we obtained 12 and 8 interesting rules, which were labeled with EI or I, in
the first and the second mining, respectively.

We then applied the objective measures selected in Section 2.2 to the same rules and
sorted them in the descending order of their evaluation values. Referring the number of
rules labeled with EI by the medical expert, we gave the label EI to the top three rules in
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the first mining and the top two in the second. Similarly, we gave the label I to the top 9
rules excluding ones labeled with EI in the first mining and the top 6 in the second.

3.2   Results and Discussion

The upper and the lower tables in Fig. 4 show the evaluation results in the first and the
second mining, respectively. They describe how the evaluation results of an objective
measure matched with that of a medical expert. For each objective measure, the more the
number of white cells in the left side of a table, the better its performance to estimate real
human interest. Note that there are two types of GOI, GOI-D (GOI emphasizing De-
pendency) and GOI-G (GOI emphasizing Generality) in Fig. 4. GOI is the multiplication
of antecedent-consequent dependency factor and generality one and possesses a pa-
rameter to balance them. The value of dependency factor was double that of generality
one for GOI-D and vice versa for GOI-G.

To clearly grasp the trend of the experimental results, we define the comprehensive
criteria to evaluate the performance of an objective measure: #1: Performance on I (the
number of rules labeled with I by the objective measure over that by the medical expert).
#2: Performance on EI (the number of rules labeled with EI by the objective measure
over that by the medical expert). #3: Number-based performance on all evaluation (the
number of rules with the same evaluation results by the objective measure and the medi-
cal expert over that of all rules). #4: Correlation-based performance on all evaluation (the
correlation coefficient between the evaluation results by the objective measure and that
by the medical expert). The results of analysis based on these criteria are shown in the
right side of the tables in Fig. 4. The symbol '*' besides a value in the right side cells
means that the value is greater than that in case rules are randomly selected as EI or I.
Therefore, an objective measure with '*' has at least higher performance than random
selection.

At first, we discuss the results in each mining. In the first mining, Recall and χ2
Measure 1 demonstrated the highest performance, and Support, Leverage, GOI-G, and
GOI-D demonstrated the lowest (See the upper table in Fig. 4). In the second mining,
Lift and χ2 Measure 1 demonstrated the highest performance, and Precision demon-
strated the lowest (See the lower table in Fig. 4). Next, we discuss the whole trend of the
results through the first and second mining. Recall and χ2 Measure 1 maintained the
highest performance, and Support and Leverage the lowest. The other objective meas-
ures maintained or slightly changed their middle performance. Although the objective
measures with the highest or the second highest performance failed to detect some of EI
or I rules, their usefulness to predict real human interest was confirmed at a certain level,
since they had comparatively many white cells and '*' for all comprehensive criteria.

We consider why such trends appeared comparing them with the analysis of medical
expert's comments on evaluation. The analysis illustrated the following points of medical
expert's observation: (1) the medical expert focused on the whole shape of temporal
patterns in a rule rather than the rule performance to predict prognosis, (2) he evaluated a
rule totally considering reliability, unexpectedness, difference between rules, and so on,
(3) although reliability was one of important evaluation factors, many reliable rules were
not interesting due to their well-knownness.
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It is inferred that (1) caused the highest performance of χ2 Measure 1. Only χ2
Measure 1 uses the instances for the all combinations of supporting antecedent, not sup-
porting antecedent, supporting consequent, and not supporting consequent [14]. Ac-
cordingly, it valued the rules in which the temporal patterns in the antecedent and that in
the consequent were smoothly connected. This feature of χ2 Measure 1 possibly met the
medical expert's needs. The lowest performance of Support seems to be deserved with
considering (3). We could not yet estimate the reason of the highest performance of
Recall and the lowest performance of Leverage based on the comments.

Fig. 4. Evaluation results by a medical expert and the selected objective measures for the rules
obtained in the first mining (upper) and that in the second mining (lower). Each line means a
set of evaluation results by the medical expert or the objective measure, and each column
means each rule. The rules are sorted in the descending order of the evaluation values given by
the medical expert. A square in the left side surrounds the rules labeled with EI or I by the
medical expert. For each objective measure, white and black cells mean that the evaluation of
the objective measure was the same of the medical expert and that it was not, respectively. The
four columns in the right side show the performance on each comprehensive criterion. ‘*’
means the value is greater than that in case rules are randomly selected as EI or I.

The following implied that the composition of several objective measures may ac-
complish higher performance: the expert's comment (2) and the mosaic-like patterns of
white and black cells in Fig.4. It is possible to formulate a function consisting of the
summation of weighted outputs from different objective measures. We can also learn a
decision tree using these outputs as attributes and the evaluation result by the medical
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expert as a class. If we obtain such a function or a decision tree, it explains real human
interest reductively and will be useful to recommend interesting rule candidates by pre-
dicting their evaluation results through system-human interaction shown in Fig.2.

4   Conclusions and Future Work

This research discussed how objective measures can contribute to detect interesting
rules for a medical expert through the experiment using a real hepatitis dataset. Recall
and χ2 Measure 1 demonstrated good performance, and the objective measures used in
this research had compensatory relationship for each other. It was indicated that their
combination will be useful to support system-human interaction. Now, we continue
other experiments using 43 objective measures, two medical datasets, and the rule
evaluation results by two medical experts in the same way. In addition to that, we will
formulate the composition function of objective measures and apply it to the semi-
automatic support of system-human interaction in medical KDD.
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Abstract. An ensemble of classifiers consists of a set of individually trained
classifiers whose predictions are combined to classify new instances. In
particular, boosting is an ensemble method where the performance of weak
classifiers is improved by focusing on “hard examples” which are difficult to
classify. Recent studies have indicated that boosting algorithm is applicable to a
broad spectrum of problems with great success. However, boosting algorithms
frequently suffer from over-emphasizing the hard examples, leading to poor
training and test set accuracies. Also, the knowledge acquired from such hard
examples may be insufficient to improve the overall accuracy of the ensemble.
This paper describes a new algorithm to solve the above-mentioned problems
through data generation. In the DataBoost method, hard examples are identified
during each of the iterations of the boosting algorithm. Subsequently, the hard
examples are used to generate synthetic training data. These synthetic examples
are added to the original training set and are used for further training. The paper
shows the results of this approach against ten data sets, using both decision
trees and neural networks as base classifiers. The experiments show promising
results, in terms of the overall accuracy obtained.

1   Introduction

An ensemble consists of a set of individually trained classifiers whose predictions are
combined when classifying novel instances. Ensemble approaches are an active area
of research, with a number of research groups investigating techniques for combining
the predictions of multiple classifiers to produce a single ensemble model [1, 2, 4].
This interest is due to the fact that, in complex to learn domain, the resulting model is
often more accurate than the results of individual algorithms [4, 5, 6]. One of the most
popular and widely applicable methods for creating accurate ensembles of classifiers
is boosting [5, 7, 8]. Boosting is a general method which attempts to “boost” the
accuracy the learning algorithm through focusing on “hard to learn” examples [18].
Boosting algorithms tend to generate distributions that concentrate on examples
which are hard to be correctly classified, thus challenging the weak learning algorithm
to perform well on these harder parts of the sample space [4]. However, previous
work has demonstrated that boosting frequently suffer from over-emphasizing the
hard training examples [5, 17, 18], leading to a decrease in predictive accuracy.
Moreover, insufficient knowledge about the hard examples from the original training
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data set often prevent boosting algorithms from obtaining large performance gains
[16, 18].
    This paper discusses an approach to assist boosting avoid the above-mentioned
problems. In the DataBoost method, we identify hard examples from the training data.
Next, synthetic training examples based on the hard examples are generated and
added to the original training data to train the component classifiers. This prevents
boosting from over-emphasizing the hard data in the training data set, thus reducing
the boosting error. Moreover, with additional synthetic data, we can provide
complementary knowledge about the hard examples on which boosting algorithms
need to concentrate in the next iteration. The additional knowledge is subsequently
used to improve the performance in terms of predictive accuracy.
    The paper is organized as follows. Section 2 introduces ensemble-based algorithms
based on boosting. This is followed, in Section 3, with a description of the DataBoost
algorithm which combines boosting and data generation. The section discusses how
hard examples are selected and how synthetic data are generated. Section 4 evaluates
the DataBoost algorithm against ten data sets from the UCI data set repository [16],
using both C4.5 decision trees [9] and Neural Networks as base classifiers [20].

Table 1. Hypothetical runs of Boosting. Assume there are five training examples. Assume
example 1 is an “outlier” and is hard for the component learning algorithm to classify correctly.
The Boosting uses all of the examples from the original training sets, but the hard example
(example 1) is getting more weight in later training sets, which forces the Boosting algorithm to
concentrate on correctly predicting it.

A sample of a single classifier on an imaginary set of data
(Original) Training Set

Training-set-1 and their weights:                              1(0.20), 2(0.20), 3(0.20), 4(0.20), 5(0.20)

A sample of Boosting on the same examples
(Re-weighted) Training Set

Training-set-1 and their weights:                1(0.200), 2(0.200), 3(0.200), 4(0.20), 5(0.20)
Training-set-2 and their weights:                1(0.3), 2(0.175), 3(0.175), 4(0.175), 5(0.175)
Training-set-3 and their weights:                1(0.5), 2(0.125), 3(0.125), 4(0.125), 5(0.125)
Training-set-4 and their weights:                1(0.80), 2(0.050), 3(0.050), 4(0.050), 5(0.05)

2   Boosting Classifiers

Boosting encompasses a family of methods which focuses on the production of a
series of classifiers. The outputs of these classifiers are combined using weighted
voting in the final prediction of the model [5]. Boosting reduces the error in the
variance term [3, 10] and attempts to reduce the error in the bias term as well [4]. It is
this capability that makes boosting an appropriate algorithm for combining the
predictions of “weak” learning algorithms [7]. In each step of the series, the training
examples are re-weighted and chosen based on the performance of earlier classifiers
in the training series. This produces a set of “easy” examples with low weight, and a
set of hard ones with high weight. During each of the iterations, boosting attempts to
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produce new classifiers that are better able to predict examples for which the precious
classifier’s performance is poor. This is achieved by concentrating on classifying the
hard examples correctly.
    Table 1 shows a hypothetical run of boosting with re-weighting the original data
set. In this figure, instance 1 is a hard example that the initial classifiers tend to
misclassify. When using the second training set, example 1 has more weight since it
was misclassified by the first classifiers. For the final training set, example 1 bears
predominant weight; thus, the final component model will concentrate on classifying
this example correctly, and the overall test-set error for this classifier should
subsequently become very high.

Fig. 1.  The AdaBoost algorithm [4]

    The AdaBoost algorithm, as shown in Figure 1, was introduced in 1995 by Freund
and Schapire [19]. The AdaBoost algorithm is widely used, since it is fast, robust,
simple and easy to program. It has no parameters to tune, requires no prior knowledge
about the weak classifier and may be flexibly combined with any method for finding
weak hypotheses [16]. As depicted in the figure, the final AdaBoost classifier consists
of a weighted average of all the weak classifiers. The algorithm proceeds as follows.
The initial weights of all examples are set to be 1/m. After each trained classifier is
added to the ensemble, the weights of examples being correctly classified by the
current trained classifier are left unchanged, and otherwise the weights are increased
by multiply by a factor. The weights are then renormalized by dividing by the
normalization constant. Thus ‘easy’ examples that are correctly classified by many of
the previous trained classifiers get lower weight, and hard examples which tend often
to be misclassified get higher weight. The boosting algorithm concentrates on the
harder examples, and tends challenging the weak learning algorithm to perform well
on these harder parts of the sample space. Due to this property, boosting easily over-
emphasizes the hard examples. Inadequate knowledge about the hard examples,
which the next iteration of the boosting need to focus on, will prevent boosting from
obtaining large performance gains as well.
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3   Boosting with Data Generation

In this section, we describe a new variation of Boosting, the so-called DataBoost
algorithm, which uses synthetic data generated based on the hard examples to
improve the performance of boosting. The DataBoost algorithm uses synthetic data to
prevent boosting algorithms from over-emphasizing the hard examples. These
examples thus provide complementary knowledge about hard examples on which the
next iteration of the boosting needs to concentrate.
    The DataBoost algorithm, as shown in Figure 2, consists of the following three
stages. During stage A, each example of the original training set is assigned an equal
weight. The original training set is used to train the first classifier of the DataBoost
ensembles. Secondly, during stage B, for each new classifier to be added to the
DataBoost ensembles, a new training set is formed, which is used to train that new
classifier. This new training set is formed by identifying hard examples based on both
the weights of the training examples and the accuracy of the current trained classifier
being added to the DataBoost ensembles. For each of these hard examples, a set of
synthetic examples is generated. During the third Stage C of the algorithm, the
synthetic examples are re-weighted and then added to the original training set to form
the new training set. Finally, the weights of the new training data set are
renormalized. Following the AdaBoost algorithm, the second and third stages of the
DataBoost algorithm are re-executed until reaching the number of iterations as
specified or the current component classifier’s error rate is worse than a threshold
value. Following the AdaBoost ensemble method, this threshold is set to 0.5 [4].
    The detailed DataBoost algorithm is described next.

Fig. 2. Pseudo-code of the DataBoost algorithm
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3.1   Identify Hard Examples

During the first stage of the algorithm, the difficult to learn training examples are
identified. Here, the DataBoost algorithm identifies a set of hard examples and uses
them to generate synthetic data. The hard examples, namely the seed examples, are
identified by the DataBoost algorithm as follows. Firstly, the number of hard
examples Ns is calculated. Ns is calculated as the number of the original training
examples multiplied by the error rate of the current trained classifier being added to
the DataBoost ensemble. Secondly, the top Ns highest weighted examples are chosen
as the seed examples, which will be used as seeds to generate synthetic examples.
Note that the weight of each seed examples will be kept with the seed example and
will be used for assigning proper weight to synthetic examples generated.
    That is, after each trained classifier is added to the DataBoost ensembles, the
weights of the ‘easy’ training examples being correctly classified by the current
trained classifier are left unchanged. For the hard examples, the weights are increased
by a multiplication factor. Thus ‘easy’ examples that are correctly classified by many
of the previous trained classifiers get lower weights, and hard examples which tend
often to be misclassified get higher weights. The weights of the examples reflect the
examples’ probabilities of being misclassified by the previous classifiers.  Examples
with higher weights are thus those which tend to be over-emphasized and need to be
concentrated on by the DataBoost algorithm. Also, the accuracy of the current trained
component classifier, which shows how many examples were misclassified by the
current training, is used in the calculation of the number of seed examples.

3.2   Generate Synthetic Data

The data generation process generates a set of new examples that are based on each of
the hard examples identified from the training set. These synthetic examples are
added to the original training set to produce a new training set that is used to improve
the classifier’s current knowledge. Such new training set contains bias knowledge
towards those particular examples and thus enhance the training process.
    Even though the new training set is biased towards the hard examples, care is taken
to ensure that the relevant knowledge as embedded in the original training set is
maintained. This is addressed in three ways: Firstly, the new training set contains the
original training set together with the newly generated training examples. Secondly,
the data generation process is constrained by generating new data without changing
the class distribution of the original training examples. Finally, the original
distribution of attribute values in the original training set are used when constructing
the new training set [12].
    Figure 3 shows results of a hypothetical run of the data generation process. Assume
that the large bold circle presents the hard example, the empty circle is the easy
instance, and the small bold circle presents the synthetic instance. Figure 3 (a) shows
a hard example that has been identified, depicted by the large bold circle. This hard
example is subsequently used as the seed to generate synthetic data. Figure 3 (b)
shows how a number of synthetic data which are related to the hard example have
been generated, as indicated by the small bold circles. Also, Figure 3 (b) depicts the
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new training data set, which contains a number of additional synthetic examples. This
combined data set will be used as training set for the component classifiers used in the
next iteration of boosting.

In detail, the data generation process proceeds as follows [11, 12]. Consider a data
set that contains n attributes A1…An, where n ≥ 1. The data set contains m classes
C…Cm, where m ≥ 1. Each class Ck in the original training set has a total of Ek
examples, where k=1…m.  Assume that the hard example set contains a hard example
Rj, which describes class Ck. It is the task of the data generation process to generate a
new set of examples that reflects the knowledge contained in Rj. The class distribution
of this set of examples reflects the original class distribution of E1…Em examples.

Fig. 3. Generating synthetic examples based on the hard examples to form new training data
which contains synthetic examples with bias information and the original training examples

     The first step of the data generation involves the generation of attribute values for
each attribute Ai used in hard example Rj. Next, the data are formed into a new
training set. The generation of values for each attribute Ai, as contained in Rj, is
described next [11, 12]. Note that each of the attributes is considered separately.

• Suppose Ai denotes a nominal attribute. Consider Rj contains an attribute-value test
(Ai = xi), where xi is an element of a finite set of possible values V. Here, Ek values
describing class Ck that contains the value xi for Ai are generated. For each
complementary class Cq, the data generation process produces a total of Eq attribute
values xi, where xi ∈V is randomly chosen to represent the distribution of values
contained in the original training set with respect to class Cq.

• Assume Ai denotes a continuous attributes. Consider the attribute-value test (Ai =
xi). The data generation process proceeds to form, for each class Ck in the original
data set a total of Ek attribute values that fall in the range [minCk ≤ Ai ≤ maxCk] are
randomly generated. Here, minCk denotes the minimum value of attribute Ai with
respect to class Ck and maxCk refers to the maximum value of Ai for class Ck, as
found in the original training set. The mean value and variance of Ai with respect to
class Ck is determined and the distribution of the values of Ai is constrained by
generating values without changing the original mean value or the variance of the
attribute.

    The results of the first step are, for each attribute contained in example Rj , a total
of E1…Em attribute values that correspond to each of the classes C1…Cm. The next
step of the data generation process involves the merging of the attribute values into a

(a) Original training set(a) Original training set (b) New training set
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set of training examples. This is achieved by, for each class Ck, combining the rth

value of attributes A1…An, where 1 ≤ r ≤ k, into one example [11, 12].
Interested readers are referred to [11, 12] for a detailed description of this process.

Note that, in our previous work, as reported in [11, 12], data were generated based on
high-quality rules, as extracted by the current base classifier. Here, high-quality rules
were defined as those rules with accuracy higher than a pre-set threshold value. In
contrast, in the DataBoost approach, the new examples are generated based on the
data itself, i.e. on the seed examples as identified during Section 3.1. Also, each of the
seeds is re-weighted before training the next classifier, as discussed next.

3.3   Re-weighting the Synthetic Data

Prior to the data generation process, a set of hard examples with weights that reflect
the probabilities of being misclassified by the previous classifiers, are identified and
used as seeds to generate new data. For each seed, the data generation process
generates a set of synthetic examples. Each of synthetic examples will be assigned an
initial weight corresponding to the weight of its seed used. The initial weight of each
example is calculated by dividing the weight of the seed example by the number of
instances generated from it. Assume that we have a seed example Es with weight Ws,
and a total of Nd examples have been generated based on the seed example Es. For
each example of the Nd synthetic examples, a weight Ws / Nd will be assigned by the
DataBoost algorithm. In this way, the very high weights associated with the hard
examples are balanced out. Note that, prior to training, the weights of the new training
set will be renormalized, following the AdaBoost method, so that their sum equals
1[4,19].

4   Experiments

This section describes the results of evaluating the predictive accuracy of the
DataBoost algorithm, in comparison with the AdaBoost method, using both decision
trees and neural networks as base classifiers.

4.1   Data

To evaluate the performance of the AdaBoost and DataBoost methods, we obtained a
number of data sets from the UCI data repository [15]. These data sets were carefully
selected to ensure that they (a) are based on real-world problems, (b) are varied in
characteristics, and (c) were deemed useful by previous researchers. Table 2 gives the
characteristics of the data sets used for the experiments. Shown are the type of the
features in the data set (i.e., nominal, continuous, or a mix of the two), the number of
output classes, and the number of cases in the data set.
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Table 2. Summary of the data sets used in this paper. Shown are the number of examples in the
data set; the number of output classes; the number of continous and discrete input features.

Data set Case Class Feature
Continuous Discrete

Balance-scale 625 3 0 4
Breast-cancer-data 286 2 0 9
Contact-lenses 24 3 0 4
Congress-voting-1984 435 2 0 16
Hepatitis-domain 155 2 6 13
Horse-colic-data 368 2 7 15
Monk2 169 2 0 6
Monk3 122 2 0 6
Post-operative 90 3 0 8
Tic-tac-toe 958 2 0 9

4.2   Methodology and Experimental Results

We implemented the experiments using Weka [14], a Java-based knowledge learning
and analysis environment developed at the University of Waikato in New Zealand.

Table 3. Test set accuracy rates for the data sets using (1) AdaBoost ensembles of decision
trees; (2) DataBoost ensembles of decision trees (3) Improvement of DataBoost Approach (4)
AdaBoost ensembles of Neural Network; (5) DataBoost ensembles of Neural Network; (6)
Improvement of DataBoost Approach

C4.5 Neural Network
Data set Ada

Boost
Data
Boost

Imp. over
AdaBoost

Ada
Boost

Data
Boost

Imp. over
AdaBoost

Balance-scale 77.92 76.16 -1.76 98.72 99.36 +0.64
Breast-cancer-data 65.38 67.83 +2.45 71.32 72.37 +1.05
Contact-lenses 66.66 83.33 +16.67 66.66 66.66 0
Congress-voting-1984 96.32 96.55 +0.23 95.17 95.17 0
Hepatitis-domain 81.29 84.38 +3.09 78.70 80.00 +1.3
Horse-colic-data 79.89 83.29 +3.40 78.53 80.97 +2.44
Monk2 69.67 74.55 +4.88 100.0 100.0 0
Monk3 92.59 93.51 +0.92 93.51 93.51 0
Post-operative 54.44 61.11 +6.67 56.66 61.11 +4.45
Tic-tac-toe 96.65 97.80 +1.15 96.97 96.97 0

     For the Monk2 and Monk3 data sets [13], the entire population of 432 instances
was used as the test data set, averaged over running the algorithm fifty times. Results
for other data sets are averaged over five standard 10-fold cross validation
experiments. For each 10-fold cross validation the data set is first partitioned into 10
equal sized sets, then each set is in turn used as the test set while the classifier trains
on the other nine sets. For each fold an ensemble of 10 classifiers is created. Cross
validation folds were performed independently for each algorithm.
     For the decision tree we used the C4.5 trees as base classifiers [9]. For the neural
networks we used standard back-propagation learning. The parameter settings for the
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neural networks include a learning rate of 0.3, a momentum term of 0.2, and the
number of hidden layers is calculated by (attributes +classes)/2 [14].
    Table 3 shows the test set accuracy rates for the data sets described in Table 2, for
both the two decision tree and two neural network ensembles. We also show the
results of the comparison of the DataBoost and AdaBoost algorithms. The table shows
that the Databoost algorithm, in many cases, improved on the AdaBoost algorithm in
terms of predictive accuracy. In particular, the DataBoost method produces equal or
higher accuracies against all data sets, except a slight decrease of 1.76% against the
balance-set data set when using decision tree component classifiers.
     One conclusion drawn from the results is that the DataBoost method appears to
consistently reduce the error rate for almost all of the data set, and in many cases this
reduction is large. The DataBoost algorithm consistently produces good results across
both neural network and decision tree ensembles. Furthermore, analysis of results
suggests that the largest reductions in error are produced for small data sets. The post-
operative data with 90 examples and the contact-lenses data with 24 instances
obtained the largest error reductions of our experiments, notably 16.67% and 6.67%
respectively when using decision tree component classifiers. Such largest reductions
make sense, since for small data sets it is much easier to over-emphasize the hard
examples. Moreover, the experiments demonstrated that the proposed approach can
obtain larger performance gains while applying to domains where the learning
accuracies are low. These results are promising, since they indicate that the DataBoost
algorithm has application in domains where the number of examples is few.

5   Conclusions

This paper introduced a novel approach in which synthetic data are generated based
on hard to learn examples as identified during training. The DataBoost algorithm was
illustrated by means of a number of data sets from the UCI data set repository [15].
The results obtained indicated that the data generation approach increases the
predictive power of boosting algorithms through augmenting the set of data used for
training.
     In conclusion, these results indicate two reasons for the accuracy improvement that
is achieved by the DataBoost algorithm. The first is that the additional synthetic data
with bias knowledge towards the hard examples prevent boosting from over-
emphasizing the hard examples. The second effect is that, through generating
synthetic data in the proposed solution, complementary knowledge about the hard
examples is provided for the learning process to focus on.
     It follows that our approach should be thoroughly tested against a large number of
diverse data sets, using a variety of classifiers and ensemble schemes. Future work
will thus include the application of this promising approach to both artificial and real-
world data repositories. The use of other base classifiers and ensemble algorithms and
other data generation methods will be further investigated. Also, the use of our
technique with imbalanced data sets could lead to highly accurate results.
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Abstract. The aim of our research was to apply well-known data mining tech-
niques (such as linear neural networks, multi-layered perceptrons, probabilistic
neural networks, classification and regression trees, support vector machines
and finally a hybrid decision tree – neural network approach) to the problem of
predicting the quality of service in call centers; based on the performance data
actually collected in a call center of a large insurance company. Our aim was
two-fold. First, to compare the performance of models built using the above-
mentioned techniques and, second, to analyze the characteristics of the input
sensitivity in order to better understand the relationship between the perform-
ance evaluation process and the actual performance and in this way help im-
prove the performance of call centers. In this paper we summarize our findings.

1   Introduction

The performance of the call center depends on the performance of its customer service
representatives (CSRs) and the call handling regulations. Most existing large call centers
collect data that is then used to assess and improve the performance of its representatives
12513. Typically, such data includes some form of quality assessment, time manage-
ment, and business processing aspects 37. While, data mining has been applied to ana-
lyze the customer behavior with its main aim to improve the customer satisfaction, there
is not much research on mining the data of performance of call center representatives.
Therefore, the aim of our research is to fill this gap by applying data mining techniques
to the combined performance evaluation results collected from five call centers of a large
nationwide insurance company. The remaining parts of this paper are organized as fol-
lows. In section 2, we summarize the related research that was uncovered, followed by
the short description of different data mining techniques used in our research (Section 3).
Section 4 introduces the features of the data used in our study and introduces results of
our experiments, including some sensitivity analysis. We briefly summarize our findings
in Section 5.

2   Summary of Related Research

As indicated above, we were able to find only results related to mining customer-related
data. Some vendors of monitoring system such as eTalk and GartnerGroup built data
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mining tools into their monitoring systems. These tools are intended primarily for
non-experts, such as supervisors and managers. They can “mine” the available data by
asking “what if” questions 8. In this way it was found, for instance, that call transfers
frustrate customers. Predictive modeling such as decision-tree or neural network based
techniques can be used to predict customer behavior. Quaero LLC used such techniques
to cluster customers according to their current and their potential value 10. Textual data
mining has also been applied in the context of call centers. Busemann et al. classified e-
mail request from customers based on shallow text processing and machine learning
techniques. Their system was able to correctly respond to e-mails with an accuracy of
73% 11. Next, audio data mining has been experimented with. ScanSoft used context-
free-grammar to parse the speech and follow by Sequence Package Analysis to caption
the text to which data mining is applied. This approach allowed capturing early warning
signs of caller frustration 4. Finally, web usage mining has been applied to web-based
activities of call centers. Techniques utilized here are similar to these used in other cases
of web mining 9.

3   Data Mining Techniques Used

Data mining is an information extraction activity with a goal of discovering hidden facts
contained in data(bases). Using a combination of machine learning, statistical analysis,
modeling techniques and database technology, data mining finds patterns and subtle
relationships in data and infers rules that allow the prediction of future results. There
exist a number of popular data mining techniques.

Multi-layer perceptron (MLP) is the most popular neural network architecture. It con-
sists of at least three layers, an input layer of source neurons, at least one hidden layer of
computational neurons, and an output layer of computational neuron(s). The input layer
accepts inputs and redistributes to all the neurons of the middle layer. The neurons in the
middle layer detect the features of input patterns and pass the features to the output layer.
The output layer uses the features to determine the output patterns.

Linear neural networks (LNN) have just two layers: an input layer and an output
layer. Linear models have good performance on linear problems. However, they cannot
solve more complex problems. Linear networks can be trained to serve as a base com-
parison for non-linear problems. Linear model is relatively simple and not many pa-
rameters need to be selected by the users. We used the standard pseudo-inverse (SVD)
linear optimization algorithm.

Probabilistic neural networks (PNN) have been developed for classification problems
and utilize kernel-based estimation. They usually have three layers: one input layer, one
hidden layer and one output layer. The network “embeds” the training cases into the
hidden layer, which has as many neurons as there are training cases. The output layer
“combines” the estimates and produces the output.

Classification and regression trees (CART) are techniques based on the tree struc-
tured binary decisions. Each decision tree has internal and leaf nodes. Leaf nodes repre-
sent the final decision or prediction. CART labels each leaf node a unique increasing
integer number from left to right starting from 1. All the records in the dataset are as-
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signed an integer. CART creates decision trees to predict categorical dependencies by
using both categorical and continuous predictors.

Support vector machine (SVM) is a binary learning method 12. It conducts computa-
tional learning based on structural risk minimization that finds a hypothesis h for which
the lowest true error is guaranteed. The true error of h is the probability that h will make
an error for an unseen and randomly selected case. An upper bound of the true error can
be used for h. Support vector machine finds the hypothesis h and minimizes the bound of
the true error.

Finally, the above-described techniques can be combined and we have utilized a hy-
brid decision tree – neural network technique depicted in Figure 1. In this case, data is
fed into the decision tree first and then the leave node information is obtained and added
into the dataset used by the neural network as an additional variable (new attribute). For
the neural network we have used the multi-layer perceptron with three layers and back-
propagation learning for training. Here, the same training parameters were used as for the
CART and the perceptron applied to separately to the problem.

 Output

Fig. 1. Decision Tree-ANN Hybrid Model

4   Call Center Performance Data

The data used in this study is one year worth of actual data from the performance
evaluation database of five call centers of a large nationwide insurance company. Here,
each customer service representative is being evaluated monthly. To this effect randomly
selected calls are recorded (out of ten to sixty calls answered daily by each representa-
tive) and the monitoring system constantly keeps up to ten calls for each CSR available.
Of these, six randomly selected calls are used by a group of evaluators to assess the
CSR’s performance. In the insurance company from which the data was obtained, there
are two main attributes against which the performance of its representatives is evaluated:
(a) customer service satisfaction and (b) business need satisfaction.

The customer service satisfaction score is an aggregate result of evaluation based on
eleven features. Exactly the same features are used for all products and all call centers.

Call center data

ANN

CART

Node information

Output
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Typical way of evaluating performance with regard to these features is by asking ques-
tions like: “did a CSR thanked the customer for calling the company?” or “did a CSR
asked what else they can help customer with?” The result of the evaluation is an integer
between 0 and 5. Here, 0 means that a given feature was not applicable to the call. A 1
indicates that the CSR did not meet the expectation. A 2 signifies that the expectation
was met to some degree (denoted “met some”). A 3 indicates meeting the expectation. A
4 specifies exceeding the expectation. A 5 represents the case when the CSR far ex-
ceeded the expectation. These results are then aggregated to a value representing the total
level of meeting the customer service satisfaction.

For example, an evaluator reviewed the call and found that only three questions out of
eleven were applicable and marked them as 3, 4 and 1 according to how the CSR per-
formed when she/he answered the call. The evaluator also marked the remaining eight
questions as 0 (not applicable). The final score of customer service satisfaction was then
calculated as the sum (8) divided by the number of applicable questions (3), resulting in
the score equal to 2.67. The monthly score is the total score of all applicable questions of
all six evaluated calls divided by the total number of applicable questions.

Business need satisfaction is scored exactly the same way as the customer service
satisfaction. However, the features/questions vary from one product to another. Typical
questions are “did a CSR provide correct information to customer” or “did a CSR access
proper systems or documents.” Depending on the product, the minimum number of the
questions is eight and the maximum is sixteen. Although the final scores of customer
service satisfaction and business need satisfaction are continuous numbers ranging from
1 to 5, in the call centers, which were the source of the data used in the research, these
results are converted to monthly evaluations according to the following rules:

Table 1. Rules for converting scores into final evaluation

not met score < 2
met some score >= 2 and score < 3

met score >= 3 and score < 4
exceeded score >= 4 and score < 4.75

far exceeded score >= 4.75

Table 2. Dataset Description

Category Attribute Name Data Type Format Example
Agent ID Integer 1, 201, etc
Date of Data Date mm/01/yyyy 09/01/2001
Training Boolean 0, 1 0
Product ID Integer 226, 3927
Customer Service Category 1, 2, 3, 4 3Quality Business Needs Category 1, 2, 3, 4, 5 4
After Call Work Time Integer 1, 2, 3, 180
Adherence Float Percentage 96%
Attendance Integer 1, 2, 3, … 2Time management

Auxiliary Float Percentage 4%
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In addition to the above, the attributes of time management are utilized and they
are: adherence, after call work time, auxiliary and attendance. The data of time man-
agement is collected from phone switches on monthly basis. Adherence is the percent-
age of the length of time a CSR is logged into the phone switch to the length of time
he/she is supposed to be logged in. After call work time is the average number of sec-
onds that a CSR spends on post-processing data after calls during a given month.
Auxiliary is the percentage of the length of time a CSR is spending on personal activ-
ity to the length of time that a CSR is logged into the phone switch. Attendance is a
CSR’s monthly absence.

Finally, in the available data, there is a Boolean attribute representing the fact that
the CSR is / is not in a training period; each record has a time stamp; and there is an
attribute representing which product a CSR is servicing. In summary, there are total
ten attributes in the dataset utilized in our project and they are summarized in Table 2.

4.1   Data Cleaning and Preparation

As follows from the above, values of customer service and business need satisfaction
should fall between one and five. We have therefore removed from the dataset all
records with data outside of these bounds. The value of time management categories
should all be equal to or above zero. The values below zero are not valid and were
deleted. The records that had other missing values were also deleted from the dataset.
Finally, when preparing the data, we have found that the distribution of the customer
service satisfaction attribute was “bad.” Only six records fell into the not met and
thirteen into the far exceeded categories. These records were therefore deleted since
they were too few to meaningfully participate in training and testing. The majority of
the records fell into the met class. This class was thus separated into two sub-classes at
3.5. We have then utilized both the “big” met class and the “sub-class division” and
compared the performance of models build for both cases. After cleaning, a total of
14671 records were left in the customer service dataset (1469, 5965, 5841, 1396 in
subcategories, when the “met” class was separated) and 14690 records in the business
need dataset (63, 3533, 5974, 3610, 1510 in each category).

Different products have different expected values of after call work, adherence and
auxiliary categories. For example, 150 seconds may be a short after call work time for
one of the products but a long time for another. Thus the after call work time, adher-
ence and auxiliary were scaled to real numbers from the interval (0, 1). Finally, all of
the remaining attributes, except date, were scaled similarly.

There are eight input attributes in the final dataset, which are agent ID, date, prod-
uct ID, training, ACW, aux, adherence and attendance (see Table 2). There are two
output attributes: customer service satisfaction and business needs satisfaction. To
achieve the best performance, a separate model was built for each of the output attrib-
utes. There are four (three) possible output values for the customer service satisfaction
and five values for the business needs satisfaction. All the algorithms use random
sampling. Each experiment is repeated several times. The results from same algorithm
very were close so we could make the assumption that the results are representative.
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4.2   Experiment Setup

For the MLP we used one hidden layer. After a trial and error approach by varying the
number of neurons from fifty to a hundred-twenty, we finalized the architecture with
113 neurons. There are eight neurons in the input layer since there are eight input
attributes. There is one neuron in each model for one output. We used both a single-
phase backpropagation based and a two-phase backpropagation (BP) combined with
conjugate gradient (CG) training. We used a typical split of 50% data for training,
25% for testing, and the remaining 25% for cross validation. Same datasets were used
for the different machine learning algorithms. We used 100 epochs for both back-
propagation and conjugate gradient. In the PNN, we used 7337 neurons for training
the customer service attribute and 7346 for business needs attribute in the hidden
layer. In the CART algorithm, Gini was selected for goodness of fit measurement to
achieve the best performance. We used a maximum tree height of 32 that resulted in
the best performance. A hybrid decision tree-neural network was constructed as de-
scribed in Section 3. For SVM’s we used several kernels and after a trial and error
approach, we used the third degree polynomial kernel, which resulted in its best per-
formance.

4.3   Analysis of Predictive Performance

The performance measure is calculated from the classification accuracy of testing
results. The performance result is the sum of total number correct prediction of the
“correct” category and the correct prediction of the “wrong” category divided by the
total number of testing cases. The performance of a perfect model is 100% for both
the “correct” category and the “wrong” category. The models that have accuracy near
100% are “good.” A random classifier should exhibit a 50% accuracy.

Table 3 shows the performance of each model for predicting customer service satis-
faction. The results of the met class are shown in smaller font as a comparison of sepa-
rated sub-classes. According to the overall results from the confusion matrix, the
ranking of the performance of the trained models is CART, PNN, SVM, BP/CG, BP,
Hybrid and the LNN. There are no apparent difference among the BP/CG, BP and the
hybrid.

For example for the Met 1 class, there were 5969 records out of 14671 falling into
“correct” category in the dataset and the remaining 8702 records fell into “wrong”
category. CART predicted 4443 out of 5969 correctly, which was 74.43% shown as
correct prediction of the “correct” class. CART predicted 6124 out of 8702 correctly,
which was 70.37% shown in Table 5. Since 25% of the records in the dataset were
used for cross validation for the LNN, MLP, PNN, and SVM, which is different from
CART (10 fold cross-validation), the base to calculate the accuracy was different from
CART, which was 3668. For example for the met 1 class again, 1448 records out of
3668 fell into the “correct” category and the remaining 2220 records fell into the
“wrong” category. 873 records out of 1448 were predicted as “correct” correctly,
which is 60.29%. 1359 out of 2220 were predicted as “wrong” correctly, which is
61.21% shown in Table 1. Table 1 also shows the accuracy details for customer serv-
ice satisfaction. The research predicted the met class and also predicted each met sub-
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class by splitting the met class into two. Usually the prediction of one large class has
higher accuracy. However, it is not true for the met class of customer service satisfac-
tion. The performance for one large class is very close to the performance of predict-
ing sub-classes indicating that the big class has more noise. Our research reveals that
the scale used for customer service evaluation is incorrect and mixes data without
good differentiation. The CSRs in sub-class 1 are more likely to be met-some per-
formers. The CSRs in sub-class two are more likely to be exceeded performers.

Table 3. Classification Accuracy of Customer Service Prediction

Customer Service Skills – Cross Validation

Class Case #
Linear

%
BP
%

CG
%

BP/CG
%

PNN
%

CART
%

Hybrid
%

SVM
%

Correct 1469 68.77 66.77 60.28 68.88 0.00 90.13 66.96 0.00
Wrong 13202 66.67 70.71 58.91 70.68 100.0 83.08 70.47 100.0Met Some
Overall 68.56 70.38 59.04 70.52 90.26 91.65 70.33 89.95

Correct 5969 58.16 60.29 54.35 60.80 28.78 74.43 62.80 18.44
Wrong 8702 60.31 61.24 54.77 60.73 86.37 70.37 58.66 90.64Met 1
Overall 59.04 60.87 54.60 60.76 63.13 74.65 60.40 61.28

Correct 5841 59.40 59.15 51.25 60.12 34.63 83.79 61.07 22.79
Wrong 8830 59.93 61.75 52.85 62.88 81.55 63.59 61.95 88.65Met 2
Overall 59.72 60.73 52.22 61.79 64.93 73.85 61.60 62.54

Correct 11810 55.77 61.29 47.46 60.87 99.79 74.69 61.88 100.0
Wrong 2861 54.30 62.98 45.44 62.81 0.35 83.94 61.45 0.00Met (1 and 2)
Overall 55.49 61.62 47.07 61.25 89.57 76.50 61.61 80.30

Correct 1396 65.58 67.25 50.29 68.71 0.00 91.12 65.08 0.00
Wrong 13275 63.32 68.51 49.14 68.72 100.0 84.12 71.43 100.00Exceeded
Overall 65.37 68.39 49.25 68.72 90.97 82.36 70.85 50.35

Table 4. Classification Accuracy of Business Need Prediction

Business need Satisfaction - Cross Validation

Class Case # Linear
%

BP
%

CG
%

BP/CG
%

PNN
%

CART
%

Hybrid
%

SVM
%

Correct 63 50.00 53.85 53.85 53.85 0.00 100.00 65.00 0.00
Wrong 14608 74.80 80.24 65.70 81.91 99.97 96.45 87.92 100.00

Not met

Overall 74.73 80.15 65.66 81.81 99.46 99.62 87.80 99.73

Correct 3533 76.63 80.29 43.24 79.05 52.77 93.43 91.32 57.96
Wrong 11138 75.33 81.14 40.66 81.90 91.73 83.38 82.63 90.59

Met some

Overall 76.33 80.94 41.29 81.21 82.52 89.14 82.33 82.98

Correct 5974 66.14 70.36 62.35 70.23 52.20 82.64 71.02 50.79
Wrong 8697 60.30 68.03 59.38 67.94 81.40 75.03 69.07 90.59

Met

Overall 62.67 68.98 60.59 68.87 69.53 79.82 69.88 69.84

Correct 3610 68.31 73.77 55.77 74.22 23.10 93.82 76.52 24.57
Wrong 11061 72.46 74.78 50.09 75.77 94.23 79.71 73.93 94.74

Exceeded

Overall 71.46 74.54 51.53 75.38 77.12 86.51 74.59 76.75

Correct 1510 71.03 74.92 59.22 75.83 2.12 96.82 78.00 0.00
Wrong 13161 75.68 78.78 58.70 79.32 99.46 85.81 82.73 100.00

Far ex-
ceeded

Overall 75.17 78.43 58.74 79.00 90.69 92.33 80.84 96.12
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Table 4 shows the performance of each model for predicting business need satisfac-
tion. The way to calculate the performance of business need prediction is exactly the
same as the way for customer service. The ranking of the performance is the same as
the models for customer service. After looking into the performance accuracy of each
correct/wrong class, the research found that PNN models are not valid for the dataset
used. The performance of BP/CG is a bit better than BP. However the results are very
close and it is not proper to make the conclusion that the models trained by BP/CG
have better performance than the ones trained by BP alone. The performance of hy-
brid model was at least the same as CART. However, the overall accuracy is a bit
better than BP and BP/CG models. The LNN model serves as a comparison for other
models. The models trained by other algorithms are supposed to have at least the
performance that linear models can get. CART models have the best performance in
the research. They not only have the best overall performance, but also they have
highest accuracy to predict “correct” (C1) and “wrong” (C0) for all each class.

Table 5. Ranking of the Inputs (importance) for Predicting Customer Service

Customer Service Satisfaction - Sensitivity Analysis

Class Algorithm Agent Date Training Product ACW Adherence Aux Attendance Note

Linear 7 1 5 3 4 2 8 6
BP 3 1 2 4 6 7 8 5

BP/CG 8 1 3 2 7 5 6 4
Met Some

Hybrid 4 1 8 3 9 6 5 7 2

Linear 3 1 5 4 6 8 2 7
BP 2 7 6 1 8 4 3 5

BP/CG 2 8 6 1 5 3 7 4
Met 1

Hybrid 2 3 5 1 8 4 6 7 9

Linear 2 1 5 7 8 3 4 6
BP 8 6 7 1 3 2 5 4

BP/CG 4 2 5 1 7 3 8 6
Met 2

Hybrid 8 5 9 6 3 2 7 4 1

Linear 4 1 8 5 2 3 6 7
BP 8 1 3 7 6 5 4 2

BP/CG 8 1 3 7 6 5 4 2
Met (1 & 2)

Hybrid 7 1 4 6 3 5 8 9 2

Linear 2 1 7 3 5 6 8 4
BP 7 1 5 2 4 3 6 8

BP/CG 8 1 2 4 5 3 6 7
Exceeded

Hybrid 4 3 6 1 9 8 2 7 5

4.4   Inputs Sensitivity Analysis

The sensitivity is calculated by the accumulated errors when a particular attribute is
removed from the training. When an attribute is removed from the training model, the
higher the error is, the more important the attribute is. The importance of individual
inputs is ranked by the accumulated error. Tables 5 and 6 illustrate the ranking of the
various attributes for customer service and business needs prediction. First, product is
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very important to predicting customer service satisfaction, which indicates that CSRs in
some products have more opportunity to far exceed than the CSRs in other products.
Adherence is important too. Adherence is how much time of the required time a CSR
spends logged into the switch and reveals the attitude toward work. A good attitude may
lead to good customer service performance. Another interesting characteristic is that date
is important when predicting customer service satisfaction. The reason why date is im-
portant may be that dates are interrelated with call types. One type of calls may be domi-
nant of all types of calls during a certain period. After that period, calls of another type
become the majority in the call volume in next period. Since we are not concerned about
the call types in this research (no data is available to mine) we can only speculate that the
affect of call types may materialize as the date parameter. Another way to explain the
importance of the date may be the training or coaching delivery date. The customer
service satisfaction may be improved right after the coaching or training session and may
drop after a certain time afterwards. The ranking analysis from the LNN, BP, BP/CG and
Hybrid model are pretty consistent in predicting business need satisfaction. The product
becomes more important in predicting business needs satisfaction from not met class to
the far-exceeded class. This can be interpreted that a CSR has more opportunity to be far
exceeding if a CSR services a particular product and less opportunity if he/she services
some other product. Agent is more important when predicting exceeded and far-
exceeded classes. It means that the top performers are likely staying on the top most of
the time. The performance of the CSRs whose performance falls into met or below met is
not stable. However, they are more likely staying in met class or below.

Table 6. Ranking of the Inputs (importance) for Predicting Business Needs

Business Need Requirements - Sensitivity Analysis

Class Algorithms
Agen
t

Date Training Product ACW Adherence Aux Attendance Note

Linear 2 7 1 6 4 8 5 3
BP 7 1 2 6 4 8 3 5

BP/CG 7 1 6 8 4 5 2 3
Not Met

Hybrid 4 5 9 2 8 7 3 6 1

Linear 6 2 5 3 4 1 8 7
BP 4 3 7 1 8 2 5 6

BP/CG 4 3 5 1 8 2 6 7
Met Some

Hybrid 4 2 3 1 8 9 5 6 7

Linear 2 1 6 4 3 5 7 8
BP 7 1 4 2 8 3 5 6

BP/CG 8 1 6 2 7 3 5 4
Met

Hybrid 7 3 6 2 8 4 5 9 1

Linear 6 8 4 3 2 1 5 7
BP 3 6 8 2 4 1 5 7

BP/CG 5 3 7 2 4 1 6 8
Exceeded

Hybrid 5 2 8 9 4 1 3 7 6

Linear 2 3 7 1 6 5 4 8
BP 2 4 8 1 7 3 5 6

BP/CG 2 4 5 1 8 3 6 7
Far exceeded

Hybrid 3 4 7 1 8 6 5 9 2
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5   Conclusions

The research built six AI models to predict the quality score of customer service satisfaction
and business need satisfaction by using LNN, MLP, PNN, CART, Decision tree-ANN
Hybrid model and SVM. The research compared the performance of the six types of mod-
els based on the confusion matrix results of cross validation. The performance is also ana-
lyzed by using the accuracy of the “correct” category prediction and the accuracy of the
“wrong” category prediction. The overall accuracy from CART is 80.63% on predicting
customer service satisfaction and 89.48% on predicting business need satisfaction. The
accuracy of the “correct” category and the accuracy of the “wrong” category are very close.
The trained models based on CART can be used for future prediction. MLP training using
BP and CG did not have significant better performance than BP alone. The research also
analyzed the sensitivity of inputs. The research found that products, agents and dates could
affect the quality of performance more than time management. The CSRs serving in some
products have more opportunity to exceed the expectation than the ones in some other
products. The top performers constantly exceed or far-exceed the expectation. The per-
formance of CSRs whose evaluation results fall into met or below is not stable. The re-
search suggest that call center management team should focus training and coaching the
individuals and products that constantly have low quality instead of emphasizing balancing
the length of times spent on calls.
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Abstract. The Cognitive Controller (CoCo) is a new, three-tiered control ar-
chitecture for autonomous agents that combines reactive and deliberative com-
ponents. A behaviour-based reactive module ensures that the agent can grace-
fully handle the various real-time challenges of its environment, while a logic-
based deliberative module endows the agent with the ability to “think ahead”,
performing more complex high-level tasks that require planning. A plan execu-
tion and monitoring module establishes an advisor-client relationship between
the deliberative and reactive modules. We demonstrate CoCo in the context of
space robotics—specifically the control of a vision-guided robotic manipulator
that can autonomously capture a free-flying satellite in the presence of unfore-
seen mission anomalies.

1  Introduction

Humans are sophisticated autonomous agents that are able to function in complex en-
vironments through a combination of reactive behaviour and deliberative reasoning.
Motivated by this observation, we propose a hybrid robotic control architecture,
called the Cognitive Controller or CoCo, which combines a behaviour-based reactive
component and a logic-based deliberative component. CoCo is useful in advanced ro-
botic systems that require or can benefit from highly autonomous operation in un-
known, time-varying surroundings, such as in space robotics and planetary explora-
tion systems, where large distances and communication infrastructure limitations
render human teleoperation exceedingly difficult. In our implementation, CoCo oper-
ates an autonomous, vision-guided robotic agent designed to service satellites in orbit.
In realistic laboratory test scenarios, we subject CoCo to anomalous operational
events, forcing its deliberative component to modify existing plans in order to achieve
the mission goals. CoCo demonstrates the capacity to compensate in important ways
for the absence of a human operator.
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In our space robotics application, we are specifically interested in the task of safely
capturing a satellite, transporting it to a service bay, performing the desired service,
and releasing it back into orbit. From the perspective of the software responsible for
controlling the sensory apparatus and robotic manipulator, the first step is the most
interesting and challenging. Once the satellite is secured, we can assume a static
workspace and handle the remaining steps using more primitive scripted controllers
[15].

Our autonomous robotic agent competently captures a satellite while handling
anomalous situations such as sensor failures, hardware failures, and aberrant satellite
behaviour. It gathers information about its environment through an imperfect vision
system that is sensitive to lighting conditions and motion. CoCo determines whether
the vision system is performing reliably, which is a non-trivial task that involves ex-
plaining current environmental events. If the explanation is unexpected, then either
the vision system is failing or the environment is being erratic, and the agent must
take corrective actions.

CoCo draws upon prior work in AI planning, plan-execution, mobile robotics,
ethology, and artificial life. We review relevant prior work in the next section. In our
technical development, Section 3 details the CoCo architecture and Section 4 de-
scribes its implementation. Section 5 presents results from CoCo’s application. Sec-
tion 6 concludes the paper.

2  Related Work

Early attempts at designing autonomous robotic agents employed a sense-model-plan-
act (SMPA) architecture with limited success [9,12,13]. The 1980s saw the emer-
gence of a radically different, ethological approach to robotic agent design, spear-
headed by Brooks' subsumption architecture [4] and the mantra "the world is its own
best model". Most notable among modern ethological robots is Sony Corporation's
lovable robotic dog, AIBO [2], which illustrates both the strengths (operation in dy-
namic/unpredictable environments) and the weaknesses (inability to reason about
goals) of the strict ethological approach. Hybrid architectures, containing both delib-
erative and reactive components, first appeared in the late 1980s.  A key issue is how
to interface the two layers. AuRA (Autonomous Robot Architecture) binds a set of re-
active behaviours to a simple hierarchical planner that chooses the appropriate be-
haviours in a given situation [3]. In SSS (Servo Subsumption Symbolic), a symbolic
planner controls a reactive module [6]. In ATLANTIS, the deliberative module ad-
vises the reactive behaviours [1,9].

2.1  Relationship to Previous Hybrid Architectures

Like ATLANTIS, CoCo consists of both deliberative and reactive modules, featuring
a reactive module that performs competently on its own and a deliberative module
that guides the reactive module. CoCo was originally inspired by experience imple-
menting self-animating graphical characters for use in the entertainment industry. In
particular, our approach was motivated by the "virtual merman" of Funge et al. [8],
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which extends a purely behavioural control substrate [14] with a logic-based delib-
erative layer employing the situation calculus and interval arithmetic in order to rea-
son about discrete and continuous quantities and plan in highly dynamic environ-
ments.

CoCo differs in the following ways: First, its deliberative module can support mul-
tiple specialized planners where deliberative, goal-achieving behaviour is the result of
cooperation between more than one planner. The ability to support multiple planners
makes CoCo truly taskable. Second, CoCo features a powerful and non-intrusive
scheme for combining deliberation and reactivity, which heeds advice from the delib-
erative module only when it is safe to do so. Here, the deliberative module advises the
reactive module through a set of motivational variables. Third, the reactive module
presents the deliberative module with a tractable, appropriately-abstracted interpreta-
tion of the real world. The reactive module constructs and maintains the abstracted
world state in real-time using contextual and temporal information.

3  Cognitive Controller Architecture

CoCo is a three-tiered architecture that consists of deliberative, reactive, and plan
execution and monitoring modules. The deliberative module implements a high-level
symbolic planning system. The reactive module implements a low-level behaviour-
based controller with supporting perception and memory subsystems (Fig 1). At the
intermediate level, the plan execution and monitoring module enforces an advisor-
client relationship between the deliberative and reactive modules.
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Fig. 1. The three functional components of the reactive module, each consisting of asynchro-
nous processes.

3.1  The Reactive Module

CoCo's reactive module is a behaviour-based controller that is responsible for the
immediate safety of the agent. As such, it functions competently on its own and runs
at the highest priority. At each instant, the reactive module examines sensory infor-
mation supplied by the perception system, as well as the motivational variables whose
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values are set by the deliberative module, and it selects an appropriate action. Its se-
lection thus reflects both the current state of the world and the advice from the delib-
erative module. The second responsibility of the reactive module is to abstract a con-
tinuum of low-level details about the world and present a tractable discrete
representation of reality within which the deliberative module can effectively formu-
late plans.

CoCo's reactive module comprises perception, memory, and behaviour compo-
nents. This functional decomposition simplifies the design of the reactive module in
order to implement basic behaviours, such as tracking, following, station-keeping, and
capturing. These functional units are implemented as a set of asynchronous processes.

Perception Center.  The perception center manages the vision system, which consists
of long, medium, and short range vision modules. The long range module performs a
search that returns an ongoing estimate of the satellite's pose once it has been
detected. The estimate of the satellite's pose from the long range module initializes the
medium range module, which is active from five meters to around two meters and
uses model-based stereo-vision algorithms to track the satellite. The short range
module takes over when the distance to the satellite is less than two meters. It tracks
the satellite using visual features on the satellite's docking interface. The perception
center decides which vision modules to activate and how to combine the information
from these modules depending on their characteristics, such as processing times,
operational ranges, and noise. An alpha-beta tracker filters out the noise from the
vision readings. The perception center incorporates an attention mechanism that
gathers information relevant to the current task, such as the status of the satellite
chaser robot, the docking interface status, and the satellite's attitude.

Behaviour Center.  The behaviour center manages the reactive module's behavioural
repertoire. This by no means trivial task involves arbitration among behaviours. At
each instant, the action selection mechanism chooses an appropriate high level
behaviour by taking into account the current state of the world and the motivations
provided by the deliberative module. We have implemented six such behaviours for
the satellite servicing application—search, monitor, approach, align, contact, and
avoid. The chosen action then activates lower level supporting behaviours, as
necessary. The action selection mechanism chooses a behaviour that is relevant to the
goals of the agent while ensuring its safety. The reactive module will heed the advice
of the deliberative module only when it is safe to do so.

Memory Center. The memory center manages the short-term memory of the agent. It
holds the relevant sensory information, motivations, state of the behaviour controller,
and the abstracted world state. The robot observes its environment egocentrically.
External objects change their position with respect to the robot as it moves. Behaviour
self-motion constantly updates the internal world representation to reflect the current
position, heading, and speed of the robot, otherwise the confidence in the accuracy of
the world representation should decrease with time in the absence of new readings
from the perception center (Fig. 2). The memory center filters out unnecessary details
from the detailed sensory information consumed by the reactive module and it
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generates the abstracted world state (Fig. 3; Table 1) which expresses the world
symbolically for use by the deliberative module.
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Fig. 2. Confidence in the satellite’s pose decreases in the absence of sensory evidence from the
vision system. How the confidence in a particular feature decreases depends on the feature
(e.g., the confidence in the position of a dynamic object decreases more rapidly than that of a
static object) and the penalty associated with acting on the wrong information.
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Fig. 3. The abstracted world state represents the world symbolically. For example, the satellite
is either Captured, Close, Near, Medium, or Far. The conversion from numerical quantities in
the memory center to the symbols in the abstracted world state takes into account the current
state of the agent.

Table 1. The abstracted world state for the task of satellite servicing. The choice of fluents for
describing the abstracted world state depends on the active task.

fStatus fSatPosConf fSatPos fSatSpeed fError
fLatch fSatCenter fSatAlign fSensor fSatContact

3.2  The Deliberative Module

The deliberative module endows our agent with planning ability, enabling it to per-
form high level tasks that are too difficult to perform without planning. The delibera-
tive module maintains a set of planners, each with its own knowledge base, planning
strategy, and task list. Each planner sees the world at an abstract level, which makes
reasoning tractable, as opposed to planning among a myriad of low-level details. The
reactive module determines the lowest level of abstraction for a planner, explicitly
through the abstracted world state, and implicitly through its implemented behaviours
(these behaviours—a.k.a., grounded actions—form the basis of the plans generated by
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the deliberative module). For any application, it is essential to choose the right level
of abstraction in advance (Table 1).

Upon receiving a top-level command from the operator in the ground station, the
deliberative module selects an appropriate planner (by using the task lists associated
with the planners), updates the planner's world model using the abstracted world state,
and activates the planner. Only one planner is active at a time in order to avoid un-
wanted interactions between actions proposed by different planners. The planner
computes a plan as a sequence of zero (when the planner cannot generate a plan) or
more actions, passes this plan to the deliberative module, which forwards it to the
plan execution and monitoring module. Each action of an executable plan contains
execution instructions, such as which behaviour to activate, and specifies its pre- and
post-conditions.

Table 2. Grounded actions for the GOLOG planner - these actions are directly executable by
the reactive module

aTurnon aSearch aGo aLatch aErrorHandle
aSensor aMonitor aAlign aSatAttCtrl aContact

Table 3. The deliberative module transforms the current task into a world state, called the de-
sired world state. The Golog planner then constructs a plan to transform the current world state
into the desired world state. Upon execution, this plan will fulfill the task.

fStatus(off) & fLatch(unarmed) & fSensor(medium,off) & fSen-
sor(short,off) & fSatPos(medium) & fSatPosConf(no) & fSatCenter(no) &
fAlign(no) & fSatSpeed(yes) & fSatAttCtrl(on) & fSatContact(no) &
fError(no,X)

Initial (current) state
fStatus(on) & fLatch(armed) & fSensor(medium,off) & fSensor(short,on)
& fSatPos(zero) & fSatPosConf(yes) & fSatCenter(yes) & fAlign(yes)
& fSatSpeed(yes)& fSatAttCtrl(off) & fSatContact(yes) & fError(no,X)

Goal (desired)
aTurnon(on) -> aSensor(medium,on) -> aSearch(medium) -> aMonitor
-> aGo(medium,near,vis) -> aSensor(short,on) -> aSensor(medium,off) ->
aAlign -> aLatch(arm) -> aSatAttCtrl(off) -> aContact ->
aGo(zero,park,no)

The plan that transforms the initial state into the goals state

A Planner for the Satellite Capturing Task.  Symbolic logic provides an
appropriate level of abstraction for developing high level planners that elegantly
express abstract ideas. We use GOLOG [11], an extension of the situation calculus, to
develop a planner for the satellite capturing task. GOLOG uses logical statements to
maintain an internal world state (fluents) and to describe what actions an agent can
perform (primitive action predicates), when these actions are valid (precondition
predicates), and how these actions affect the world (successor state predicates).
GOLOG provides high level constructs, such as if-then-else and non-deterministic
choice, to specify complex procedures that can model an agent and its environment.
The logical foundations of GOLOG enable us to prove plan correctness properties,
which is desirable.
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The deliberative module updates the values of fluents from the abstracted world
state and executes the GOLOG program. The execution generates a plan, such as the
one in Table 3, whose purpose is to transform the current state of the world to the goal
state—a state in which the chaser robot has securely captured the satellite. Depending
on the script, this could be followed by more explicitly-scripted operations to service
the satellite or it could continue to be directed through servicing operations by CoCo.

3.3  Plan Execution and Monitoring Module

The plan execution and monitoring module interfaces the deliberative and reactive
modules. It initiates the planning activity in the deliberative module when the user has
requested the agent to perform some task, when the current plan execution has failed
or is otherwise unable to meet the desired post-conditions, when the reactive module
is stuck, or when it encounters a non-grounded action that requires further elabora-
tion. The execution is controlled through pre- and post-conditions specified by the
plan's actions. Together, these conditions encode plan execution control knowledge.
At each instant, active actions that have either met or failed their postconditions are
deactivated. Next, un-executed actions whose preconditions are satisfied are activated
(Fig. 5).

We divide actions into three categories: (i) grounded actions (directly executed by
the reactive module; see Table 2), (ii) conditional actions (affect the choice of the next
action to be executed), and (iii) non-grounded actions (require further elaboration,
such as the user command dock). The plan executor and monitoring module can han-
dle all three categories of actions, so it can execute linear, conditional, and hierarchi-
cal plans. It can also execute multiple actions, and hence multiple plans, simultane-
ously; however, it assumes that the plan execution control knowledge for these plans
within the deliberative module will have prevented race conditions, deadlocks, and
any undesirable side affects of concurrent execution.

Progress

Plan
Failed

MetCheck
Preconditions

Execute
grounded actions
(using reactive module)
non-grounded actions
(using deliberative module)
conditional actions
(using plan-execution and
monitoring module)

Check
Postconditions

Plan
Failed

Met

Progress

(to next action)

(from previous
 action)

Fig. 5. The plan executor and monitoring module sequentially executes each action. It checks
the current action preconditions until they succeed or fail, checking preconditions and postcon-
ditions before each transition.

4  Implementation

To facilitate the design, development, and debugging of CoCo, we implemented an
Autonomous Agent Design and Simulation Testbed (AaDST)—a software testbed for
developing autonomous agents in virtual environments. In our application, AaDST
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contains a physics-based model of the chaser robot, a kinematically controlled satel-
lite that can exhibit realistic satellite motion by following prescribed trajectories, and
a virtual sun whose position affects lighting conditions. The virtual chaser has syn-
thetic visual sensors that model the characteristics of the actual vision system, in-
cluding processing delays, noise characteristics, and lighting effects. The virtual
chaser also provides motor commands that are similar to those of the physical robot.

The physical setup consisted of MDRobotics Ltd. proprietary "Reuseable Space
Vehicle Payload Handling Simulator", comprising two Fanuc robotic manipulators
and their associated control software (Fig. 6). One robot with the stereo camera pair
mounted on its end effector acts as the chaser. The other robot carries a grapple fix-
ture-equipped satellite mockup and generates realistic satellite motion. The robot lab
is specially designed with black walls, ceiling and floor to mimic the lighting condi-
tions of the space environment—very little ambient light, strong sunlight and harsh
shadows.

Chaser successfully captured the
satellite

Captured

Chaser searching for the satellite

Chaser

Satellite

Docking
Interface

Cameras

Latching
Mechanism

Chaser approaching the satellite

Fig. 6. The chaser robot captures the satellite using vision in simulated orbital lighting condi-
tions.

First, we implemented the controller for the virtual chaser—it takes input from the
synthetic vision system and issues motor commands to the virtual chaser. Next, we
modified it to control the physical robot by adding the necessary communication
modules that enable it to obtain sensory data from the actual vision system and issue
motor commands to the physical robot over the local intranet. As we had hoped, this
transition from controlling a virtual chaser in a simulated environment to controlling
the physical robot required only minimal changes to CoCo. We merely had to modify
the low-level behaviours in the reactive module, because the dynamic responses of the
physical robot were not identical to those of the virtual chaser.

5  Results

Typically, the ground station would upload a mission plan to the on-orbit sequencer
that would then pass to CoCo the relevant commands (Fig. 7). However, as a benefit
of the level of autonomy that CoCo affords this system, only a single high-level
command, dock(time-out_in_seconds, max_attempts), needs to be uploaded from the
ground station in order to perform the free-flyer satellite capture operation in which
we are interested.  We tested CoCo in the simulated environment and also on the
physical robots, and it met its requirements; i.e., safely capturing the satellite while
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handling numerous anomalous situations. We performed 800 test runs in the simu-
lated environment and over 25 test runs on the physical robots. CoCo never jeopard-
ized the safety of the satellite or the chaser. For each run, we randomly created error
conditions (see Table 4), such as vision system failure and hardware failure. CoCo’s
chaser robot gracefully handled all of them, successfully capturing the satellite when-
ever it was able to recover from these failures.  In situations where it could not resolve
the error, it safely parked the manipulator and informed the ground station of its fail-
ure.

Perception
Center

Behavior
Center

Memory
Center

Reactive
Module

Onorbit
sequencer

Ground
Station

Plan
Execution &
Monitoring

Module

Golog
Planner

Deliberative
Module

Cognitive Controller

Behavior
Executor

Vision
Server

Telemetry
Server

Motors

Camera
Stereo Pair

Chaser Robot

Fig. 7. CoCo receives commands from the ground station through the on-orbit sequencer and
controls the chaser robot.

Table 4. CoCo handled these error conditions that were randomly generated during various test
runs.

Vision System Errors Hardware Errors
Camera failure
Self shadowing
Solar glare
Failed transitions between vision module

Grapple fixture errors
Joint errors (critical)
Satellite’s attitude control error

6  Conclusion

Toward the design of intelligent, hybrid controllers for autonomous agents, CoCo ad-
vocates general principles that address the critical challenge of combining reactivity
and deliberation for autonomous robots inhabiting complex, dynamic environments.
CoCo features a behaviour-based reactive system and a logic-based deliberative sys-
tem, and it provides an elegant scheme for combining the two through a plan execu-
tion and monitoring system. Safety is ensured by a fully competent reactive module
that can override when necessary the suggestions of the deliberative module. The
CoCo architecture is also taskable, because its deliberative layer allows multiple
planners specialized to the various tasks the agent must perform. Our domain of ap-
plication, space robotics, requires an autonomous robot to deal with a myriad of op-
erational events and anomalies that require real-time response. Within this domain,
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we have successfully implemented a controller that meets these challenges. Another
benefit of our approach is that the uploaded command set from the operator is greatly
simplified due to the ability of the on-orbit system to decide among the various op-
erational details autonomously. The proposed architecture will apparently be useful in
developing intelligent hybrid controllers for autonomous agents in other domains.
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Intelligent Systems Integration for Data Acquisition and
Modeling of Coastal Ecosystems
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Abstract. In this paper, we describe the primary data acquisition system for en-
vironmental modeling efforts at Texas A&M University-Corpus Christi. Addi-
tionally, we describe the design and development issues encountered in the pro-
duction of two supplemental data acquisition systems.   Finally, we present
examples of the use of the acquired data for water level prediction modeling ef-
forts.

Keywords:  Intelligent Systems, Intelligent Interfaces, Neural Networks.

1   Introduction

One of the research goals of the Department of Computing and Mathematical Sci-
ences (CAMS) is to develop effective and reliable tools for modeling the environ-
mental systems of the Gulf of Mexico. Our modeling approaches are based on the
real-time data collected by the Texas Coastal Ocean Observation Network (TCOON).
TCOON is managed by the Division of Nearshore Research (DNR) at Texas A&M
University-Corpus Christi (A&M-CC) in cooperation with CAMS. TCOON consists
of approximately 50 data gathering stations located along the Texas Gulf coast from
the Louisiana to Mexico borders.

Water quality data collection for our modeling efforts in the very shallow water ar-
eas, less than 3 feet, of these bays and estuaries is a challenging task.  Obstacles en-
countered in such environments include difficulty in covering large territories and the
presence of inaccessible areas due to a variety of reasons such as a soft bottom or
contamination.  There is also a high probablity of disturbing the test area while plac-
ing the sensors.  To address these issues, a number of research centers have been de-
veloping autonomous boats [3-5].  These boats, however, require course planning
prior to deployment.  As a result, the course is not easily changed once the boat is in
the water. To supplement and expand TCOON, we have designed and developed a
remotely controlled shallow draft vehicle (boat) that continuously and efficiently col-
lects water quality in shallow water areas (6 in-3 ft), rather than using fixed position
sensors.

Advances in imaging technology and sensors have made airborne remote sensing
systems viable for many environmental data acquisition applications that require
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reasonably good resolution at low cost.  Airborne images provide a higher temporal
resolution with superior spatial resolution as sources of information for various mod-
eling applications including vegetation detection and environmental coastal science
analysis.  Remotely sensed images, for example, can be used to study the aftermath of
and model such episodic events as hurricanes and floods that occur year round along
the south Texas coast.  To supplement our TCOON data acquisition capabilities fur-
ther, we have designed and developed an airborne multi-spectral imaging system
(AMIS), which uses digital cameras to provide high resolution at very high rates.
System software is based on Delphi 5.0 and IC Imaging Control's ActiveX controls.
Both time and the GPS coordinates are recorded.

2   The Texas Coastal Ocean Observation Network (TCOON)

In 1989 the Division of Nearshore Research (DNR) at A&M-CC commenced the in-
stallation of a modern state-of-the-art water-level system along the Texas coast. The
first measurement systems installed by DNR were intended to provide real-time wa-
ter-level and meteorological information to the City of Corpus Christi to assist local
officials with preparations for incoming hurricanes and tropical storms. From this ini-
tial work, other state agencies such as the Texas General Land Office and the Texas
Water Development Board began contracting DNR to provide similar information
for other areas along the Texas coast.  Following a Texas Legislative mandate in
1991, this network of water level gauges became the Texas Coastal Ocean Observa-
tion Network (TCOON). As a result, TCOON expanded from an initial three stations
in Corpus Christi in 1989 to over forty stations by 1992 [1].

TCOON is presently operated in cooperation with the Texas General Land Office,
the Texas Water Development Board, the U.S. Army Corps of Engineers, and the Na-
tional Oceanic and Atmospheric Administration (NOAA). The network utilizes the
Next Generation Water Level Measurement System developed by NOAA's National
Ocean Service (NOS) for the National Water Level Observation Network. Water-
level data and other environmental parameters are made available in near-real time via
packet radio, cellular telephone, and the Geostationary Operational Environmental
Satellite (GOES). The TCOON system has been installed using the NOAA criteria for
guidance.

Today, the TCOON system has more than 50 stations, including seven long-term
stations established and operated by NOS as part of its National Water Level Obser-
vation Network.   NOS guidance has been followed to obtain reliable water level data
and to address legal concerns for the admissibility of the data in the determination of
littoral boundaries. Most stations provide additional data such as wind speed and di-
rection, air temperature, and water temperature, and some stations provide water cur-
rent, salinity, pH, and dissolved oxygen data.  Data collected as part of TCOON are
available via the Internet at http://dnr.cbi.tamucc.edu/.
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2.1   TCOON Station Configuration

Each TCOON station has sensors for measuring the various environmental parame-
ters, a data collection computer for controlling the sensors and temporarily storing on-
site data, one or more telemetry devices for retrieving data from the station, and solar
panels and batteries for power.  Most TCOON stations use a Next Generation Water
Level Measurement System (NGWLMS) as designed by NOS [2].  At the heart of the
NGWLMS system is a Sutron 9000 computer that controls the attached sensors, col-
lects and stores environmental observations, and transmits the observations via satel-
lite, radio, or telephone modem.  The Sutron 9000 has been quite reliable for TCOON
operations; however these systems are beginning to deteriorate with age and it is dif-
ficult to find repair or replacement parts.  As a result, in the past several years DNR
has gradually migrated to using Vitel VX1100 Data Acquisition and Telemetry Unit
computers for data collection at some stations.  The VX1100 system provides much
of the same functionality and capability as the Sutron 9000 at a lower cost.

For other projects such as the Corpus Christi Real-Time Navigation System and the
Freeport FlowInfo System, DNR has developed a data collection computer using in-
dustry-standard PC-104 computer components.  A typical PC-104-based data collec-
tion computer consists of an Intel 486 or Pentium™ processor, 16 megabytes of
RAM, and at least 20 megabytes of solid-state hard disk space.  The data collection
computer runs a modified form of the Linux operating system; this allows the use of a
rich set of software development tools and provides a robust multitasking environ-
ment for controlling sensors, storing data, and doing on-site processing such as data
compression for transmission over bandwidth-limited communications channels.

All the stations in TCOON and related projects measure environmental parameters
at some multiple of six-minute intervals.  For example, water-level measurements are
taken every six minutes, while other measurements such as salinity or barometric
pressure may be made every thirty or sixty minutes.  The data are stored in on-site
memory by the data collection computer and then transmitted to DNR by one or more
communications channels including satellite, spread-spectrum packet radio, or tele-
phone modem.  At stations where radio or telephone connections are not available,
satellite transmissions are used to transmit data at hourly or three-hourly intervals.
Thus, the time from measurement to acquisition at CBI depends on the measurement
interval and the communications medium used.  The data arrive at DNR somewhere
between six minutes and six hours after measurement.

3   A Shallow Draft, Remote Controlled Vehicle

Data collection in shallow water areas normally requires setting up sensors in several
places. In addition to being redundant and time consuming, this task when performed
manually has a high chance of disturbing the test area.  Currently, in areas not covered
by TCOON stations we collect water quality data in areas with water 3 feet or deeper
by a man-controlled boat. In this section we describe a project undertaken by an inter-
disciplinary team of CAMS scientists along with environmental investigators at DNR
to design and develop a remotely controlled shallow draft boat that continuously and
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efficiently collects water quality in shallow water areas (6 in. to 3 ft.). Our boat is
small in size (7 ft. in length and 3 ft. in width), has a shallow draft, and can be easily
steered to collect data in real-time. The prototype is designed to collect salinity and
other environmental data and is equipped with onboard computers, water quality in-
struments (Hydrolab), GPS, digital compass, a remote control receiver and a re-
ceiver/transmitter radio (Freewave).  It also has sensors to detect objects from all di-
rections (front, sides, back, and bottom) so as to intelligently maneuver around
obstacles. Acquired data is stored and transmitted wirelessly via a radio to a remote
control station in real-time and data is logged to a PC for later processing.

3.1   System Design

Operational requirements considered in designing the boat included the following: (a)
Remote control within the operator’s line of sight, (b) Small size and an ability to
transport without extra towing equipment, (c) Stability to resist waves and wind, (d) A
draft as small as 6 inches, (e) Ability to detect objects in all directions, and (f) Wire-
less transmission of acquired data in real-time.

Embedded System PC and Sensors.  The onboard PC consists of a stack of PC/104
modules, called the “Cube,” with analog-to-digital conversion capabilities and serial
port interfaces.  The cube acts as a central control unit and interfaces with the radio
and all onboard sensors, including the GPS and digital compass. The water quality
sensor is a Hydrolab® designed to be used in fresh, salt, or polluted water.  This in-
strument measures several parameters, including temperature, pH, dissolved O2, and
salinity.  Our Hydrolab® model utilizes a pump via a tube to take the water through
the process onboard, making it very useful in the shallow water areas in which we use
our system since the Hydrolab® does not have to be immersed in water [6].

3.2   Testing the Prototype

Our first “sea test” was performed primarily to determine that the boat draft met the
design goal of a six-inch or less draft.  We also wanted to gather experimental data to
determine the optimal locations of the compartments where the waterproof case and
the battery was to be permanently placed.  The test was completed on December 17,
2002.  The draft was measured at two different places: 1) the bow of the boat and 2)
the transom of the boat. The test was conducted first without any load and again with
all components expected to be present during an operation (trolling motor, marine
battery, and waterproof case filled with the electronic components used for propulsion
control and data collection).  The following table summarizes the results.

Table 1. Boat draft test results

Boat condition Draft at bow (in) Draft at transom (in)

Empty 1 1.5

Loaded 2 3
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The test revealed some major accomplishments: the boat met the draft design-
specification and remained stable in rough water conditions with and without the load.

4   Airborne Multi-spectral Imaging System

Airborne remote sensing has many applications that include vegetation detection,
oceanography, marine biology, and environmental coastal science analysis.  The inte-
gration of remote sensing and geographic information systems (GIS) in environmental
applications has become increasingly common in recent years.  Airborne, multi-
spectral images of earth’s surface are excellent sources for scientific information.
There are many multi-spectral Satellite Remote Sensors such as the LANDSAT MSS
and LANDSAT TM, but these systems offer only 30-meter spatial resolution pixels.
Another limitation of satellite sensors is that their temporal resolution is based on
their orbital passes.

A&M-CC is located on Ward Island in Corpus Christi Bay. Hurricanes, tropical
storms and other episodic events occur year round in the area. Our marine biologist,
environmental scientist, and geologist colleagues of the Center for Coastal Studies
often need to investigate and analyze the after effects of such events at near real time.
The vendors of satellite images are often unable to meet the temporal and spatial
resolution needed by our colleagues. In addition to being costly, commercial airborne
remote sensing systems have to be deployed at the scene of investigation as soon as
possible for data to be useful for studies and research.  This section of this paper de-
scribes an Airborne Multi-Spectral Imaging System (AMIS) and presents test results
that clearly demonstrate the capabilities of the system [7 - 9].

4.1   Prototype System

The prototype consisted of one Sony DCR-PC1 MiniDV handycam. Our configura-
tion, like the airborne remote sensing system at Ohio State University or the digital
camera system at the University of Calgary, required data to be recorded and post-
processed.  Although this solution delays the availability of results, it produced good
spatial results, for example, 2-meter positional accuracy and 3-meter accuracy in
height [10].  Recently, a small-format aerial photographic system was used in combi-
nation with lower resolution images for rectification [11].  Compared to existing
scanned products, the digital frame array offers a pixel resolution of around 4.5 µm.

The system was mounted in the inspection hole of a Cessna 172RG (Courtesy
Lanmon Aerial Photography Inc.)  The camera was suspended within the hole by
means of a mounting ring and arm attachment. We used aluminum alloy as the mate-
rial for the mount ring.  Under the mount ring a rubber ring was placed to dampen the
vibration of the camera.  To prevent wind from entering the aircraft around the sides
of the video camera, a hood was made to fit over the lens housing.  The hood ex-
tended from the lens of the camera to the skin of the aircraft and was constructed from
foam-rubber material. This foam-rubber hood served two purposes; it eliminated the
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wind and exhaust from entering the aircraft around the video camera, as well as, fur-
ther reduced the vibration of the mounted system.

A test flight was completed on March 1, 2002 by taking aerial pictures of the
A&M-CC campus and the immediate coastal area. A number of ground control points
were set on campus. A LCD screen (an 8 mm Sony Digital Player) mounted on the
pilot’s control allowed the pilot to see what the video camera was viewing. The LCD
screen and the video camera were connected through an S-video cable. The images
were recorded on both the digital videotape and by utilizing Pinnacle Studio DV ver-
sion 7 software on a laptop with an Adaptec Inc. IEEE 1394 PCMCIA (firewire) in-
terface card.  Results showed that the use of high-resolution digital cameras meets the
needs of the scientific staff at A&M-CC.  The aerial images of the prototype system
have a 20 cm resolution for a flying height 1500 feet.

4.2   Global Positioning System and Software

After the initial test flight, the prototype was upgraded to include a Garmin GPS III
Plus receiver used to record the latitude, longitude, and altitude (from the NMEA-
0183 protocol string) of the acquired images.  Delphi was selected for programming
the system.  Delphi is a high-level, compiled language that supports structured and
object-oriented design.  Its benefits include easy to read code, quick compilation, and
use of multiple files for modular programming. Delphi was used to control the camera
and the GPS.  The software enables the user to display and record the video to the
system hard disk. The GPS receiver was connected to the COM port of the system
computer.  The software reads and records the GPS co-ordinates and the correspond-
ing time. The software incorporates ActiveX controls (The Imaging Source GmBh),
which enables easy access to imaging devices connected to the computer. ActiveX
Controls from Imaging Source GmBh was used to play the frames in a video window
in the software GUI. The user can record the video into the hard disk drive. IEEE-
1394 (firewire) interface provides speeds up to 400 Mbps and can easily transfer
digital video. The GPS co-ordinates and the video are synchronized by recording the
start time and end time of the video. This file provides the frame and the exact GPS
co-ordinates for a given time.  Synchronization of the video and GPS co-ordinates is
done using flat-file approach.

4.3   Testing Upgraded System

In early July 2002, there was massive flooding in south Texas.  On 12th July 2002, a
second test flight was conducted over the Chapman Ranch located in Nueces,
Kleberg, and King counties of south Texas.  The purpose of the flight was to deter-
mine the quality of the system’s vegetation detection as well as record the flooding of
the Nueces River. A three-band digital CCD sensor was used to capture the extents of
the flood area.   For this application it was determined that the three bands would al-
low for the determination of the spectral signature for determination of the limits of
the flood.
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For vegetation detection, we flew over the Chapman ranch at lower altitude (3000
ft.) before capturing the Nueces River flooding at 12,500 feet.  Some of the images
were processed and analyzed. The images were also enhanced to improve convolu-
tion, edge enhancement, and contrast utilizing a spectral pass filter. The image was
rectified using existing Digital Ortho Quarter Quadrangle images from the US Geo-
logical Survey.  Next, the images were enhanced to improve convolution, edge en-
hancement, and contrast utilizing a spectral pass filter The next objective was to re-
place visual colors with a classified pattern.  An unsupervised classification method
was used to determine the natural breaks between the shapes, sizes and spectral sig-
nature.  The objective of the development of the classified map is to (i) identify a
flooded area and its boundaries, and (ii) assign landownership to flooded area. A more
involved method of reclassification was used to identify land cover types. A six-color
classification was performed using spectral pattern recognition of the Jenks natural
breaks.  This image groups similar spectral signature items for classification.  Land
cover is represented by the natural and artificial compositions covering the earth sur-
face and are used to assess the flood impact.

A new digital camera, Sony DFWSX900, has been acquired to improve the resolu-
tion and speed of the system.  The final multi-camera system will have multi-spectral
capabilities with the GPS receiver providing position and height of the images.  Fur-
ther, an inclinometer sensor will be incorporated to provide accurate heading and tilt
information.

5   Water Level Statistical Modeling

Tide charts, based on harmonic analysis, are generally the method of choice for fore-
casting water levels. Tide charts are mostly based on astronomical forcing or the in-
fluence on water levels of the respective motions of the earth, the moon, and the sun.
There are locations around the world, including the Gulf of Mexico, where other fac-
tors such meteorological forcing often dominate tidal forcing [12] and limit signifi-
cantly the application of tide charts. In such cases other models must be developed to
accurately forecast water levels. We have considered three different models for “next-
hour” predictions, and two of these produced quite reliable predictions. The first of
these models is a multi-regression model in which the “next-hour” prediction is based
on the levels of water, speeds and directions of wind for the previous 48 hours with a
step of 2 hours. This model did not produce the expected results. The coefficient of
correlation for these predictions was less than 0.5. The second approach was another
multi-regression model in which two-hour predictions of water level are based on the
levels of water during the previous 48 hours, using 2-hour steps. Here we now believe
that information about weather (pressure, wind, temperature, etc.), used in the model
previously described, is hidden in the levels of water (See Factor Analysis below.).
This model worked remarkably well: R squared for all stations was greater than 0.95.
To make further predictions we used the previously determined levels of water. Such
a step by step approach produced quite good predictions. The third approach was also
based on linear multi-regression of the levels of water, first differences, and second
differences for such levels for the previous 48 hours with the step equal to two hours.
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This approach produces the same quality of water level prediction as the second ap-
proach, i.e. R2 >0.95.  These results are quite understandable, since in both cases we
have to deal with linear combinations of previous water levels. The difference in these
two models is as follows: the third approach has between four (4) and eight (8) sig-
nificant variables in a linear regression while in the second model of linear regression
we use all twenty four (24) variables where these variables are the water levels for the
previous 48 hours.

After analyzing different regression models we faced the following question, “Why
do models with only previous water levels work much better than models with all
kinds of meteorological data provided by TCOON stations?” To answer this question
we applied factor analysis to the water levels over the period of 48 hours with an in-
terval of 2 hours. The conclusion is that no more than 5 factors explain over 90% of
variance for water levels for all TCOON stations. Then we compared the results of
factor analysis for shallow waters with results of factor analysis for deep water sta-
tions.  We have discovered the following:
- In coastal shallow waters and estuaries the major or the first component is not pe-

riodical, and we call this component “weather”. Other main components are peri-
odical and we call them “astronomical”.

- In off-shore deep waters, the first two or three components are astronomical
components, while weather is a less dominant component.

- Our conclusion is that the prime factor affecting water levels in estuaries and
shallow waters is weather.

- It has been observed also, that linear regression models for different locations
have different coefficients for the same variables. We think that this difference
may be explained by the geography of the place where the data is collected.

These conclusions assisted us in improving predictions in the shallow waters since the
conclusion suggested integrating regression approach with harmonic analysis.
Namely, we use the idea that variations of water levels depend on two things – har-
monic component (which is called tides) and another component which is affected by
weather. Let us denote

xn = wn – hn (1)

where: xn is the difference between water level wn and harmonic water level hn at the
moment n

Then we can apply a technique, which is similar to that used for our statistical
model described above. That is, we can predict next hour difference between water
level and harmonic level

x1 = a0x0 + a-1x-1 + … + a-nx-n                                                               (2)

and step by step

xk = a0xk-1 + a-1xk-2 + … + a-nxk-n                                                         (3)

Now we can find prediction for the water levels as follows

pwt = ht + xt                                                                                       (4)

This approach to predictions of water levels proved to be very effective.
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6   ANN Modeling and Predictions

The Artificial Neural Network (ANN) modeling approach is also based in forecasting
future water level differences based on past water level differences.  Other inputs to
the ANN model have also been tested. For example, past wind squared is included in
the model discussed below; as it has been recognized that wind forcing is well corre-
lated with water anomalies.  Other inputs, such as barometric pressure, have been
tested but models which included past water level differences, past wind measure-
ments and wind forecasts have been shown to be optimal [12].  It has also been shown
that simple neural networks with one hidden layer and one output layer have the best
performance [12], [13].  With one input neuron with a tansig function and one output
neuron with a purelin function and a number of total different inputs ranging from 10
to 30 the ANN forecast of a water level n hours beyond the time of forecast can be
expressed as follows:
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In the expression above, the additive parameters (a, c) are identified as the model
biases and the multiplicative parameters (b,di) are referred to as the model weights.
These parameters of the ANN are defined in the process of training of neural network
over the known set of data.  The yi are the input to the model.  The exponential terms
in the ANN model provide a non-linear modeling capability.

The training of ANN models is different in nature as compared to the methods for
our statistical model. There is typically no demonstrated method to identify a global
optimum.  The goal of the training process is therefore to find a suitable local opti-
mum.  To identify a good local optimum ANNs are trained over past data sets starting
with a random guess of the model parameters and using the repeated comparison be-
tween the output of an ANN and an associated set of target vectors to optimize the
weights of the neurons and biases of the model.  All the ANNs discussed in this work
were trained using the Levenberg-Marquardt back-propagation algorithm and imple-
mented using version 4.0 of the Matlab Neural Network Toolbox and the MATLAB
6.0 Release 12 computational environment running on a Pentium PC.

The performance of the ANN for the prediction of water levels was tested at the
Bob Hall Pier, Texas, TCOON station.  The model was trained and tested using three
data sets composed of 3600 hourly measurements of water levels, wind speeds and
wind directions.  The data sets covered the spring seasons of 1998, 2000, and 2001
from Julian day 21 to Julian day 182.  The model was successively trained on each
data set and applied to the other two data sets.  This procedure provided a set of six
time series of predicted water levels to be used for validation.  For each time series
the average absolute error between predicted and measured water levels was com-
puted.  Averages and standard deviations were then computed for the results of the six
validation time series for these two parameters.  The standard deviation gives an
overall measure of the variability due to the differences between training sets as well
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as the differences resulting from the training process.  The inputs to the model were
selected as the previous12 hourly water level and wind measurements based on expe-
rience gathered during the modeling for other locations [13].  One model was trained
without wind predictions while for the second case wind measurements were used to
simulate wind forecasts.  These wind forecasts consisted of future wind measurements
at 3 hour intervals up to 36 hours.  A database of wind forecasts is presently being
constructed and models based on wind forecasts are expected to be more representa-
tive of future model performance. The ANN model captures a large fraction of the
water anomaly and improves significantly on the tide tables.  The performance of the
models with and without wind forecasts is compared with the performance of the tide
tables for forecasting times ranging from 6 to 36 hours.  Both ANN models improve
significantly on the tide tables for forecasting times up to 24 hours.  Improvements for
30-hours and 36-hours predictions are still measurable.  The addition of wind fore-
casts improves the model performance although not significantly as compared to the
improvement over the tide tables.
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Extracting Patterns in Music for Composition
via Markov Chains
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Abstract. The goal of this paper is to describe a new approach to algorithmic
music composition that uses pattern extraction techniques to find patterns in a
set of existing musical sequences, and then to use these patterns to compose
music via a Markov chain.  The transition probabilities of the Markov chain are
learned from the musical sequences from which the patterns were extracted.
These transitions determine which of the extracted patterns can follow other
patterns.  Our pattern matching phase considers three dimensions:  time, pitch,
and duration.  Patterns of notes are considered to be equivalent under shifts in
time, the baseline note of the pattern, and multiplicative changes of duration
across all notes in the pattern.  We give experimental results using classical mu-
sic as training sequences to show the viability of our method in composing
novel musical sequences.

Keywords: Intelligent Systems; Data Mining; Machine Learning

1   Introduction

The prospect of a computer composing music autonomously is enticing.  It addresses
the more fundamental question of whether machines can achieve creativity in a man-
ner comparable to that which we accept as artistic creativity in humans.  It is perhaps
even more enticing because music is a form of art that pervades our daily lives, and
has done so since the origins of civilization.  Music is a medium that is particularly
well suited to such study, in contrast to drawing or painting, because we can capture
music in a score that can be formalized into a machine representation.  In this paper,
we give a new technique for autonomously composing music that learns from estab-
lished examples of musical sequences.  This work can thus be viewed as cognitive
modeling, in that we construct a program that attempts a task that is usually thought to
require human creativity.

On a more technical and practical level, the music composition problem is an as-
sembly problem.  In our approach, we study sequences of actions, find common sub-
sequences, learn what subsequences can follow each other, and recompose them in
novel ways.  This is a problem that generalizes to other areas.  Consider the problem
of dressing in the morning.  The components of dress are well established: socks,
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shoes, shirts, pants, and jackets, which come in different colors (or tones).  There are
certain subsequences of the dressing problem that we do the same way day after day.
Being human, however, we typically vary the color in different ways.  We may
change the order of some subsequences, such as shirt before pants, or pants before
shirt, while some other sub-sequences can only occur before others, such as socks be-
fore shoes or shirt before jacket.  The goal of our approach applied to this problem
domain would be to study sequences of dressing over periods of time, and learn to
come up with new and different combinations that still achieve the implicit rules.

Music composition is an inherently difficult endeavor even for the most skilled
human experts.  One technique a composer may utilize is to incorporate patterns, or
motives, from other pieces.  Our approach is analogous to this method of composition,
in that we extract patterns from previously composed music, and use them to compose
new music.  We extract patterns from existing music by using a suffix tree data
structure.  Our pattern detection technique considers three dimensions:  time; pitch;
and duration.  Patterns of notes are considered to be equivalent under shifts in time,
the baseline pitch of the pattern, and multiplicative changes of duration across all
notes in the pattern (the baseline duration).  After extracting a set of patterns, our goal
is to compose new music.  The challenge we face in composing new music given
patterns is to sequence them in a way that preserves musical soundness.

The technique we employ for sequencing patterns is to construct a Markov chain
whose states represent the patterns extracted from the training pieces, and whose tran-
sition probabilities are learned from these sequences.  At each state of the model, we
must also choose a baseline pitch and duration to transform the pattern in those di-
mensions.  Selection of baselines is accomplished via probabilistic emission functions
at each state in the model, whose probabilities distributions are also learned from the
training sequences.  We do not provide any music theory rules to the algorithm. We
are thus implicitly learning the music theory rules that guide composition using pat-
terns, or motives. In contrast, most algorithmic composition techniques do provide
music theory knowledge to the composition algorithm [2,3,4].

2   Related Work

There are two separate bodies of literature related to this work.  One is the area of al-
gorithmic music composition.  Many researchers have investigated autonomous music
composition over the decades, with the first attempts dating back to the early origins
of the electronic computer.  In 1956, Hiller and Isaacson produced the first composi-
tion by computer, "The Illiac Suite for String Quartet".  We will not attempt to survey
the vast literature on algorithmic composition here, but instead refer the reader to the
book of Miranda [8] for such a survey.  Here we only mention that previous work on
algorithmic composition has utilized neural networks, evolutionary computation, for-
mal grammars, automata, Markov chains, and fractals [2,3,4,8,12].  The approach we
propose in this paper is most similar to prior work on Markov chains for music com-
position.  While previous work has used states of the Markov model to represent sin-
gle notes, our work differs in that the states of the Markov chain may represent pat-
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terns of notes rather than single notes.  The music composed thus has the potential for
a much richer structure.

The other body of literature related to this work is that of pattern extraction in mu-
sic.  Much less work has been done in this area than in the area of algorithmic compo-
sition, and the work that has been done is relatively recent.  The focus of this work
has been on retrieval of existing music from large databases.  The primary application
of pattern detection in music retrieval is to allow the user to search for a piece of mu-
sic based upon a segment of the music that is known.  This approach is taken in the
Greenstone project of at Waikato University [1,13].  Another approach to musical in-
formation retrieval has been developed at MIT [5].  The goal of their system is to al-
low the user to whistle a small segment of a piece of music, and to have the system
retrieve the entire song.

Other work by Lemstrom and Laine [6] has proposed using the suffix tree data
structure to index musical sequences.  The pattern detection part of our work is closest
to their approach, since we also use the suffix tree data structure to extract patterns
from existing music.  Our goal, however, is to use the patterns extracted from many
pieces of music as a repertoire to be used for composition of new pieces, rather than
to retrieve music based upon queries.

The idea of using a database of patterns to compose music is not new.  It was used
by well-known composers, at least as far back as Mozart.  The work of David Cope
[3] uses earlier Mozart symphonies to try to compose pieces similar to later sympho-
nies.  One can view our approach in a similar manner.  We are essentially learning
background knowledge to aid in the composition process.  We now proceed to a de-
scription of the pattern extraction technique we use, the suffix tree.

3   Suffix Trees for Pattern Extraction

The first step in our method of learning to compose new music from existing pieces is
to extract patterns from the pieces.  Our longer term goal of this project is to construct
a large pattern database from which more and more diverse musical arrangements
could be constructed.  To demonstrate the method, however, for the purposes of this
paper we will be using only a few short training pieces.

The method we use for pattern extraction is a data structure called a suffix tree
[7,11].  This data structure has been in the literature since the 1970's, but has experi-
enced more interest in the last decade due to its applications in indexing web docu-
ments and DNA sequences.  We will not give a detailed exposition of suffix trees in
this paper, since this can be readily obtained elsewhere.  Rather, we give a brief de-
scription of the operations of the suffix tree for pattern extractions, for the reader who
is not familiar with this data structure.

In order to understand the suffix tree data structure, it is perhaps easiest to first de-
scribe a related structure called a suffix trie.  A trie is a multi-way tree, with one
branch possible for each character in the alphabet of the document that is being in-
dexed (see Fig. 1).  In the case of musical sequences, we can think of the trie as con-
taining one branch for each of the twelve possible notes.  A sequence of notes is then
stored in the trie as a path in the multi-way tree.  A suffix trie is a trie that indexes
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every suffix of a sequence, starting at each position in the sequence.  Each subsequent
note in the sequence is inserted into the trie until the suffix starting at that position is
distinguished from every other suffix.  More precisely, for every position i, from 1 to
the length of the sequence, we insert the subsequence starting at position i into the
trie, until we reach a leaf.  At that location, we store the index i.  Since every leaf in
the trie has only one index associated with it, the sequence, or pattern, on the path to
that leaf is unique in the original sequence (i.e., it occurs only once.)  However, all of
the internal nodes in the trie correspond to patterns that occur more than once in the
sequence.

1 5

4

2 6

3 7

8 9

D F

C

D

E

D F

C E

D F

D

G

E F

Fig. 1.  This suffix trie is constructed for the sequence of notes C D E D C D E F G.  Starting at
each position in the sequence, we insert the subsequent letters of the sequence until we have a
unique suffix.  Note from the trie that the pattern C D E occurs twice in the sequence, once
starting at position 1, and once at position 5.  The pattern starting at position 1 is distinguished
from that starting at position 5 by the fourth letter, which is a D for the occurrence at 1, and an
F for the occurrence at 5.

1

D F

C D E D C D E F G 
 1  2  3  4  5  6  7  8  9 

Training Sequence4

2 6

3 7

8 9

D FC E

D F

D

G

E F

2

1

2

3

C

4

5

Fig. 2.  The suffix tree in this figure corresponds to the suffix trie in Fig. 1.  Note that the C D E
path in Fig. 1 that contains no branching has been compressed into a single node.

Now, a suffix tree is a compressed form of the suffix trie.  One can think of the suf-
fix tree as a suffix trie in which each of the internal paths that has no branching is
compressed into a single node.  Each node contains the position number in the pattern
for the character at that node.  This indicates the number of nodes that have been
compressed (see Fig. 2). The characters of the compressed nodes can be retrieved
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from the original text, since each leaf node contains the index of the occurrence of
that pattern in the original sequence

We can now state more precisely what we consider to be a pattern in a musical se-
quence.  A pattern or motif in a musical sequence is a right-maximal subsequence that
occurs j times in the sequence for some integer j, where right-maximal implies that if
the sequence is extended on the right by one note, then the resulting subsequence will
occur strictly less than j times in the whole sequence.  This notion of pattern corre-
sponds to what is represented by the nodes of the suffix tree (internal nodes corre-
spond to patterns that occur more than once, and leaves correspond to patterns that
occur exactly once.)

3.1   3-D Pattern Recognition via Baselines

For clarity of exposition, in the previous section we considered only patterns in the
time dimension.  That is to say, if the sequence C D E occurs at two different points in
the music, then it would be considered as a pattern.  We also consider patterns that re-
occur in the music at a different pitch and with different durations.  Thus, the se-
quence G A B would be considered as the same pattern as C D E.  The first pattern is
said to occur at a baseline of G, and the second at a baseline of C.

The representation we use for patterns in the suffix tree is thus based upon the dif-
ferences, or intervals, between successive notes rather than on the actual note values.
The sequence C D E would therefore be represented as +2 +2 with a baseline of C,
and the sequence G A B would be represented as the same sequence of offsets, +2 +2,
but with a baseline of G.  It is these sequences of offsets between notes that are stored
in our suffix tree.  We allow for offsets of 128 to –128 to represent the entire piano
keyboard.

We also consider the durations of notes in our pattern matching.  A sequence that
matches in the dimensions of time and pitch, but that differs by a multiplicative con-
stant in the duration of the notes is considered to be a match.  In our system, we allow
whole, half, quarter, and sixteenth notes.  The multiplicative constants for duration
can therefore be 16, 8, 4, 2, 1, ½, ¼, 1/8, and 1/16.  We refer to this quantity as the
duration baseline.

By using baselines for pitch and duration, we are performing three-dimensional
pattern recognition, with dimensions of time, pitch, and duration.  We argue that this
is a more meaningful notion of pattern in music, since sequences such as C D E and G
A B, described in the previous two paragraphs, sound like the same pattern to the lis-
tener, even if duration is changed from quarter notes in the first sequence to eighth
notes in the second sequence.  Similar notions of baselines for pattern matching are
employed in two-dimensional image compression techniques such as J-peg.

Once the patterns in a set of training pieces have been extracted, we then use these
patterns in the composition of new pieces.  The method we use for composition is a
Markov chain, which is described in subsequent sections.
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4   Composition Using a Markov Chain

A Markov chain consists of a finite number of states, a probabilistic transition func-
tion that indicates the probability of making a transition from one state to another, and
an initial state.  Each state in the model may also have an output, or emission.  We re-
fer the reader who is unfamiliar with Markov chains to [9,10].

CDE

C D E F G $

.5.333

1
.5 .5

.5

.167
.5 1 1

Fig. 3.  The Markov chain we construct for music composition comprises a set of nodes repre-
senting individual notes, and a set of nodes representing more complex patterns from the inter-
nal nodes of the suffix tree.  The node CDE represents the pattern C D E that occurred twice in
the training sequence of Fig. 2.  In our implementation, we only include pattern nodes that are
of length three or greater.  Transition probabilities are determined by the number of times each
pattern follows another in the training sequences, weighted by the length of the pattern to give a
preference for using longer patterns.

In previous work that uses Markov chains for music composition [8], there is one
state for each note of the scale, and the transition probabilities determine the probability
that a note of one value follows a note of another value.  The ``creativity'' in music
composed with such a model is due to the randomness of the transitions. This random-
ness comes at a price, however, since it also places limitations on the amount of struc-
ture that can be achieved in the composition.  This use of Markov chains is only capable
of modeling rudimentary music theory concepts.  For example, transitions between
notes such as C and D in the key of C can be given a relatively high probability, while
transitions from C to F would be lower, and transitions from C to C# would be small.
This allows a modeling of the preference for smooth continuous transitions of pitch
within the key, but allows also a small probability of producing accidental notes.  While
this use of Markov models does allow for a rudimentary probabilistic encoding of basic
music theory rules, it is extremely limited in the structure that it can introduce into the
music, since it only considers music one note at a time.

The approach we take in this work is a more complex use of Markov chains to
compose music.  We augment the basic Markov chain discussed in the previous para-
graphs with states that represent the internal nodes in the suffix tree (see Fig. 3).  We
then learn the transition probabilities from the example music that was used to con-
struct the suffix tree, as is described in the next section.

4.1   Learning the Transition Probabilities

We learn the transition probabilities for the Markov chain from the example training
sequences that were used to form the set of patterns in the suffix tree.  Recall that
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each internal node of the suffix tree represents a pattern in the training sequences that
occurred at least twice.  For each such occurrence of a pattern, we determine which
patterns from the suffix tree (i.e., which internal nodes) can follow it.  We then assign
transition probabilities to each of these “next” patterns in proportion to the length of
the next pattern.  That is to say, a transition to a next pattern of length 2 will receive a
relative weight of 2, and a transition to a next pattern of length 3 will receive a rela-
tive weight of 3.  Values are then normalized to be probabilities (see Fig. 3).  The ef-
fect of this weighting is to give a preference for using longer patterns from the suffix
tree, but still allowing the use of shorter (less structured) patterns.  More formally, if a
pattern P1 is followed three different patterns P2, P3 and P4 in the training sequences,
with P2 having length one, P3 having length 2, and P4 having length 3, then the tran-
sition probabilities would be 1/6, 1/3, and ½, respectively.

4.2   Baseline Emissions

As discussed previously, our pattern recognition technique allows for patterns to dif-
fer in their baseline pitch or in their baseline duration and still be considered the same
pattern.  Thus, the node CDE in the model of Fig. 3 can also represent G A B, and any
other baseline offset.  In addition, the notes C D E could be quarter notes, while the G
A B notes are eighth notes.  The pattern node thus actually represents the sequence of
intervals starting at the baseline note, that is to say, a baseline of C followed by +2
half steps, then another +2 half steps.  When arriving in a state of the model, there-
fore, we need to generate a baseline note for pitch as well as duration.  This is done
via a probabilistic emission function, with the probability of each baseline for a pat-
tern being determined by the frequency of that baseline for that pattern in the training
sequences.

We have now described the states of the Markov model, representing patterns of
notes, and the transitions of the model, representing the probabilities of one pattern
following another. To complete the model, we now need to describe the set of initial
states, and how to terminate the musical sequence.

4.3   Initial and Final States

A Markov chain must have an initial state, or a set of initial states and a probability
distribution on the set.  We use the later technique of multiple initial states.  For the
initial states, we select the set of states that begin the training sequences.  In the re-
sults described in this paper, the distribution over initial states is uniform.  Thus, the
generated sequences must begin with the same pattern as one of the training se-
quences.  This might at first glance seem restrictive if there are only a few training
pieces, as is the case in the results presented in this paper.  Since each pattern may be
transformed in pitch and duration, however, it allows for many possible variations of
the starting notes.  We chose these initial states because we wanted to distinguish
opening sequences from other patterns in the pieces, due to the fact that music typi-
cally has an opening sequence that might not occur later in the piece, and with char-
acteristics that may be particular to opening sequences.
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Since we are using a Markov model whose transitions from each state are typically
non-zero, the model could potentially run infinitely, producing an infinitely long mu-
sical sequence.  Since most listeners’ attention spans are finite, we need to design a
method of terminating the generated sequences.  There are two natural approaches to
ending the musical sequence generated by the Markov model:  specifying terminating
states; or terminating the sequence after a fixed number of transitions.  The former of
these methods would be analogous to our method of determining initial states.  That is
to say, and sequence that terminates a training piece can also terminate the generated
sequence.  For the results of this paper, however, we chose the latter method, and ter-
minate the sequence after a fixed number of transitions (we chose 20).  We made this
choice mainly due to simplicity of implementation, since our goal in this paper is to
study the sequencing of patterns in music rather than to produce complete pieces.  In
future research, we will revisit the issue of termination of the sequence to study these
methods further.

5 Experimental Results

Examples of music composed by our system are presented in Figs. 4 and 5.  These re-
sults were trained using a piece by Bach, the “Air” from “Orchestral Suite Number
3”.  Each part of a string quartet was used as a training sequence.  One of these was a
cello part in the bass clef, which occasionally causes large interval jumps between
patterns from different voices.  The piece generated does not bear much resemblance
to any of the training pieces.  Note that the piece mostly obeys basic music theory
rules; namely that most of the notes are in the key of the piece, with a few accidental
notes, and that the flow between notes is mostly smooth transitions between adjacent
notes of the key.  One aspect of this example that should also be noted is that the
timing of the notes in Fig. 5 is quite complex in a few places.  This is largely due to
the fact that we do not demand that patterns start on the down-beat.  If we did make
this constraint, it would simplify the timing by starting patterns on the same part of
the beat as in the training sequences.  We intend to investigate this issue further in
future work.
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��������������

����

Fig. 4.  The piece of this figure was composed using a Bach piece, “Air”.

As was discussed previously, our technique expands upon previous work that used
Markov chains with each state representing a single note of the scale.  An example
composition using this model is given in Fig. 6.  Note that the progressions from note
to note are less smooth, often making large interval jumps.  Thus, using longer pat-
terns in the nodes of the Markov chain does provide more continuity in transitions.
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Fig. 5.  The piece in this figure is a longer composition based on the same training piece as for
Fig. 4 (a Bach “Air”).
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Fig. 6. This piece was composed using the same training data as in Figs. 4 and 5, but using a
Markov chain in which each node represents only one note.  Note that this composition makes
larger interval jumps between consecutive notes, in contrast to the piece of Fig. 5, where the
transitions are smoother.

6   Conclusion

In this paper, we have given a new method for algorithmic music composition that
takes as input training sequences, such as pieces of classical music, and composes
novel music.  Our technique first extracts patterns from the training sequences, and
then learns from these sequences which patterns can follow others.  We construct a
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Markov chain in which the nodes represent patterns and the transitions represent se-
quencing of patterns.  We give results of experiments trained on pieces by Bach that
demonstrate that our method produces music with smoother transitions than are pro-
duced if the nodes of the Markov chain represent only single notes, as has been done
in previous work.
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Abstract. Previous research indicates that the accuracy of short-term traffic
prediction has close relationship with road type, and different models should be
used for different types of roads. Road types are characterized by trip purposes
and trip lengths. However, research for evaluating short-term model’s
performance based on functional classes is largely absent. Road’s functional
class is based on the functionality of individual road in a highway network. In
this study, genetically designed locally weighed regression (LWR) and time
delay neural network (TDNN) models were used to predict short-term traffic for
eight rural roads in Alberta, Canada. These roads belong to different functional
classes from four trip pattern groups. The influence of functional classes on the
performance of short-term prediction models were studied for each type of
roads. The results indicate that not only road trip pattern groups but also
functional classes have large influence on the accuracy of short-term traffic
prediction.

1   Introduction

Intelligent transportation systems (ITS) are expected to provide cost effective, timely,
and flexible solutions for increasingly complicated transportation systems, both in
urban and rural areas. Within such systems, advanced traveler information systems
(ATIS) are required to monitor real-time traffic situations and be able to predict short-
term evolutions. Then the information from an ATIS will be passed to various control
devices to maximize the capacity of road networks.

Short-term traffic prediction is one of the most important functionalities of an
ATIS. It is evident from the literature that extensive research has been carried out in
this area [1-7]. Most of these researches focus on urban roads or rural roads from
higher functional classes (e.g., freeways). The reason may be that most congestion
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occurs on these roads. For these studies, most of them test the proposed models on
one type of road(s). However, ATIS research for all categories of roads is needed as
many states plan to implement ITS in both urban and rural areas [8-9]. Due to
different traffic characteristics and geographical locations of road sites, the generic
applicability of the models developed in the previous research is doubtful. A
systematic study is needed to test the general applicability of modeling techniques and
their interaction with underlying traffic characteristics.

A few researchers investigated such problem in short-term traffic prediction. Yun
et al. [10] applied three neural network models, namely the back-propagation model,
the finite impulse response (FIR) model, and the time-delayed recurrent model, to
three different data sets collected from interstate highways, intercity highways, and
urban intersections. It was found that the time-delayed recurrent model outperformed
other models in forecasting randomly moving data collected from urban intersections,
and the FIR model showed better prediction accuracy for relatively regular periodic
data collected from interstate and intercity roads. Their study clearly shows the
interactions between underlying traffic characteristics and modeling techniques.
However, due to the limited testing sites, it is not possible to conclude if a particular
model from their study has a generic applicability to roads from other trip pattern
groups and functional classes.

Lingras [11] applied autoregression analysis and time delay neural network
(TDNN) to predict daily volumes for nine roads from five trip pattern groups. These
trip pattern groups include commuter, regional commuter, rural long-distance,
regional recreational, and highly recreational. The study results clearly show that
underlying traffic characteristics have large influence on the accuracy of short-term
traffic predictions. It was reported that “the prediction errors for predominantly
recreational roads are higher than those for predominantly commuter and rural long-
distance roads”. He also mentioned that “the errors for different road sites within the
same group were similar, and such an observation implies that the conclusions drawn
from this study are applicable to the highway categories, instead of specific highway
sections”. However, it should be noted that his study predicted daily volumes. Such
outputs may not be useful in real world ATIS. Moreover, his conclusion that daily
volume prediction models can be applicable to highway categories based on trip
pattern groups may not be valid at the hourly level. It is possible that roads from
different functional classes have different hourly patterns, and result in different
accuracy.

Another drawback of Yun et al.’s [10] and Lingras’ study [11] is that they only
tested nonlinear models. It is reasonable to use neural networks and autoregressive
analysis to model traffic volume time series. However, partitioning traffic volume
observations into groups based on their temporal characteristics (e.g., season, day, and
hour) shows an increasing linearity, as shown in a previous study [12]. Hence, it is
possible that linear models can achieve higher accuracy than nonlinear models based
on refined data sets.

This study examines the validity of the conclusion from the previous research that
models usually have similar accuracy for the roads from the same trip pattern groups.
Sample roads from different functional classes are selected for various trip pattern
groups. Models based on different techniques and data structures are developed to
investigate the interaction between these factors and resulting accuracy. The influence
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of both road’s trip pattern group memberships and functional classes on model’s
performance is studied.

2   Applied Techniques

Three techniques were used in this study. Locally weighted regression (LWR) and
time delay neural networks (TDNN) were utilized as forecasting tools. Genetic
algorithms (GAs) were used to choose final inputs from a large number of candidate
variables for both LWR and TDNN models. This section gives a brief review to these
techniques.

2.1   Locally Weighted Regression Analysis

A variant regression analysis called locally weighted regression was used in this
study. Locally weighted regression is a form of instance-based (or memory-based)
algorithm for learning continuous mappings from real-valued input vectors to real-
valued output vectors. Local methods assign a weight to each training observation that
regulates its influence on the training process. The weight depends upon the location
of the training point in the input variable space relative to that of the point to be
predicted. Training observations closer to the prediction point generally receive
higher weights [13]. This is achieved by weighting each data point according to its
distance to the query point: a point very close the query gets a weight of one, and a
point far away gets a weight of zero.

Model-based methods, such as neural networks and general linear regression, use
the data to build a parameterized model. After training, the model is used for
predictions and the data are generally discarded. In contrast, “memory-based”
methods are non-parametric approaches that explicitly retain the training data, and use
it each time a prediction needs to be made. LWR is a memory-based method that
performs regression around a point of interest using only training data that are “local”
to that point. One benefit of local modeling is that it avoids the difficulty of finding an
appropriate structure for a global model. A key idea of local learning is to form a
training set for the local model after a query is given. This approach allows to select
only relevant samples and to weight them for developing models. After answering the
query, the local model is discarded. A new local model is created to answer each
query.

Locally weighted regression has been increasingly used in control and prediction.
Gorinevsky and Connolly [14] compared several different approximation schemes,
such as neural nets, Kohonen maps, radial basis functions, to local polynomical fits on
simulated robot inverse kinematics with added noise. They found that local
polynomical fits were more accurate than all other methods.
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2.2   Time Delay Neural Networks

The variant of neural network used in this study is called time delay neural network
(TDNN) [15]. It consists of three layers: input layer, hidden layer, and output layer.
Each layer has one or more neurons. There are connections between neurons for
processing the information. The input layer receives the information from the outside.
The input layer neurons send information to the hidden layer neurons. The neurons in
the hidden layer are part of the large internal abstract patterns, which represent the
neural network’s solution to the problem. The output neurons provide the neural
network’s response to the input data. The neurons in a given layer of a TDNN can
receive input from other neurons on the left delayed by one time interval in the same
layer. Such a structure is useful for modeling univariate time series, such as traffic
volume, daily temperature, etc.

It is necessary to train a neural network model on a set of examples called the
training set so that it adapts to the system it is trying to simulate. Supervised learning
is the most common form of adaptation. In supervised learning, the correct output for
the output layer is known. Output neurons are told what the ideal response to input
signals should be. In the training phase, the network constructs an internal
representation that captures the regularities of the data in a distributed and generalized
way. The network attempts to adjust the weights of connections between neurons to
produce the desired output. The back-propagation method is used to adjust the
weights, in which errors from the output are fed back through the network, altering
weights as it goes, to prevent the repetition of the error. After the training process is
finished, the neural network is tested with an independent data set. If test results are
satisfactory, the network is ready for predictions [15].

2.3   Genetic Algorithms for Designing Neural Network and Regression Models

Genetic algorithms (GAs) and simulated annealing (SA) are stochastic search
algorithms that attempt to strike a balance between the need to explore the solution
space of a problem and the need to focus on the most promising parts of that space.
The origin of genetic algorithms (GAs) is attributed to Holland’s work [16] on
cellular automata. There has been significant interest in GAs over the last two decades
[17]. The range of applications of GAs includes such diverse areas as: job shop
scheduling, training neural networks, image feature extraction, and image feature
identification. Previous research showed that GAs consistently outperformed both
classical gradient search techniques and various forms of random search on more
difficult problems, such as optimizations involving discontinuous, noisy, high-
dimensional, and multimodal objective functions [18].

Hansen, et al. [19] used GAs to design time delay neural networks (TDNN), which
included the determination of important features such as number of inputs, the
number of hidden layers, and the number of hidden neurons in each hidden layer.
Hansen, et al. [19] applied their networks to model chemical process concentration,
chemical process temperatures, and Wolfer sunspot numbers. Their results clearly
showed advantages of using TDNN configured using GAs over other techniques
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including conventional autoregressive integrated moving average (ARIMA)
methodology as described by Box and Jenkins [20].

Hansen et al.’s approach [19] consisted of building neural networks based on the
architectures indicated by the fittest chromosome. The objective of the evolution was
to minimize the training error. Such an approach is computationally expensive.
Another possibility that is used in this study is to choose the architecture of the input
layer using genetic algorithms. Lingras and Mountford [21] proposed the
maximization of linear correlation between input variables and the output variable as
the objective for selecting the connections between input and hidden layers. Since
such an optimization was not computationally feasible for large input layers, GAs
were used to search for a near optimal solution.  It should be noted here that since the
input layer has a section of time series, it is not possible to eliminate intermediate
input neurons. They are necessary to preserve their time delay connections. However,
it is possible to eliminate their feedforward connections. Lingras and Mountford [21]
achieved superior performance using the GAs designed neural networks for the
prediction of inter-city traffic.

Lingras et al. [22] used GAs to select final independent variables from a large
number of candidate input variables for regression models. It was found that GAs
designed regression models achieved much higher accuracy than subjectively
designed models [22]. The present study uses the same objective function for
development of regression and neural network models to predict hourly traffic
volumes on various types of roads.

3   Study Data

Currently, Alberta Transportation employs about 350 permanent traffic counters
(PTCs) to monitor its highway networks. Hourly traffic volume data collected from
these PTCs were used in this study. Hierarchical grouping method proposed by
Sharma and Werner [23] was used to classify the roads monitored by these PTCs into
groups based on their seasonal traffic distributions. The ratios of monthly average
daily traffic (MADT) to annual average daily traffic (AADT) (known as monthly
factor MF = MADT/AADT) were used to represent the highway sections monitored by
these PTCs during the classification. After studying group patterns from 1996 to
2000, five groups were obtained to represent study data. These groups are labeled as
the commuter, the regional commuter, the rural long-distance, the summer
recreational and the winter recreational groups. Figure 1 shows the grouping results.
The commuter group has a flat seasonal pattern due to stable traffic flow across the
year. The regional commuter and the rural long-distance group showed higher peaks
in the summer and lower troughs in the winter. The summer recreational group has
the highest peak in the summer. The largest monthly factor (in August) is about 6
times the smallest monthly factor (in January) for the recreational group. The winter
recreational group showed an interesting seasonal pattern – the peak occurred in
winter season (from December to March) and the other seasons had low traffic flow.

Eight roads were selected from 4 of these groups: two from the commuter group,
two from the regional commuter group, two from the rural long-distance group, and
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Fig. 1. Hierarchical grouping results of Alberta highway sections

two from the summer recreational group. Because there are not enough data in the
winter recreation group, no roads were selected from that group. Table 1 shows the
roads selected from different trip-pattern groups, their functional classes, AADT
values, location, and training and test data used in this study.

Table 1. Study roads and experimental data from different groups

Trip Pattern
Group Road

Functional
Class

AAD
T Location

Training
Set

Testin
g Set

Commuter CM1 Minor
Collector 4042 2.5 Km west of 11

and 808 Red Deer
1996 –
1999 2000

CM2 Principal
Arterial 41575 4.6 Km south of 2 and

567 Airdrie
1996 –
1999 2000

Regional
Commuter RC1 Major

Collector 3580 2.6 Km west of 3 and
2 Ft Macleod

1996 –
1999 2000

RC2 Principal
Arterial 17889 2 Km north of 2 and

27 Olds
1996 –
1998 2000

Rural Long-
distance RL1 Major

Collector 4401 10 Km east of 16 and
40 Hinton EJ

1997 –
1999 2000

RL2 Minor
Arterial 13627 9.62 Km east of 1 and

old 1A Canmore
1996 –
1999 2000

Summer
Recreation SR1 Major

Collector 2002 6.6 Km south of 1 and
93 Lake Louise

1996 –
1998 2000

SR2 Minor
Arterial 7862 18 Km west of Banff

(on TransCanada 1)
1996 –
1998 1999
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Figure 2 shows hourly patterns of these roads. For commuter roads (CM1 and
CM2), there are two peaks in a day: one is in the morning and the other is in the
afternoon. The regional commuter roads RC1 and RC2 also have two peaks in a day,
but not as remarkable as those of the commuter roads. The patterns of both RL1 and
RL2 have two small peaks. However, the first peak occurred nearly at noon, instead
of in the early morning. The summer recreational road SR1 only has one peak
occurring nearly at noon. SR2 has two peaks. One is around at noon and the other one
occurs in the evening. Most recreational travels on these roads take place in a few
hours in the afternoon and early evening.
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Fig. 2. Hourly pattern for study road sites

Depending on data availability, four or five years data were used in the
experiments for each road, as shown in Table 1. The data are in the form of hourly
traffic volumes for both travel directions.

4   Study Models

Genetically designed regression and neural network models were designed to forecast
the hourly traffic volumes of interest for eight study roads. First one week-long hourly
volume time series (7 × 24 = 168 hourly volumes) before the predicted hour were
presented to GAs for selecting 24 final inputs. The candidate input set was limited to
168 hourly volumes by assuming that the time series in this period contains all
necessary information for short-term prediction of the next hour. The number of final
input variables was decided to be 24 because experiments indicated further increasing
the number of final inputs led to little or no improvement on model’s accuracy. The
selection criterion is based on that these 24 input variables have the maximum
correlation with the predicted hourly volumes, among all the combinations of
selecting 24 from 168 variables ( 168

24C ). The connections selected by the genetic
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algorithm were used to design and implement TDNN and LWR models. The designed
models were then used to predict the short-term traffic for all study roads.

In this study, the GA population size was set to 110. GAs were allowed to evolve
for 1000 generations. Single point crossover operator was used, and the crossover rate
was set at 90%. For mutation, random replacement operator was used and the
probability of mutation was set to 1%. These parameters were chosen after
experimenting with different values. The best chromosome selected after 1000
generations evolution was used as the final solution of the search.

For TDNN models, there are 168 neurons in the input layer. However, only 24 of
them have the connections with the hidden layer neurons. There are 12 neurons in the
hidden layer and 1 neuron in the output layer. For regression models, there are 168
independent variables. However, only 24 of them have non-zero coefficients and they
are used to predict the dependent variable. Then forecasting models, both regression
and neural network models, were applied to predict traffic volumes of interest.

Two types of models were developed in this study. The characteristics of these
models are as follows:

• Universal models: This approach involved a single TDNN and a single LWR
model for the prediction. The observations for universal models are from 12-
hour daytime (8:00 a.m. to 8:00 p.m.) across a year.

• Refined models: This approach involved a TDNN and a LWR model for
each hour of each day of the week. The observations for refined models are
from the same hours (e.g., 7:00-8:00 a.m.) on the same days of the week
(e.g., Wednesdays) in a given season (e.g., July and August).

All the models were trained and then tested. Depending on the model, the number
of observations varied. The absolute percentage error (APE) was calculated as:

100
  

×
−

=
volumeactual

volumeestimatedvolumeactual
APE (1)

The key evaluation parameters consisted of the average, 85th and 95th percentile
errors. These three measures give a reasonable idea of the error distributions by
including (e.g., when calculating average errors) or excluding (e.g., when calculating
the 85th and the 95th percentile errors) large errors caused by outliers or special events.

5   Results and Discussion

Experiment results are presented in this section. For comparison purpose, the average,
85th and 95th percentile errors for both LWR and TDNN models based on the same
data sets are listed in the same table.

Universal models were used to forecast the traffic volume of any hour between
8:00 a.m. and 8:00 p.m. The benefit of universal models is their simplicity of
development and implementation. However, the shortcoming was high prediction
errors, which was the consequence of using only one model to predict traffic volumes
for all hours. Table 2 shows the prediction errors for universal models. TDNN models
showed better or comparable performance than LWR models for roads from the
commuter, the regional commuter, and the rural long-distance group. For example, for
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CM1, the average errors for the TDNN model is 9.68% for the training set, and
12.31% for the test set. Whereas the average errors for the LWR model are all more
than 13% for both training and test sets. Locally weighted regression models
outperformed neural network models for SR1 and SR2. For SR1, the 95th percentile
error for the LWR model is around 46%, whereas the 95th percentile errors are as high
as over 70% for both training and test sets. A reason for such difference may be that it
is easy for TDNN models to find a similar pattern for roads from the group other than
recreational. However, it is difficult to match a similar pattern for recreational roads.
Locally weighed regression uses local input variables to predict dependent variables.
It is possible that a local model based on the hourly volumes close to the predicted
variables could result in more accurate predictions.

Table 2. Errors of traffic prediction using universal Models

Refined genetically designed models were applied for short-term traffic prediction
for the study roads. The observations for the refined models used here are from same
hours of all Wednesdays in the July and August in the study period. One LWR and
one TDNN model were developed for each hour between 8:00 a.m. to 8:00 p.m. Table
3 shows the mean average errors, the 85th percentile errors, and the 95th percentile
errors for 12 refined hourly models for the eight study roads. It is evident that refined
models show higher accuracy. For LWR models, the mean average errors are usually
less than 0.5% and the mean 95th percentile errors are below 1.5% for the training
sets. Test sets show higher errors. The mean average errors range from 0.58% to
3.17% for different roads. The mean 95th percentile errors range from 1.24% for the
commuter road CM2 to 6.88% for the recreational road SR1. TDNN models show
higher errors than LWR models. For training sets, mean average errors are usually 4–
5% and the mean 95th percentile errors are less than 10%. For test sets, mean average
errors are 4-5% for roads with stable patterns (CM2, RC1, RC2, RL2) and about 10%
for roads with unstable patterns (CM1, RL1, SR1, SR2). The mean 95th percentile
errors for TDNN models are around 10% for roads with stable patterns. For roads
with unstable patterns, the mean 95th percentile errors are around 20%.
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Table 3. Means errors for refined models

It is evident from Table 2 and Table 3 that functional classes have a large influence
on accuracy of short-term traffic prediction. For each pattern group, the same models
resulted in higher accuracy for the road from the higher functional class. For example,
for the recreational road SR2 (minor arterial), the 95th percentile error for the
universal LWR model is 28% for the training set and 25% for the test set. Whereas for
the recreational road SR1 (major collector), the 95th percentile errors for the LWR
model are 46% for both training and test sets. A general conclusion from the previous
research [11] is that short-term traffic prediction models usually result in higher
accuracy for the roads from more stable traffic pattern groups (e.g., commuter). Based
on this conclusion, the short-term traffic prediction errors for commuter roads (e.g.,
CM1) should be less than those for roads from other groups (e.g., regional commuter,
rural long-distance, and recreational). However, the results from Table 2 and Table 3
indicate that this may not be the case. For example, the errors for the commuter road
CM1 (minor collector) are larger than those for the regional commuter roads RC1
(major collector) and RC2 (Principal arterial), the rural long-distance roads RL1
(major collector) and RL2 (minor arterial), and the recreational road SR2 (minor
arterial), and they are only less than those for SR1 (major collector). It is clear that not
only the trip pattern group but also the functional class have large influence on short-
term traffic prediction accuracy.

The above results indicate that analyzing short-term traffic patterns is a “key” step
in developing models. Different model development strategies should be applied to
the roads of different trip-pattern groups, or even different functional classes because
they have different short-term traffic patterns. More efforts may be needed to develop
better models for roads from lower functional classes than those from higher
functional classes to achieve similar accuracy.



Analyzing the Performance of Genetically Designed Short-Term Traffic Prediction Models        1143

6   Conclusion

Literature review indicates that most of the previous ATIS research works tested their
models on one type of road(s) [1-7]. The majority of these studies focus on the roads
from higher functional classes (e.g., freeways). The generic applicability of the
models is not proven. It is necessary to study the interactions between modeling
techniques and underlying traffic characteristics of various types of roads to address
such an issue. Based on their traffic characteristics and functionalities, roads can be
classified into trip pattern groups (e.g., commuter or rural long-distance) and
functional classes (e.g., collector or arterial). A few researchers [10-11] tried to study
such an issue. However, these studies are limited to a few sample roads or trip pattern
group level. No research has been found to study the influence of road’s functional
class-ship on the model’s accuracy.

In this study, roads from different functional classes were selected from four trip
pattern groups: the commuter, the regional commuter, the rural long-distance, and the
recreational. The influences of both trip pattern groups and functional classes on the
accuracy of short-term traffic predictions from LWR and TDNN models are studied.
It is evident from the study results that not only road’s trip pattern group but also
road’s functional class have a large impact on the model’s performance. For example,
the models applied to the roads from stable traffic pattern groups (e.g., commuter)
usually result in higher accuracy than those applied to the roads from unstable traffic
pattern groups (e.g., recreational). Within each traffic pattern group, the models
applied to the road from higher functional class result in the higher accuracy than
those applied to the road from lower functional class. Moreover, it is possible that the
models applied to a lower functional class road from a stable traffic pattern group
(e.g., CM1) result in higher errors than those applied to a higher functional class road
from an unstable traffic pattern group (e.g., SR2).

The study results indicate that modeling techniques and underlying data structures
have some influences on model’s accuracy. When modeling non-linear observation
sets of universal models, TDNN models outperform LWR models in most cases.
However, for modeling linear observation sets of refined models, LWR models are
superior to TDNN models. It is evident from the study results that successful
modeling involves knowing the characteristics of modeling techniques and providing
proper data structures.

It is advantageous to apply both linear model (e.g., LWR) and non-linear model
(e.g., TDNN) to a same data set, as illustrated in this study. Such a mechanism can
provide an additional check on the model’s accuracy. As shown in this study, LWR
models usually result in high accuracy, but they are prone to outliers in data sets.
Neural network models are known for their tolerance to interventions in the data.
Hence, neural network models based on the same data sets can provide a baseline of
accuracy. In this way, both accuracy and stable model performance can be achieved.
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Abstract. In this paper, we propose a general approach for the application of
competitive neural networks to nonstationary time series prediction. The un-
derlying idea is to combine the simplicity of the standard least-squares (LS) pa-
rameter estimation technique with the information compression power of unsu-
pervised learning methods. The proposed technique builds the regression matrix
and the prediction vector required by the LS method through the weight vectors
of the K first winning neurons (i.e. those most similar to the current input vec-
tor). Since only few neurons are used to build the predictor for each input vec-
tor, this approach develops local representations of a nonstationary time series
suitable for prediction tasks. Three competitive algorithms (WTA, FSCL and
SOM) are tested and their performances compared with the conventional ap-
proach, confirming the efficacy of the proposed method.

1   Introduction

A scalar time series consists of n observations of a single variable y measured sequen-
tially in the time: {y(t), y(t - 1), … , y(t – n + 1)}. Time series prediction (or forecast-
ing) is the engineering task whose goal is to find mathematical models that supply
estimates for the future values of the variable y [2]. This is possible because, in gen-
eral, successive values of a series are dependent on each other for a period dictated by
the underlying process responsible for the generation of the series, which can assume a
linear or nonlinear nature. Several approaches for the prediction task have been stud-
ied along the years [13], such as the widely used autoregressive (AR) and moving
average (MA) models, as well as their combinations in the ARMA and ARIMA mod-
els [2], [3]. Among nonlinear models, successful applications using artificial neural
networks (ANNs) have been reported elsewhere [4], [5], [10], [13].

In general, existing time series methods can be classified roughly into global and
local models [11]. In global models, a single mathematical model learns the dynamics
of the observed series. In local models, the time series is divided into shorter seg-
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ments, each one characterized by (usually linear) models simpler than the one required
by the global approach. The segmentation of the series is usually performed by clus-
tering algorithms, such as the K-means [8] or the Self-Organizing Map (SOM) [7],
[12]. In this case, a scalar time series is transformed into a set of data vectors by
means of a sliding time-window that is formed by a fixed number of consecutive sam-
ples of the series. Then, parameters of a given local model are computed using the
data associated to the segment it models. The type of model to be used depends on the
underlying dynamics of the time series in analysis. Global models are suitable to the
prediction of stationary series, while local models are preferred for modeling of non-
stationary ones.

This paper introduces a general design technique for building local models for
prediction of nonstationary time series that can be used by any type of competitive
neural networks. The method is tested with three competitive algorithms, which are
evaluated based on their predictive capacity.

The remainder of the paper is organized as follow. Section 2 presents the neural
competitive learning algorithms to be used. In Section 3 we discuss the standard linear
parameter estimation problem introduces a new technique for local modeling of time
series through competitive networks. In Section 4 we report computer simulations
involving the methods and networks described in previous sections. The article is
concluded in Section 5.

2   Competitive Neural Networks

Competitive learning comprises one of the main classes of unsupervised ANNs, where
only a neuron or a small group of neurons, called winning neurons, are activated ac-
cording to the degree of proximity of their weight vectors to the current input vector
[4], [6], [10]. This type of algorithm is used in tasks of pattern recognition and classi-
fication, such as clustering and vector quantization. In these applications, the weight
vectors are called the prototypes of the set input patterns. In the simplest competitive
algorithm, known as WTA (Winner-Take-All), only one neuron has the weights up-
dated. The training can be described in two basic steps:

1. Search for the winning vector, i*(t), associated with the input vector x(t):
)()(minarg)(* ttti ii

wx −=
∀

 . (1)

2. Updating the weight vectors, wi(t), of the winning vector,
[ ])()()()( ** tttt ii wxw −=∆ α , (2)

where 0 < α(t) < 1 it is the learning rate that should decrease with the time for conver-
gence purposes. In this paper, we adopt α(t) = α0(1- t/T), where α0 is the initial value
of α(t) and T is the maximum number of training iterations. A limitation of the WTA
is its high sensitivity to weight initialization, a problem that leads to the occurrence of
dead units, i.e., neurons never selected as winners. To avoid this, simple modifications
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to the original WTA algorithm have been proposed to give chance to all neurons to
become a winner at some stage of the training. The first algorithm of interest, called
Frequency-Sensitive Competitive Learning (FSCL) [1], modifies Equation (1) by
introducing a weighting factor that penalizes strongly those neurons that have been
selected too often:

( ){ })()(minarg)(* tttfti iii
wx −⋅=

∀
 . (3)

where fi(t) = [ci/t]z, so that ci is the number of times a neuron i is selected as winner
until iteration t, and z ≥ 1 is a constant exponent. The adjustment of the weights fol-
lows in accordance with Equation (2).

The second algorithm is the well-known Self-Organizing Map (SOM) [6], which
modifies Equation (2) so that the weights of the neurons in the neighborhood of the
winning neuron are also adjusted:

[ ])()();,()()( *
*

* tttiihtt ii wxw −=∆ α  . (4)

where h(i*,i;t) is a Gaussian weighting function defined by:





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
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 −
−=
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2
**

t
tt

tiih ii

σ
rr

 . (5)

in which σ defines the width of the neighborhood of neuron i, while ri(t) e ri*(t) are,
respectively, the positions of the neurons i and i* in the SOM. The variable σ(t)
should also decreases with time as σ(t) = σ0(1- t/T), where σ0 is its initial value.

3   Building Local Models via Competitive Neural Networks

Currently, build local models for time series prediction via competitive ANNs is based
on the training data set [7], [8], [12]. In this formulation, the network is used only to
separate the input vectors per neuron. It is assumed that the input vector in the instant t
is given by:

T
yntytytyt )]1()(|)1([)( +−+= Lx

T
n txtxtx

y
)]()()([ 121 += L

(6)
(7)

where ny > 1 is the length of the window used to built the input vectors from consecu-
tive samples of the time series. For a series with N samples, it is possible to get N - ny
input vectors. After training is completed, the same set of input vectors used for
training is presented once again in order to separate them per neuron. No weight ad-
justment is performed at this stage. We denote by xi(t) an input vector x(t) for which
the neuron i is the winner. Then, to each neuron i we associate a linear AR models
whose parameters are computed using only the corresponding vectors xi(t).
An autoregressive linear model (AR) of order ny is represented by:

∑ +−+=+
=

yn

j
j jtyaaty

1
0 )1()1(ˆ (8)
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where aj are the coefficients of the model. The prediction errors (or residuals)
)(ˆ)()( tytyte −=  are used to evaluate the accuracy of the model by means of the

Normalized Root Mean Square Error (NRMSE):

2
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ke
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⋅
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∑

= (9)

where σy
2 is the variance of the original series, 2ˆ eσ  is the variance of the residuals and

N is the length of the sequence of residuals. To calculate the coefficients aj we use the
well-known Least-Squares (LS) method [4], [5], [10]. Thus, the coefficients of the AR
model associated with neuron i are computed as follows:

( ) i
T
i

TT
i

i pRRRa
1−

= (10)
where the vector of predictions pi and the regression matrix Ri are built from the vec-
tors {xi(t1), xi(t2), ... , xi(tNi)} for which the neuron i was the winner at instants {t1, t2,
..., tNi}, respectively. By means of Equations (7) and (8), we have that:
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Once the coefficients ai are computed by Equation (10), we use Equation (8) to predict
new values for the time series.

In this paper, we propose the use of the weight vectors of a competitive ANN to
build local predictors, since these weights constitute the prototypes of the training data
vectors. For this purpose, at each time t, we need to find K neurons, { )(*

1 ti , )(*
2 ti ,…,

)(* tiK }, whose weight vectors are the closest to the input vector:

)()(minarg)(*
1 ttti ii

wx −=
∀

 . (13)

)()(minarg)(
*
1

*
2 ttti i

ii
wx −=

≠∀
 . (14)

M                     M

{ } )()(minarg)(
*

1
*
1 ,,

* ttti i
iii

K
K

wx −=
−≠∀ L

 . (15)

where )(*
1 ti is the first winning neuron, )(*

2 ti  is the second winning neuron, and so on,

until the K-th winning neuron, )(* tiK . Then, we apply the LS method to the weight
vectors of these K neurons to compute the coefficients of Equation (8). Thus, the pre-
diction vector p and the regression matrix R, are now given by:
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(17)

where wij corresponds to the j-th element of the weight vector of neuron i. For the
present case, i ∈ { )(*

1 ti , )(*
2 ti , …, )(* tiK } and j = 1, …, ny + 1. The index i in p and R

is eliminated because now we do not refer anymore to a local model associated to
neuron i, but rather to a local model associated to the K winning neurons, for each
vector x(t). The main advantages of the proposed method are listed below:

• Lower computational cost: The conventional method trains the ANN, then it sepa-
rates the data per neuron i, and finally calculate the coefficients of the various local
AR models. In the proposed method, only a single local model is built using the
weight vectors of K winning neurons. A data separation stage is not needed any-
more.

• Greater numerical stability: When we use only K neurons out of N (K >> N) avail-
able, the require matrix inversion required by Equation is performed on a regres-
sion matrix of lower dimension than that of the traditional method.

• Greater robustness: In competitive ANNs, the weight vector of neuron i converges
to the centroid of the cluster of input vectors for which this neuron was the winner
[4], [6], [10]. It is well known that “averaging” serves to alleviate the effects of
noise, so that local models built from the weight vectors will turn to be more ro-
bust to distortions in the input vectors.

• Greater generality: Previous attempts to building local models are based on prop-
erties that are inherent only to the SOM algorithm [7], [12]. Any competitive
ANN, not only for the SOM, can use the methodology proposed in this paper.

3.1   Nonstationary Time Series

The time series used in the simulations is shown in Fig. 1. This series was generated
from the Mackey-Glass differential equation with time delay, td [9]:

10)]([1
)(2.0)(1.0)(

d

d
t tty

ttyty
dt

tdy
d −+

−+−== γ (18)

where y(t) is the value of the time series at time t. Equation (18) models the dynamics
of the production of white blood cells in patients with leukemia. A nonstationary time
series is obtained from the composition of three stationary modes of operation of
Equation (18), termed A, B and C, corresponding to different delays td = 17, 23 and
30. After iterating for 400 instants of time in mode A, the dynamics from the series is
switched to a mixture of modes A, B and C, given by:
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Fig. 1. The simulated nonstationary time series used in this paper.

302317
)( γγγ cba

dt
tdy ++= (19)

so that a = 0.6, b = 0.3 and c = 0.1. The system runs in this combined mode for the
following 400 instants of time, when then the dynamics is switched to mode B (t =
801, ..., 1200). After that, the system is changed to a new mixture of modes, for which
a = 0.2, b = 0.3 and c = 0.5 until it reaches t = 1600. Finally, from t = 1601, ..., 2000,
the system runs in mode C. The first 1500 samples of the generated series are for
training the networks and the remaining samples are used for testing1.

4   Simulations

The simulations aim to evaluate the performance of the proposed local prediction
method, comparing the results obtained by the three competitive ANNs presented in
Section 2 with the conventional approach by [7] and [12]. For this purpose, we
adopted the one-step-ahead prediction task, in which we estimate only the next value
y(t+1) of the time series. In this kind of prediction, the input of the network consists of
actual values of the series, not the estimated ones. In other words, the predictions are
not fed back to the input of the network. For all simulations, we used 50 neurons, α0 =
0.9, σ0 = 25 and T=104.

The first set of simulations assess the quality of learning of the WTA, FSCL and
SOM algorithms in terms of the number of dead units they generate. This issue is very
important, since the proposed method depends on the distribution of the weight vec-
tors in the data space: the better the clustering of the input vectors, the better will be

                                                          
1 To discretize Equation (19) we used the simple Euler method:

∆
−−≈ )()1()( tyty

dt
tdy (20)

where ∆ is the discretization step. In this work, it was adopted ∆ = 1.
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the predictive capacity of the local prediction model. This quality can be roughly
evaluated by counting of the number of times each neuron is selected the winning
neuron during the training of a certain ANN. An approximately uniform distribution of
the number of victories among neurons is indicative of good learning. As expected,
the worst performance was presented by the WTA (Fig. 2a), while the FSCL had the
best performance (Fig. 2b). For this simulation, we set ny = 5.

  
(a) (b)

Fig. 2. Distribution of victories per neuron for (a) the WTA and (b) the FSCL.

The second test assesses the “speed” of knowledge acquisition by the networks.
This issue can be evaluated by measuring the influence of the length of the training set
on the prediction error. Each ANN is trained using only the first 100 samples of the
series. This value is increased by 100 samples, until reaching the maximum length of
1500 samples. The time series for testing remains the same for all cases. For this
simulation, we set K = 20 and ny = 5. For each length of the training set, each ANN is
trained 3 times and the average value of the prediction error for the test set is calcu-
lated. The results are shown in Fig. 3a in which we also verify that the WTA per-
formed worse than the FSCL and the SOM algorithms.

The third test evaluates the influence of the memory parameter (ny) on the final
prediction error, for a fixed value of K = 20. Fig. 3b shows a typical result for the
proposed method using the SOM. In this figure, the value of the error decays until
reaching its minimum at ny = 5, starting to grow for ny ≥ 6. The same behavior of the
error is observed for the others two ANNs, varying only the point where the error
reaches its minimum: WTA (ny = 11) and FSCL (ny = 7).

The fourth test evaluates the influence of the number of winning neurons (K) on
the final value of the prediction error during the testing stage. We fixed ny = 5 for all
neural networks. Fig. 4a shows a typical result for the FSCL algorithm. In this figure,
the value of the error presents an initial irregular pattern, until stabilizing by K = 20.
From this value on, it is not worth increasing K because no substantial reduction of the
error is observed. The same general behavior is observed for the FSCL and the SOM,
varying only the point where the error seems to stabilize: WTA (K = 25) and SOM (K
=17). The results in Figs. 3 and 4 suggest strongly that good training imply lower
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values for the parameters ny and K. Thus, among the three competitive ANNs we
tested the proposed local method, the SOM and FSCL algorithms performed much
better than the WTA algorithm.

(a) (b)

Fig. 3. Influence of (a) the size of the training set and (b) the order n
y
 on the prediction error.

A typical sequence of predicted values is shown in Fig 4b, in which the solid line
represents the actual time series, while small open circles represent the estimated
values. For this simulation, we set K = 17 and ny = 5. As can be seen, the obtained
estimates are very similar to the actual values.
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Fig. 4. (a) Influence of the number of winning neurons K on the prediction error for the FSCL.
(b) A time series predicted by the SOM algorithm using the proposed approach.

Numerical values of the prediction error comparing the method proposed in this
paper with the one in [12] are shown in Table 1. In this table, SOM-K denotes the
proposed local method based on K winning weight vectors of the SOM, while SOM-D



1154 G.A. Barreto et al.

refers to the local model based the original data vectors. Ten runs of training and
testing were carried out, for which the maximum, minimum and average values, as
well as the variance of the prediction error were computed. The results show that the
SOM-K approach performed better than the SOM-D.

Table 1. NRMSE values for the proposed approach (WTA, FSCL and SOM-K) and the con-
ventional method (SOM-D) described in [12].

NRMSENeural
Network Minimum

Value
Maximum
Value

Mean
Value

Standard
deviation

WTA 0.1453 0.4358 0.2174 0.0872
FSCL 0.0091 0.0177 0.0114 0.0032
SOM-K 0.0055 0.0058 0.0057 0.0002
SOM-D 0.0076 0.0132 0.0093 0.0027

5   Conclusion

In this paper it is proposed a new methodology for applying competitive neural net-
works to nonstationary time series prediction tasks. The traditional approach uses
competitive ANNs only to separate the input data vectors per neuron of the network.
In this approach local autoregressive models are built using only the subset of data
vectors associated with a given neuron. The method proposed in this paper suggests
the use of the weight vectors of the K winning neurons found for the current input
vector. Since only few neurons are used to build the predictor for each input vector,
this approach develops local representations of a nonstationary time series suitable for
prediction tasks.

The advantages of the proposed technique are its greater generality, lower compu-
tational cost, greater robustness to noise and greater numerical stability. Three com-
petitive algorithms (WTA, FSCL and SOM) were tested and their performances com-
pared with the conventional approach, confirming the efficacy of the proposed
method. For future work, the authors aim to compare the performance of the methods
presented in this paper with supervised neural networks, such as the MLP and the
RBF, in time series prediction tasks.
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IT.
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Abstract. In this paper, we propose an unsupervised neural network for pre-
diction and planning of complex robot trajectories. A general approach is de-
veloped which allows Kohonen's Self-Organizing Map (SOM) to approximate
nonlinear input-output dynamical mappings for trajectory reproduction pur-
poses. Tests are performed on a real PUMA 560 robot aiming to assess the
computational characteristics of the method as well as its robustness to noise
and parametric changes. The results show that the current approach outper-
forms previous attempts to predictive modeling of robot trajectories through
unsupervised neural networks.

1   Introduction

Prediction of robot trajectories is a recent research topic in the Neural Network lit-
erature [1], [2], [5], [6], [7]. In this context, prediction is understood as the capacity of
an artificial neural network (ANN) to determine the next state (configuration) of robot
with respect to a particular trajectory. The training process of this ANN makes it able
to execute complex robotic control tasks, such as autonomous trajectory planning,
avoidance of obstacles in an environment, and nonlinear predictive control.

The early unsupervised neural approaches to learning robotic trajectories employed
static ANNs [12], [13], i.e., models that are understood as systems without memory.
In this situation, the neural algorithm has to learn a mapping considering input-output
patterns that occur at the same instant of time, such as forward and inverse kinematics.
However, this approach has limited applicability to robotic tasks which require the
learning of both spatial and temporal relationships, such as trajectory planning. Static
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ANNs can also be used to trajectory planning, but in this case, the temporal order of
the trajectory states is not learned by the network itself, but rather predefined by the
robot operator.

This paper presents a neural network model based on the Self-Organizing Map
(SOM) algorithm [10] to predictive modeling of complex robot trajectories. In this
approach, the neural network automatically learns the temporal order of the trajectory
states through associative memory mechanisms. The proposed model is then used to
plan and control trajectories of a real 6-DOF PUMA 560. Moreover, the tests were
also designed to estimate appropriate parameters and to evaluate the model’s robust-
ness to input noise and parametric changes.

The remainder of this paper is organized as follows. A brief summary on the SOM
is presented in Section 2, in which we show how it is used to build static input-output
mappings. In Section 3, a temporal associative schema, which extends the SOM algo-
rithm to learn dynamical mappings, is described. Such a strategy is employed to plan
and control trajectories of the PUMA 560 and the implementation of this method is
discussed in Section 4. Section 5 concludes the paper.

2   Self-Organizing Maps and Dynamic Mappings

The SOM is an unsupervised neural network algorithm developed to learn neighbor-
hood (spatial) relationships of a set of input data vectors. Each neuron i has a weight
vector n

i ℜ∈w  with the same dimension of the input vector nℜ∈x , and all neurons
are usually arranged in a two-dimensional array, called output layer. The SOM learn-
ing algorithm can be summarized in two basic steps:

1. Find the winning neuron at time t: )()(minarg)(* ttti ii
wx −=

∀
(1)

2. Then, update the weight vectors: ∆wi(t) = η(t)h(i*, i; t)[x(t) - wi(t)] (2)

where 0 < η(t) < 1 is the learning rate and h(i*, i; t) = exp(-|| ri*(t) - ri ||2 / 2σ2(t) ) is a
Gaussian neighborhood function in which ri(t) and ri*(t) denote the positions of the
neurons i  and *i in the output array. For the sake of convergence, the parameters η(t)
and σ(t) should decrease in time, for example, in a linear basis: η(t) = η0(1-t/T) and
σ(t) = σ0(1-t/T), where η0 and σ0 are the initial values of η(t) and σ(t), respectively. T
denotes the maximum number of training iterations. Another common choice for the
neighborhood function is the rectangular one (also called bubble): h(i*, i; t) = 1, if  i ∈
Vi*(t), and h(i*, i; t) = 0, otherwise. The set Vi*(t) contains all  neurons in the neigh-
borhood of the winning neuron i* at time t. As in the Gaussian case, the size of Vi*(t)
should also decay in time for convergence purposes.

The work by [13] extended the SOM network to learn mappings from input-output
pairs of static patterns. Such static mappings are often described by:

))(()( tt ufy = (3)
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where nt ℜ∈)(u denotes he input vector and mt ℜ∈)(y  is the output vector. More
recently, the work by [4] generalized the model of Walter and Ritter in order to en-
code dynamic mappings, such as those described in [9]:

)]1(,),();1(,),([()1( +−+−=+ uy nttnttt uuyyfy KK (4)

where nu and ny are the orders of the input and output memories. Equation (4) indi-
cates that the output at time instant t+1 depends on the ny past outputs and nu past
inputs. Usually, the mapping f(.) is nonlinear and unknown.

In order to establish temporal associations between consecutive patterns in a tem-
poral sequence, neural networks need to retain information about past sequence items
[3]. Such a retention mechanism, called short-term memory (STM), encodes temporal
order and/or temporal dependencies between successive sequence patterns. STM can
be implemented by different strategies, the simplest being the so-called tapped delay
line, understood as a sliding “time window” over the input sequence within which a
number of successive samples are concatenated into a single pattern vector of higher
dimensionality. In the following, we use delay lines as the STM mechanism to allow
the SOM to learn input-output dynamical mappings.

3   Temporal Associative Memory

In order to approximate f(.), the input and output vectors of a time series {u(t),
y(t)}, t = 1, …, N are organized into a single input vector to presented to the SOM.
The first component of xin(t) represents the actual input information of the mapping
whereas the second piece, xout(t), corresponds to the desired output information of the
same mapping. The input and weights vectors are then redefined as











=

)(
)()(
t
tt out

in

x
xx and 










=

)(
)()(
t
tt out

i

in
i

i w
ww (5)

During the training phase, the winning neurons are found based solely on the input component
of the extended input vector x(t):

)()(minarg)(* ttti in
i

in
i

wx −=
∀ (6)

However, the weight updates consider both parts of the input vector:

)]()()[;*,()()( tttiihtt in
i

in
i

in
i wxw −=∆ η (7)

)]()()[;*,()()( tttiihtt out
i

out
i

out
i wxw −=∆ η (8)
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(a) (b)

Fig. 1.  Difference between (a) supervised and (b) unsupervised (MATQV) learning of input-
output mappings.

Thus, by means of Equations (5)-(8) the SOM model learns to associate the input signals
with the output ones, while simultaneously performing vector quantization of the input and
output spaces. Bearing that in mind, this technique is called Vector Quantized Temporal Asso-
ciative Memory (VQTAM). The VQTAM may be used for approximating different types of
mapping depending on the nature of the vectors xin(t) and xout(t). For example, the VQTAM
formulation of the system defined in Equation (4) is given by

T
uy

in nttnttt )]1(,),();1(,),([)( +−+−= uuyyx KK   and  )1()( += ttout yx (9)

Once the mapping is learned, the VQTAM may be used to estimate the output val-
ues of this mapping by the equation stated below

)()1(ˆ * tt out
iwy =+ (10)

where the winning neuron i*(t) is determined as in Equation (6). The prediction process is
repeated M  times until a time series of estimated values is available.

Training the VQTAM is characterized by simultaneous presentation of the vectors
xin(t) and xout(t) and the absence of an explicit computation of an error signal (Fig. 1b).
On the other hand, a supervised learning algorithm, such as those used in RBF and
MLP networks, employ an error to guide the training, so that only the vector xin(t) is
used as input of the network and the vector xout(t) is the desired output (Fig. 1a)
needed to compute the error.

3.1   Predictive Modeling of Robot Trajectories

The VQTAM makes it possible to learn and to reproduce complex mappings, such as
those responsible for the generation of robot trajectories. In particular, the focus of
this study is the prediction of joint angles associated with a given robot trajectory of
the 6-degree-of-freedom PUMA 560 robot, and their posterior reproduction for tra-
jectory planning purposes. Let the vector Tttt )]()([)( 61 θθ K=θ  represent the vector
of joint angles at time t. In this context, Equation (4) reduces to
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)]1(,),([()1( +−=+ θnttt θθfθ K (11)

where nθ is the model order, also called memory parameter. This formulation allows
the SOM to learn the kinematics of the manipulator while simultaneously encoding the
temporal order of the trajectory states. In this case, the vectors xin(t) and xout(t) are the
following:

Tin nttt )]1(,),([)( +−= θθθx K and      )1()( += ttout θx (12)

where the determination of the winning neuron follows Equation (9) and the weight
adjustments are determined by Equations (10) and (11). The estimate for the next
vector of joint angles is then given by

)()1(ˆ
* tt out

iwθ =+ (13)

Such an estimate can then used as setpoint for autonomous planning and control of
the manipulator (Fig. 2). In the experiment to be described in the next section, the
robot operator defines the initial state of the trajectory for 0=t , and the neural net-
work generates the next state. Such a state is sent to the robot that moves itself to the
desired position. The new configuration of the joints of the PUMA is then measured
and fed back to the network that produces the next state. This procedure is repeated
until the end of the trajectory is reached. Due to the inherent perturbations, very often
the robot moves to a neighborhood of the target position, thus the neural networks has
to be robust to these perturbations. That is, the generated responses should be stable,
i.e., close enough to the states of the learned trajectory.

It is also worth emphasizing the differences between the predictive approach to
autonomous trajectory planning and the conventional look-up table method [11]. Usu-
ally, a trajectory is taught to the robot by the well-known walk-through approach: the
operator guides the robot by means of a teach-pendant through the sequence of desired
arm positions [8]. These positions are then stored for posterior reproduction. This is a
time-consuming approach and costly because the robot remains out of production
during the teaching stage.

As the trajectory becomes more and more complex, with many intersecting via
points, the operator may experience difficulties while setting up the correct temporal
order of the trajectory points. This is the main motivation for the proposal of the neu-
ral model described in this paper, since it is highly desirable to have the teaching pro-
cess with minimal human intervention. In the proposed approach, the responsibility of
learning the temporal order of the trajectory is transferred to the neural network and,
once training is completed, the stored trajectory can be used for autonomous trajectory
planning, as depicted in Fig. 2.
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Fig. 2.  Autonomous reproduction of a learned trajectory.

Another important issue is the role of the feedback path in Fig. 2, which allows the
neural network to work autonomously, performing on a step-by-step basis the repro-
duction (planning) of the stored trajectory. This is important for safety purposes, since
a trajectory only continues to be reproduced is the feedback pathway exists. Thus, if
any problem occurs during the execution of the required motion by the robot, such
collision with an obstacle or the joints reach their limiting values, the feedback path-
way can be interrupted and the reproduction is automatically stopped.

The conventional walk-through method does not possess the feedback pathway. In
this case, all the trajectory states are sent to a memory buffer and executed in batch-
mode. If any problem occurs, one has to wait for the execution of the whole trajectory
in order to take a decision or to turn-off the robot power. Another important property
of the VQTAM approach is its greater robustness to noise, as we show next through
comparisons with a predictive variant of the lookup table method.

4   Tests with the VQTAM Model

The tests to be presented next evaluate the performance of the proposed method in the
tasks of learning and reproduction (planning) of robot trajectories. The following
issues will be assessed: accuracy of the retrieved trajectory, influence of the memory
parameter (nθ), influence of the type of neighborhood function, and tolerance of the
model to noisy inputs. For this purpose, four trajectories whose pathways approxi-
mately describe an eight in 3D Euclidean space were generated by moving the robot
through its workspace, each trajectory containing 9 states. This type of trajectory has
been used as a benchmark for testing neural learning of robot trajectories because it
has a repeated (crossing) via point. Thus, the reproduction of the stored trajectory
states in the correct temporal order depends on temporal context information, which is
represented by the parameter nθ .

The proposed approach was implemented in C++ using the PUMA 560 control li-
brary QMOTOR/QRTK©, developed by Quality-Real Time Systems, running on a PC
under the QNX real-time operating system. More details about the data acquisition
processes and the interfacing hardware can be found at http://www.qrts.com and
http://www.qnx.com.

The accuracy of the reproduction is evaluated by the Normalized Root Mean
Squared Error (NRMSE), given by:
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(a) (b)

Fig. 3.  Influence of the memory on trajectory reproduction: (a) nθ ≥ 2 and (b) nθ =1.
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where Nd is the number of joints of the robot, Ns is the number of states of the trajec-
tory, )(kiθ  is the desired value of joint i at time k and )(ˆ kiθ is the retrieved value of
joint i  at time k. The first test demonstrates the ability of the model in retrieving the
stored trajectory states in the correct temporal order. We show only the results for one
trajectory, since similar results are observed for the other three. A SOM model with 50
neurons was trained with the following parameters: η0 = 0.9, σ0 = 25, nθ = 2, T =
5000, Nd = 6 and Ns = 9. A correct reproduction is illustrated in Fig. 3a, where the
number at the upper right corner of each subfigure denotes the position in time of that
state of the robot arm and the open circle denote the position of the end-effector. An
incorrect reproduction occurs if we use nθ = 1 (no memory!) as shown in Fig. 3b. In
this case, the robot is unable to retrieve the whole trajectory, only half of it.

It is interesting to understand why the minimum value of nθ is 2. This is equivalent
to say that, to decide which route to follow, the neural network needs to have infor-
mation about the current and the last state of the trajectory . This requirement can be
easily understood if one notes that, to enter into one half of the trajectory the current
state θ(t) must be the crossing (bifurcation) via point and the last state θ(t-1) must be
in the other half of the trajectory. This is the minimum memory ``window´´ needed to
reproduce the trajectory without ambiguity.

Fig. 4a shows the evolution of the NRMSE values as a function of memory pa-
rameter. It can be noted that for nθ = 1, the error is very high and that from nθ ≥ 2 on,
the error remains practically the same, confirming the result shown in Fig. 3b.
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(a) (b)

Fig. 4.  (a) NRMSE versus memory order. (b) NRMSE versus noise variance.

The next set of tests evaluates the proposed model with respect to the presence of
noise in the input vectors and the corresponding effects on the trajectory reproduction.
Many tests were performed by adding Gaussian white noise, with zero mean and in-
creasing variance σ2, to the input vector. For each value of σ2, we computed the
NRMSE associated to the retrieved trajectory states, as shown in Fig. 4b.

One can note that the error increases gradually with the increase of the noise vari-
ance, even for very high values of σ2, which is a direct consequence of the fact of
using much more neurons than trajectory states. This occurs due to the topology pre-
serving property of the SOM algorithm, i.e., neurons that are neighbors in the array
have close (similar) weight vectors. Thus, a noisy input vector will be mapped onto
neurons in the neighborhood of that neuron which would be the winner for the noise-
free case. The resulting error is just slightly higher than the noise-free case.

The last test studies the influence of the choice of a neighborhood function h(i*, i;
t) on the numerical accuracy of the reproduction. Two SOM networks were trained for
different numbers of training epochs, one with a Gaussian and the other with a rectan-
gular neighborhood function. The results are shown in Fig. 5. From Fig. 5a one can
conclude that the rectangular neighborhood always provided lower values for the
error. The effect on the retrieved joint angles is illustrated in Fig. 5b, where the re-
trieved angles of the robot base joint are shown for both types of neighborhood func-
tions. From the exposed, it is recommended the use of the rectangular neighborhood
function for two reasons, namely, (1) better accuracy and (2) lower computational
cost.

Finally, we discuss the main differences of the model proposed in this paper and
the CTH model. The CTH was the first entirely unsupervised neural algorithm applied
to trajectory planning and point-to-point control of robotic manipulators, being tested
by computer simulations in [2] and by implementation on a real PUMA 560 robot in
[5]. The CTH has been applied to predictive modeling of robot trajectories, but it uses
different learning mechanisms than those used by the VQTAM method.
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(a) (b)
Fig. 5.  (a) NRMSE versus training epochs. (b) Reproduction accuracy for different types of
neighborhood functions.

The main differences are the following:

(i) The CTH uses two sets of weights to learn the temporal order of the states of a
trajectory. The first set, comprised by feedforward competitive weights, stores
the states, while the second, comprised by lateral Hebbian weights, learns the
temporal transitions between consecutive states. The VQTAM needs only feed-
forward competitive weights to realize the same task.

(ii) The CTH algorithm has 6 training parameters to be determined by experimenta-
tion, while the VQTAM uses only two parameters: the learning rate and decay
rate of the width of the neighborhood function.

(iii) The VQTAM is more tolerant to noise in the inputs because it benefits from the
property of topology preservation of the SOM to produce errors that increase
smoothly with the variance of the noise.

5   Conclusions

We introduced a self-supervised neural for prediction and planning of complex robot
trajectories. The proposed technique extends Kohonen´s SOM so that it can learn
dynamical input-output mappings for trajectory planning purposes. Several tests were
carried out using a real PUMA 560 robot, aiming to evaluate the computational prop-
erties of the proposed model, such as robustness to noise, influence of the memory
order on the model’s performance, and the influence of the type of neighborhood
function on the accuracy of the model. The obtained results have shown that the pro-
posed approach performs better the current methods.

Acknowledgments. The authors thank CNPq (DCR:305275/2002-0) and FAPESP
(Processes #00/12517-8 and #98/12699-7).
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River Stage Forecasting with
Particle Swarm Optimization

Kwokwing Chau

Department of Civil and Structural Engineering, Hong Kong Polytechnic University,
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Abstract. An accurate water stage prediction allows the pertinent authority to
issue a forewarning of the impending flood and to implement early evacuation
measures when required. Existing methods including rainfall-runoff modeling
or statistical techniques entail exogenous input together with a number of
assumptions. The use of artificial neural networks has been shown to be a cost-
effective technique. But their training, usually with back-propagation algorithm
or other gradient algorithms, is featured with certain drawbacks, such as very
slow convergence and easily getting stuck in a local minimum. In this paper, a
particle swarm optimization model is adopted to train perceptrons. The
approach is demonstrated to be feasible and effective by predicting real-time
water levels in Shing Mun River of Hong Kong with different lead times on the
basis of the upstream gauging stations or stage/time history at the specific
station. It is shown from the verification simulations that faster and more
accurate results can be acquired.

1 Introduction

Flooding is a type of natural disaster that has been occurring for centuries, but can only
be mitigated rather than completely solved. Prediction of river stages becomes an
important research topic in hydrologic engineering. An accurate water stage prediction
allows the pertinent authority to issue a forewarning of the impending flood and to
implement early evacuation measures when required. Currently, environmental
prediction and modeling includes a variety of approaches, such as rainfall-runoff
modeling or statistical techniques, which entail exogenous input together with a number
of assumptions. Conventional numerical modeling addresses the physical problem by
solving a highly coupled, non-linear, partial differential equation set which demands
huge computing cost and time. However, physical processes affecting flooding
occurrence are highly complex and uncertain, and are difficult to be captured in some
form of deterministic or statistical model.

During the past decade, the artificial neural networks (ANN), and in particular, the
feed forward backward propagation perceptrons, are widely applied in different fields. It
is claimed that the multi-layer perceptrons can be trained to approximate and accurately
generalize virtually any smooth, measurable function whilst taking no prior assumptions
concerning the data distribution. Characteristics, including built-in dynamism in
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forecasting, data-error tolerance, and lack of requirements of any exogenous input,
render it attractive for use in river stage prediction in hydrologic engineering.
Thirumalaiah and Deo [1] depict the use of a conjugate gradient ANN in real-time
forecasting of water levels, with verification of untrained data. Liong et al. [2]
demonstrate that a feed forward ANN is a highly suitable flow prediction tool yielding a
very high degree of water level prediction accuracy in Bangladesh. Chau and Cheng [3]
describe the sensitivity of various network characteristics for real-time prediction of
water stage with the ANN approach in a river in Hong Kong. Although the back
propagation (BP) algorithm is commonly used in recent years to perform the training
task, some drawbacks are often encountered in the use of this gradient-based method.
They include: the training convergence speed is very slow; it is easily to get stuck in a
local minimum. Different algorithms have been proposed in order to resolve these
drawbacks, yet the results are still not fully satisfactory [4].

Particle swarm optimization (PSO) is a method for optimizing hard numerical
functions based on metaphor of human social interaction [5-6]. Although it is initially
developed as a tool for modeling social behavior, the PSO algorithm has been recognized
as a computational intelligence technique intimately related to evolutionary algorithms
[7-8]. In this paper, a PSO-based neural network approach for river stage prediction is
developed by adopting PSO to train multi-layer perceptrons. It is then used to predict
real-time water levels in Shing Mun River of Hong Kong with different lead times on the
basis of the upstream gauging stations or stage/time history at the specific station.

2 Multi-layer Feed-Forward Perceptron

A multi-layer feed-forward perceptron represents a nonlinear mapping between input
vector and output vector through a system of simple interconnected neurons. It is fully
connected to every node in the next and previous layer. The output of a neuron is scaled
by the connecting weight and fed forward to become an input through a nonlinear
activation function to the neurons in the next layer of network. In the course of training,
the perceptron is repeatedly presented with the training data. The weights in the network
are then adjusted until the errors between the target and the predicted outputs are small
enough, or a pre-determined number of epochs is passed. The perceptron is then
validated by presenting with an input vector not belonging to the training pairs. The
training processes of ANN are usually complex and high dimensional problems. The
commonly used gradient-based BP algorithm is a local search method, which easily
falls into local optimum point during training.

3 Particle Swarm Optimization (PSO)

Particle swarm optimization (PSO) is an optimization paradigm that mimics the ability
of human societies to process knowledge. It has roots in two main component
methodologies: artificial life (such as bird flocking, fish schooling and swarming); and,
evolutionary computation. The key concept of PSO is that potential solutions are flown
through hyperspace and are accelerated towards better or more optimum solutions.
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3.1 PSO Algorithm

PSO is a populated search method for optimization of continuous nonlinear functions
resembling the movement of organisms in a bird flock or fish school. Its paradigm can
be implemented in a few lines of computer code and is computationally inexpensive
in terms of both memory requirements and speed. It lies somewhere between
evolutionary programming and genetic algorithms. As in evolutionary computation
paradigms, the concept of fitness is employed and candidate solutions to the problem
are termed particles or sometimes individuals. A similarity between PSO and a
genetic algorithm is the initialization of the system with a population of random
solutions. Instead of employing genetic operators, the evolution of generations of a
population of these individuals in such a system is by cooperation and competition
among the individuals themselves. Moreover, a randomized velocity is assigned to
each potential solution or particle so that it is flown through hyperspace. The
adjustment by the particle swarm optimizer is ideally similar to the crossover
operation in genetic algorithms whilst the stochastic processes are close to
evolutionary programming. The stochastic factors allow thorough search of spaces
between regions that are spotted to be relatively good whilst the momentum effect of
modifications of the existing velocities leads to exploration of potential regions of the
problem domain.

There are five basic principles of swarm intelligence: (1) proximity; (2) quality; (3)
diverse response; (4) stability; and, (5) adaptability. The n-dimensional space
calculations of the PSO concept are performed over a series of time steps. The
population is responding to the quality factors of the previous best individual values
and the previous best group values. The allocation of responses between the
individual and group values ensures a diversity of response. The principle of stability
is adhered to since the population changes its state if and only if the best group value
changes. It is adaptive corresponding to the change of the best group value.

In essence, each particle adjusts its flying based on the flying experiences of both
itself and its companions. It keeps track of its coordinates in hyperspace which are
associated with its previous best fitness solution, and also of its counterpart
corresponding to the overall best value acquired thus far by any other particle in the
population. Vectors are taken as presentation of particles since most optimization
problems are convenient for such variable presentations. The stochastic PSO
algorithm has been found to be able to find the global optimum with a large
probability and high convergence rate. Hence, it is adopted to train the multi-layer
perceptrons, within which matrices learning problems are dealt with.

3.2 Adaptation to Network Training

A three-layered preceptron is chosen for this application case. Here, W[1] and W[2]

represent the connection weight matrix between the input layer and the hidden layer,
and that between the hidden layer and the output layer, respectively. When a PSO is
employed to train the multi-layer preceptrons, the i-th particle is denoted by

},{ ]2[]1[
iii WWW = (1)
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The position representing the previous best fitness value of any particle is recorded
and denoted by

},{ ]2[]1[
iii PPP = (2)

If, among all the particles in the population, the index of the best particle is
represented by the symbol b, then the best matrix is denoted by

},{ ]2[]1[
bbb PPP = (3)

The velocity of particle i is denoted by

},{ ]2[]1[
iii VVV = (4)

If m and n represent the index of matrix row and column, respectively, the
manipulation of the particles are as follows
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j

i VWW += (6)

where j = 1, 2; m = 1, …, Mj; n= 1, …, Nj; Mj and Nj are the row and column sizes of
the matrices W, P, and V; r and s are positive constants; α and β are random numbers
in the range from 0 to 1. Equation (5) is employed to compute the new velocity of the
particle based on its previous velocity and the distances of its current position from
the best experiences both in its own and as a group. In the context of social behavior,
the cognition part )],(),([ ][][ nmWnmPr j

i
j

i −α  represents the private thinking of

the particle itself whilst the social part )],(),([ ][][ nmWnmPs j
i

j
b −β  denotes the

collaboration among the particles as a group. Equation (6) then determines the new
position according to the new velocity.

The fitness of the i-th particle is expressed in term of an output mean squared error
of the neural networks as follows

∑ ∑
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where f is the fitness value, tkl is the target output; pkl is the predicted output based on
Wi; S is the number of training set samples; and, O is the number of output neurons.
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4 The Study Area

The system is applied to study the tidal dynamics and potential flood hazards in the
Shing Mun River network, Hong Kong. Details regarding the location of the Shing
Mun River and its tributary nullahs can be found in [9-17]. The existing Shing Mun
River has been trained for a length of about 2840m, from the bell-mouth outlet of
Lower Shing Mun Dam to Sha Tin Tsuen. The three minor streams, i.e. the Tin Sam,
Fo Tan and Siu Lek Yuen nullahs, form tributaries of the extended river. Surface
water from an extensive catchment with an area of approximately 5200 ha flows into
Sha Tin Hoi via the Shing Mun River. The maximum flow at the river for a 200-year
storm is about 1500 m3/s.

In this study, water levels at Fo Tan is forecasted with a lead time of 1 and 2 days
based on the measured daily levels there and at Tin Sam. The data available at these
locations pertain to continuous stages from 1999 to 2002, in the form of daily water
levels. In total, 1095 pairs of daily levels were available, of which 730 were used for
training and 365 were used to validate the network results with the observations. It is
ensured that the data series chosen for training and validation comprised both high
and low discharge periods of the year and also rapid changes in water stages.

The perceptron has an input layer with one neuron, a hidden layer with three
neurons, and output layer with two neurons. The input neuron represents the water
stage at the current day whilst the output nodes include the water stages after 1 day
and 2 days, respectively. All source data are normalized into the range between 0 and
1, by using the maximum and minimum values of the variable over the whole data
sets. In the PSO-based perceptron, the number of population is set to be 40 whilst the
maximum and minimum velocity values are 0.25 and -0.25 respectively.
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Fig. 1. Relationships between the normalized mean square error and fitness evaluation time
during training for PSO-based and BP-based perceptrons
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5 Results and Discussions

The PSO-based multi-layer ANN is evaluated along with a commonly used standard
BP-based network. In order to furnish a comparable initial state, the training process
of the BP-based perceptron commences from the best initial population of the
corresponding PSO-based perceptron. Figure 1 shows the relationships between the
normalized mean square error and fitness evaluation time during training for PSO-
based and BP-based perceptrons whilst Figure 2 shows the 2 day lead time
normalized water level prediction by both perceptrons in the validation process. Table
1 and Table 2 show comparisons of the results of network for the two different
perceptrons based on data at the same station and at different station, respectively.

The fitness evaluation time here for the PSO-based perceptron is equal to the
product of the population with the number of generations. It can be observed that the
PSO-based perceptron exhibits much better and faster convergence performance in
the training process as well as better prediction ability in the validation process than
those by the BP-based perceptron. It can be concluded that the PSO-based perceptron
performs better than the BP-based perceptron. Moreover, forecasting at Fo Tan made
by using the data collected at the upstream station (Tin Sam) is generally better
compared to the data collected at the same location.

Table 1. Results for forecasting at Fo Tan based on data at the same station

Coefficient of correlation
Training ValidationAlgorithm

1 day ahead 2 days ahead 1 day ahead 2 days ahead
BP-based 0.945 0.913 0.934 0.889
PSO-based 0.974 0.965 0.956 0.944

Table 2. Results for forecasting at Fo Tan based on data at Tin Sam

Coefficient of correlation
Training ValidationAlgorithm

1 day ahead 2 days ahead 1 day ahead 2 days ahead
BP-based 0.967 0.934 0.954 0.894
PSO-based 0.989 0.982 0.983 0.974

6 Conclusions

This paper presents a PSO-based perceptron approach for real-time prediction of
water stage in a river with different lead times on the basis of the upstream gauging
stations or stage/time history at the specific station. It is demonstrated that the novel
optimization algorithm, which is able to provide model-free estimates in deducing the
output from the input, is an appropriate forewarning tool. It is shown from the training
and verification simulation that the water stage prediction results are more accurate
and are obtained in relatively short computational time, when compared with the
commonly used BP-based perceptron. Both the above two factors are important in
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real-time water resources management. It can be concluded that the PSO-based
perceptron performs better than the BP-based perceptron. Moreover, forecasting at Fo
Tan made by using the data collected at the upstream station is generally better
compared to the data collected at the same location. Future research can be directed
towards forecasting river stages by using the more empirical hydrological and rainfall
data at the upstream catchment area in order to further extend the lead time of
forewarning.

0

0.2

0.4

0.6

0.8

1

0 10 20 30

Time (days)

N
or

m
al

iz
ed

 w
at

er
 le

v
el

s

Measured values

PSO-based
perceptron

BP-based
perceptron

Fig. 2. 2 day lead time water level prediction by both perceptrons in the validation process
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Abstract. A neural network online training weight update algorithm based on
generalised compound gradient vector is introduced. The convergent analysis
and proof are made in this paper, which shows that the update of weight values
converges to the minimum of the error surface after finite iterations, and the
convergent speed of the algorithm is much faster than the BP algorithm. Several
simulations have been carried out and the results demonstrate the satisfactory
convergent performance and strong robustness obtained using this algorithm for
real time control involving uncertainty parameters.

1   Introduction

The ability to learn is a most valuable property of a neural network. Feed-forward
neural networks (FNN) have been widely used in various areas. Normally the back
propagation algorithm (BP) is used for FNN to update the neural network weight
values. Several different BP algorithm improvement schemes have been presented in
the literature [1],[2],[3],[4],[6],[13]. To speed up training process, several improving
schemes have been investigated in [5],[8],[9],[10]. However most of these improve-
ments are based on the use of heuristic factors to dynamically adapt the learning rate,
which only leads to a slight convergence rate improvement [12]. A significant im-
provement is possible by using various second order approaches such as Newton,
conjugate gradient, or the Levenberg-Marquardt (LM) method [7],[10],[11]. The
demand for memory to operate with large Jacobians and the necessity to invert large
matrices are major disadvantages of the LM algorithm [12]. Because the large number
of computations takes significant time, it is difficult to utilize these algorithms in real
time control systems.

A new neural networks learning scheme based on a generalised compound gradient
vector is introduced and the convergent analysis and proof are carried out in this pa-
per. The convergent analysis indicates that this algorithm can assure that the network
weight update converges to the minimum of the error surface after finite iterations,
and the convergent speed can outperform that of the standard BP algorithm.   
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2   Analysis of BP Algorithm Convergent Speed

The standard BP weight updating formula (without momentum) can be written as
below:

)(
)()()1(

kw
kEkwkw

∂
∂−=+ η (1)

The incremental form of equation (1) can be written as follows:

)(
)()(

kw
kEkw

∂
∂−=∆ η (2)

In the same way, the weight updating formula of the (k-1)th and (k-2)th steps can be
written as follows:

)1(
)1()1(

−∂
−∂−=−∆

kw
kEkw η (3)

)2(
)2()2(

−∂
−∂−=−∆

kw
kEkw η (4)

Considering the orthogonal relationship between the search directions of two succes-
sive iterations in the gradient descent algorithm, we can get the equation as the fol-
lowing[14]:

0)]([)]([ 1 =−∇⋅−∇ −kk wEwE (5)

where )( kwE∇  is the kth iteration of the error function in the neural network gradient
descent weight value space. Therefore, the Fig.1 shows the gradient vectors of update
weight process of the standard BP algorithm.

Fig. 1. Diagram of the successive gradient descent search vectors of the standard BP algorithm.
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By means of this gradient descent standard BP algorithm, it is evident from Fig.1
that the search process to the minimum is always tortuous with right angle, which is
the main reason why the convergent speed is affected. In order to improve BP algo-
rithm and increase the learning convergent speed, the improved algorithm for over-
coming the orthogonal gradient descent search should be investigated.

3   A New Architecture of the Weight Updating Algorithm

According to the basic concept mentioned above, now the improved weight updating
formula can be written as following formation:

)(
)(~

)(
kw
kEkw

∂
∂−=∆ η (6)

where 
)(
)(~

kw
kE

∂
∂η  is called generalised compound gradient vector(GCGV) and can be

defined as the following :
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where mn ...2,1=
According to the orthogonal relation of gradient descent search direction, the gen-

eralised compound gradient vector of equation (7) can be described in Fig.2.

Fig. 2. Diagram of generalised compound gradient vector
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It is evident that the historical information of gradient descend search has a remark-
able influence on weight update processes, which can be controlled by changing the
architecture of GCGV. In general, the successive generalised compound gradient
vectors are not mutually orthogonal.

The relationship between the successive generalised compound gradient vectors is
given in Fig. 3. Therefore, it is not difficult to understand that this improved algorithm
is faster than standard BP algorithm in learning and convergent rate by means of this
search path to locate error minimum.
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Fig. 3. Diagram of successive generalised compound gradient vector.
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4   Convergent Analysis of Generalised Compound Gradient
 Vector Algorithm

It is evident from Fig.2 that neural network weight updating algorithm fully extract the
known information. Therefore, the suitable selection of the formed steps of general-
ised compound gradient vector usually can achieve more correct and effective gradient
descend directions.

Let

)(
)(
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kEak ∂

∂= (8)

)1(
)1(

1 −∂
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According to BP algorithm,
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)()(

kw
kEkw

∂
∂−=∆ η (13)

It can be known that weight learning update converges to the minimum of the error
surface after finite iterations when η  is chosen to meet the relation

∞<≤ −1)(sup ηwQ  in some bounded region where the relation E(w) ≤  E(w0)
[11], where Q(w) denotes the cost function with respect to the Hessian matrix in
weight space, and 0w  denotes the initial weight vector.

However, the computational requirements of the Hessian for FNNs with several
hundred weights make its use impractical. Thus, the learning rate factor is usually
chosen according to the relation 0< η  < 1. The learning rate satisfied with this condi-
tion can finally make the weight learning updating converge to the minimum of the
error surface after a finite iterations.
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Therefore, when the times of learning iteration is much enough, there is
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where 0* >ε  and  n = 1,2 … m.
The equation (14) can be arranged as:

nkw
kE

kw
kE ε<

−∂
−∂−

∂
∂

)1(
)1(

)(
)(

(15)

where 
η
εε

*
=  .

According to Eq (8)-(12), yields

n
aa kk

ε<− −1 (16)

n
aa kk

ε<− −− 21 (17)

     M

n
aa nknk

ε<− −−− 1 (18)

Considering

ε<−++−+−

≤+++−+++

−−−−−−

−−−−−−

1211

1211 )(

nknkkkkk

nkkknkkk

aaaaaa

aaaaaa

L

LL
(19)

and

nkkk aaa
kw
kE

−− +++=
∂
∂

L1)(
)(~

(20)

121)1(
)1(~

−−−− +++=
−∂
−∂

nkkk aaa
kw
kE

L (21)



1180 Z. Chen et al.

From equation (19), (20) and (21), we can get:

ε<
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−∂−
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kw
kE

kw
kE

(22)

It is evident from equation (22) that the weight learning update must converge to
stable state when η  is chosen to meet the convergent condition and the times of
learning iteration is much enough. Thus, it ensures that the gradient descent speed
search converges to the minimum of the error surface.

By analysing the generalised compound gradient vector shown in Fig.2, it is evi-
dent that this algorithm, by means of generalised compound gradient vector, avoids
the tortuous search route with right angles in standard BP algorithm during gradient
descent search processes. Thus, the efficiency is improved and the convergent speed
of this algorithm is obviously superior to that of standard BP algorithm. Besides, this
algorithm is quite suitable to the requirement of real time control because only the
known information is applied, not involving complicated computation.

5   Algorithm Simulation

Simulation results of GCGV algorithm are given here in order to verify the new algo-
rithmic convergent speed when the plant parameters vary. The inverter dynamic con-
troller based on neural networks is utilised, while feed-forward controller adopts con-
ventional controller. The simulation model of the plant is given as follows:

2121 0487.00005.0502.0998.09979.1 −−−− −++−= kkkkkk uuuyyy (23)

In this model there are two poles at (-0.1001+i0.9955, -0.1001-i0.9955). The three-
layer architecture of neural network in the system is used as in Fig.4. There are two
neurons in input layer, six neurons in hidden layer and one in output layer. In GCGV
algorithm, three step compound vectors and two momentum items are used.

xj (j=1,2)

hg (g=1,...,6)

wqj z iq

o i (i=1)

Fig. 4. Diagram of neural network construction
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In the simulation process, disturbance of the plant parameter occurs at 50th itera-
tion, which lasts 10 time iterations, and one of the plant parameters changes from
1.9979 to 1.97 at 350th iteration.

Under the disturbance and the variations of parameter, the simulations with GCGV
algorithm and standard BP algorithm are given in Fig.5-Fig.10 respectively.  Due   to
the large range changes of plant pole positions, the learning of the standard BP algo-
rithm is not yet complete until 450th iteration about 100 time iterations lasted, which
can be seen in Fig.5 and Fig.6. The online learning procedures of GCGV algorithm
are shown in Fig. 7 and Fig. 8.  System step responses under the disturbance and the
variations of parameter with BP and GCGV algorithms are given in Fig.9 and Fig.10
respectively. The contrast of GCGV neural networks algorithm and standard BP algo-
rithm, the convergent speed of GCGV neural networks online learning algorithm is
much faster than that of the standard BP algorithm, and the learning procedure can be
finished only lasting about 50 time iterations using GCGV algorithm.

6   Conclusions

The GCGV neural network scheme is proposed and the convergent analysis and proof
of the scheme are carried out. The GCGV neural network scheme overcomes the
drawbacks of using heuristic factors and the large computation demands of other
schemes. Several simulations have been carried out and the results verify the satisfac-
tory convergent performance and strong robustness obtained using this algorithm for
real time control involving uncertainty parameters.
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Abstract. This paper presents an algorithm for spots detection in Synthetic
Aperture Radar (SAR) images that can be used to support environmental remote
monitoring. Monitoring areas with high frequency of oil spillage by accidental
or illegal oil discharges can prevent marine damage spreading. But the presence
of speckle noise in SAR images limits the visual interpretation of scenes
because it obscures the content. Thus, to get reliable data interpretation and
quantitative spots measurements, it is recommended to applying speckle
filtering schemes. We propose an algorithm to locate dark areas in the sea that
are candidate to be oil slicks by combining region growing approach and
multiscale analysis. The multiscale analysis employed by the undecimated
wavelet smooths the speckle noise in SAR images while enhances edges. The
proposed algorithm provides a better segmentation result that is achieved by a
modified region growing approach. The algorithms were tested in real SAR
images with oil spillages in the sea.

1   Introduction

SAR data have been increasing used for monitoring and managing environmental
changes in the Earth’s surface. For marine applications the SAR systems have
improved the possibilities for oil spills detection, that seriously affect the marine
ecosystem, allowing a more rigorous and cost effective monitoring. Spillage of oil in
coastal waters can be a catastrophic event. The potential damage to the environment
and economy of the area at stake requires that agencies be prepared to rapidly detect,
monitor, and clean up any large spill [1].

Oil spill detection in the sea is determined by the contrast between oil spectral
radiance and water radiance around the oil. The presence of an oil film on the sea
surface damps the small waves due to the increased viscosity of the top layer and
drastically reduces the measured backscattering energy, resulting in darker areas in
SAR imagery [2].

An analysis of remotely sensed imagery of the Exxon Valdez oil spill in Alaska, on
24 March 1989 showed that the remotely-sensed images provide precise information
of the geographic position and extension of the oil spill [3]. Automatic identification
of oil spills in SAR images is a very complex task because similar images of oil slicks
frequently occur, particularly in low-wind conditions [4]. A careful interpretation is
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required then. In general, the visual operator determines if a dark object is an oil spill
or a similar image.

Studies have been carried out to improve automatic and semi-automatic methods to
detect oil spills using SAR images. Solberg et al. [4] developed a semi-automatic
system for oil spill detection, in which objects with a high probability of being oil
slicks are automatically identified in SAR images. This methodology for oil spills
detection followed these steps: 1) selection of an area of interest in the image; 2)
filtering of the noisy image; 3) segmentation of the image area; 4) extraction and
analysis of the geometrical shape of the slicks; 5) features extraction from the isolated
area; 6) classification of the dark areas into oil slick or look-alike, based on the
features.

In this paper we have developed algorithms related to the steps 2, 3, 4 and 5 and
further developments will include the step 6.

Liu et al. [5] proposed algorithms to detect and track mesoscale oceanic features
employing multiscale wavelet analysis using the 2-D Gaussian wavelet transform to
track oil slicks, eddies, fronts, whirlwinds and icebergs. The authors concluded that
the wavelet analysis can provide a more cost-effective monitoring program to keep
track of changes in important elements of the coastal watch system.

A neural network approach for oil spills detection in European Remote Sensing
Satellite (ERS-SAR) imagery was explored by Del Frate et al. [6]. They proposed an
algorithm to classify oil slicks based on a set of geometrical features extracted from
real oil slicks images and similar ones. The features extracted from dark objects were
the perimeter, complexity, area, spreading, standard deviation of the object and of the
background, maximum and mean contrast and gradient standard deviation [6]. The
input of the network consisted of a set of features providing information about an oil
spill candidate and the output concerned the probability for the candidate to be a real
oil spill. The authors concluded that the introduction of physical characteristics
related to atmospheric conditions such as wind speed and water temperature would
improve the algorithm results.

In this paper we propose an algorithm to detect spills in Synthetic Aperture Radar
(SAR) images that can be used to support environmental remote monitoring. The
methodology combines region growing approach and multiscale analysis to locate
dark areas in the sea. To improve the segmentation task we apply the Min/Max
algorithm [7], as a post processing task, which eliminates the remnant noise in the
segmented image. Section 2 presents the background of the methodology used,
pointing out the filtering and segmentation techniques applied in this article. In
Section 3 we introduce the proposed algorithm. Section 4 presents the geometrical
features computation of the slicks and the analysis of the results. Section 5 contains
the experimental results and the last section concludes with discussions and remarks.

2   Background

In this section, we present the background of the methodology used in this paper for
automatic detection of oil spills using SAR images that includes image filtering and
segmentation.
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2.1   Wavelet Filtering

The wavelet transform is an efficient band-pass filter, which can be used to separate
various scales of processes and show their relative phase/location information [2].

The continuous-time version of the wavelet transform applied to a function f(r) in
terms of the complex wavelet function, ψ (r), is expressed as follows [8]:

1
( , ) ( ) * ( )f

r b
W a b f r dr

aa
ψ

∞ −
= ∫

−∞
.

(1)

Wf(a,b) corresponds to the wavelet transform coefficients, ψ (r) is the wavelet
basis or mother wavelet, a is the scale parameter and b indicates the location
parameter, i. e., the basis function ψ (r) is dilated by a factor a, and shifted by b. This
function must satisfy the admissibility condition, but it is otherwise subject to choice
within certain limits [5]. The superscript (*) indicates complex conjugate.

In the literature there are some papers that approach noise filtering by applying
hard or soft thresholding to wavelet coefficients. Images often are degraded in the
process of capture, transmission or storage requiring noise reduction to provide a
better image quality. In many situations the distortion process can be modeled as an
additive Gaussian noise.

SAR images are generally affected by speckle that is a kind of multiplicative noise.
Speckle phenomenon results from the coherent radiation which appears as a granular
signal-dependent noise, whose effect is to degrade the image quality. In [10]
Medeiros et al. proposed a filtering algorithm that combined orthogonal wavelet
transform and adaptive windowing. This filter was able to reduce speckle in SAR
images and to preserve edges.

In this paper we achieve the noise filtering by decomposing the noisy image using
the algorithm à trous [8]. This algorithm is an undecimated discrete wavelet
transform, which means that each scale of the decomposed image has the same
dimension as the original one.

  The first step of the algorithm consists in obtaining the scalar product of a signal
f(x) with a scaling function ϕ(x) which corresponds to a low-pass filter [9] generating
the sequence of  the approximation coefficients, c0. We have used the triangle scaling
function.

The distance between samples of the sequences increases by a factor 2 from scale
j-1 (j>0) to the next one (j). The gradual increasing of the smoothing effect in each
scale is a consequence of the scaling function dilation by inserting zeroes, which
originates the algorithm’s name, à trous. The subsequent smoothed sequences cj(k)
are given by:

1( ) ( ) ( 2 )1
jc k h l c k lj jl
−= +∑ −  . (2)
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The filter h is given by the equation:

1( ) , ( )
22

 = − 
 

xh l x lφ φ  .
(3)

In the next step of the algorithm the wavelets coefficients, wj(k), are calculated by:

( ) ( ) ( )1w k c k c kj jj= −−  . (4)

The image is reconstructed by adding the wavelets coefficients of all scales and the
last scale of the approximation coefficients, cn, using the equation:

( ) ( ) ( )0 0

n
c k c k w kn jj

= + ∑
=

 .
(5)

The most relevant features of the signal appear in some scales although being
gradually smoothed. It is worth noting that the performance of the filtering algorithms
based on the wavelet transform depends on the coefficients thresholding method. In
this work we adopted a scheme inspired in [13] to achieve the wavelets coefficients
filtering.

2.2   Segmentation Using Region Growing

Segmentation of SAR images is an important step in applications such as
visualization, quantitative analysis and image-guided remote monitoring. Image
segmentation is based on differences in characteristics between regions and/or
specific features found at image borders. Numerous segmentation methods have been
developed in the literature. Traditional methods, such as pixel-based clustering, region
growing, and edge detection require additional pre-processing and post-processing as
well as a considerable amount of expert intervention and/or a prior information of an
object of interest.

The objective of segmentation is the partition of an image into regions based on the
numbers of objects in the scene, using one or more rule of similarity [11]. A typical
similarity rule is the gray level. Other region properties such as colour and texture
generally require a more elaborate feature extraction over local neighborhoods.
Region-based segmentation schemes, such as histogram thresholding and region
growing algorithms try to define regions by their content. The simplest region
growing method is the pixel aggregation, where the regions start growing around the
seed pixels if the neighbors have same characteristic of color, gray level or texture
[11]. The region stops growing around the seed when the pixels in the neighborhood
no longer obey the similarity rule.
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3   The Proposed Algorithm

The proposed algorithm achieves the noise filtering by applying an undecimated
wavelet transform to improve the quality of SAR images.  After filtering these images
the region growing process starts.

Fig. 1 displays the block diagram of the proposed algorithm. The filtering module
is based on the algorithm proposed in [12] and adapted by Marques et al. [13]. It
identifies relevant features such as edges in noisy signals by correlating scales of the
non orthogonal wavelet decomposition. The peaks in the correlation result lead to
edges and noise information in SAR images. The variance around these peaks is used
to differ signal peaks from noise ones. The method smoothes the signal peaks
applying a Gaussian filter and reduces the peaks due to noise employing a simple hard
thresholding. The à trous algorithm was implemented considering the triangle
function as the scaling function.

Undecimated 
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transform
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Fig. 1. Block diagram of the proposed algorithm

The segmentation module includes a modified version of the region growing
approach. At first, it performs an automatic search of the seed pixels in the smoothed
histogram. The reason for smoothing the histogram of the SAR image using a
Gaussian mask, consists in reducing the number of seed candidates. The smoothed
histogram is decomposed by the à trous algorithm and the first scale of decomposition
is correlated with the smoothed one in order to locate the maximum and minimum
peaks. The seeds are chosen according to the magnitude of the peaks in the correlated
signal. When a peak in the correlation result is higher than the coefficient of the
wavelet decomposition it is preserved and it points towards a seed. The region grows
around seed pixels using the following rule of aggregation:
1. The absolute difference in gray level between the seed pixel and the candidate to

be incorporated to the region not exceed 15% of the difference between the
minimum and maximum gray levels in the entire image (255 in this case).

2. The pixel candidate is 4-connected to the seed pixel.
3. If one pixel belongs to 2 regions (for example oil or water), the pixel is arbitrarily

assigned to the region with higher gray level.
4. The region stops growing if the first or the second rule is no more obeyed.
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4   Computation and Analysis of the Geometrical Features
 of the Slicks Shapes

After the segmentation process, the binary image enhancement is provided by the
Min/Max method [7], prior to calculating the geometrical measures. This scheme
switches between removing noise and maintaining essential properties of the image. It
means that the correct flow is based on the neighborhood characteristics.

The geometrical pattern of slicks is an important characteristic to be measured
from SAR images [14]. Furthermore, it is possible to track oil spills by combining
geometrical and mesoscale features. To compute geometrical features of oil spill
patterns, we select some characteristics that concern an oil spill signature. These
features are relevant to evaluate slicks dimension, location, destination and shape, etc.

The uncalibrated area (A) and perimeter (P) in pixels indicate the dimension of an
oil spill. The area of an oil spill candidate is the number of inner pixels of the dark
region. The perimeter (pixels) is calculated by counting the number of edge points of
the spot. Derived from the area and perimeter measures, the complexity (Comp.) takes
a small numerical value for region with simple geometry and larger values for
complex geometrical regions. The area to perimeter ratio is also considered. The
center of mass (C.M.) can be used to specify the location of an object [15]. Derived
from the center of mass, the maximum (Dmax) and minimum (Dmin) distances from the
boundary points to the center of mass are useful to determine qualitatively the
elongation degree of the oil spill. The spreading (Spr) is derived from the principal
component analysis [6]. This measure will be low for long and thin objects and high
for objects closer to a circular shape. Other important features are: maximum (Gmax)
and mean values (Gme) of the border gradient; object (Osd) and background (Bsd)
standard deviation; standard deviation of the gradient values of the object border
(Gsd); maximum (Cmax) and mean contrast (Cme). The formulas of these measures are
shown in Appendix A.

5   Experimental Results

We tested our algorithm on real SAR images, but only report results for Fig. 2a. It is a
real SAR image of an oil spill accident. It is provided in the site
http://earth.esa.int/ew/oil_slicks/north_sea_96/. The scene is in the North Sea and it
has been acquired from the ERS-2 satellite on July 18 1996. Figs. 2b and 2c show the
results of the proposed algorithm applied to the smoothed SAR image using the
undecimated wavelet decomposition and applied to the noisy image, respectively. Fig.
2d illustrates the use of the Min/Max scheme to enhance the result presented in Fig.
2c. Fig. 2e displays the original image segmented by Liu’s algorithm [5].
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                              ( a ) ( b )

                     
  ( c )                                                          ( d )

                                                            ( e )

Fig. 2. (a) The original image (b) the proposed algorithm applied to the smoothed image (c) the
proposed algorithm applied to the original image (d) the post-processing result obtained after
applying the proposed algorithm to the smoothed original image and (e) the Liu’s algorithm
result

Table 1 presents the geometrical features extracted from the central spot in the
images presented in Figs.: 2b (Alg.01 - the smoothed SAR image segmented by the
proposed scheme), 2c (Alg. 02– the original SAR image processed by the proposed
algorithm), 2d (Alg. 03– the image in Fig.2b post-processed by the Min/Max scheme)
and 2e (Alg.04–the original SAR image processed by Liu’s algorithm). The columns
of Table 1 display the results for each algorithm and the lines information represents
the geometrical measures that characterize the oil slick candidate. The segmentation
methods used to isolate the spots can be assessed by evaluating the differences
between these calculated measures.

According to Table 1 it can be observed that the post processing Min/Max
algorithm distorted the area of the spot in the center of Fig. 2e  increasing it less than
1%. In fact, it is an irrelevant distortion considering the complexity of the problem.
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The perimeter decreased considerably, due to the noise filtering smoothing effect. The
other measures were slightly modified.

Table 1. Signature measures of a real oil spill

Feature Alg. 01 Alg. 02 Alg. 03 Alg. 04
A 57240 33414 58574 45907
P 9613 16687 2592 10345
C.M. (216,717) (225,723) (213,721) (221,715)
Dmax 762,15 758,55 766,61 857,01
Dmin 0 1 1 0
Spr. 35,49 37,92 35,10 36,07
Comp. 11,33 25,75 3,02 13,62
A/P 5,95 2,00 22,59 4,43
Gmax 20,79 14,91 19,24 18,23
Gme 11,69 9,08 12,41 11,26
Osd 14,36 11,57 14,96 13,74
Bsd 17,33 17,43 17,34 17,37
Gsd 12,84 9,99 13,43 12,22
Cmax 21,36 21,27 21,36 21,32
Cme 20,16 20,71 20,03 20,39

6   Concluding Remarks

In this paper a novel method for automatic multiscale segmentation was presented to
support environmental remote monitoring using SAR images. To demonstrate the
robustness of this method, it has been applied to real SAR images. The results showed
that the proposed algorithm produced the best segmentation of the dark areas
including the oil spills. The results provided by the Min/Max algorithm combined to
the proposed algorithm were quite satisfactory.

 We can observe that the smoothing effect employed by the à trous algorithm led
to a better performance of the segmentation algorithm.

Acknowledgements. The authors are grateful to CNPq and FUNCAP for financial
support.
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Appendix : A

Formulas:

− Complexity= P
2 .Aπ

− Area to perimeter ratio = A
P

− Spreading is derived from the principal component analysis of the vectors whose
components are the coordinates of the pixels belonging to the oil spill candidate. λ1
and λ2 are eigenvalues.

Spr = 2

1 2

100.
λ

λ + λ
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Legend:

− A = area in pixels.
− P = perimeter in pixels.
− C.M. = center of  mass.
− Dmax = maximum distance, in pixels, from the boundary points to the center of

mass.
− Dmin = minimum distance, in pixels, from the boundary points to the center of

mass.
− Spr. = spreading.
− Comp. = complexity.
− A/P = area to perimeter ratio (pixels).
− Gmax = maximum value of the border gradient (dB).
− Gme = mean value of the border gradient (dB).
− Osd = object standard deviation (dB).
− Bsd = background standard deviation (dB).
− Gsd = standard deviation of the border gradient values (dB).
− Cmax = maximum contrast, that is the difference between the background intensity

mean value and the lowest value of the object.
− Cme = mean contrast, that is the difference between the background intensity mean

value and the object mean value.
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Abstract. We present a new algorithm that provides an efficient localization
method of elliptic industrial objects.  Our proposed feature extraction inherits
edge grouping approaches.  But instead of utilizing edge linkage to restore in-
complete contours, we introduce criteria of feature's parameters and optimize
the criteria using an extended Kalman filter.  Through a new parameter estima-
tion under a proper ellipse representation, our system successfully generates el-
lipse hypotheses by grouping the fragmental edges in the scene.  An important
advantage of using our Kalman filter approach is that a desired feature can be
robustly extracted regardless of ill-condition of partial edges and outlier noises.
The experiment results demonstrate a robust localization performance.

1   Introduction

Robust localization of industrial objects for assembly tasks is an issue in the robot
vision community.  The difficulty of feature extraction for complex objects is never
ameliorated under real assembly conditions.  In order to achieve reliable automatic
tasks, it is essential to develop robust feature extraction and its correspondence.  Typi-
cal stereo views of a workspace are shown in Fig. 1, where automobile parts, called
Alternator Cover, are our target objects to be manipulated by robot hand.  In this pa-
per, we propose a new algorithm that is capable of localizing these complex industrial
parts by a single camera mounted on a robot hand that uses stereo views.

Numerical model-based vision systems have been developed to estimate object
pose for robotic manipulation.  In such algorithms [3],[13],[17], the correspondence
search between model features and scene features needs to be solved first, and the
precise estimation of 3D object pose needs to be then accomplished second.  In our
previous approach [9], for example, the features generated by region growing are used
for matching first between the object scene and the correspondent model.  However
lack of perfect feature extraction occasionally fails the localization, due to lighting
conditions, shading, occlusion, and sensory noise.
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(a)                                 (b)

Fig. 1. Target objects of stereo views (a) left and (b) right.

     A number of studies on this problem have shown that edge grouping methods [6]
[7] are promising to extract salient features.  Such algorithms aim to utilize global
salient structures of object contours, inspired perceptual organization.  Based on a set
of edges, optimal curve fitting using Kalman estimation is an important extension [4],
[15].
     Our feature extraction method inherits these edge grouping approaches.  In order to
cope with partial occluded poses of the cluttered objects as shown Fig. 1, grouping is
essential to estimate salient/high-level features from local/low-level edges.  Regardless
of the complexity of the object, edge grouping approaches are possible [7], and sev-
eral partial edges are only cues to extract the salient features in severe conditions [4].
However when a target object is too complicated, it is difficult to extract features by
other extraction methods such as region growing [9].   In the automobile assembly
tasks, our target shape, ellipse is a large class of curved objects in industry.  Currently
our focus will be limited to 3D planar elliptical features, as exemplified by the curved
silhouettes on the industrial object shown in Fig. 1.  The first contribution in this paper
is to extract salient ellipse feature to represent this complex object class through a new
edge-grouping.
     To detect elliptic geometrical features, the least mean square method is frequently
used to fit the ellipse boundary [1], [3], although this method is very weak for outlier
data.  Main alternative methods are to utilize Hough transformation [5], [14] and mo-
ments method [16], although these methods handle to extract ellipses under some
limited scattered images.  Our approach handles noises and outliers by the extended
Kalman filter to optimize specific ellipse parameters directly.  Thus our second con-
tribution is to derive a proper ellipse representation for a Kalman estimation under the
new grouping algorithm to generate ellipse hypotheses.
     In the following sections, we will first present the overall strategy for our object
localization system.  Then our main focus in this paper, feature extraction method by
grouping edge will be presented in details.  Subsequently feature matching will be
described.  Finally, experimental results with the system's evaluation will be shown.

2   Overall Strategy of System

In our feature-based bin-picking system, first of all the object model registration is
required by a human-in-the-loop with a graphical editor through image-to-image and
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pose-to-pose correspondences [10].  After the 3D vision model is acquired in this
manner, the same objects are randomly stacked.  The goal of on-line localization sys-
tem described here is robust 3D pose calculation of each object.  Once the feature
matching between model and scene is achieved, then the 3D translation and rotation
from the model coordinate to the scene coordinate is computed using quaternion ap-
proach [2].  The robot gripper can pick up the object or perform a peg-in-hole align-
ment through its 3D localization.
     In order to complete reliable matching results, the program first extracts smooth
curves for fitting large ellipse, as seed features, based on the object model.  For the
object shown in Fig. 1, at least half numbers of holes among extracted regions should
be matched in left and right images to look for an optimal solution based on the geo-
metric constraint equation.  The system generates the hypotheses of the large ellipse
candidates, and then selects other holes which will verify the estimated pose.  The
verification can be done by looking for supporting features of the model, for example
of this object, small holes.
     Among many modules in our system, one of the main focuses in this paper is fea-
ture extraction module by a robust edge grouping technique.  The feature extraction
essentially determines robustness and accuracy of the object localization [9].   In our
formalism, a primitive is defined as a salient entity of features by which matching
between models and scenes can be directly established.  For a representation of an
industrial object called Alternator Cover, ellipses are such primitives.  In the scene,
however, such salient primitives may not be extracted perfectly.  For example, the
ellipses may be broken into smooth convex curves in the scene as shown in Fig. 2.
Therefore we need to prepare immediate minimum entities extracted from images, and
call such low-level/local image features for fragments.

  
Fig. 2. False case of ellipses with broken smooth convex curves (a) a captured image (b) in-
complete primitives.

     Our edge grouping strategy is first to gather the fragments based on the attributes,
such as size, convexity, and gray level similarity.  The system then checks the elliptic
curves by the number of fragments participating in forming the ellipses.  For each
group of fragments, the system estimates the parameters of hypothesized ellipses using
iteration of Kalman filtering.  In order to formalize the criteria of parameters, in the
next section we will describe the representation of ellipse.
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3   Representation of Ellipses

One of our contributions in this paper is a parametric representation and estimation of
ellipses in the images which will be suitable for edge-based feature extraction.  We
reconsider this shortcoming of previous approaches [4], [15], and propose a proper
parametric form for Kalman filter estimation.  Although previous researchers repre-
sent ellipses by parametric equations of either

2 2 0au buv cv du ev f+ + + + + = (1)

or

2 2
0 0

2 2

( cos sin ) ( sin cos ) 1u v u u v v
a b

θ θ θ θ− − + −+ = .
(2)

where ( , )u v be any arbitrary point on an ellipse in the image, a and b  represent the
lengths of the longer and shorter axes of the ellipse, θ  the orientation of the ellipse,
and ( , )0 0u v the center of the ellipse.

         
(a)                                              (b)

Fig. 3. (a) Ellipse model (b) Seed feature (3D ellipse) and supporting features (small holes).

     The first representation (1) includes arbitrary quadratic forms other than ellipses,
and therefore it is difficult to deal with geometric constraints over an ellipse by a set
of parameters ( , , , , , )a b c d e f . Because the parameters are no explicitly bounded, -
wide range of parameters - there is no guarantee to generate elliptic curve.
     The second representation Eq. (2) is more intuitive, but we have observed the in-
stability of estimating the orientation parameter θ  when a  and b  are getting close,
since the orientation becomes arbitrary as a regular circle.  The parameters

0 0( , , , , )a b u v θ cause the serious problem of an instable extraction.
     We have exploited a different approach to represent ellipses which will be useful to
estimate all proper parameters of elliptic features extracted from the image.  As shown
in Fig. 3, we represent the ellipse by two focal points 1P and 2P and the sum s of the
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distances 1 2( , )s s from the two focal points to any boundary points kP .  Let 1 1( , )u v and

2 2( , )u v be image coordinates of two focal points 1P and 2P , and ( , )u v be the image

coordinate of arbitrary boundary point kP .  Then

2 2 2 2
1 1 2 2( ) ( ) ( ) ( ) 0f u u v v u u v v s≡ − + − + − + − − = (3)

     Our contribution using Kalman filter approach includes this proper ellipse repre-
sentation to derive criterion function.  The parameterization in Eq. (3) is very impor-
tant when we apply Kalman filtering.  In this specific parametric representation, if two
focal points get close, the two focal points become simply coincident; therefore no
instability for the parameter estimation can be observed.  So our problem is how to
estimate five ellipse parameters 1 1 2 2( , , , , )u v u v s=p from primitives extracted from
the images.

4   Feature Extraction: Edge Grouping

Our feature extraction starts from 2D image processing, in which the local edges are
extracted as fragments, described in subsection 4.1.  Subsequently the group of frag-
ments is generated as hypothesis of ellipse, described in 4.2.

4.1   Extraction of Fragments

After Canny edge detector is applied to an image, the edges are finely sampled to local
segments--called fragments.  These sampled edges are defined by tracking edges.
Fragments along curves in the 2D image scene are automatically generated by the
system in the following manners:

1. Thin the edge pixels so that the edge tracking can be performed.
2. Extract endpoints and junction points in the thinned edge map.
3. Track the edge map and extract high curvature points along edge curves.
4. Divide the long smooth curves into at least two components to avoid the ac-

cidental coincidence of merged curves.
5. Register curve segments as fragments.

Note that the selection of high curvature points is done by smoothing the curve along
its original form.  If the deviation of the smoothed curve from the original curve is
higher than some threshold and is maximal, then the system registers these points as
high curvature points.  As a base of low-level feature, the system decomposes the
curve into smaller pieces if the curve is long enough and occupies a large angle for the
ellipse formation. The decomposing is very useful for avoiding accidental coinci-
dence, by chance, two different curves are merged due to the viewpoint ill-conditions.
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4.2 Extraction of Ellipse Hypotheses

Fig. 4 illustrates the procedure to extract ellipse candidates in the scene image based
on grouping fragments.  The system checks the elliptic curves by the number of frag-
ments participating in forming the ellipses.  As we have discussed in the previous
section, a single curve extracted from the image may not necessarily correspond to a
perfect ellipse.  An ellipse may be broken into several fragments.  Therefore, we deal
with the grouping of the fragments which potentially constitute an ellipse.  The
grouping of fragments is decided on the following constraints:

1. size: The size of the ellipse in the image is limited.  For each group of
fragments, the combined curves must be smaller in size than some threshold based on
the object model.

2. convexity: Any pair of fragments must not violate the convexity when
these fragments are combined.

3. gray level similarity: Any pair of fragments must possess gray level simi-
larity.  Either internal or external region has the similar gray level.  Note that this is a
typical case for an industrial object when the object is composed of parts of homoge-
neous color. If the object region is homogeneous along the elliptic curve, then two
fragments i and j must satisfy the gray level similarity constraint:

| |Internal Internal
i j
Internal Internal
i j

µ µ
ε

σ σ
−

<
+

  or 
| |External External

i j
External External
i j

µ µ
ε

σ σ
−

<
+

(4)

    
(a)                                            (b)                                        (c)

Fig. 4. Edge grouping sequential process (a) Object scene, (b) Curve fragments extraction
along edges, (c) Group of fragments extracted by aggregation through elliptical parameter
estimation.

In our current implementation, the system generates an ellipse hypothesis based on
how many fragments are chosen for grouping, from a single fragment to four frag-
ments.  The system first estimates initial parameter of each ellipse and then updates
for verifying that ellipse.  For each group of fragments for an ellipse candidate, the
system verifies whether or not these fragments certainly constitute an ellipse in terms
of the parameters.  More specific procedure is as follows:
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• Generation of Initial Parameter Estimation
Given a set of points along group of the fragment curves, 1 1 2 2( , , , , )u v u v s=p is to be
estimated.  First of all, the system generates an initial estimate of p , and then applies
the Kalman filter to update the parameter p [8].  In order to compute the initial esti-
mate of p , we first compute the centroids and the moment of inertia for the image

points participating in the fragment set. The initial estimates of 1 1( , )u v and 2 2( , )u v are
computed as the above centroids.  The initial estimate of s  is computed by the sum of
the lengths of two axes spanned by the moment of inertia.  We also associate the co-
variance matrices for these parameters.  The covariance matrices are assigned on the
basis of the experiments.

• Verification of Ellipse Formation
After the system obtains the initial estimate of the ellipse parameter p , the system
selects representative points from the fragments.  This is done by equally selecting
points along the boundary curves.  In our current implementation, the system selects at
least 16 points for each fragment.  By applying the Kalman filter to the constraint
equation of Eq. (3) for every selected boundary point (u,v) , the system updates the
ellipse parameter p .

5   Feature Matching

We utilize an object model, consisting of ellipse (seed feature) and small holes (sup-
porting feature) illustrated in Fig. 3 (b).  In the first step, the 2D results of edge
grouping extraction (described in Section 4.2) are reconstructed in 3D.  Hypothesis
generation of objects based on seed features (Large Ellipses) are used for matching as
following procedures:
i. Given groups of fragments, generate hypothesis that optimally fits to the each hole
by computing elliptic parameters.
ii. For each hypothesized ellipse in the left, look for an ellipse in the right image which
will correspond to the left one by considering the epipolar constraint.
iii. By epipolar constraint, estimate the seed feature position in the 3D space.  Check
whether or not this feature will support the estimated pose of the object.
iv. Apply attribute constraints of the correspondent model, such as area, circularity,
shape complexity, perimeter, and average gray level with deviation, many hypothe-
sized regions are pruned out.

As you expect, there exist several mismatches of generated hypothesis, which
should be removed by verification using supporting features.  In the second step, hy-
pothesis verification of objects is used for supporting features (Small Holes).

Two fine-line ellipses in Fig. 5 (b) represent where the small holes should be given
the estimated poses.  These supporting features are extracted by a different extraction
method, such as region-based method called split and merge segmentation process [9],
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because this method is just useful to extract small holes as you see Fig. 5(b). The
second steps are described more details as follows:

  
(a)                                (b)

Fig. 5. (a) 2D captured view (b) Small holes extracted along hypothesized regions.

i. Based on the 3D object pose hypothesis, generate constraint regions of 3D support-
ing features where the supporting features should be in the left and right images, by
projecting the 3D supporting features onto the 2D images with a given pose associated
with the hypothesis.
ii. Select 2D features associated with 3D supporting features in the left and right im-
ages within the constraint regions.
iii. Estimate the 3D positions of 3D supporting features based on the stereo corre-
spondences of 2D features obtained in previous step ii.
iv. Verify the hypothesis by considering the geometric constraints of 3D supporting
features:  These 3D supporting features should be compatible with the hypothesized
3D object pose given in step i, as well as the 3D supporting features satisfy the geo-
metric constraints, e.g., distance between 3D supporting features, orientation between
3D supporting features.  Also the number of supporting features should exceed a user
specified threshold.
v. Find an optimal solution, if multiple solutions exist within a certain portion of the
workspace.  (This may happen due to the edge grouping).  For each solution, we ap-
proximate the object space occupancy.  If multiple solutions share the space occu-
pancy, then select the optimal solution from such shared solution sets.  The optimality
is based on the geometric constraints of the 3D seed feature and 3D supporting fea-
tures, which is associated with the fitting error.

6   Experimental Results

We mounted a monocular camera on the robotic manipulation gripper to generate a 3D
object model by capturing multiple images of the object from different viewpoints.  Our
wrist-mounted robotic vision systems consisted of a Sony DC-47 monocular 1/3 inch
CCD camera with Pulnix Lens of focal-length 16 mm, a Kawasaki JS-10 and a PC.  We
used only two views to localize the object for automatic localization.  Curve shaped 4 - 6
pieces objects, automobile industrial Alternator Cover, were used for automatic localiza-
tion experiments, 35 times, total 144 pieces.  The typical 3D translation errors were less
than 3 mm and rotation errors were less than 5 degree. The outline diameter was 65 mm
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for Alternator Cover of symmetric circle outline.  These localization results were verified
through the robotic manipulation.  For example, the error of 4 mm and 8 degree was
within the tolerance range for our robot manipulation of that Alternator Cover.  Since we
already calibrated all the robotic coordinate transformations [11], the robot hand can
manipulate the localized object shown in Fig. 6 (e) (f).  Fig. 6 (a) (b) shows typical re-
sults of the edge grouping of left and right 2D image, and (c) (d) shows the 3D model
projected onto the 2D object scene, -- bold ellipses represent the estimated poses from all
candidates, which seems to graphically be lined up well.

   
(a)                                        (b)                                      (c)

      
(d)                                        (e)                                      (f)

Fig. 6. (a) A typical experimental result of Alternator Cover localization (a) left view of edge
grouping,  (b) right view of edge grouping, (c) left view of 2D superimposition of model onto
scene, (d) right view of 2D superimposition of model onto scene, (e) robot manipulation dem-
onstration from far view, (f) robot manipulation demonstration from close view.

We also evaluated the success rates of the system into the following categories:
• successful localization case: localization completed with a success robotic ma-

nipulation (within tolerance range) [82.6%]
• inaccurate localization case: localization completed with false manipulation (out-

side tolerance range) [1.4%]
• incomplete localization case: no localization output [16.0%]

7   Conclusions

We developed a new vision-based localization system for 3D elliptic industrial objects.
Our salient feature extraction from complex objects extended traditional edge grouping
approaches.  More specifically, our contributions of this system were (1) to establish a
competent edge-grouping method to generate ellipse hypotheses in a complex object and



A New Edge-Grouping Algorithm for Multiple Complex Objects Localization 1203

(2) to derive an efficient ellipse representation for Kalman estimation.  Using each group
of edge fragments, the system estimated the parameters of ellipse hypotheses using an
extended Kalman filtering.  The advantage of Kalman estimation was that a desired
feature could be robustly extracted regardless of ill-condition of partial occlusions and
outlier noises.  For optimizing the criterion, we introduced a proper parametric repre-
sentation of an ellipse feature to achieve a stable result.  The evaluation experiments
verified that our feature extraction and its matching method were robust for an object
manipulation.
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Abstract. There are mainly two types of landmine, anti-tank mine (ATM) and
anti-personnel mine (APM), which kill or maim people around the world. Much
research effort has been devoted in trying to detect and remove APM. APM is
smaller than ATM and in addition, most of them are made of plastic making
them more difficult to be detected. Some of the common mine detection
techniques include using sensors to get raw data, signal processing and image
processing. Plastic APM has dielectric properties, this makes it similar to that of
soil and the reflection from the mine is usually weak and masked by
background. It is therefore very difficult to detect this type of landmine with
conventional Ground Penetrating Radar (GPR), though it is a good method to
detect metallic landmine. Many new techniques have appeared in recent years
in an effort to solve this so called “inverse scattering problem”. In this paper,
we review and discuss the GPR data acquisition, signal processing, image
processing methods.

1   Introduction

Landmines kill and maim approximately 26,000 people annually. Direct casualties are
not the only problem. In some place, whole areas of arable land cannot be farmed due
to the threat of landmines [1].

Current demining techniques are heavily reliant on metal detectors and prodders. In
many circumstances, the prodder is the first and the last resort. The advent of non
disturbance fused mines makes prodding a dangerous operation. Mechanical devices
such as ploughs, rollers, and flails are usually followed by manual demining to obtain
the desired level of clearance. These machines are expensive for developing countries.
Dogs are good when they work but can only operate for limited periods and must be
acclimatized. In order to assist deminers, a range of advanced sensor technologies are
being investigated [2], including

• metal detectors (MD) — capable of finding even low-metal content mines in
mineralized soils;

                                                          
* On leave from the Computer Science and Technology Engineering Institute, Harbin
Engineering University, China.
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• nuclear magnetic resonance, nuclear quad rapole resonance (NQR), fast neutron
activation and thermal neutron activation — detect the presence of the explosive
material in landmines;

• thermal imaging (TI) and electro-optical sensors (EO) — detect evidence of a
buried object, such as disturbed ground or the thermal effect of having a mine just
below the surface;

• biological sensors such as dogs, pigs, bees, and birds;
• chemical sensors, such as thermal fluorescence and chromatographic techniques

— detect airborne and water borne presence of explosive vapors.

In this paper, we will concentrate on Ground Penetrating Radar (GPR). This ultra
wide band radar provides centimeter resolution to locate even small targets. GPR
operates by detecting the dielectric contrasts in the soils, which allows it to locate
even nonmetallic mines. Unfortunately, this technology can suffer false alarm rates as
high as that of metal detectors. We shall discuss some advanced GPR methods.

2   GPR Data Acquisition

There are two distinct types of GPR, time-domain and frequency domain [3]. Time
domain or impulse GPR transmits discrete pulses of nanosecond duration and
digitizes the returns at GHz sample rates. Frequency domain GPR systems transmit
single frequencies either uniquely, as a series of frequency steps, or as a chirp. The
amplitude and phase of the return signal is measured. The resulting data is converted
to the time domain. But the procedure of getting the raw GPR data of both types is
similar. The description of the method follows.

2.1   GPR Data

GPR consists of an active sensor, which emits electromagnetic (EM) waves through a
wideband antenna and collects signals reflected from its surroundings. The principle
of GPR is almost the same as in a seismic wave measurement system except for the
carrier signal. The commonly used frequency band of the GPR, EM wave is between
100 MHz and 100 GHz [4].

This band is wide enough to carry the necessary information. Reflection occurs
when the emitted signal encounters a surface between two electrically different
materials. The direction and intensity of the reflection depend on the roughness of the
surface and electrical properties of the medium material.

A rough surface reflects the incident wave in a diffused manner, while a smooth
surface tends to reflect the wave in one direction, where the angle between the surface
(normal) and the reflected wave is the same to the angle between the surface (normal)
and the incident wave. The electrical property of the medium determines the amount
of refraction and absorption of the EM waves and subsequently affects the direction
and intensity of the reflection.

The penetration depth of the wave into soil usually depends on two factors, the
humidity in the soil and the wavelength of the EM wave. The content of water in the
soil significantly reduces the depth of penetration of a wave with relatively shorter
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wavelength. Based on the reflection and penetration properties, GPR works best with
low-frequency EM waves in dry sand. Low-frequency signals, however, tend to make
low-resolution maps of data, which decreases the accuracy of mine detection. Since
the EM waves cannot penetrate water, GPR cannot detect underwater mines, which
are common in many countries.

GPR provides information on both the existence and location of mines. The
presence of an object is detected by checking for interruption through the round trip
path of the signal. The distance between the sensor and an object is ensured by using
the time delay ∆t, between the emitting and receiving moments of the signal as

( ) tR ∆= 2/ν       (1)

Where ν represents the velocity of the EM wave in the medium, and R is the distance
of the object from the sensor. Since many parameters of the EM waves, including the
velocity, vary according to the content of soil, soil parameters should be estimated
prior to taking the measurement [5].

2.2   A, B, and C-Scan

GPR data can be represented in three different forms, A, B, and C - Scans, according
to the scanning dimension. It can be defined with the 3D coordinate system, where the
x y-plane represents the ground surface and the z-axis represents the direction into the
ground.

The A-scan signal is obtained by a stationary measurement after placing an antenna
above a specific position. The collected signal is presented in the form of a group of
signal strength versus time delay. A-scanned signal measured at the position (x′, y′) is
a 1D signal. B-scan signal is obtained as the horizontal collection from the ensemble
of A-scans. The collected signal is presented as intensity on the plane of scanned
width versus time delay. Therefore, the B-scanned signal can be considered as a 2D
signal. C-scan signal is obtained from the ensemble of B-scans, measured by repeated
line scans along the plane. The collected C-scanned signal forms a 3D signal. In the
3D coordinate system (Figure 1), the x and y axes respectively represent the
horizontal and the vertical positions of the target, and the z-axis represents the depth
of the target.

Fig. 1. The 3D coordinate system defined on a section of ground

A-scan

B-scan

C-scan

(x′, y′)
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Since visualization of a three-dimensional data is not easy, a C-scan is usually
represented by a collection of horizontal slices for a specific data point, that is
x y-planes at each specific position on the z-axis. Each slice corresponds to a certain
depth level, which is equivalent to the vertical axis of the B-scan.

3   Preprocessing

In general for mine detecting processes, 2D information for mine location is the most
important. Independent of the sensor used, the sensor output can be represented in the
form of 2D data, which can be considered an image. A slice in the ensemble of C-
scanned GPR data can be considered as a 2D image, where local contrast in pixel
intensity provides a clue for potential existence and location of mines. 2D data from
the sensors are highly subject to degradation due to various factors, such as (i) noise
due to unpredictable combination of soil contents, (ii) low-resolution due to the
limited performance of a sensor, and (iii) low-contrast due to the limited dynamic
range of the sensor output. For these reasons, the data must be enhanced by using
various signal and image processing techniques.

Usually, there are subsequent steps to detect landmine with signal processing. In
the first step, obtain a rough picture by some methods, such as using a simple filtered
time-domain back propagation algorithm. In the second step, apply the model to
recover further details about the buried target. In the third step, the typical using is the
inversion method to retrieve more details of the inhomogeneous character of the
buried objects. The homogeneous character problem is called the inverse scattering.

Inverse scattering includes two problems aspects. One is the problem in spatial-
domain, the other one is in the time domain. There are some common methods to
solve the inverse scattering problems. For example, in spatial-domain, there are the
finite-element method and the Polak–Ribière nonlinear conjugate gradient
optimization algorithm. In the time domain, there are the filtered time-domain
backpropagation, the Finite-Difference Time-Domain method (FDTD method), time-
domain electromagnetism, the forward-backward time-stepping (FBTS) algorithm
and gradient-based optimization method.

However, the above methods can not cope with these Inverse scattering problems,
such as reconstructing the electromagnetic properties of unknown scatterers,
reconstruct its internal properties, transient electromagnetic field problems and the
characterization of a buried object.

Rekanos [6] has given a method to solve the problem of reconstructing the
electromagnetic properties of unknown scatterers and is treated by means of a spatial-
domain technique. He combines the finite-element method and the Polak–Ribière
nonlinear conjugate gradient optimization algorithm and solves a forward scattering
problem by the finite-element method. What’s more, he use a standard error term and
a regularization term to implement the inversion by minimizing a cost function. The
standard error term is related to the scattered near-field measurements, which are
obtained by illuminating the scatterer with plane waves from various directions of
incidence [7]. The regularization term is introduced in order to cope with the ill-
posedness of the inversion.
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The filtered time-domain backpropagation can give a good indication of the buried
object's boundary. However, fails to reconstruct its internal properties (constitution).
Budko [8, 9] exploits a different way of restricting the class of solutions by changing
the scale of the problem. First, an image of the scattering domain is computed using a
simple filtered time-domain backpropagation algorithm. The result of this stage is a
rough picture of spatial variations of constitutive parameters in the subsurface.
Usually, this indicates the sharp changes in the constitution, i.e. boundaries of objects.
Next, the outlined objects are presumed to be homogenous, and the effective
scattering model is constructed using interactive graphical software [10].

In the electromagnetics community, the Finite-Difference Time-Domain method
(FDTD method) [11] is the main tool to solve transient electromagnetic field
problems. In this method, the electromagnetic field quantities are approximated in
space on a staggered grid (Yee-mesh) and the time discretization is carried out in a
leap-frog manner. The Courant-Friedrichs-Lewy stability condition for FDTD is well
known, but this condition is necessary only [12]. They have derived a condition that is
both necessary and sufficient. Up till now the stability analysis is restricted to lossless
media. Presently, they are trying to include lossy media as well [13]. For
configurations with high conductivity values, this method is much more efficient than
the well-known Finite-Difference Time-Domain method. A necessary and sufficient
condition for stability of the latter method has also been derived. In addition, they
have used the reduced-order modeling technique [14] to simulate experiments with a
Ground Penetrating Radar (GPR) and to characterize the shallow subsurface of the
Earth.

4   Conclusions

We have reviewed and discussed some of the more recent signal and image
processing techniques that have been applied to the mine detection area. In addition,
some GPR data acquiring technologies are also stated.

This paper introduced how to get the raw GPR data and described the three types
of the raw data. 2D data from the sensors often is low-resolution and low-contrast and
with noise. This often leads to the homogeneous character problem (the inverse
scattering problem). So in part of the processing, we introduce the Rekanos method to
reconstruct the electromagnetic properties of unknown scatterers; for the object's
boundary problem, we have introduced Budko method. Finally, for the transient
electromagnetic field problems, we introduced the FDTD method.

Many research groups have developed new detection devices with multiple
sensors, and also the corresponding technology, called sensor fusion, to combine
outputs from multiple sensors. This survey will serve as a signal and image
processing background to better aid in understanding of existing technologies and in
developing new technologies for mine detection.
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Abstract. The paper considers simultaneous placement and tuning of power
system stabilizers for stabilization of power systems over a wide range of
operating conditions using genetic algorithm. The power system operating at
various conditions is considered as a finite set of plants. The problem of setting
parameters of power system stabilizers is converted as a simple optimization
problem that is solved by a genetic algorithm and an eigenvalue-based objective
function. A single machine –infinite bus system and a multi-machine system are
considered to test the suggested technique. The optimum placement and tuning
of parameters of PSSs are done simultaneously. A PSS tuned using this
procedure is robust at different operating conditions and structure changes of
the system.

1   Introduction

Much effort has been invested in recent years, in the development of power system
stabilizers (PSSs) for improving the damping performance of power systems. The
requirement for improved damping has arisen from a number of factors, including the
development of high speed excitation systems, the use of long high-voltage
transmission lines, and improvements in the cooling of turbo-alternators [9, 4]. The
application of genetic algorithm (GA) has recently attracted the attention of
researchers in the control area [2, 7, 8]. Genetic algorithms can provide powerful tools
for optimization. In this work the structure of PSS is imposed and search is done on
the parameters of the PSS by GA. The use of high-speed excitation systems has long
been recognized as an effective method of increasing stability limits. Static excitation
systems appear to offer the practical ultimate in high-speed performance thereby
providing a gain in stability limits. Unfortunately, the high speed and gains that give
them this capability also result in poor system damping under certain conditions of
loading [6]. To offset this effect and to improve the system damping, stabilizing
signals are introduced in the excitation systems through fixed parameters lead/lag
PSSs [9]. The parameters of the PSS are normally fixed at certain values which are
determined under a particular operating condition. It is important to recognize that
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machine parameters change with loading, making the dynamic behavior of the
machine quite different at different operating points [1]. So a set of PSS parameters
that stabilizes the system under a certain operating condition may no longer yield
good results when there is a change in the operating point. In daily operation of a
power system, the operating condition changes as a result of load changes. The power
system under various loading conditions can be considered as a finite number of
plants. The parameters of the PSS that can stabilize this set of plants can be
determined offline using a genetic algorithm and an objective function based on the
system eigenvalue. Genetic algorithms are used as parameter search techniques,
which utilize the genetic operators to find near optimal solutions. The advantage of
the GA technique is that it is independent of the complexity of the performance index
considered. The PSS designed in this manner will perform well under various loading
conditions and stability of the system is guaranteed. However, the conventional PSS
will only perform well at one operating point. The system to be studied is:
A.    A single machine connected to an infinite bus through a transmission line.
B.  A three machines system. Two kinds of PSS are considered. Derivative type
power stabilizer and lead speed stabilizer with washout filter.

2   System Model

The system that described before is shown in fig.1. The synchronous machine is
described by Heffron- Philips model. The relations in the block diagram when using
derivative power stabilizer is shown in figure 2 apply to two-axis machine
representation with a field circuit in the direct axis but without damper windings. The
interaction between the speed and voltage control equations of the machine is
expressed in terms of six constants K1-K6. These constants with the exception of K3
which is only a function of the ratio of the impedance depend on the actual real and
reactive power loading as well as the excitation system in the machine [5].
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Fig. 1. Single machine connected
to infinite bus

Fig. 2. System block diagram
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The equations describing the steady-state operation of synchronous generator
connected to an infinite bus through an external reactance can be linearized about any
particular operating point as follows:

22 / dtMdPPm δ∆=∆−∆ (1)

q'21 EKKP ∆+∆=∆ δ (2)

)1()1( 3
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65 qEKKVt ∆+∆=∆ δ (4)

The constants K1-K6 are given in section 5. The system parameters are as follow:
A:   Machine Parameters (pu):

55.1  ;32.0  ;6.1 ' === qdd xxx sec6   sec;/ 120   ;0.1 '
00 === dot Tradv πω

,0.0=D  0.10=M
(5)

B:   Transmission line (pu)

0.0=er , 4.021 == ee xx , 2.021 == eee xxx (6)

C:   Exciter

50=eK               SecTe 05.0= (7)

D:   Loading (pu)

)1,...,1.0,2.0();1,...,2.0,1.0( −−== QP (8)

The stabilizing signal considered is:
A:   proportional to electrical power and a derivative-type power stabilizer with the
transfer function given by:

2)1(
)(

T
S

SKSGs

+
=  (9)

Where K and T are the PSS parameters to be selected proportional to speed of rotor
and a lead stabilizer and washout filter with the transfer function given by:

)1(
)1(

1
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2

1

ST
ST

ST
STKSG cs +

+
+

=  (10)

Where Kc, T1 and T2 are the PSS parameters to be selected. The washout time constant
T is considered 2 seconds.
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3   Fitness Function

The problem of tuning the parameters of a single PSS for different operating points
means that PSS must stabilize the family of N plants:

)()()( tuBtxAtx kk +=& , Nk ,...,2,1= (11)

Where nRtx ∈)(  is the state vector and u(t) is the stabilizing signal. A necessary and
sufficient condition for the set of plants in equation (10) to be simultaneously
stabilizable with stabilizing signal is that eigenvalues of the closed-loop system lie in
the left- hand side of the complex s-plane. This condition motivates the following
approach for determining the parameters K and T of the PSS:
Selection of K and T to minimize the following objective function:

NlNkJ lk ,...,1,,...,1),Re(max , === λ (12)

Where lk ,λ is the lth closed-loop eigenvalue of the kth plant, subject to the constraints
that K<a and T<b for appropriate prespecified constant a and b. clearly if a solution is
found such that J<0, then the resulting K and T stabilize the collecting of plants. The
existence of a solution is verified numerically by minimizing J. The optimization
problem is easily and accurately solved using genetic algorithms.

4   Genetic Algorithm

Genetic algorithms (GA) have been used to solve difficult problems with objective
functions that do not possess well properties such as continuity, differentiability, etc.,
these algorithms maintain and manipulate a population of solutions and implement the
principle of survival of the fittest in their search to produce better and better
approximations to a solution. This provides an implicit as well as explicit parallelism
that allows for the exploitation of several promising areas of the solution space at the
same time. The implicit parallelism is due to the schema theory developed by
Holland, while the explicit parallelism arises from the manipulation of a population of
points. The power of the Genetic Algorithms (GA) comes from the mechanism of
evolution, which allows searching through a huge number of possibilities for
solutions.

5   Simulation Results

A…Unstabilized system (u=0)
Without any stabilizing signal, the system equation can be expressed in the following
state variable form:

)()( tAxtx =& (13)



1214 F. Rashidi and M. Rashidi

Where x(t), the state vector, is given by
T

fdq EEx ]         [ ' ∆∆∆∆= ωδ (14)

The system matrix A is given by
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By varying P and/or Q to cover a wide range of system loading, the parameters K1 to
K6 are computed. Then for every P and Q combination, the eigenvalues of the system
are calculated.
B   Stabilized system
B.1.   With the power stabilizing signal activated the order of the system increases to
six. In this case

2

'
21

)1(
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S

EKK
u q

+

∆+∆
=

δ
 (16)

The state vector is given by
 T

21
'
q ]v    v    E            [ ∆∆∆∆∆= ωδx (17)

Where 1v∆ and 2v∆  are auxiliary state variables. The closed-loop system matrix is
given by equation (18). To stabilize the system over all changes of loading, the
genetic algorithm is used. It is called genitor algorithm [4]. To calculate the objective
function as given by equation 13, the eigenvalues of the system matrix A are
computed for a selected set of grid points in the real-power/reactive power domain for
each of the members of the current population. The values of the objective functions
thus obtained are fed to the GA in order to produce the next generation of
chromosomes. The procedure is repeated until the population has converged to some
minimum value of objective function producing the optimal parameter set. The
following GA parameters were used in this case: Population size=100, Length of each
chromosome=48, Maximum number of generation=320, Crossover probability: 0.9,
Mutation probability: 0.001. The optimum values of the PSS parameters were found
to be K=7.4712, T=0.3104, J=-0.4137. These values of K and T ensure that
eigenvalues corresponding to the operating points, are located in the left-hand side of
the complex s-plane for the entire loading range, in fact to the left of the line
S=-0.4137 as evident from the value of the objective function.
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B.2.   With the speed stabilizer signal the order of the system becomes 6 again. Here:
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The state vector is given by:
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It is worth noting that the sign of speed change is vice versa in relation to the sign of
power change, so the output of speed PSS applied to the AVR reference must be
opposite to power PSS. The following GA parameters were used in this case:
Population size=150, Length of each chromosome=48, Maximum number of
generation=350, Crossover probability: 0.96, Mutation probability: 0.001. The
optimum values of the PSS parameters were found to be Kc=13.236, T1=2.134,
T2=0.032; J=-0.5423. In order to get view of two PSS performances and effect of
them some time domain simulations were done, it was tried to check the PSS
performance under some critical points such as heavy duty, light duty and lead duty.
Three operating points were chosen: (P=1pu, Q=-0.2pu), (P=0.1pu, Q=-0.2pu),
(P=1pu, Q=0.8pu).The first point is the worse operating point of system. Tables 1, 2
and 3 show the mechanical eigenvalues of the system at different operating points
with and without PSS's.
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Table 1. Eigenvalues of system at P0=1pu, Q0=0.2pu, Xe=0.2pu

DEFENITION WORST CASE EIG
Without PSS 0.0484+j7.8331

With power PSS -0.4237+j13.2457
With speed PSS -0.9216+j1.1256

Table 2. Eigenvalues of system at P0=0.1pu, Q0=-0.2pu, Xe=.2pu

DEFENITION WORST CASE EIG
Without PSS -0.1759+j4.1871

With power PSS -0.6338+j2.9514
With speed PSS -0.8934+j2.1056

Table 3. Eigenvalues of system at P0=1pu, Q0=0.8pu, Xe=0.2pu

DEFENITION WORST CASE EIG
Without PSS 0.0120+j7.3691

With power PSS -1.5427+j11.1238
With speed PSS -1.6738+j2.3547

For test of system at first and second operating points an impulse input of reference
torque by magnitude of .05pu and for third operating point an impulse input of
reference voltage by magnitude of 0.1pu are applied to system as disturbances.
Simulation results are shown in figures 3 to 5. It happens many times in power
systems that after occurring a fault, a tie line cuts off by reclosures, this weaks the
system stability and starts low frequency oscillations. During the tuning process of
PSS parameters the case of cutting off one tie line was considered, Here the PSS
performance is shown by time domain simulation, the operating point is chosen as
(P=0.9pu; Q=-0.1pu) and it is considered that a fault occurs in the system and then
clears by cutting off a tieline. Figure 6 shows the system after clearing the fault. The
simulation results in this case are shown in figure 7. It is worth noting that the
suggested technique can be applied to stabilize a multimachine system. It only differs
from the single machine-infinite bus case in the amount and time of computation.
Meanwhile, the PSS design can be achieved using the suggested technique by
considering one operating point only, i.e. N=1. To test this idea on multimachine
systems and one operating point, a three machine system is considered which is
shown in figure 8. Using Heffron-Philips model for multimachine systems, the K1-K6
matrixes are computed and the model analysis is done. Table 4 shows the mechanical
eigenvalues of the system without any PSS. It is clear that eigenvalues 5 and 6 have a
very poor damping. To give a sufficient damping to this system, it is tried to tune the
parameters of 3 power input stabilizers each mounted on one generator by help of
genetic algorithm, for each PSS 2 parameters must be tuned. The following GA
parameters were used in this case:
Population size=150, Length of each chromosome=48, Maximum number of
generation=350, Crossover probability: 1.0, Mutation probability: 0.003.
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Fig. 3. Rotor angle deviation of system at
P=1pu, Q=-0.2pu, Xe=0.2pu, A: without
PSS, B: with power input PSS, C: with speed
input PSS

Fig. 4. Rotor angle deviation of system at
P=0.1pu, Q=-0.2pu, Xe=0.2pu, A: without
PSS, B: with power input PSS, C: with speed
input PSS
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Fig. 5. Rotor angle deviation of system at
P=1pu, Q=0.8pu, Xe=0.2pu, A: without PSS,
B: with power input PSS, C: with speed input
PSS PSS

Fig. 6. System after cut off one tieline
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Fig. 7. Rotor angle deviation of system at
P=0.9pu,Q=-0.1pu, Xe=0.4pu, A: without
PSS, B: with power input PSS, C: with speed
input PSS

Fig. 8. A three machine test system
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Table 4. Mechanical eigenvalues of system without PSS design

Number Mechanical eigenvalues of system without PSS's

1,2 -1.9867+j12.3417;-1.9867-j12.3417
3,4 -4.6712+j8.9615; -4.6712-j8.9615
5,6 -0.1012+j9.0142; -0.1012-j9.0142

Table 5 shows the eigenvalues of system after tuning and installing of PSS's. The
simulation results are shown in figure 9.

Table 5. Mechanical eigenvalues of system without PSS design

Number Mechanical eigenvalues of system after installation of PSS's

1,2 -0.7218+j3.1467,-0.7218- j3.1467
3,4 -0.7632+j5.8716, -0.7632-j5.8716
5,6 -0.9114+j2.7154, -0.9114-j2.7154

The suggested technique not only tunes the parameters of PSSs but also finds the
optimum location for mounting of PSSs simultaneously and is more effective than
SPE method [5,6] which depends on operating point and considered placement of
PSSs and tuning of parameters individually.
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Fig. 9. Rotor angle deviation of three machine system in existence of PSS’s, A: Rotor angle of
machine 1, B: rotor angle of machine 2, C: rotor angle of machine 3

6   Conclusion

The coordinated placement and tuning of decentralized power system stabilizers over
a wide range of operating condition was investigated. The power system operating at
various loading is treated as a finite set of plants .The problem of selecting the
parameters of a PSS which stabilizes this set of plants has been converted to a simple
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optimization problem solved by GA and an eigenvalue based objective function. A
single machine-infinite bus system demonstrated the suggested technique. It was
shown that it is possible to select a single set of the PSS parameters to ensure the
stabilization of the system for the entire loading range. The suggested technique was
also applied on a multi-machine system, the results of time domain simulation showed
that the designed PSSs have good performance in the system and work coordinately.
It is clear that if the results of genetic algorithm lead to a very small Ki (the gain of
PSS for ith machine) it means that the PSS shall not be mounted on ith generator, and
simultaneous placement and tuning of power system stabilizers is achieved. For the
speed input PSS, at least m parameters must be optimized more than power input PSS
and the computation time increases in this case and the optimization problem may not
converge. By analyzing behavior of system when different PSSs exist, it is understood
that either power PSS or speed PSS have special advantages and disadvantages so the
use of a combined PSS using both power and speed signals as input is recommended.
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in Financial Knapsack Problem
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Abstract. We apply adaptive genetic algorithm to the financial knapsack prob-
lem, which aims at maximizing the profit from investment with limited capital.
Since the performance of genetic algorithms is critically determined by the ar-
chitecture and parameters involved in the evolution process, an adaptive control
is implemented on the parameter governing the relative percentage of preserved
(survived) individuals and reproduced individuals (offspring). The portion of
preserved individuals is kept to a proportion to the difference between the fit-
ness of the best and average values of individuals in the population. Numerical
experiments on knapsack problems with N (150 300N≤ ≤ ) items are ana-
lyzed using the mean-absolute deviation generations against the median first
passage generations to solutions. Results show strong evidence that our adap-
tive genetic algorithm can achieve the Markowitz investment frontier: the risk
of missing the global optimum can be minimized by reducing the persevered
popolution with increasing difficulty of the problem.

1   Introduction

Genetic algorithm (GA) is a technique of evolution programming [1-3] based on the
Darwinian principle of survival of the fitness.  Through simple encoding schemes to
represent individuals in a population of potential solutions, complex phenomena are
described by the evolution of these simple units. The flexibility of genetic algorithms
attracts many usages in tackling science and engineering problems such as time series
forecasting [4], pattern recognition [5], and cryptography [6.7]. Here we demonstrate
the application of adaptive genetic algorithms in solving zero-one Knapsack problem
in finance. In particular, the concept of investment frontier of Markowitz [8,9] is in-
corporated in locating the best parameterization

In GA, individuals with high fitness are always preserved, while the unfit ones are
replaced by new individuals in the next generation. The idea is that only the best
group of potential solutions survives and they can take part in reproducing offspring
with higher fitness. These steps often ensure a monotonic increase of the total fitness
of populations. In the knapsack problem, it is a searching process under restrictions.
Therefore, it is necessary to avoid producing some invalid or illegal individuals,
which violate the restrictions such as the overuse of the budget. In order to maximize
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the fitness of individuals under restrictions, crossover and mutation operators are
arranged in a special way that to rectify illegal individuals to vaild ones.

In adaptive GA, we like to design an automatic mechanism for the selection of pa-
rameters, so that the specific problem under investigation tells us the optimal set at a
particular generation. Thus, we will not fix the rates for survival, crossover and muta-
tion. However, we will introduce certain rules and restrictions to the architecture so
that the system can adjust these rates in order to provide an optimal performance. In
this investigation, we keep the preserved proportion (α) in our adaptive genetic algo-
rithm to be a constant, and demonstrate the dependence of the performance on α.

2   Methodology

Only zero-one knapsack problem is discussed in this paper. The aim of using genetic
algorithm is to evaluate a strategy to maximize the profit from the function of the
knapsack problem.

2.1   Zero-One Knapsack Problem

The mathematical function of knapsack problem is as follow:

Maximize:     ∑
−

=

1

0

N

i
ii sp (1)

Restriction:    Csw
N

i
ii ≤∑

−

=

1

0
(2)

pi is the expected profit of  the i-th item, which is a number randomly generated in the
range [1, 10000].

wi is the weight of the i-th item, which is a number randomly generated in the range [1,
1000].

si is an integer either 1 or 0 corresponding to the i-th item.

N is the total number of items in the knapsack problem.

C is the capital, which is a constant somewhere in-between zero and the sum of {wi}.
In our convection, we approimate C equal to the sum of products of expected values
of {wi}and {si}, i.e,

∑
−

=
⋅=

1

0

N

i
ii swC

  ( )( ) NNC 2505.05.500 ≈⋅= (3)
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Our task is to find a set of {si} that is simultaneously consistent with Eqs. (1) and (2).
It can be seen that the total number of possible solutions is 2N, which means that the
difficulty of exhaustive search for solution increases exponentially with N .

2.2   Encoding Scheme and Fitness

In genetic algorithm, a chromosome is encoded as a binary string {si}, with the mea-
sure of its fitness f  by :

  ∑
−

=
=

1

0

N

i
ii spf (4)

A population of chromosomes is created as the set of strings with corresponding set of
fitness{fi}. Individuals with high fitness is desirable to the Eq.(1), but may not satisfy
Eq.2, such as the set {si=1}. In order to produce a set of legal individuals with high
fitness, we need to use genetic operators such as crossover and mutation.

2.3   Crossover Operator

Crossover is used to reproduce offspring by choosing two subsequences of genes from
two individuals (or parents) separately, and swapping such subsequences without
altering the order and position of other genes. A subsequence of genes is selected by
two random cut points, which serve as boundaries for the swap. For example, assum-
ing N = 10:

Parent 1: {si}= (1101101001)  (1101001101)

Parent 2: {sj}= (0111001111)  (0111101011)

However, if the two individuals are initially identical, this crossover will make no
difference. In this case, we allow only one of them to survive, and regenerate the other
one by a random binary string.

2.4   Mutation Operator

After crossover, individuals generally have a different fitness, which may not satisfy
Eq.2. We then use mutation on these “illegal” individuals until they satisfy Eq.2. It
applies to an individual under the two criteria:

1) If Csw
N

i
ii <∑

−

=

1

0
, it randomly filps a position in {si} that is zero to one repeatly

before the inequility cannot be hold.

2) If Csw
N

i
ii >∑

−

=

1

0
, it randomly filps a position in {si} that is one to zero repeatly

until the inequility cannot be hold.
With such corrections, all individuals in the population will satisfy Eq.2.
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2.5   Average-Selection Method

The importance of Darwinian evolution in the context of our optimization problem
lies in the selection of survivors with high fitness. However, the fitness threshold for
survival is quite arbitrary. To make a less biased decision, we employ the average of
the fitness distribution as the threshold. Statistically, an individual with fitness some-
where above the average is considered as good and some of them are allowed to sur-
vive to the next generation. This survival threshold is assumed to be a portion of the
difference between the highest fitness and the average fitness. We thus introduce the
following parameter,

  ( )averagehighestaverage fff −⋅+=Ψ α (5)

where α is a proportional constant in the range [0, 1].
In order to increase the diversity of the survival group, we only pick those indi-

viduals with distinguishable fitness values higher than Ψ as survivors.

2.6   The Adaptive Architecture

By using the parameter Ψ, the adaptive structure of the average-selection method is
constructed as follows:

 
 

Population  
P(t) 

(N  individuals) 

Generation t 

N1 individuals 
with f  ≥ Ψ 

 
 

N2 individuals 
with f < Ψ  

(Death) 
 

Generation t + 1 

Find out 
maximum and 
average fitness 
 

Calculate Ψ(τ)  
 

Preserved  
sub-population 
(N1 individuals) 

 
 

Reproduced by  
1) Crossover 
2) Mutation 

 

Fig.1. Adaptive architecture of the average-selection method.

Since searching process is computationally intensive, our Average-Selection method
is specifically designed to minimize the computation involved in tuning the adaptive
parameter in genetic algorithm.
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3   Experiments and Results

Knapsack problems with size N equal to 150, 200, 250 and 300 are solved with our adap-
tive genetic algorithm. In each problem, we also investigate different proportional constant
α, starting from 0.1 to 0.9, with an increment of 0.1. We also fix the number of chromo-
somes at 100. We run each experiment 100 times and for each experiment, we record the
number of generations required  to locate the global maximum. We also analyze the data
using median first passage generation and mean-absolute deviation of generation to the
solution.

3.1   Median First Passage Generation

In the searching process using genetic algorithm, we only record the number of gen-
erations that the solution (global maximum) first appears. This is called the first pas-
sage generation. Such experiments are done 100 times and we can sort out the median
of the first passage generation to the solution. The merit of using median here is to
filter out any extreme performance that dominates other samples.

3.2   Mean-Absolute Deviation of Generation

The mean-absolute deviation of the distribution of first passage generation to solution
can be interpreted as the risk to find the global maximum (solution) for   given number
of generations.

3.3   Performance of the Genetic Algorithm

The performances of the genetic algorithm in each problem are listed below, with the
constant α increases from 0.1 to 0.9 in the trend of clockwise represented in the fol-
lowing figures.
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Fig.2. The performance of GA in a knapsack problem with 150 items.
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Fig. 3. The performance of GA in a knapsack problem with 200 items.
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Fig. 4. The performance of GA in a knapsack problem with 250 items.
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From Fig.2-5, we see that different settings of α will give different risk and median
first passage generation. In fact, these figures are realization of the investment yield
frontier of Markowitz [8,9]. Ideally, one should choose an α that give the point on the
investment frontier that is closest to the origin. This choice of α defines the optimal
settings in the context of our adaptive genetic algorithm. They are summarized below.

Table 1. Optimial settings of α in each knapsack problem.

Number of
items

Optimal setting
of α

Median first passage
generation

Mean-absolute de-
viation of generation

150 0.5 987 773
200 0.6 4622.5 2546
250 0.7 6889.5 5894
300 0.6 6134 5300

4   Discussion

In searching for solution with genetic algorithm, we like to find the global solution
with greatest confidence and with the shortest time. However, as shown by Huberman
et al, [9], it is not easy to minimize the searching time and its risk (or deviation) si-
multaneously. In general, we need to find an organizational framework to locate the
“investment frontier” [8] for computational resource. In this paper, we describe in the
context of adaptive parallel genetic algorithm a general framework to   fulfill such
criteria. Our experiments demonstrate that in solving the financial knapsack problem,
the proportional constant α is critical. This α parameter can be used to locate the op-
timal setting of crossover, mutations and other genetic operator. From the Table 1, we
postulate that the optimal setting of α varies with the difficulty of the problem. We see
that the optimal time to solution (median first passage generation) with corresponding
deviation rises with the optimal α. Since a good measure of the difficulty of a problem
is the time needed for its solution, the results in Table 1 reveal that the one should
preserve a small amount of individuals (large α ) in each generation in which the diffi-
culty of the problem is high, and vice versa (small α) for an easier problem. Usually,
the difficulty of finding the solution increases with the number of items in the prob-
lem, as the total number of combination is equal to 2N, which will certainly produce a
drop in the probability to the solution. However, this is not the only factor in deter-
mining the difficulty of the problem. Since the various weights in our knapsack prob-
lems are randomly generated, it is possible to have traps near the global maximum that
increases the difficulty of the problem. In Table 1, we see an increasing trend in the
difficulty of problems with items from 150 to 300. However, the difficulty of the
problem of 250 items is larger than that of 300 items. This is because the problem of
250 items that we generated contains more traps than that of the 300 items. In the
context of physics, a system with more traps generally is more complex and the diffi-
culty of finding the global optimum increases. One factor that determines the number
of traps is the number of items, but it is not the unique factor. The distribution of
weights will also affect the number of traps. Indeed, it is the distribution of traps near
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the global optimum that is more difficult to handle. We may interpret the numerical
result in Table 1, where the difficulty of the 300 item knapsack is lower than that of
the 250 items knapsack problem as an indication of the importance of the distribution
of weights wi and probabilities pi on the nature and number of traps, though we have
not analyzed the traps in each case. Nevertheless, supposing that the number of traps
and the nature of traps together determine the overall difficulty of a problem, then for
systems with many traps for local optimum, the search for global optimum requires
keeping less of those individuals with high fitness, so that there is more room for the
reproduction of new individuals, resulting in a more diversified population that may
leave a local trap more easily. This is our heuristic argument for a larger α (keeping
smaller number of fit survivors) for a more difficult problem.      Knowing the signifi-
cance of the parameter control in α, one can apply our adaptive genetic algorithms in
the practical situation. As the difficulty of each new knapsack problem is not known,
one can control the α by supervising the rate of change of the maximum fitness, which
reveals the progress of the search at that particular moment. The setting of α should be
increased gradually with respect to the decreasing of the rate of change of the maxi-
mum fitness, or vice versa. The further application of our adaptive genetic algorithm is
to handle the time-dependent knapsack problem, which contains investment items with
their values changing from time to time. The values of each items are updated at a
given time interval while the genetic algorithm co-evolve with the problem. We expect
that this will lead to suitable solution for real time situation. We are in the process of
doing optimization for time-dependent knapsack problems using adaptive parallel
genetic algorithms, with possible application in stock market and computer network.

5   Conclusion

We applied an adaptive genetic algorithm to solve the knapsack problem. We find
that the mean time to solution and the risk of finding a solution depend on the size of
the preserved proportion and the difficulty of the problem. It is observed that there
always exists an optimal setting of parameter that can minimize the searching time and
its deviation simultaneously. In order word, within the limited examples for the knap-
sack problems that we have tried, we find the existence of a parameter that allows us
to determine the investment frontier for computational resource. Though it is generally
hard to accurately measure the difficulty of the specific problem, the conventional
wisdom is that the more items a knapsack problem contains, the higher degree of its
difficulty.  In this simplistic view of the knapsack problem, a general guideline emer-
ges from our studies : keep the preserved proportion in a relatively low value for pro-
blem with large number of items.  This work is supported by HKUST6144/00P and
HKUST6157/01P grant.
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Assimilation Exchange Based Software Integration
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Abstract. This paper describes an approach of integrating software with a
minimum risk using Genetic Algorithms (GA). The problem was initially
proposed by the need of sharing common software components among various
departments within a same organization. The main contribution of this study is
that the software integration problem is formulated as a search problem and
solved using a GA. A case study was based on an on-going software integration
project carried out in the Derbyshire Fire Rescue Service, and is used to
illustrate the application of the approach.

1   Introduction

To decrease costs, increase efficiency and service new requirements, organizations
have spent considerable resources eliminating silos of information through application
integration. There are a number of available approaches for achieving this integration.
For example, point-to-point integration [7] involves establishing a basic data
interchange infrastructure between each pair of applications. Systems are loosely
coupled, permitting a degree of application independence. The shortcoming of the
point-to-point integration is that the number of interfaces required grows
exponentially. The impact of minor changes in communication requirements is
significant. Maintenance is clearly a nightmare. Message bus based integration [1, 7]
requires interfacing each application to the message bus through an adapter. Each
application has only one programmatic interface, the message bus. Applications
communicate by publishing a message to the bus, which delivers the message to those
who require.

The above two approaches focus on the communication between different
applications which are integrated.  An Assimilation Exchange, AX, focuses on which
part of the applications should be integrated in order to implement certain functions.
An AX is an advanced exchange that assimilates parts of existing systems from
various applications and uses them to create a value-adding infrastructure, shared by
the partners. Each participant contributes to the AX a number of components of their
information infrastructure, which are assimilated, shared and inter-operated within the
AX [11]. The concept of the AX is illustrated in Fig. 1. From software engineering
perspective, the AX is an integration of a number of software components offered by
a number of participants to achieve a defined goal with a minimum risk. The
challenge is how to choose these components from participants to achieve the defined
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functionality and minimize the risk at the same time. The communication between
these chosen components is important as well and has not been discussed in this paper
due to the limitation of the space.

AX

Application 
A

Application 
C

Application 
B

Application
D 

Fig. 1. Conceptual model of the AX

This paper focuses on the AX based software integration and proposed an approach
of integrating software with a minimum risk using GAs. The main contribution of this
study is that the software integration problem is formulated as a search problem and
solved using a GA. This paper is organised as follows: Section 2 reformulates the AX
based software integration as a search problem. Section 3 is the application of the
approach to the Derbyshire Fire Rescue Service case study. This case study was based
on an on-going software integration project. Section 4 concludes the paper and
discusses future extensions.

2   Reformulating Software Integration as a Search Problem

In Harman and Jones’s work [3] software engineering has been, in general,
reformulated as a search problem. In order to do so, it is necessary to define:

• a representation of the problem which is amenable to symbolic manipulation,
• a fitness function defined in terms of this representation, and
• a set of manipulation operators.

The representation of a candidate solution is critical to shaping the nature of the
search problem. Floating-point numbers and binary code are representations, which
are frequently used in existing applications. The fitness function is the
characterization of what is considered to be a good solution. Generally it will be
sufficient to know which of two candidate solutions is the better according the fitness
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function. Different search techniques use different operators. As a minimum
requirement, it will be necessary to mutate an individual representation of a candidate
solution. Genetic algorithms include three operators: mutation, crossover and
reproduction. These issues are covered in detail in the general literature on meta-
heuristic search [2, 9]. The areas of software engineering which meta-heuristic search
can be applied focus on software testing and test data selection [4]. To the authors’
knowledge, meta-heuristic search has never been used in software integration before.
The principal intention of this section is to demonstrate that the reformulation of
software integration as a search problem is conceptually feasible.

2.1   Mathematical Model

As described in Sections 1, the AX is an integration of a number of software
components offered by a number of participants. The selected AX components should
achieve a defined functionality and minimise the risk as well.

In most cases it may be hard to define functionality as numerical values. The
symbolic description and the set theory are used in this study for modeling of the
functionality of the AX. Obviously, the overall required functionality, F, of the AX is
the joint set of all the required sub-functionality, Fk, as shown in Equation (1), and
must be provided by the aggregated functionality, fij, of all the selected components
mij, as shown in Equation (2). Occurij is a binary value, representing the occurrence of
a component mij in the AX. K is the number of the sub-functionalities. M is the
number of participants in the AX. Ni is the number of the components of the
participant i (i=1, … M).
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The functionality of the component fij can be the same as one of the sub-
functionalities denoted by the symbol ‘=’, or include more than one sub-
functionalities denoted by the symbol ‘⊃’, or be excluded from the overall required
functionality, F, denoted by the symbol ‘∩’. They are described in the following
Equations:
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where ø is an empty set.

Similarly, the overall risk, R, is contributed by all the selected components ijm ,
and is represented in Equation 5.
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where Rij is the risk associated with the component ijm , which is composed of a

number of associated metrics or parameters, l
ijp  (l=1, 2, …, L), such as reliability,

coupling, security, complexity, and so on.

),,,,( 1 L
ij

l
ijijijij pppRR LL= (6)

Equations 1 to 6 form the mathematical model of the AX based software
integration problem. This problem is formally described as: choose the values of
Occurij in Equations 2 and 5 for the components mij contributed by the participants
{P1, P2, …, PM} so that the risk R described in Equation 5 achieves its minimum value
and the overall functionality F described in Equation 1 fit Equation 2.

2.2   Reformulating as a GA Problem

The above problem could be solved using genetic algorithms by applying the
constraint of Equation 2 and using the overall risk R as the fitness function. First all, a
representation of the problem, i.e. a chromosome, is required. The chromosome could
be expressed as a binary string, which is the set of the occurrences, Occurij, of all the
possible components mij.

MMNMMN OccurOccurOccurOccurOccurOccur LLLL 2111211 1 (7)

The string length is equal to the total number of the components mij, ∑
=

M

i

iN
1

, A

population is composed of a number of chromosomes. The initial value of the
population is formed randomly and then subjected to reproduction, mutation, and
crossover to form the next population, which should contain better possibilities to
minimize the fitness function. The overall risk representation R is chosen as the
fitness function here.
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In order to satisfy the constraint of Equation 2, a penalty term is added into the
fitness function. This penalty term is represented by the number of missing sub-
functionalities E.
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The number of missing sub-functionalities, E, can be found by comparing the joint
set of Fk (k=1, 2, …, K) and the joint set of fij, i.e.
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Where K is the total number of sub-functionalities, which is obtained from the
decomposition of the AX overall functionality. If all sub-functionalities have been
implemented E will be equal to zero and the fitness function, ffitness,becomes the value
of the risk.

3   Software Component Risk Assessments

According to NASA Technical Standard [5], risk is a function of the possible
frequency of occurrence of an undesired event, the potential severity of resulting
consequences, and the uncertainties associated with the frequencies and severity.  In
the most risk assessment risk is defined as a combination of two factors: frequency (or
possibility) of malfunctioning (failure) and the consequence of malfunctioning
(severity), as shown in Equation 11. In large hierarchical systems, a system is
composed of several subsystems, which in turn, are composed of components. The
system risk is an aggregate of individual component risk factors [6, 10].

Risk = frequency × severity (11)

3.1   Frequency of Failure

The frequency of failure depends on the probability of existence of a fault combined
with the possibility of exercising that fault. For the sake of the simplicity, in this
study, we compute the risk by estimating the frequency of failure for each line code
multiplied by the number of lines of code (LOC). Assuming that the frequency of
failure for each line code is 10-5 per year, the frequency of failure for a 1000 lines
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code component is computed to be about 0.01 per year. For the companies who are
using shrink-wrapped software in which the LOC is not known,.other proper risk
analysis method is required.

3.2   Severity Analysis

Severity analysis is a procedure by which each potential failure mode is ranked
according to the consequences of that failure mode. Severity considers the worst-case
consequences of a failure determined by the degree of injury, property damage,
system damage, and mission loss that could ultimately occur. The domain expert
determines a severity for the faulty component for each scenario by comparing the
faulty result with the normal operation. Severity classifications recommended by
MIL_STD_1629A [8] are:

 Catastrophic: A failure may cause death or total system loss. The severity index
is chosen as 0.95.

 Critical: A failure may cause severe injury, major property damage, and major
system damage. The severity index is chosen as 0.75.

 Marginal: A failure may cause minor injury, minor property damage, and minor
system damage. The severity index is chosen as 0.50.

 Minor: A failure is not serious enough to cause injury, property damage, or
system damage, but will result in unscheduled maintenance or repair. The
severity index is chosen as 0.25.

4   Case Study

Derbyshire Fire and Rescue Service (DFRS) has been selected as a case study to
discuss the application of the proposed integration approach. There are eight
physically independent systems being used in the DFRS. The goal of the case study is
to deliver a single virtual application through the AX based software integration so
that the common used components in these isolated systems can be shared and inter-
operated within this virtual application. These eight systems are

• Mobilising System (MOB): provide the current locations of the available fire
engines at every fire station in the DFRS, and record the emergency call details.

• Management Information System (MIS): provide the access to the fire incident
databases, the personnel databases, and the relevant documents.

• Risk Assessment System (RISK): provide a building risk categorization and an
access plan to higher risk premises.

• Geographical Information System (GIS): provide the risk information of
buildings and areas in a visual way.
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• Fire Safety System (SAFETY): is a database system, particularly designed for
producing statistics reports.

• Crime and Disorder System (CRIME): store all the crime and disorder
information, such as malicious call, hoax fire call, and vehicle crime.

• System (HYDRANT): provide hydrant information.
• Location Optimisation System (OPTIM): optimising fire station locations.

4.1 Mathematical Model of the DFRS

In terms of the above system description, there will be 8 participants in the AX. Each
of them has a number of public components that might be contributed to the AX. The
functionality of each component is represented in a set of symbolic variables. The risk
generated by the components is computed in the form of Equation 11, and is
represented in a numerical value. Table 1 lists the desired functions, which the AX is
expected to offer. Table 2 summarizes the individual participants, the components
provided by the participants, the functionality of each component, and the risk
generated by them. Table 3 shows the decomposition of the functionality of each
component. The risk in Table 2 is computed by the frequency of failure multiplied by
the severity index for each component. The parameters of the mathematical model of
the DFRS described in Equations 1 to 6 are list in Tables 1 to 3. Equation 6 has been
simplified using Equation 11.

Table 1. The AX functions

Function
(K=11)

Description

F1 Provide the available resource information in the DFRS, including available
fire engines and fire fighters.

F2 Provide the current fire incident information.
F3 Provide the fire incident information during different periods of time
F4 Provide the fire risk categorization for a particular building
F5 Provide an access plan for any particular higher risk premise
F6 Provide the fire risk categorization for a particular area
F7 Provide a forecasting function of the fire incident occurrence
F8 Provide various crime and disorder information such as hoax fire call,

malicious call.
F9 Provide the location information of hydrant points
F10 Provide the maintenance information of hydrant points
F11 Provide a computing environment for locating fire stations, fire fighters and

fire engines.
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Table 2. Components and risks

Participant
(M=8)

Public
components

Functiona-
lity

Risk
(Rij, i=1, …, 8;
j=1, …, Ni)

Number of the
components
(Ni, i=1, 2,..8)

P1, MOB m11, m12, m13,
m14, m15

f11, f12, f13,
f14, f15

0.375, 0.1875,
0.375, 0.375, 0.3

5

P2, MIS m21, m22, m23 f21, f22, f23, 0.025, 0, 0.0625 3
P3, RISK m31, m32, m33 f31, f32, f33 0.375, 0.375, 0.375 3
P4, GIS m41, m42, m43 f41, f42, f43 0.375, 0.3, 0.3 3
P5, SAFETY m51, m52 f51, f52 0.1, 0.25 2
P6, CRIME m61, m62 f61, f62 0.15, 0.15 2
P7, HYDRANT m71 f71 0.1 1
P8, OPTI M m81 f81 0.1 1

Table 3. Functionality of components

Function Description Decomposition
f11 Provide the current available resource information in

the DFRS, including available fire engines and fire
fighters.

f11= F1

f12 Provide the fire incident information during the latest
eight hours.

f12⊃ F2

f13 Provide the fire risk categorization for a particular
building.

f13= F4

f14 Provide an access plan for any particular higher risk
premise.

f14= F5

f15 Provide the location information of hydrant points. f15= F9
f21 Provide the access to the fire incident database f21⊃ F3

f21⊃ F8
f22 Provide the access to the personnel database f22∩ Fk=Φ, k=1,…,11
f23 Provide the access to the relevant documents f23⊃F10
f31 Provide the fire risk categorization for a particular

building
f31= F4

f32 Provide an access plan for a particular higher risk
premise

f32= F5

f33 Provide the fire risk categorization for a particular area f33= F6
f41 Provide the risk information of buildings f41⊃ F4
f42 Provide the risk information of areas f42⊃ F5

f42⊃ F6
f43 Provide the location information of hydrant points f43= F9
f51 Produce statistics reports f51∩ Fk=Φ, k=1,…,11
f52 Provide a forecasting function of the fire incident

occurrence
f52= F7

f61 Provide various crime and disorder information such as
hoax fire call, malicious call.

f61= F8

f62 Identify the higher crime and disorder areas f62∩ Fk=Φ, k=1,…,11
f71 Provide the location and maintenance information of

hydrant points
f71⊃ F9

f81 Provide a computing environment for locating fire
stations, fire fighters and fire engines.

f81= F11
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4.2   Results and Analysis

After introducing the parameters in Tables 1, 2 and 3 into the mathematical model in
Equations 1 to 10, Rij in Equation 6 becomes a constant; the chromosome in Equation
7 is a 20-bits binary string. A GA developed in our previous work is applied to find a
20-bits binary string: namely, the one which makes the fitness function or the risk
have the smallest value among all possible values of the risk. We randomly choose 20
chromosomes to form a generation. The one with the smallest value of the risk is
placed in the beginning of each generation. The probabilities for the mutation and
crossover operations are set as 0.1 and 0.6 respectively. A satisfactory solution is
derived after 30 generations. The final result is shown in Table 4. The components
with the occurrence value 1 have been selected to build the AX and will be shared
each other. The components with the occurrence value 0 will be not integrated in the
AX for their functionalities have been implemented by the selected components
and/or they make a big contribution to the risk. Because all the sub-functionalities
have been implemented in the AX, i.e. E in Equation 9 is 0, the fitness function is
equal to the risk. The smallest risk achieved is 1.775 with this search result, as shown
in Fig. 2.

Table 4. The search result

m11 m12 m13 m14 m15 m21 m22 m23 m31 m32
1 1 1 0 0 1 0 1 0 0

m33 m41 m42 m43 m51 m52 m61 m62 m71 m81
0 0 1 0 0 1 0 0 1 1

Fig. 2. Fitness values of the GA over the generations
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5   Conclusions

This paper discussed the AX based approach to software integration with the special
emphasis on the component selection and the risk minimization. We use the concept
of the AX for software integration and show that the isolated components can be
shared among various participants within the AX. The software component risk is
estimated by the frequency of failure multiplied by the severity index. The significant
contribution is that the software integration problem has been formulated as a search
problem and solved using a GA. A case study from the DFRS is used to illustrate the
applicability of the approach. The advantage of using the GA for the software
integration is that the method is applicable for any scale problem efficient.

Acknowledgements. The data used in this work was collected from the Derbyshire
Fire Rescue Service. Appreciation should be made to their kindly collaboration during
the data collection.
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Abstract.  This paper proposes extending semi-supervised learning by allowing
an ongoing interaction between a user and the system. The extension is intended
to not only to speed up search for relevant aircraft engine maintenance records
but also to help in improving the user’s understanding of the problem domain.
After the user has identified a small number of relevant records, the system
produces a description which generalizes their common properties. If the user is
satisfied with the description, the system retrieves more potentially relevant re-
cords. The user critiques the items returned, labeling them as relevant or not.
The system  updates the description using this new labeling information and re-
trieves more records. The process continues until the user is satisfied that most
relevant records have been found. To validate the efficacy of the approach, a set
of related maintenance records are collected using the system. These records are
compared to those collected without system support.

1   Introduction

This paper proposes to extend semi-supervised learning to allow labeling to be an on-
going process. In the standard approach, information from a large number of unla-
belled examples is used to try to overcome poor classification due to a relatively small
number of labeled examples. Here, unlabelled examples are also used but instead of a
fixed set of labeled examples, the user progressively labels more of them as search
continues.  Another important difference is that, unlike other semi-supervised learning
algorithms [2,6,10], the system generates a description of the common properties of
the relevant records. This is advantageous for a number of reasons. Extracting the es-
sential properties of relevant records helps the user to understand the domain and to
confirm that the right records have been found. The description is also useful as a ba-
sis  for finding a different set of related records in the same domain. Further, in this
application at least, the description forms the basis of an SQL query which actually
retrieves the records from the relational database where they are stored.

Although existing semi-supervised learning algorithms might be easily extended to
make them incremental, it would be much harder to modify them to generate the de-
scriptions needed here. Instead, clustering, a traditional unsupervised learning
method, is used to generate a tree that represents the degree of similarity between rec-
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ords. This tree, in conjunction with labeling information supplied by the user, is used
to identify additional relevant records and to guide how rule generalization is applied
to these records to generate the description.

The main motivation for this research is the construction of parametric models for
fault prediction in turbofan engines on commercial aircraft [9].  Commercial aircraft
are costly to maintain. Unscheduled maintenance can increase costs considerably.
Failures are often detected while the aircraft is being readied for the next flight. The
resultant delays produce customer dissatisfaction and a loss of profit, perhaps to the
point where all profit for an individual flight is wiped out.  If the airport does not
carry the necessary part in stock, a new part may have to be flown in, increasing de-
lays and costs further. Any advanced warning of component failure, which allows re-
pair at a more appropriate juncture, would be of great benefit to an airline.

To support fault prediction, we have access to a large database of maintenance rec-
ords. But before fault prediction models can be constructed, it is necessary to identify
which maintenance records refer to which parts being replaced. Each record consists
of a number of related forms which in turn describe the problem first being noticed,
the action taken to correct the problem, the part removed and the part that replaced it.
What makes the task difficult is that not all the forms are filled out completely on
every occasion.  Sometimes information is missing; sometimes it is entered into the
wrong field. The problem is exacerbated as several different part numbers may be
used: the manufacturer’s, the airline’s or possibly numbers from other sources. The
numbers are not always entered completely; additional numbers are often included,
indicating such things as revision levels. Surprisingly, however, there is no real ambi-
guity in the part that was actually replaced. There are free text fields  in a couple of
the forms and the mechanics are careful to detail the action taken.

Once the maintenance record has been located, a user who has sufficient  familiar-
ity with the domain will have little doubt in which part was replaced.  The difficulty
lies in writing a query that returns the appropriate records. Locating relevant records
is invariably an iterative process; seldom does an initial query return exactly what the
user requires. In the approach proposed here, the user constructs a simple description
of at least some of the relevant records. The system converts this into an SQL query
and retrieves matching records. The user critiques these records by labeling the rele-
vant ones as positive and the irrelevant ones as negative. The system uses this infor-
mation to generate a new description. This the user studies, possibly altering it if ap-
propriate. It is then used to generate a new query and retrieve more records. This
process repeats until the user is satisfied that all, or at least a significant fraction, of
the relevant records have been returned.

This approach to finding relevant records should be useful to support fault predic-
tion modeling in other domains where the down time of equipment is expensive. For
instance, in mining and quarrying the heavy trucks often operate 24 hours a day and
having one out of service is a serious and costly problem. This approach should also
be useful in applications not part of a larger data mining process. There are certainly
many situations in which humans collect related records. It might be important to find
medical records where patients of similar age have similar symptoms, for example.
Another example is configuration management. It might be useful to gather  engi-
neering change orders, either for hardware or software, based on the types of problem
that lead to particular changes.
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2   Supporting a User’s Search

This section begins by describing in detail the user interface and how it might be used
to search for a set of relevant maintenance records.  It then discusses the background
processes that support search and how they are initiated as a result of user actions.

2.1   The User Interface

The user interface, shown in Figure 1, is divided into three main parts. At the top is a
series of buttons that in turn control the clustering (“Cluster”),  the generation of the
description (“Match”), the retrieval of the records (“Query”) and the ability to back-
track (“Restore”), at present only to the beginning of search. The upper small table
shows the description. The large table occupying the lower three quarters of the inter-
face displays a scrollable list of the individual records that meet the current descrip-
tion. At the beginning of search the description is empty and the list includes all of the
maintenance records detailing problems with aircraft engines. For each record, the
first three fields indicate the record number, the aircraft on which the problem oc-
curred and the date when it occurred. The next two fields give the manufacturer’s part
number both for the component that was installed and for the component that was re-
moved. The next two fields give the standard industry number (called the Item Id) for
both the installed and removed component. Lastly, there are two free text fields, the
first entered by the mechanic who noticed the problem and the second by the me-
chanic who fixed it.

The description table has equivalent fields for the four part numbers and two text
entries. The user can add information directly to these fields and press the “Query”
button to retrieve records that match the resultant description. Alternatively, the user
can label individual records by pressing the left or right mouse button for positive or
negative labels respectively (the middle button removes the label). When the “Match”
button is pressed, a description is generated automatically from the labeling informa-
tion.  The user can modify it, if desired  Each row of the description table is a single
disjunct and pressing the “Query” button returns the union of the records for each
row. By clicking the mouse at the beginning of any row, the records that match only
that disjunct are retrieved.

Typically, from the author’s experience of searching maintenance records using the
new system,  a user starts with a very simple description, perhaps even a single term.
The user studies the matching records to see if they are relevant. If it is clear from the
records what common characteristics define relevancy,  the user might add extra
terms manually to the existing description. If is not clear, the user would label the
items that are clearly relevant or irrelevant and review the description generated by
the system. Again, the user might directly modify the description or allow the system
generated description to expand the search.  We would anticipate that, particularly in
an unfamiliar domain, initially the user would depend on  the system to control  the
search. However, as familiarity is gained, the user should have more confidence in
modifying the description directly.

Search ends when the user is satisfied that a sufficient proportion of the relevant
records have been found. What constitutes sufficient is problem dependent. In this
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application, it is important to have nearly all the relevant records. The records form
the basis of training data for additional leaning algorithms to extract fault prediction
models. More examples tend to produce more accurate models. A more general con-
cern, likely also true in other domains,  is that if a significant number of relevant rec-
ords are missed there is a danger they may concern problems of a single type and thus
an important problem class may be overlooked.

Fig. 1. The User Interface.

2.2   Background Processes

There are three essential background processes: clustering the maintenance records;
labeling new potentially relevant records by spreading activation;  generating the de-
scription shown to the user through rule generalization.

Clustering the Records. A central data structure used by the system is a tree gener-
ated by clustering all the maintenance records. The simple agglomerative clustering
algorithm “agnes” [7] is used. This takes the two most similar items and combines
them into a cluster.  The next closest pair, which may be two items or one item and
the existing cluster, are combined to form a new cluster. This is repeated combining
items and/or clusters until a single cluster remains. This results in a binary tree whose
leaves are the individual items. Figure 2 shows the result of clustering a small sample
of maintenance records. The numbers at each leaf are the particular record numbers
The position on the y-axis of the horizontal lines indicates the degree of similarity
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when  two clusters were merged. At the bottom, close to the leaves, the records and
the resultant clusters are similar. As we move up the tree, similarity decreases. In this
example there are two main clusters, on the left and right of the dashed line, with
smaller internal sub-clusters.
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Fig. 2. The Binary Tree.

The agglomerative clustering algorithm requires a similarity measure, which in this
application is based on comparing records field-by-field, term-by-term. For each term
in one record, we find the best matching term from the same field in the other record.
Although an exact match gives the largest score, lower scores are obtained if terms
share a common prefix. This is useful not only for part numbers, where leading digits
are typically the most important, but also for free text, where words are often abbrevi-
ated by leaving off the endings. Text is further processed by removing “stop words”
and any periods occurring in acronyms. Vowels are removed (e.g. VLV = VALVE) as
they are often left out in the “short hand” the mechanics use. The total score is then
just a count of the number of matching characters. The results are normalized to range
from zero to one by using a sigmoid squashing function (2*(1-1/(1+1.1^-x)). The tree
produced by the clustering algorithm is loaded into the system prior to any search.
Each internal node, representing a merge point, includes the similarity measure; each
leaf includes the corresponding record number.

Labeling by Spreading Activation. When the user adds positive and negative labels
to records, by clicking the mouse buttons, these are also recorded at the appropriate
leaves in the tree. Leaves corresponding to unlabelled records are left unassigned.
When the user presses the “Match” button, spreading activation is used through the
tree to label both interior nodes and unassigned leaves. The process is analogous to
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current flow through a resistor network where the resistor values are determined by
the similarity measure. A positive label is equivalent to connecting all positively la-
beled leaves to a positive voltage source and a negative label to connecting all nega-
tively labeled leaves to a negative voltage source. Figure 3 gives a very simple exam-
ple, where the user has labeled records 1 and 2 as positive and 6 as negative. The
current flow through the resistors determines the voltage at any node and therefore the
label for the leaves representing the unlabeled records.  In this example, if the simi-
larities are roughly equal we would expect record 3 to be labeled positive and records
4 and 5 negative. Interior nodes also have a weak negative bias, indicated by the dot-
ted connections. This allows classification of records when there are only positive la-
bels and controls the level of generalization.

- V

4

+ V

1

5

6
3

2 -V

Fig. 3. A Resistor Network.

Generating a Description.  Once all nodes in the tree have been labeled, each sub-
tree containing only positive nodes is used to generate a disjunct in the description.
Beginning at the leaves of each subtree, pairs of records are generalized by finding
common terms. This is done in exactly the same way as the similarity measure was
calculated, such as removing vowels and matching prefixes (e.g. RPL matches
REPLACED, more examples are given in section 3). The generalized terms (e.g.
RPL) now form a conjunctive rule.  The rule is further generalized by combining it
with rules from other generalized records, or with other new records directly. The
process terminates when the root of the subtree is reached or there is no generalization
of sufficient complexity possible (a rule must contain at least 10 characters to prevent
trivial matches). In the latter case, rules from lower down the subtree are used. The
resulting disjuncts are shown to the user on separate lines of the description table.
Once the user is happy with the description and presses the “Query” button, the de-
scription is converted into an SQL query which retrieves matching records from the
database.  If the new description does not expand the search sufficiently, the “Gener-
alization” slider at the top of the interface can be used to decrease the negative bias.
This tends to increase the effect of positive labels and therefore generalization.
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3   Experimental Validation

To experimentally validate the system and to show that some speed up is obtained, a
search carried out previously by the author is repeated using the system. The airline
had identified a number of components that were felt to be particularly costly in terms
of maintenance.  Relevant records had been found previously by querying the data-
base directly using SQL queries constructed by hand. The system was built in part
with the aim of making this process easier and faster. The rest of this section details
the search for records about the replacement of the “low power turbine cooler valve”,
typically represented by the acronym LPTC.

On opening the interface, the system displays the nearly 2000 records representing
all maintenance records dealing with engine problems.  It is somewhat laborious to
study so many items and the list is easily reduced by entering a simple description.
Two numbers supplied by the airline C25149000, the manufacturer’s part number,
and 75-20-0115, the item id, are entered on separate lines in the description table.

C25149000

75-20-0115

The two text fields are left blank. In this discussion, the tables show only numbers
for the installed part. Although the numbers can differ for the removed part, they are
often the same or  missing altogether. So they are not shown for ease of exposition.
After pressing the “Query” button, 19 records are retrieved, 3 matching on the manu-
facturer’s part number and 16 on the item id. So far there is little difference from the
process carried out by hand, one minor advantage is that it is not necessary to write an
SQL query. Marking all records as positive and pressing the “Match” button produces
four disjuncts. The first two correspond largely to the original information entered by
the user although they were generated by generalizing actual records.

C25149000 2600000005654 LPT_C

75-20-0115-00

 One difference is that the first disjunct includes a new Item Id. (2600000005654)
along with the manufacturer’s number.  This number is actually the airline’s own
number rather than the industry standard number we were given. The discovery of
such commonly used additional numbers is an important part of understanding the
domain. This information did appear in the records returned by hand crafted SQL
queries, but the information was buried in the fields of some of the records. The acro-
nym LPT_C also appears, the underscore indicating a possible vowel. The reason for
this is made clear if we look at  the free text from two of the 19 records.

Maintenance Action 1: REPLACED RH LPTC VLV AS PER AMM FADEC CKC
CARRIED OUT

Maintenance Action 2:  LPTACC CHANGED

The component typically written as LPTC, as in the first example, is sometimes
written as LPTACC, as in the second example. This is generalized by dropping the
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extra C and allowing a possible vowel as the fourth letter. The second pair of dis-
juncts are more general than those entered by the user.  The first generalizes the item
id; the second uses only the free text fields. Matching on all four disjuncts returns  25
records, an additional six potentially relevant ones.

75-20-011 75-20- ENG  R_PL_C V_LV

VLV CH_NG CH_N LPT_CC   T_ST

Unfortunately, three of the records refer to the wrong component. This is due to the
first disjunct being over-generalized. The Item Id. 75-20-011 is the prefix for both the
“high power turbine cooler valve” and the “low power turbine cooler valve”. The text
fields do not help. The second free text field identifies a valve (V_LV), but both com-
ponents are valves.  The next disjunct is not over-generalized, it specifically mentions
changing (CH_NG) the LPTC. When the incorrect records are marked as negative, all
others as positive, and the “Match” button pressed, a new set of six disjuncts is re-
turned. Most notably the offending over-generalized disjunct has disappeared. (NB
the first two disjuncts continue to appear in the user interface until the end of search
but won’t be specifically listed from now on).

Here the new Item Id. appears again but now accompanied by a different manu-
facturer’s part number (C24792000). Again the system has highlighted variations in
the numbering system not mentioned by the airline. Pressing the “Query” button re-
trieves 30 records all referring to the correct component. The success of the other
disjuncts is primarily due to including some variant of the acronym LPTC in the last
field, although terms like changed (CH_NG) are important to make sure the compo-
nent was actually replaced. Marking all records as positive and  pressing the “Match”
produces 7 disjuncts. The most useful change is the generalization of the first of these
disjuncts by relying only on the newly identified numbers and removing all text
terms.  The extra disjunct (5th row) does little to improve search.

C24792000 26000000005654

75-20- LPTC CH_CK LPT_C

75-20- ENG LPT CH_NG ENG LPTC V_LV

VLV CH_NG CH_N LPT_CC T_ST

CH_N R_P_RT V_LV CH_N S_RV T_ST

    By pressing “Query” again, 35 items are retrieved.  The system did not generalize
sufficiently to find more relevant records after marking these 35 as positive. Using the
“Generalization” control tended to over-generalize, matching again on the “high
power turbine cooler valve”.  Generalizing a couple of the existing disjuncts, by
manually removing terms from the first text field, retrieved a total of 46 records.
Finding more records by removing terms from the problem description may indicate
that it was initially wrongly diagnosed and only when a repair was carried out did  the

C24792000 26000000005654 V_LV LPT

75-20- LPTC CH_CK LPT_C

75-20- ENG LPT CH_NG ENG LPTC V_LV

VLV CH_NG CH_N LPT_CC T_ST
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component at fault become clear. The total number of records found was one more
than had been identified in the original manual search.  But two of the records were
incorrect, although they both mentioned an LPTC, one that was changed earlier and
one that would be changed later.  But overall, the system helped the user quickly find
relevant records and identified many of the essential terms that were important in the
domain.

4   Limitations and Future Work

Having the user critique records returned by a query might be viewed as a form of
relevance feedback [3,4] used extensively in information retrieval. Another similarity
is that many such systems use spreading activation to find potentially interesting
documents [8]. The large body of research into relevance feedback will undoubtedly
prove to be a useful source of ideas to improve the retrieval of maintenance records.

Clustering has had somewhat mixed results in information retrieval [5]. So one
question warranting further investigation is why it has worked in the experiments dis-
cussed here. One answer is that there are significant differences between the applica-
tion  presented here and the general information retrieval task. Firstly, the records
consist of multiple fields of different types not only free text  Secondly, the text is
much more constrained, being limited to a narrow domain, than the text encountered
more generally in documents. Thirdly, this paper has strongly stressed the importance
of generating a description not normally a concern in information retrieval.

As part the investigation of the effectiveness of clustering, it would be worth
looking at  how sensitive the system is to the choice of clustering  algorithm. This
would involve experiments with other commonly used algorithms [7] and perhaps
with other more experimental ones [11].  At present, clustering is done only once but
it still  extracts useful structure that can be used to find relevant records. It might be
advantageous, however, if the clustering took into account the labeling information
[1]. However, repeating a standard clustering algorithm every time a user labels new
records would be computationally very expensive. It would be worth investigating if
fast, local modifications to the clusters in response to new labels would be sufficient.

The system found most of the relevant records without direct modification of the
description by the user.  To find the last 25% of the records, the user experimented
with different generalizations of disjuncts already found by the system. Finer “Gener-
alization” control, allowing the user to specify that only particular disjuncts should be
generalized, should help this last exploratory stage of the search. So far records have
been compared field by field. But quite often information was  entered into the wrong
field.  In addition, particularly with text fields, similar terms might be quite correctly
used in different fields. A simple extension would be to look for terms in other fields
but reduce the matching score appropriately. This would require a more complex type
of description, requiring disjunctions at the term level. But such disjunctions, and per-
haps negations, would be useful anyway, producing more compact descriptions which
should  be more easily understood by the user.

The primary aim of this work is to speed up a user’s search. The description is also
meant to be an important aid to understanding the domain. The process has been so
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far been evaluated by comparing it to prior experience when doing search by hand.
More extensive experiments, ideally with many human subjects, would be the ulti-
mate way of verify the goals have been met.  The amount of effort needed though is
not warranted at present but more experiments by the author with other parts from
aircraft engines will be carried out in the near future.  In the longer term, experience
in  working in a completely different domain would give greater confidence in the
generality of the approach.

5   Conclusions

This paper has demonstrated a system that helps users find relevant records in a data-
base containing a very large number of irrelevant ones. It also provides  a description
of what makes a record relevant. This helps the user to understand the domain and to
be confident that the records found are indeed relevant.
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Abstract. As the web usage patterns from clients are getting more complex,
simple sessionizations based on time and navigation-oriented heuristics have
been restricted to exploit various kinds of rule discovering methods. In this pa-
per, we present semantic analysis approach based on semantic session recon-
struction as finding out semantic outliers from web log data. Web directory
service is applied to enrich semantics to web logs, categorizing them to all pos-
sible hierarchical paths. In order to detect the candidate set of session identifi-
ers, semantic factors like semantic mean, deviation, and distance matrix are es-
tablished. Eventually, each semantic session is obtained based on nested repeti-
tion of top-down partitioning and evaluation process. For experiment, we ap-
plied this ontology-oriented heuristics to sessionize the access log files for one
week from IRCache. Compared with time-oriented heuristics, more than 48% of
sessions were additionally detected by semantic outlier analysis. It means that
we can conceptually track the behavior of users tending to easily change their
intentions and interests, or simultaneously try to search various kinds of infor-
mation on the web.

1   Introduction

As the concern for searching relevant information from the web has been exponen-
tially increasing, the very large amount of log data have been generated in web serv-
ers. Thus, many applications have been focusing on various ways to analyze them in
order to recognize the usage patterns of users and discover other meaningful patterns
[1]. For example, on-line newspaper on the web [2], web caching [3], and supporting
user web browsing [4], [5] can be told as the domains relevant to analyzing web log
data.

In this paper, among the whole steps of web user profiling mentioned in [6], we
have taken the session identification for segmenting web log data in consideration.
There are mainly two kinds of heuristics for partitioning each user activity into se-
quences of entries corresponding to each user visit. First, time-oriented heuristics
consider temporal boundaries such as a maximum session length or maximum time
allowable for each pageview [7]. Second, navigation-oriented heuristics such as HITS,
PageRank, and DirectHit take the linkage between pages into account [8].
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However, knowledge that is extractable from sessions identified by those heuristics
is limited like frequent and sequential patterns represented by URLs. It means that
web logs should be sessionized with semantic enrichment based on ontology in order
to find out more potential and meaningful information like a user's preference and
intention. More importantly, web caching (or proxy) servers have to track streaming
URL requests from multiple clients, because they have to increase predictability for
prefetching web content that is expected in next request.

Enriching web logs with their corresponding semantic information has been at-
tempted in some studies. Typically, there are two kinds of approaches which are the
information extraction and information dimensions mapping URLs to set of concepts
as a feature vector and a specific value, respectively. While both of them apply key-
words extracted from an URL's web page to perform semantic enrichment, we present
conceptualizing URL information itself by using web directory and introduce repre-
senting conceptualized URLs as tree-like information.

2   Data Model of Web Log and Problem Statement

There are several standard data models of web logs such as NCSA, W3C extended,
and IRCache format. In this paper we have focused on the IRCache format, which is
the NLANR web caching project [11]. Each IRCache log file consists of ten basic
fields, for instance, some records of a log file are as follows.

1048118411.784 214655 165.246.31.128 TCP_MISS/503 1568 GET
http://www.intelligent.pe.kr/a.html - NONE/- text/html

1048118421.159 238 218.53.200.251 TCP_MISS/304 261 GET
http://www.antara.co.id/images/spacer.gif - DIRECT/202.155.27.190 -

There are, generally, some problems to analyze these web logs such as their ano-
nymity, rotating IP addresses connections through dynamic assignment of ISPs, miss-
ing references due to caching, and inability of servers to distinguish among different
visits. Therefore, we note the problem statements concentrated for semantic sessioni-
zation in this paper, as follows.
• Weakness of IP address field as session identifier. The same IP address field in

a web logs (within the time window or not) cannot guarantee that those requests
are caused by only one user, and reversely, requests from the different IP ad-
dresses can be generated by a particular user. As independent of temporal differ-
ence, the sequential or contiguous logs whose IP addresses are equivalent can be
more partitioned or more agglomerated.

• Simultaneous user requests based on multiple intentions. A user can request
more than an URL “at the same time” by using more than a web browser. It
means we have to consider multiple intentions of users by classifying mixed logs
according to the corresponding semantics.

Each request consists of timestamp, IP address, and URL fields, as shown in Table
1. A URL field is divided into base URL and reminder, which are the host name of
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web server and the rest part of full URL, respectively. Then, we assume that each
URL is semantically characterized by its base URL.

Table 1. Examples

Timestamp IP Address URL(BaseURL + Reminder)
<t1, t2, t3, t4> ip1 <b_url1+r1, b_url1+r2, b_url1+r3, b_url2+r4,>

<t5> ip2 <b_url1+r5>
<t6, t7, t8> ip1 <b_url2+r6, b_url1+r7, b_url3+r7>

For example, we are given a web log composed of eight requests ordered by time-
stamps from t1 to t8. We denote the URL set of sequential requests by <…, b_urli+rj,
…> mapped to the timestamps <…, ti, …>. These logs are partitioned with respect to
an IP address ipi. After partitioning, we compare semantic distance between base
URLs in a set of requests, because we regard a semantic session as the sequence of
URL having similar semantics. In other words, we investigate if a user's intention is
retained or not.

3   Ontology-Oriented Heuristics for Sessionization

In order to semantically recognize what a URL is about, we try to categorize a re-
quested URL based on ontology. Such ontologies are applied with web directories.
We therefore can retrieve the tree-like conceptualized URLs, and then measure the
similarity between them.

Outlier, generally, is a data object that is grossly different from or inconsistent with
the remaining set of data [9]. In order to detect outliers, cluster-based and distance-
based algorithms have been introduced [10], [12], [13], [14].

Meanwhile, semantic outlier of streaming web log data in this paper means a par-
ticular URL request whose semantic distance with previous sequence logs is over
predefined semantic threshold. Thereby, we define these semantic measurements such
as semantic mean and semantic distance. Based on semantic outliers detected by these
quantified values, semantic sessionization is conducted.

3.1   URL Conceptualization Based on Web Directories

An ontology, a so-called semantic categorizer, is an explicit specification of a con-
ceptualization [15]. It means that ontologies can play a role of enriching semantic or
structural information to unlabeled data. Web directories like Yahoo
(http://www.yahoo.com) and Cora (http://cora.whizbang.com) can be used to describe
the content of a document in a standard and universal way as ontology [16]. Besides,
web directory is organized as a topic hierarchical structure that is an efficient way to
organize, view, and explore large quantities of information that would, otherwise, be
cumbersome [17].
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In this paper we assume that all URLs can be categorized by a well-organized web
directory service. There are, however, some practical obstacles to do that, because
most of web directories are forced to manage a non-generic tree structure in order to
avoid a waste of memory space caused by redundant information [18]. For example,
some websites for the category Computer Science:Artificial Intelligence:Constraint Satisfac-
tion:Laboratory can also be in the category Education:Universities:Korea:Inha Univer-
sity:Laboratory. We briefly note that problems with categorizing an URL with web
directory as an ontology are the following:
• The multi-attributes of an URL. An URL can be involved in more than a cate-

gory. The causal relationships between categories makes their hierarchical struc-
ture more complicated. As shown in Fig. 1 (1), an URL can be included in some
other categories, named as A or B.

P

C

AA

BPB

A

(1) (2)

Fig. 1. (1) The multi-attribute of URLs; (2) The subordinate relationship between two catego-
ries

• The relationship between categories. A category can have more than a path
from root node. As shown in Fig. 1 (2), the category C can be a subcategory of
more than one like P. Furthermore, some categories can be semantically identical,
even if they have different labels.
• Redundancy between semantically identical categories
• Subordination between semantically dependent categories

In order to simply handle these problems, we categorize each URL to all possible
categories causally related with itself. Therefore, an URL urli is categorized to a cate-
gory set Category(urli), and the size of this category set depend on the web directory.
Each element of a category set is represented as a path from the root to the corre-
sponding category on web directory. In Table 1, let the base URLs {b_url1, b_url2,
b_url3} semantically enriched to {<a:b:d, a:b:f:k>, <a:c:h>, <a:b:f:j>}. The leftmost
concept “a” is indicating the root of web directory and these base URLs are catego-
rized to <d, k>, <h>, and <j>, respectively. In particular, due to multi-attribute of base
URL b_url1, Category(b_url1) is composed of two different concepts.

3.2   Preliminary Notations and Definitions

We define semantic factors measuring the relationship between two log data. All pos-
sible categorical and ordered paths for the requested URL, above all, are obtained,
after conceptualizing this URL by web directory. Firstly, the semantic distance is
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formulated for measuring the semantic difference between two URLs. Let an URL urli

categorized to the sets {pathi | pathm
i ∈ Category(urli), m ∈ [1, …, M]} where M is

the number of total categorical paths. As simply extending Levenshtein edit distance
[19], the semantic distance ◊∆  between two URLs urli and urlj is given by

( )
( )),(

),(),(,

1,1 exp
)(),(min

minarg],[ nm
C

nm
C

n
j

nm
C

m
i

NM

nmji L
LLLL

urlurl
−−

=∆
==

◊ (1)

where Lm

i, L
n

j, and L(m,n)
C are the lengths of pathm

i, pathn

j, and common part of both of
them, respectively. As marking paths representing conceptualized URLs on trees, we
can easily get this common part overlapping each other. The ◊∆  compares all combi-
nation of two sets (|pathi| × |pathj|) and returns the minimum among values in the inter-
val [0, 1], where 0 stands for complete matching. Exponent function in denominator is
used in order to increase the effect of L(m,n)

C. Second factor is to aggregate URLs dur-
ing a time interval. Thereby, semantic distance matrix D ◊∆  is given by
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where the predefined time interval T is the size of matrix and diagonal elements are all zero.
Based on D ◊∆ , the semantic mean µ  is given by
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where D ◊∆ (i, j) is the (i, j)-th element of distance matrix. This is the mean value of
upper triangular elements except diagonals. Then, with respect to the given time inter-
val T, the semantic deviation σ  is derived as shown by

( )
)1(

),...,(),(2
),...,( 1 1

2
1

1 −

−
=

∑∑
= =

◊
∆

◊

◊

TT

ttjiD
tt

T

i

T

j
T

T

µ
σ (4)

These factors are exploited to quantify the semantic distance between two random
logs and statistically discriminate semantic outliers such as the most distinct or the N
distinct data from the rest in the range of over pre-fixed threshold, with respect to
given time interval.

3.3   Semantic Outlier Analysis for Sessionization

When we try to segment web log dataset, log entries are generally time-varying, more
properly, streaming. In case of streaming dataset, not only semantic factors in a given
interval but also the distribution of the semantic mean µ  is needed for sessionization.
This will be described in the Sect. 4. We, hence, simply assume that a given dataset is
time-invariant and its size is fixed in this section.
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In order to analyze semantic outlier for sessionization, we regard the minimization
the sum of partial semantic deviation µ  for each session as the most optimal parti-
tioning of given dataset. Thereby, the principle session identifiers PSI = {psia |
a∈[1,…, S-1], psia∈[1,…, T-1]} is defined as the set of boundary positions, where the
variables S and T are the required number of sessions and the time interval, respec-
tively.

The semantic outlier analysis for sessionizing static logs SOAS as objective function
with respect to PSI is given by

∑
=

◊=
S

i
iS PSISOA

1
)( µ (5)

where µi  means partial semantic deviation of ith segment. In order to minimize this
objective function, we scan the most distinct pairs, in other words, the largest value in
the semantic distance matrix D ◊∆ , as follows:
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where arg maxT
i=1 is the function returning the maximum values during a given time

interval [Ta, Tb]. When we obtain D ◊∆ (p, q) as the maximum semantic distance, we
assume there must be at least a principle session identifier between pth and qth URLs.
Then, the initial time interval [Ta , Tb] is replaced by [Tp , Tq], and the maximum se-
mantic distance in reduced time interval is scanned, recursively. Finally, when two
adjacent elements are acquired, we evaluate this candidate psi by using SOAS(psi). If
this value is less than σ , this candidate psi is inserted in PSI. Otherwise, this partition
by this candidate psi is cancelled. This sessionization process is top-down approach-
ing, until the required number of sessions S is found. Furthermore, we can also be
notified the oversessionization, which is a failure caused by overfitting sessionization,
detected by the evaluation process SOAS(PSI).

Case 1:

Case 2: A(0) A(1) A(2) B(1) B(2)

A(0) A(1) A(2) B(0) B(1) B(2)

SA SB

SA SB

B(0)

1 2 3 4 5 6Time stamps

Fig. 2. Top-down approaching sessionization. The four largest semantic distances ◊∆ [A(1),
B(1)], ◊∆ [A(2), B(2)], ◊∆ [A(2), B(0)], and ◊∆ [A(2), B(1)] are 0.86, 0.85, 0.81, and 0.79, respec-
tively. We want to segment them into two sessions.

As an example, let a URL entry composed of two sessions SA and SB in two cases, as
shown in Fig. 2. We assume that the semantic distances between A(i)s (or B(i)s) is much
less than between each other. In the first case (Case 1), due to the maximum distance

◊∆ [A(1), B(1)] in the initial time interval [1, 6], time interval is reduced to [2, 5], and
then, ◊∆ [A(2), B(0)] in updated time interval determines that psi3 can be a candidate.
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Finally, the evaluation σ  [1, 3] + σ  [4, 6] ≥ σ  [1, 6] makes a candidate psi3 inserted
to PSI. This case is clear to find the candidate psi and prove this sessionization to be
validated. More complicatedly, in second case (Case 2), a heterogeneous request B(0)

is located in the session SA. The first candidate psi3 is generated by ◊∆ [B(0), A(2)] in
time interval firstly refined by ◊∆ [A(1), B(1)]. By the evaluation σ  [1, 3] + σ  [4, 6] <
σ  [1, 6], however, this candidate psi3 is removed. Finally, because the second candi-
date psi4 by ◊∆ [A(2), B(1)] meets the evaluation σ  [1, 4] + σ  [5, 6] < σ  [1, 6], a
candidate psi4 can be into PSI. According to the required number of sessions, this
recursion process can be executed.

4   Session Identification from Streaming Web Logs

Actually, on-line web logs are continuously changing. It is impossible to consider not
only the existing whole data but also streaming data. We define the time window W as
the pre-determined size of considerable entry from the most recent one. Every time
new URL is requested, this time window has to be shifted. In order to semantic outlier
analysis of streaming logs, we focus on not only basic semantic factors but also the
distribution of the semantic mean with respect to time window, µ  (W(T)).

As extending SOAS, the objective function for analyzing semantic outlier of dy-
namic logs SOAD is given by

∑
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where the W(i) means that the time window from ith URL is applied. We want to mini-
mize this SOAD(PSI) by finding the most proper set of principle session identifiers.
The candidate psii is estimated by the difference between the semantic means of con-
tiguous time windows and predefined threshold ε, as shown by

εµµ τ ≥− −◊◊ )()( )()( i
k

i
k WW (8)

where τ is the distance between both time windows and assumed to be less than the
size of time window |W|. Similar to the evaluation process of SOAS, once a candidate
psii is obtained, we evaluate it by comparing SOAW(i)

D and SOAW(i-1)
D. Finally, we can

retrieve PSI to sessionize streaming web logs. In case of streaming logs, more par-
ticularly, a candidate psi meeting the evaluation process can be appended into unlim-
ited size of PSI.

5   Experiments and Discussion

For experiments, we collected the sanitized access logs from sv.us.ircache.net, one of
web cache servers of IRCache. These files were generated for seven days from 20
March 2003 to 26 March 2003. Raw data consist of 11 attributes and about 9193000
entries. The total size of them is about 1.2 GB. We verified sessionizing process pro-
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posed in this paper on a PC with a 1.2 GHz CPU clock rate, 256 MB main memory,
and running FreeBSD 5.0. During data cleansing, logs whose URL field is ambiguous
(wrong spelling or IP address) are removed, as referring to web directory.

We compared two sessionizations based on time oriented and ontology oriented
heuristics, with respect to the number of segmented sessions and the reasonability of
association rules extracted from them. In case of ontology-oriented sessionization,
fields related with time such as “Timestamp” and “Elapsed Time” were filtered. Time-
oriented heuristics simply sessionized log entries between two sequential requests
whose difference of field “Timestamp” is more than 20 milliseconds with respect to
the same IP address. On the other hand, for ontology-oriented heuristics, the size of
time window W was predefined as 50.

Table 2. The number of sessions by time-oriented heuristics and ontology-oriented heuristics
(static and dynamic logs) from logs for seven days (20-36 March 2003).

1 2 3 4 5 6 7
Time-oriented 1563 1359 1116 877 1467 1424 1384

Ontology-oriented
(Static logs, SOA

S
)

907
(58%)

923
(68%)

692
(62%)

421
(48%)

807
(55%)

783
(55%)

844
(61%)

Ontology-oriented
(Dynamic logs, SOA

D
)

983
(63%)

1051
(77%)

939
(84%)

683
(78%)

1118
(76%)

827
(58%)

1105
(80%)

Common Session
Boundary 47% 51% 49% 48% 57% 32% 74%

The numbers of sessions generated in both cases are shown in Table 2. Time-oriented
heuristics estimate denser sessionization than two ontology-oriented approaches. It
means that ontology-oriented heuristics based on SOAS or SOAD, generally, can make
URLs requested over time gap semantically connected each other. They, SOAS or SOAD,
decreased the number of sessions to, overall, 58.14% and 73.71%, respectively, com-
pared to time-oriented heuristics. Even though ontology-oriented heuristics searched
fewer sessions, the rate of common session boundaries (the number of common sessions
matched with time-oriented heuristics over the number of sessions of SOAD) is average
51.1%. It shows that more than 48% of sessions not segmented by time-oriented heuris-
tics can be detected by semantic outlier analysis. While time oriented sessionization is
impossible to recognize patterns of users who is easily changing their preferences or
simultaneously trying to search various kinds of information on the web, ontology-
oriented method can discriminate these complicated patterns.

Table 3. Evaluation of the reasonability of the extracted ruleset (hit ratio (%))

1 2 3 4 5 6 7
Time-oriented 0.06 0.32 0.46 0.41 0.51 0.52 0.49

Ontology-oriented
(Static logs, SOA

S
) 0.05 0.45 0.66 0.72 0.76 0.74 0.75

Ontology-oriented
(Dynamic logs, SOA

D
) 0.05 0.46 0.52 0.67 0.70 0.75 0.72
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We also evaluated the reasonability of the rules extracted from three kinds of session se-
quences. According to the standard least recently used (LRU), we organized the expected
set of URLs, which means the set of objects that cache server has to prefetch. The size of
this set is constantly 100. As shown in Table 3, we measured the two hit ratios by both of
their sessionizations for seven days. The maximum hit ratios in three sequences were ob-
tained 0.52, 0.76, and 0.75, respectively. Ontology-oriented sessionization SOAS acquired
about 24.5% improvement of prefetching performance, compared with time-oriented.
Moreover, we want to note that the difference between SOAS and SOAD. For the first three
days, the hit ratio of SOAS was higher than that of SOAD by over 5%. Because of streaming
data, SOAD showed the difficulty in initializing the ruleset. After initialization step, how-
ever, the performances of SOAS and SOAD were converged into a same level.

6   Conclusions and Future Work

In order to mine useful and significant association rules from web logs, many kinds of
well-known association discovering methods have been developed. Due to the domain
specific properties of web logs, sessionization process of log entries is the most im-
portant in a whole step. We have proposed ontology-oriented heuristics for sessioniz-
ing web logs. In order to provide each requested URL with the corresponding seman-
tics, web directory service as ontology have been applied to categorize this URL.
Especially, we mentioned three practical problems for using real non-generic tree
structured web directories like Yahoo. After conceptualizing URLs, we measured the
semantic distance matrix indicating the relationships between URLs within the prede-
fined time interval. Additionally, factors like semantic mean and semantic deviation
were formulated for easier computation.

We considered two kinds of web logs which are stationary and streaming. There-
fore, two semantic outlier analysis approaches SOAS and SOAD were introduced based
on semantic factors. Through the evaluation process, the detected candidate semantic
outliers were tested whether their sessionization is reasonable or not. According to
results of our experiments, investigating semantic relationships between web logs is
very important to sessionize them. Classifying semantic sessions, 48\% of total ses-
sions, brought about 25% higher prefetching performance, compared with time-
oriented sessionization. Complex web usage patterns seemed to be meaninglessly
mixed along with “time” could be analyzed by ontology.

In future work, we have to consider bottom-up approaching sessionization to clus-
ter sessions divided by top-down approaching. As exploiting semantic sessionization
proposed in this paper to the web proxy server, more practically, we will study asso-
ciation rule mining on various web caching architecture, in order to improve the pre-
dictability of content prefetching.

Acknowledgement. This work was supported by the Korea Science and Engineering
Foundation(KOSEF) through the Northeast Asia e-Logistics Research Center at Uni-
versity of Incheon.
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Prediction of Preferences through Optimizing Users and
Reducing Dimension in Collaborative Filtering System
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Abstract. Collaborative filtering systems employ statistical techniques to find a
set of users known as neighbors, who have a history of agreeing with the target
user. However, the problems associated with high dimensionality in the
recommender systems have been discussed in several studies. In addition, the
degree of correlation is computed between only two users. Although the
preference correlation of two users may not be very high, their preferences can
serve as useful data for preference prediction. The preference information of the
two users, however, cannot be used to give a recommendation because the
degree of their mutual correlation is low. The users preferences in collaborative
filtering systems are not necessarily accurate information. Carelessly entered
information stored in the collaborative filtering database must be excluded. In
this paper, Entropy is used for optimizing users. Bayesian classification shall be
used to classify items to lower the dimension of the user-item matrix in this
paper. To extract the features of items this paper uses association word mining.
Since this method is representing document as a set of association words, it
prevents users from being confused by word sense disambiguation. Also, the
users can be put into clusters by using the genetic algorithm on the classified
items to solve the problems of previous clustering algorithm such as the need to
predefine the number of clusters, the high sensitivity to noise in data, and the
possibility their resulting data would converge with the region’s optimal
solution. Finally, it predicts typical preferences by using entropy to solve the
problem depending on the correlation match between only two users. The
typical preferences mean pseudo preferences that represent preferences of items
within the group. A dynamic recommendation for an item is made using
the typical preference.  To give dynamic recommendations to users, the
process of classifying users receiving recommendations into the most
suitable group takes precedence.

1   Introduction

Collaborative filtering recommender systems, e.g. Ringo[8,24], Tapestry system [6],
and GroupLens research system[9,19], have been successful. However, their
common use has exposed some of their limitations such as the problem of sparsity in
the data set. The sparsity problem is associated with high dimensionality. The
sparsity problem in recommnder system has been addressed in [7, 21]. The problem
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with high dimensionality in recommender systems have been discussed in [4], and
application of dimensionality reduction techniques to address these issues has been
investigated in several studies [20]. Secondly, the degree of correlation is computed
between only two users. Although the preference correlation of two users may not be
very high, their preferences can serve as useful data for preference prediction. The
preference information of the two users, however, cannot be used to give a
recommendation because the degree of their mutual correlation is low [20].  One
such study explores a method that uses one of the EM algorithms [16], K-means
algorithm [2, 11], entropy weighting, and SVD. These methods group users by the
feature selection of a group [4, 7, 25].  The research proposing a cluster feature
selection method, called ENTROPY, finds important attributes for each cluster based
on entropy weighting and SVD.  However, it is hard to evaluate the worth of original
attributes because of information loss of a converted data set by SVD. There have
been researches to overcome these weak points of collaborative filtering such as the
K-Nearest Neighbor method and clustering.  The K-means clustering method is one
of the clustering techniques and performs well on numeric data sets in general [6, 16,
18]. However, we assert that in order to predict user preferences more accurately, we
should consider both high and low similarities of each user, since a user who has
contradicting similarities may give valuable information in prediction. It cannot thus
address the problem of sparsity[15]. The method has another shortcoming, though, in
that recommendations are made depending on the correlation match between only
two users, and it cannot be made when there is a low degree of preference correlation
[18]. User preferences are not necessarily accurate information. Carelessly entered
information stored in the collaborative filtering database must be excluded.  Entropy
is used for this purpose.

The proposed method in this paper uses the entropy to optimize users. After
calculating entropies of users in collaborative filtering database, users with the value
less than a threshold are excluded from the database.  Bayesian classification shall be
used to classify items to lower the dimension of the user-item matrix. Also, by using
the genetic algorithm on the classified items, the users can be put into clusters.
Previous clustering algorithms showed problems such as the need to predefine the
number of clusters, the high sensitivity to noise in data, and the possibility their
resulting data would converge with the region’s optimal solution [18, 19]. In this
paper, to rid of these problems, clustering is done with the genetic algorithm. The
proposed method in this paper extracts features from items. The native feature space
consists of unique words with single dimension when it occurs in documents, which
can be tens or hundreds of thousands of words for even a moderate-sized text
collection. This is prohibitively high for many learning algorithms.  Since the feature
extraction method using association word mining automatically generates noun
phrases by using the Apriori algorithm without calculating the probability for index.
After optimizing users and reducing dimensions, the proposed method predicts
typical preferences by using entropy to solve the problem depending on the
correlation match between only two users. The typical preferences mean values that
represent preferences of items within the group. This method makes dynamic
recommendation possible and improves the accuracy of recommendation by
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comparing active user with not all users in a group but a pseudo user with typical
preferences. The proposed method is tested on a database of user evaluated web
documents, and the test result demonstrates that the proposed method is more
effective than previous methods as a matter of recommendation.

2   Optimizing Collaborative Users

The user-item matrix used in collaborative filtering recommendations will be
expressed as the matrix R={rij}(i=1,2,…,n and j=1,2,…,m). The Matrix R is
composed of a set with an m number of “items”, a set with an n number of users, and
rij, the value of the user ui ’s preference for the item dj.  Specifically, the set of items
is expressed as I={dj}(j=1,2,…,m), and the set of users is expressed as
U={ui}(i=1,2,…,n).  To learn the preferences of the user, it is necessary to classify the
items he or she has rated and has shown interest in.  Interest levels are represented on
a scale of 0~1.0 in increments of 0.2, a total of 6 degrees.  Only when the values are
higher than 0.5 the users are classified as showing interest. The items are web-
documents, which are related to computers and gleaned by an http down-loader.

The distribution of user preferences for items is very significant in the
collaborative filtering system.  For instance, if a user has rated all items 0.8, it is
impossible to predict the typical preferences based on this value.  If all items are rated
0.8, it is very probable that the user rated the items very carelessly because of the
tedious rating system or lack of time.  Thus, since these data cannot accurately
represent the user’s preferences, using these data to predict the typical preferences
will decrease the accuracy of recommendations.  The typical preferences of users
must be based on the more carefully chosen preferences of the users. Carefully chosen
user preferences are more accurate than identical preferences because users cannot
have identical tastes for all items in which they are interested.  If the values of the
preferences of users within a group range uniformly between 0 and 1, such data can
be used to predict the typical preferences within the group.  If the values are identical,
however, such data will decrease the accuracy of the recommendation.  To apply the
abovementioned theory[14],  entropy is used to predict the typical preferences of
users within a group. The process of optimizing collaborative users using entropy is
composed of 3 steps. In Step 1 the absolute preferences are converted into the relative
preferences. In Step 2 the entropies of the collaborative users are computed. In Step 3
collaborative users are optimized. In Step 1 when the entropies of collaborative users
are computed based on the absolute preferences, accurate values cannot be computed
because the computation is greatly influenced by the absolute values of the
preferences rather than the preferences distribution.  Thus, the process of converting
the absolute preferences into the relative preferences is required.

In Step 2, the entropies of collaborative users are obtained based on the relative
preferences converted.  Equation (1) computes the entropy (Hcui) of a user within a
group.  Rpcui,j in Equation (1) indicates the relative preferences of the collaborative
user cui for the item j.



1262 S.-J. Ko

     ∑ ⋅−=
j j,cui2j,cuicui RplogRpH                                  (1)

In Step 3 collaborative users are optimized based on high numerical values.  In this
step, the threshold for the entropy of the collaborative users is set, users beyond the
threshold are extracted, and users with low entropy are excluded.  This paper has set
the threshold at 1 and excluded collaborative users with entropies under 1 in the
typical preferences prediction.

3   Prediction of Preference through Reducing Dimension
of Collaborative Matrix

In collaborative filtering, both the Naïve Bayes classifier and the genetic algorithm
[17] are used to decrease the dimension of the matrix.  Previous clustering algorithms
have shown the problems; e.g. the need to predefine the number of clusters, the high
sensitivity to noise in data, and the possibility that their resulting data would converge
with the region’s optimal solution [12,23].  The proposed method in this paper, to rid
of these problems, the clustering is done with a genetic algorithm. The combination of
the Naïve Bayes with the genetic algorithm solves the problem of sparsity without
reducing the accuracy of recommendation because the Naïve Bayes classifier
classifies items based on their semantic relations and then the genetic algorithm
clusters users into groups based on the classified items with the reduced dimension.
Therefore, the combination reduces the amount of the computing time taken by the
genetic algorithm.  To extract the features of documents, association word mining
method is used in this paper. Since this method is representing document as a set of
association words, it has advantages of word sense disambiguation and representing
documents in detail.

In this section, the proposed method will present a method of clustering users using
the genetic algorithm. The matrix defined as R, must first be translated to R1. The
matrix R1={cki’}(k=1,2…N and i’=1,2…n) is a {class-user} matrix, where R1,
C={classk}( k=1,2,…,N ) is defined as a set of items divided into classes. The value cki
of matrix R1 is the number of items classified as classk, which the user ui’ has rated
and shown interest in. Using these definitions, Equation (2) must also be defined in
order to arrive at the values of matrix R1. When the value rij  of the item dj(0<j<=m)
in matrix R is greater than 0.5 and it belongs to the class classk, the value of cki’ in
matrix R1 is increased accordingly by increments of one.

           }1 0.5r,ccmj,0class    d{R ijikikkj1 >∀+=≤<∈= ′′                (2)

With the structure of matrix R1 serving as the model, the genetic algorithm clusters
users into groups. The genetic algorithm uses genes, chromosomes, and populations
to cluster users. The populace evolves by means of initialization, fitness calculation,
recomposition, selection, crossover, mutation, and evaluation.

Initialization is the phase where each entity is expressed. The genetic algorithm
does not straightforwardly search for a solution to the given problems. It tries to solve
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the problems by encoding multiple solutions into chromosomes, and by subjecting the
solutions to evolutionary operators who choose the most appropriate solution.
Because the solutions to the problem undergo an encoding process into chromosomes,
it must be recognized that the encoding process of entities determines the space for
the solutions. The applicable evolutionary operators as well as the search field created
by the evolutionary operators. For these reasons, entity expression is critical to
efficient searches. Chromosomes in genetic algorithms are expressed as binary
strings, real vectors, and tree structures. To best express the matrix, it will be
expressed in real numbers. The fitness of chromosome is calculated to derive the
optimal solution.

In genetic algorithms, each entity is assigned a fitness value by which to compare
the performance of the entity with that of others. In this paper, the fitness value shall
be calculated to aid the search of classes with a similar distribution to that of the
target item class, and also to optimize user groups. To cluster users, it is necessary to
find users with high values of similarity. User similarity is calculated by using the
Jaccard method[19] presented. Originally the Jaccard method is used in information
retrieval to find the similarity of documents.

In the recomposition phase, the value of the object function used to calculate the
fitness value must be recomposed with a different value. The objective of
recomposition is to apply fitness as the probability that affects the selection operator.
In the proposed method, Equation (3) is used to control the fitness. Equation (3)
calculates the ratio between the total fitness of all chromosomes and the fitness of
single chromosome. In Equation (3) Fitness(c'ki’) is the value of single chromosomes
and Fitness_s(c'ki’) the value of the recomposed chromosomes.

∑ ′
′′

=

N

1class
ki'

ki'
ki'

)Fitness(

)Fitness(
=)Fitness_s(

c
cc                                  (3)

In the selection phase, the selection operator uses the recomposed fitness values as the
basis to choose chromosomes for crossover. In the crossover phase, the crossover
operators use crossover rates as the basis to choose chromosomes for crossover.
Crossover is done by randomly choosing a single splicing point on a gene, then, by
replacing the gene segments with the gene in the corresponding place of another gene
in a 1-point crossover method.  The typical range of crossover rates is between 0.7
and 0.9, and in this proposed method the crossover value of 0.9 is used. In the
mutation phase, the value of a single bit is changed according to the designated
probability. The mutation rate is defined as the probability that the gene of a
chromosome will mutate to a different value. Mutation rates are typically set between
0.01 and 0.05.  In this experiment, the mutation rate is set to 0.01. In the evaluation
phase, the decision is made as to whether or not to continue evolution. Evolution
terminates if the average fitness is equal to or greater than the threshold value of
fitness; if not, evolution continues. In this experiment, the threshold value of fitness is
set to 1, and if the fitness value is less than 1, evolution continues; if equal to or
greater than 1, evolution terminates. Fig.  1 shows the change of average fitness in the
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first through hundredth generation.  Fig.  2 shows the time required for evolution from
the first through hundredth generations. In this proposed method the genetic algorithm
was run on a Sambo SMP 6400 Qp server, running Windows NT with a 2-way CPU
and 256MB of main memory. On the aforementioned system, it took 9.13 seconds to
optimally cluster the first through hundredth generations.

Chromosomes at the hundredth generation that have gene values equal to or greater
than 1, are chosen for a cluster, and those with a value of 0 are discarded. With users
of the first cluster excluded, the rest of the users repeat the process of initialization,
fitness calculation, recomposition, selection, crossover, mutation, and evaluation. By
repeating this process, it is possible to classify the users into several clusters.

Fig. 1. The change of average fitness               Fig. 2. The time required for evolution from
the first through hundredth generations

A dynamic recommendation for items is made using the typical preference.  To give
dynamic recommendations to users, the process of classifying users receiving
recommendations into the most suitable group takes precedence. The preferences are
predicted by multiplying the users’ absolute preferences with their entropy weighting.
Thus, this paper uses entropy weighting(wHcui).  wHcui is a user’s entropy weighting
that means a probability of each item entropy for entropy sum of all items. To predict
preferences of items, the entropy weight of a collaborative user must be merged with
the user’s absolute preference.  The missing values in collaborative filtering matrix
are estimated through absolute preferences being reflected the entropy values. The
equation for this is shown in Equation (4), which is the typical preference (Rdj) of the
item dj.

                           ∑ ⋅=
i cuij,cuij wHpRd                                               (4)

Equation (4) sums up all the items of the absolute preferences of all collaborative
users within the group for item dj to be multiplied with the entropy weighting of the
collaborative users.
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4   Performance Evaluation

The database for collaborative filter recommendations was created from the data of 200
users and 1600 web documents.  Users evaluated a minimum of 10 of the 1600 web
documents.  The database for content_based filter recommendations was created from
1600 web documents.  These 1600 web documents were collected from computer related
URLs by an http downloader, then hand-classified into 8 areas of computer information.
The 8 areas were classified under the labels of the following classes: {Games, Graphics,
News and media, Semiconductors, Security, Internet, Electronic publishing, and
Hardware}.  The basis for this classification comes from search engines such as AltaVista
and Yahoo that have statistically analyzed and classified computer related web documents.
Of the 200 users, 100 were used as the training group, and the remaining users were used
as the test group.  In this paper, mean absolute error (MAE) and rank score
measure(RSM), both suggested by paper [5] are used to gauge performance.  MAE is used
to evaluate single item recommendation systems.  RSM is used to evaluate the
performance of systems that recommend items from ranked lists.  The accuracy of the
MAE, expressed as Equation (5), is determined by the absolute value of the difference
between the predicted value and real value of user evaluation.

∑ ∈
= p |_|1

a
j j,aj,a

a
a vpms                                               (5)

In Equation (5), pa,j is the predicted preference, va,j the real preference, and ma  the
number of items that have been evaluated by the new user.

The RSM of an item in a ranked list is determined by user evaluation or user visits.
RSM is measured under the premise that the probability of choosing an item lower in
the list decreases exponentially.  Suppose that each item is put in a decreasing order
of value j, based on the weight of user preference.  Equation (6) calculates the
expected utility of user Ua’s RSM on the ranked item list.

                   ∑ −−

−
=

j j
ja

a

dV
R )1/()1(

,

2

)0,max(
α                                                 (6)

In Equation (6), d is the mid-average value of the item, and α is its halflife.  The halflife is
the number of items in a list that has a 50/50 chance of either review or visit.  In the
evaluation phase of this paper the halflife value of 5 shall be used.  In Equation (7), the
RSM is used to measure the accuracy of predictions about the new user.

∑
∑×=

u u

u u

R
R

R max100                                                        (7)

In Equation (7), if the user has evaluated or visited an item that ranks highly in a
ranked list, R u

max

is the maximum expected utility of the RSM. For evaluation, this
paper uses all of the following methods: the proposed method using a model user
(Extr_Model), the method of recommendation using K-means user clustering (K-
means_C) [11], the method of recommendation using feature of group(Entropy) [15],
the method using EM algorithm(EM_A)[26]. These methods are compared by
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changing the number of clustered users. Also, the proposed method was compared
with the previous method using memory based collaborative filtering
technique(Pearson_C) [10] by changing the number of user evaluations on items. Fig.
3 and Fig. 4 show the MAE and RSM of Extr_Model, Kmeans_C, Entropy, and
EM_A based on Equation (5) and Equation (7). In Fig. 3 and Fig. 4, as the number of
users increases, the performance of the Extr_Model increases, whereas Kmeans_C,
EM_A, and Entropy show no notable change in performance.

Fig. 3. MAE varying at the number of users        Fig. 4. Rank scoring varying at the number
                                                                              of  users

In terms of accuracy of prediction, it is evident that method Extr_Model is more
superior to others. On the other side, in case that the number of users is small, the
performance of Extr_Model decreases a little.  We must study this problem in the
future.  Fig. 5 and Fig. 6 show the MAE and RSM of Extr_Model and Pearson_C
when the number of user’s evaluations is increased. In Fig. 5 and Fig. 6 the
Extr_Model outperforms the other in accuracy.  

                  Fig. 5. MAE at n’th rating                                    Fig. 6. RSM at n’th rating
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5   Conclusions

The proposed method in this paper enabled dynamic recommendation because it
decreased the inaccuracy of recommendations based on unproven user preferences by
optimizing users in collaborative filtering database. Entropy was used to address the
collaborative filtering system’s shortcomings whereby items were recommended
according to the degree of correlation of the two most similar users within a group.
The Naïve Bayes classifier classified items based on their semantic relations, and then
the genetic algorithm clustered users into groups based on the classified items with
the reduced dimension. Therefore, the combination of the Naïve Bayes with the
genetic algorithm has proved that the problem of sparsity could be solved without
reducing the accuracy of recommendation. Moreover, the proposed method in this
paper also reduced the time for retrieving the most similar users within the group by
predicting the typical preferences. As the result, this method made dynamic
recommendation possible.

In the future, if the proposed method is used with personalized learning agent
recommendation systems, the accuracy will, of course, be enhanced. In addition, we
are looking forward to testing this proposed method in broader environments and to
compare it with other similar systems, as well as improve the accuracy of the
clustering and recommendations.
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