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Preface

“What I cannot create I do not understand.”
Richard P. Feynman

The success of engineering work depends on the recognition and use of several
synergic factors. While the analytic approach is the key to solving some well-
defined subproblems, creativity helps us to free ourselves of prejudices and to find
useful analogies. Moreover, critical thinking opens up the way to argumentation
with inexact premises and rules. While engineering is based on such complex
mental features, it is perhaps more transparent than some other human activi-
ties: its world is that of man-made artifacts that should be useful in a broad
sense of the word.

This leads us to our belief that in consideration of the advancements in
Engineering of Intelligent Systems one may have a proper view of the state of
research in the whole of Artificial Intelligence (AI). Knowledge gleaned here is
valid not only in this particular application area but provides valuable hints to
all perspectives of AI theory and its potential for solving other problems as well.

Having recognized the above features of engineering problem solving, the
International Society of Applied Intelligence (ISAI), more than a decade ago,
initiated a series of conferences named Industrial & Engineering Applications
of Artificial Intelligence & Expert Systems (IEA/AIE). The Hungarian AI com-
munity was honored by the invitation of the ISAI to organize and host the
IEA/AIE 2001 conference (June 4–7, 2001, Budapest, Hungary), which is the
14 th in the series.

The Call for Papers announcement attracted many researchers and engineers
from all over the world. A total of 140 papers was submitted and 104 – repre-
senting all continents – were selected for presentation at this conference and
are included in these proceedings. Main areas of the AI research and different
application domains are represented in the papers that are arranged in con-
ference sections / book chapters as follows: Search, Knowledge Representation,
Model-Based Reasoning, Machine Learning, Data Mining, Soft Computing, Evo-
lutionary Algorithms, Distributed Problem Solving, Expert Systems, Pattern
and Speech Recognition, Vision, Language Processing, Planning and Schedu-
ling, Robotics, Autonomous Agents, Design, Control, Manufacturing Systems,
Finance and Business, Software Engineering, and Tutoring.

In addition to ISAI, the main sponsor of the conference, our special thanks are
due to the American Association for Artificial Intelligence (AAAI); the Associa-
tion for Computing Machinery (ACM/SIGART); the Canadian Society for Com-
putational Studies of Intelligence (CSCSI); the European Coordinating Commit-
tee for Artificial Intelligence (ECCAI); the European Research Consortium for
Informatics and Mathematics (ERCIM); the Hungarian Academy of Sciences
(HAS); the Institution of Electrical Engineers (IEE); the International Neural
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Network Society (INNS); the Japanese Society of Artificial Intelligence (JSAI);
the Ministry of Education, Hungary (OM); and the Southwest Texas State Uni-
versity (SWT) who all supported the 14th IEA/AIE conference.

We wish to thank the members of the International Program Committee,
especially those who played specific roles: Soundar Kumara (Program Co-chair),
Khosrow Kaikhah (Publicity Chair) and Gusztáv Hencsey (Local Organization
Chair). We would also like to thank all the authors and referees for their contri-
bution and efforts which made IEA/AIE 2001 possible.

Last but not least, we would like to express our gratitude to Mrs. Mariann
Kindl, Congress Secretary, and Mrs. Cheryl Morriss (SWT) for their enthusiastic
and unflagging contributions.

March 2001 László Monostori
József Váncza

Moonis Ali
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Mendès-France), C. Capponi (Univ. de Provence), C. Bruley,
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Ontology Integration Tasks in Business-to-Business E-Commerce . . . . . . . . . 119
B. Omelayenko (Vrije Universiteit Amsterdam)

Model-Based Reasoning

Using Multiple Models for Debugging VHDL Designs . . . . . . . . . . . . . . . . . . . 125
F. Wotawa (Technische Universität Wien)

Lessons Learned from Diagnosing Dynamic Systems Using Possible
Conflicts and Quantitative Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135

B. Pulido, C. Alonso, F. Acebes (Universidad de Valladolid)

Intelligent Assumption Retrieval from Process Models by Model-Based
Reasoning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145

R. Lakner (University of Veszprém), K.M. Hangos
(Computer and Automation Research Institute)

A Knowledge Model for Automatic Configuration of Traffic Messages . . . . . 155
M. Molina (Technical University of Madrid), M. Robledo (University
Rey Juan Carlos)

Machine Learning

Information Extraction from HTML: Combining XML and
Standard Techniques for IE from the Web . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165

L. Xiao, D. Wissmann (Siemens AG), M. Brown (Interprice
Technologies GmbH), S. Jablonski (University of Erlangen-Nuremberg)

Flexible Similarity Assessment for XML Documents Based on XQL and
Java Reflection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175
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Abstract. Ant colony optimisation is a relatively new meta-heuristic
search technique for solving optimisation problems. To date, much
research has concentrated on solving standard benchmark problems such
as the travelling salesman problem, quadratic assignment problem and
the job sequencing problem. In this paper, we investigate the application
of ant colony optimisation to practical telecommunication design
and synthesis problems having real-world constraints. We consider a
modelling approach suitable for ant colony optimisation implemen-
tation and compare the results to the simulated annealing meta-heuristic.

Keywords: Ant colony optimisation, autonomous agents, heuristic
search and telecommunications

1 Introduction

The Ant Colony Optimisation (ACO) [10] paradigm has been successfully ap-
plied to standard benchmark problems such as the travelling salesman prob-
lem (TSP) and quadratic assignment problem (QAP) with varying degrees of
effectiveness [10]. Many practical optimisation problems have constraints that
are difficult for ACO algorithms to process. New methods and extensions of
ACO therefore have great importance in the development of this meta-heuristic
technique. We examine Ant Colony System (ACS) [9] as a representative ACO
technique. Our findings are generalisable to other members of the ACO family.

In this paper, we introduce a network synthesis problem that has application
in the design of telecommunications networks [2,3]. It is a highly constrained
problem for which it can be difficult to even find feasible solutions [16]. We
investigate a modelling approach for this problem that is suitable for process-
ing by ACO. In addition, we explore the more general issues of how ACO can
be adapted to solve difficult problems. According to Schoonderwoerd, Holland,
Bruten and Rothcrantz [20], “Extending ant-like algorithms to situations like
telecommunication networks which are not found in nature will also increase our
understanding of the abstract and general abilities of such algorithms over and
above those applications found in nature”.

L. Monostori, J. Váncza, and M. Ali (Eds.): IEA/AIE 2001, LNAI 2070, pp. 1–10, 2001.
c© Springer-Verlag Berlin Heidelberg 2001
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This paper is organised as follows. Sect. 2 describes the ACS algorithm while
Sect. 3 outlines the network synthesis problem. Sect. 4 defines the ACS modelling
approach and the strategy that we will use to solve the problem. From this, we
present the results in Sect. 5 and the conclusions in Sect. 6.

2 ACS

ACS is a constructive population based meta-heuristic search technique for op-
timisation problems. It is designed to simulate the ability of ant colonies to
determine shortest paths to food. Although individual ants possess few capabil-
ities, their operation as a colony is capable of complex behaviour. Ant system
techniques expand upon existing paradigms which simulate natural behaviour
such as neural networks, simulated annealing (SA) and genetic algorithms.

Within each step of an ACO process, each ant adds an element to its solu-
tion until some termination condition is satisfied. In terms of the TSP [14], the
QAP [5] and the job sequencing problem (JSP) [12], “element” and “condition”
are outlined in Table 1.

Table 1. “Elements” and “Condition” for the TSP, QAP, JSP.

Problem Element Condition
TSP an edge until a Hamiltonian tour is constructed
QAP a facility until all the facilities have been placed
JSP a job until all jobs have been assigned an order

Using this general terminology, the basic operations of ACS can be described
thus. In discrete time steps, allow each ant to add one element to its solution
until the termination condition is satisfied. After adding an element, the amount
of pheromone on that element is modified. Pheromone is a scalar quantity that
allows ants to communicate with one another about the utility of an element.
The accumulated strength of pheromone on element i is denoted by τ(i).

At the commencement of each time step, (1) is used to select the next element
s to add to the solution. The elements that are still legal to add to the solution
(i.e. those that won’t break constraints) by ant k at step r are indexed by Jk(r).
η(s) is the measure of how good element s would be for the solution, in other
words an incremental cost measure. In terms of the TSP, this would correspond
to the distance between two cities.

Equation (1a) is a highly greedy selection technique favouring the best com-
bination of pheromone level and cost. In order to ensure that other elements are
incorporated into an ant’s solution, (2) selects elements probabilistically. This is
essential to avoid premature convergence to a small group of elite solutions. The
use of each equation is governed by the q0 parameter. q is a uniform random
number.
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s =
{

arg maxs∈Jk(r)
{
τ(s)[η(s)]β

}
if q ≤ q0 (a)

Equation 2 otherwise (1)

pk(r, s) =

{
τ(s)[η(s)]β∑

u∈Jk(r) τ(u)[η(u)]β if s ∈ Jk(r)

0 otherwise
(2)

For minimisation (maximisation) problems, the parameter β is negative (pos-
itive) so that smaller (larger) costs of each s are favoured. The pheromone level
of the selected element is updated according to the local updating rule (3).

τ(s)← (1− ρ) · τ(s) + ρ · τ0 (3)

Where:

ρ is the local pheromone decay parameter. 0 < ρ < 1.
τ0 is the initial amount of pheromone deposited on each of the elements.

Upon conclusion of an iteration (i.e. all ants have constructed a feasible
solution), elements that compose the best solution are rewarded with an increase
in their pheromone level. Mathematically, (4) relates the new pheromone level
to the old.

τ(s)← (1− γ) · τ(s) + γ ·∆τ(s) (4)

Where:

∆τ(s) is used to reinforce the pheromone level of the elements that compose
the best solution found (see (5)). L is the cost of the best solution1 and Q
is a constant that is usually set to 100 [8].
γ is the global pheromone decay parameter, 0 < γ < 1 and

∆τ(s) =
{

Q
L if s ∈ solution by the best ant
0 otherwise

(5)

2.1 ACO and Difficult Problems

Much ACO research has focused on problems such as the TSP and QAP that
do not have difficult constraints. This is mainly due to the fact that this meta-
heuristic is relatively new and research has therefore been directed at defining
and exploring the technique. However, ACO is increasingly being used to solve
more difficult problems. This section provides an overview of ACO for telecom-
munication related problems.

Schoonderwoerd et al. [20] use a highly abstracted ant system for solving
problems involving the routing of telephone calls between origin and destina-
tion nodes using a switched network. The networks they study are not capable
1 The best solution can either be defined as the global-best (the best solution found in

all iterations) or the iteration-best (the best solution found in the current iteration).
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of connecting all calls at a given time so the objective becomes a system that
minimises the number of lost calls. In their ant based solution, ants operate
independently of the calls. Each ant travels between an origin and a random
destination node based on a function of pheromone, distance and node conges-
tion. Calls are routed according the pheromone level on each neighbouring node.
The link with the maximum pheromone is always chosen. This new approach
compares favourably with existing mobile agent methods of British Telecom [20].

Di Caro and Dorigo [7] have designed an ACS to build forwarding tables
for packet routing problems (such as those that occur on the Internet). The au-
thors have shown that their system compares favourably with existing routing
algorithms. Similar work has also been performed by White, Pagurek and Op-
pacher [23] except that separate ant colonies are used to determine the routes,
allocate traffic to the routes and deallocate routes. No comparison to other algo-
rithms was provided in this paper. In addition, preliminary work has also been
carried out on routing with fiber optic cables [22].

3 The Network Synthesis Problem

The problem of network synthesis is common in the design of efficient telecommu-
nications networks. The aim of the problem is to satisfy all traffic requirements
at minimum cost between a set of nodes. For the network synthesis problem
having n nodes, there are 2

n(n−1)
2 possible topologies, i.e. trillions of possibilities

for a network as small as 10 nodes. The information required to formulate the
problem is the traffic demand between each origin and destination (O-D) pairs,
and the cost function for carrying traffic on each (possible) link between nodes
i and j.

Recent interest in the problem has been in the application of Genetic Algo-
rithms (GAs). Work by Berry, Murtagh, Sugden and McMahon [2,3] has demon-
strated this approach in which a GA is used to synthesise the network while a
linear programme (LP) is used to allocate the traffic amongst the routes of the
network. However, this approach has the potential to be inefficient due to the
typically large LP component (though no empirical investigation was undertaken
in Berry et al. [2,3]). A new approach by Randall, McMahon and Sugden [16]
has used SA to solve the problem as a modified knapsack problem with very
encouraging results. In this work, routes are precomputed and selected (using
SA) to form the network. Other solution techniques have been described in Bal-
akrishnan, Magnanti, Shulman and Wong [1], Gavish [11], Kershenbaum and
Peng [13], Minoux [15] and Sharma, Mistra and Bhattacharji [21].

The network synthesis problem can be formulated mathematically using lin-
ear programming [2,3]. Let G be the set of all undirected graphs on n nodes
with G a member of this set. We represent G by its upper triangular node-
node adjacency matrix B with elements bij . The problem is to find a member
G∗ which minimises the cost of transporting required origin-destination (O-D)
flows subject to specified link, node capacity, node degree and chain hop-limit
constraints. The total bandwidth (flow) requirement on virtual path connections
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between O-D pair p−q is given by F pq (without loss of generality represented as
an element of an upper triangular matrix). The partial flow along the rth route
between node p and node q is denoted by hpq

r and Cpq
r is the cost per unit flow

on this route.

Minimise
G ∈ G

n∑
p=1

∑
q>p

∑
r

Cpq
r hpq

r (6)

s.t.

fij =
n∑

p=1

∑
q>p

∑
r

apq
ij,rh

pq
r ∀i, j (7)

∑
r

hpq
r = F pq ∀p, q (8)

1
2

[
n∑

p=1

(F pi + F ip) +
∑
j 6=i

fij

]
≤ umax

i (9)

0 ≤ fij ≤ fmax
ij ∀i, j (10)∑

(i,j)

apq
ij,r ≤ Hmax ∀p, q, r (11)

n∑
j=1

(bij + bji) ≤ dmax
i ∀i (12)

0 ≤ hpq
r ∀p, q, r (13)

Where:

n is the number of nodes.
Cpq

r is the cost per unit flow on route r between O-D pair p− q.
F pq is the total bandwidth (flow) requirement between O-D pair p− q.
apq

ij,r is 1 if the link p− q exists on route r between nodes i, j, 0 otherwise.
fmax

ij is the upper bound on the available capacity (total flow) on the link
(i, j).
umax

i is the upper bound on total flow at node i. This flow comprises traffic
originating at, terminating at and traversing node i.
Hmax is the upper bound imposed on the number of links in a route (the
hop limit).
hpq

r is the amount of traffic routed between p and q on route r.

Equations (6) to (13) represent the model of the network synthesis problem.
Equation (6) is the objective function in which the traffic costs along the routes
are minimised. Equation (7) is used to calculate the total flow on each link.
Constraint (8) ensures that the bandwidth is distributed amongst the appro-
priate routes. Constraint (9) ensures that the node capacities are not exceeded
while (10) ensures that the link capacities are not exceeded. The hop-limit is
preserved in (11) and the constraints that ensure that the nodes meet the node
degree constraints are modeled in (12).
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4 Application of ACS to Network Synthesis

We apply the idea that a set of tra�c routes can be pre-computed before the
application of an optimisation technique. This was �rst proposed in Randall et
al. [16]. A route is a sequence of nodes between an origin and destination node
and has a length not greater than the hop-limit. Fig. 1 shows a simple seven
node network that has four routes. The set of possible routes can be large for
moderately size problems, therefore techniques have been developed to reduce
the size of the set.

1

7
2

4

5

6

3

The routes are:

               2, 6, 7
               1, 5, 6, 3

               1, 4, 2

               1, 3, 2

Fig. 1. An example network.

The pre-computed routes approach has several distinct advantages which
are: hop limits are automatically satis�ed and routes are feasible (i.e. there
are no circuits or repeated nodes in the routes). The problem becomes one of
progressively building up a set of routes until the requirements (constraints (7)
- (13)) are met. In terms of the ant strategy, at each step of an iteration, each
ant adds a new route (from the precomputed route set) to its network. The set
Jk(r) excludes the routes already present in the solution of ant k and those routes
that would make the solution infeasible. This follows a feasibility maintenance
approach that has been found to be successful in other meta-heuristics [17].

It can be more di�cult to apply a feasibility maintenance approach to a
constructive heuristic (such as ACO) than an iterative heuristic (such as SA
and tabu search (TS)). This is because some constraints cannot be satis�ed
at each step/iteration of the algorithm. Consider the case where a constraint

of the form
PN

i=1 C(xi) > D is present in the problem model. Clearly in the
beginning stages of the construction, the length of the solution vector is small
and it is unlikely that this constraint will be satis�ed. Hence, these types of
constraints must be treated as special in the design and construction of ACO
solvers. Only once these types of constraints have been satis�ed can the algorithm
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consider the termination of element augmentation of a particular ant’s solution.
For the network synthesis problem, this type of constraint is the requirement that
demand between a set of O-D pairs be satisfied (i.e. during the construction
of a solution, not all O-D pairs will be satisfied). Other problem classes will
require different and possibly creative approaches to dealing with these types of
constraints. How this can be done in a generic manner is an open question.

For the network synthesis problem each ant terminates once it has con-
structed a network that satisfies the O-D requirements as well as the other
constraints of the problem. Similarly ants are terminated (killed) if at any step
of the algorithm, a feasible route cannot be added and the O-D requirements
have not been met. This notion of termination of ants at various steps within
an iteration of the algorithm (some of which return a feasible solution and some
will not) is necessary for complex problems.

As there may be more than one route in a solution that services a particular
O-D pair, methods need to be introduced for splitting the traffic amongst the
routes. We have adopted the greedy approach outlined in Randall et al. [16].
This technique allocates traffic to routes based on the cost of the routes and runs
in O(p) time, where p is the size of the route set. The algorithm will allocate
proportionally more traffic to cheaper routes.

The full set of routes for a practical size problem can be extremely large.
Therefore we limit the size of the route sets according to a parameter that
specifies a percentage of routes to form the pre-computed route set. These routes
are chosen according to their cost (i.e. the cost of including the route if it was
fully loaded with communication traffic). For instance, if 10% is specified, only
10% of the best routes for each O-D pair would be included in the route set.
This corresponds to a simple candidate set approach [9] as the set of elements
(routes) available for selection is reduced in order to make the search process
more efficient.

5 Computational Experience

A set of problem instances have been generated with which to test the ACS
solver (see Table 2). These are a subset of the problems that have been used in
Randall et al. [17]. These problem instances have demand matrices that are 90%
dense. This means that 90% of the O-D pairs have non-zero traffic requirements.
Subsequently this should make it difficult to find good quality solutions to these
problems. The problems used here (as well as a problem generator) are available
at http://www.it.bond.edu.au/randall/tele.exe.

The size of the pre-computed route set for each problem is also varied in order
to determine whether this factor has an effect on solution quality and runtime
efficiency for the ACS. We use route subsets of 10%, 50% and 100% of the total
number of routes available for each problem instance. The hop limit has been
set to 3.

The computer platform used to perform the experiments is a Sun SPARC-
station 4 running at 110 MHz. Each problem instance is run across 10 random
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Table 2. Problem instances used in this study.

Name Size(Nodes) Best Known
Cost [16]

tele5-1 5 1082
tele5-2 5 656
tele10-1 10 2982
tele10-2 10 1712

seeds. We use the following parameter settings: β = 2, γ = 0.1, ρ = 0.1, m = 5
(for n = 5) 10 otherwise, q0 = 0.9 and iterations=2500.

The results are given in Table 3. The minimum (Min), average (µ), maximum
(Max) and standard deviation (σ) measures are used to summarise the results.

Table 3. Results of running ACS on the test problems. CNS denotes “Could Not
Solve” and means that the ACS could not construct a solution given the routes in the
route set.

Problem Route Cost
Size Min µ Max σ

tele5-1 10% CNS
50% CNS
100% 1035 1035.6 1041 1.9

tele5-2 10% 902 902 902 0
50% 902 902 902 0
100% 656 656 656 0

tele10-1 10% CNS
50% 3917 3970 4004 458.1
100% 2822 2830.67 2843 10.97

tele10-2 10% CNS
50% 1676 1701.5 1724 17.92
100% 1541 1545.33 1548 3.8

Improved solutions are produced for three out of the four tested problem
instances over the SA code given in Randall et al. [16]. SA and ACS give the
same solutions for the problem tele5-2. For problem instance tele10-2, ACS con-
sistently finds better solutions using a smaller route set (50%) than SA using a
larger route set (100%). These performances suggest that ant based techniques
have application to complex optimisation problems. However, the runtimes re-
quired to reach these solutions are significantly longer than for the SA implemen-
tation. Whereas SA produces very reasonable solutions to the 10 node problem
within a few minutes, the ACS engine requires approximately a day.



Solving Network Synthesis Problems Using Ant Colony Optimisation 9

6 Conclusions

This paper has presented an effective application of the ACO paradigm to a
difficult network synthesis problem. In particular, we have shown that constraints
can be processed by using a feasibility maintenance approach in which only
elements that do not cause constraint violation are considered.

The ACS meta-heuristic described herein is capable of finding improved so-
lutions to nearly all of the problems over the SA implementation described in
Randall et al. [16]. The main disadvantage is the computational time required
by ACS. The ACS implementation is significantly slower than the SA code run-
ning on the same computer architecture. To overcome efficiency problems, our
research is now focusing on candidate set strategies [18] and parallel implemen-
tations [19].

The network synthesis problem has a low problem size (n) to search space size
ratio. This means that for relatively small values of n, the search space is very
large. The use of meta-heuristic approaches that examine various alternative
elements at each step/iteration (such as ACO and TS) can lead to substantial
performance degradation. To overcome this problem, appropriate candidate set
strategies need to be devised. The candidate set strategy described within this
paper is very simple. More effective sets need to be devised which limit the
number of elements examined at any one step while not sacrificing quality. This
is essential to effectively solve the network synthesis problem in computational
time comparable to other heuristics.
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Abstract. An algorithm that is a combination of the particle swarm and
differential evolution algorithms is introduced.  The results of testing this on a
graduated set of trial problems is given.  It is shown that the combined
algorithm out performs both of the component algorithms under most
conditions, in both absolute and computational load weighted terms.

Introduction

Problems involving the minimization of real valued multi-model objective functions
are common throughout science and industry.  The aim of any algorithm used to
achieve this objective is to find the absolute minimum as fast as possible with the
lowest likelihood of prematurely converging to a local, but sub-optimal, minimum.  It
is also ideal for the algorithm to require few parameters and the values of those that it
does use should ideally be problem independent.

All such algorithms require the value of the objective function to be determined for
a collection of points in problem space.  If this fitness evaluation is complex and time
consuming it is advantageous to require as few points to be evaluated as possible.

Probably the best known algorithm for finding the optimum of such multi-model
functions is the evolutionary algorithm (often called the genetic algorithm) [Holland
1975].  This algorithm, while very powerful, can exhibit slow convergence with many
generations passing (and objective function evaluations done) without improvement.
Two more recent algorithms are differential evolution [Storn and Price 96, Storn and
Price 97] and particle swarm [Kennedy and Eberhart 1995].

Differential Evolution

Differential evolution is a population-based algorithm that creates new individuals
one at a time. It is a greedy algorithm in which the new individual replaces the poorest
performing population member provided the new individual outperforms it.
Combining three existing population members (M1, M2 and M3) drawn from the total
population of Q creates new individuals.  Let each individual have D dimensions (Mxi

being the ith dimension of the xth individual in the population).  Two parameters are
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required for the algorithm, a fraction F (0-1, typically ~0.8) and a probability P (0-1
typically 0.5).  Each of the dimensions of the new individual N are created separately,
the ith dimension being created as:
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where random() is a random number in the range from 0 to 1.
With Q individuals there are Q3 possible new individuals if the probability P = 1.
Only some of these will have a better fitness than the current worst performing
individual and be accepted into the population. As the worst fitness increases with
each successive replacement, the proportion of acceptable new individuals would be
expected to drop.  This effect will be exacerbated as population diversity decreases
and duplicate population members occur.  The increased probability of duplicate
individuals coupled with the reducing number of possible viable new individuals
leads to a rapid decrease in diversity and may result in convergence to a sub optimal
position.
If P is less than one then the number of unique offspring increases to 2DQ3 as the
effect of only varying some of the D dimensions is to also have a probability of
exploring the 2D-1 points around each of the points explored when all dimensions are
modified.  Using the common value for P of 0.5 all of these points are equally likely.
As there is no a priori information on which to decide which points should be
explored with a higher probability, there seems little point in varying P.
The algorithm has some obvious limitations.  Firstly, it only explores discrete points
being limited to those points that may result from the combination of any three of the
current population members.  Secondly, the algorithm suffers from the effect of
winnowing.  When a child is produced that is identical to an existing population
member it may still be accepted into the population.  Only modifying some of N1’s
dimension values will decrease the probability of this happening, but it will still
happen.  Once it has happened it will be more probable that one of the individuals at
this common position will be chosen than an individual at any other position, which
will reduce the range of possible offspring positions.  If multiple individuals exist at
each of two positions, the degree of commonality between their offspring will
increase, this tending to produce more individuals at common positions.  As the
number of common positions increases so does this tendency to group, rapidly leading
to a decrease in diversity. Hence this algorithm rapidly converges to one or a small
number of points.

The Swarm Algorithm

The Swarm algorithm is also a population-based algorithm but is not a greedy
algorithm as no individual is ever replaced. Rather, the individuals move through the
problem space with a velocity that is updated with every step.  The updated velocity is
a combination of the previous velocity (VT), a component towards the best position
(B) found by any individual in the swarm so far, and a component towards a position
(S) derived from comparing the relative performance of this individual with the
performances of a number of other swarm members.
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The new velocity (VT+t) is:
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where M is the momentum, X is the current position of the individual and G sets the
relative attention to be placed on the positions B and S.  Both M and G are bounded to
the range from 0 to 1.  If M is large, the B and S positions have little effect; if G is
large B has more influence than S.  The parameter t is the time between updates and is
required for dimensional consistency.  It is usually taken to be unity.

Without the component towards S, the swarm tends to rush towards the first
minimum found. An appropriately chosen S will cause the swarm to spread out and
explore large areas of the problem space more thoroughly.  Many ways of deriving S
have been proposed. (See, for example, [Eberhart et al 1996]).

Mostly these involve an attraction to the position of the currently best performing
of the C closest neighbours of this individual, where C can be any number from 1 to
the swarm size. In the former case, the social interaction between the swarm members
is limited to a knowledge of the single best position found so far, with the tendency
for each individual to return to the best place it has found so far acting as a limited
counter against premature convergence.  If C is the number of members in the swarm,
the last term in the equation above becomes but a scaled version of the previous term.
Practically, C should not be at either extreme of the range (for further discussion, see
[Kennedy and Eberhart 1999]).  A value of C between the extremes requires that the
appropriate swarm population members be identified, which can add to the
computational cost.

In the work described in this paper the position S is derived in an effective, but
computationally modest, way developed by this author.  All other swarm members
influence all other individuals but the magnitude of the influence decreases with both
fitness and distance for a minimization problem.  (For a maximization problem it
would increase with fitness but decrease with distance.)  Individuals within a
nominated threshold distance are considered to be exploring the same region of space
and make no contribution.  An individual j is attracted to the position Sj whose
components Sji are calculated from Dni, the distance along the ith axis from this
individual to some other individual n in the swarm together with Fn, the fitness of
individual n.  The position S for individual j is defined by:
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In general, each particle will have a unique position S to which it is attracted giving
the swarm good spreading characteristics.  In the swarm algorithm individuals
continuously search the problem space under the influence of both the entire swarm’s
current performance and prior history.  The momentum component ensures that
individuals are less likely to get trapped in a local minimum.  In time, all swarm
individuals will circle around one or a few points in problem space.
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The Combined Algorithm (SDEA)

Individuals following the swarm algorithm search continuously with their exact path
being influenced by both the current collective performances of the swarm members
as well as the best point found so far. It is quite compatible with the differential
evolution algorithm that moves individuals to discrete points each better than the last.
In the SDEA algorithm each individual obeys the conventional swarm algorithm, but
from time to time the differential evolution algorithm is run which may move one
individual from a poorer area to a better area to continue the search.  The individual
moved retains its velocity.

Obviously, the ratio of the number of times the differential evolution algorithm is
run compared to the number of runs of the swarm algorithm (T) will affect the overall
performance.  If T is very small, it is highly probable that only the swarm algorithm
will be making any significant contribution.   If T is large the disruptive effect of
frequent spontaneous movement of individuals will effectively remove the swarm
algorithms collective behaviour. The only significant contribution will, in all
probability, come from the differential evolution algorithm – except at the end when
few, if any, individuals will be moved by the DE algorithm owing to the high average
performance of the population.

In the results given T is expressed as a percentage, the relative probability of
running the DE algorithm cf. the swarm algorithm that is always run.

The Test Problems

A set of four problems has been used to test each individual and the combined
algorithms.  The two dimensional problem surfaces are shown in the figure below.

These functions are graduated in difficulty.  The first two, the Goldstein-Price
Function and the six hump camel back function, are taken from the De Jong set [De
Jong 1975] and are reasonably simple to solve.  The second two have been developed
to test the ability of an algorithm to operate in regions with similar local minima.  The
Timbo2 function [Copland and Hendtlass 1998] has a series of narrow minima with
only a slight advantage to the global minimum.  It has proved a good problem for
testing an algorithm’s tendency to premature convergence.  The final problem has a
similar aim, with the global minimum being in a narrow region outside the wide basin
of attraction formed by the combination of the other two local minima. It has the
advantage of being able to be specified in any number of dimensions and thus can be
used to test the dimensional sensitivity of an algorithm.

Results

The results of a number of tests using each of the four functions are shown in the table
above.  In all cases the swarm parameters used were M= 0.6 and G = 0.33; the DE
parameters used were F = 0.8 and P = 0.5.  The threshold distance was set, somewhat
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arbitrarily, at 0.1.  All results reported come from 1000 repeats with initial random
starting positions.

The Goldstein-Price Function
1+(X1+X2+1)2*

(19-14 (X1+X2)+3(X1+X2)
2))*

(30+(2X1-3X2)
2*

(18-32X1+12X1
2+48X2-36X1X2+27X2

2)
This function has a single minimum
with a value of 0 at (-1,3).  For this
problem all individuals were initialised
with each co-ordinate set to a value
between –2 and 2.

The six hump camel back function
4X1

2-4X2
2+4X2

4-2.1X1
4+X1

6/3+X1X2

This function has two symmetrical
minima with a value of –1.0316285
at (0.08983, -0.7126) and at
(-0.08983, 0.7126).- For this problem
all individuals were initialised with
each co-ordinate set to a value
between 5 and –5.

The Timbo2 function.
1+((X1-0.2)2+(X2-0.1)2)0.25-cos(5p((X1-
0.2)2+(X2-0.1)2)0.5

This function has a single minimum
with a value of 0 at (0.2,0.1).  For this
problem all individuals were initialised
with each co-ordinate set to a value
between –10 and  +10.

The n dimensional 3 potholes
function.
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The surface above is for n = 2.
Irrespective of n this function has a
single minimum with a value of zero
when each value of X = 3. For this
problem all individuals were
initialised with each co-ordinate set
to a value between –10 and  +10.

      The four test problems used.
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Problem
(population)

Swarm only DE only Swarm + DE
(T=0.25)

Swarm + DE
(T=0.5)

Goldstein-
Price (10)

999/57.6
/1.72

864/11.92
/1.10

1000/26.62
/3.01

1000/23.33
/2.86

Goldstein-
Price (20)

- 994/9.14/4.11 - -

Camel back
(10)

998/93.53
/1.06

49/15.04
/0.01

981/114.7
/0.64

1000/55.96
/1.19

Camel back
(20)

- 110/38.4
/0.01

- -

Timbo2
(10)

145/255.5
/0.03

0/-
/0

975/104.5
/0.68

1000/61.13
/1.09

Timbo2
(20)

- 64/74
/0.01

- -

2D potholes
 (10)

999/16.62
/5.84

43/32.91
/0.01

1000/12.03
/6.65

1000/11.79
/5.65

2D potholes
 (40)

- 452/37.76
/0.04

- -

4D potholes
(10)

955/103.4
/0.79

0/-
/0

982/78.29
/0.91

995/65.97
/0.97

4D potholes
(80)

- 5/231
/0

- -

6D potholes
(10)

886/167.8
/0.43

0/-
/0

900/158.9
/0.37

923/156.5
/0.34

6D potholes
(120)

- 1/96
/0

- -

Two performance measures were used. The first is the number of times the known
minimum was found in the 1000 trials.  It is the relevant performance measure if
execution time and the number of evaluations are not of importance.  The second
performance measure is designed to reflect both the number of correct solutions and
the number of evaluations taken.  It is calculated as the number of successes divided
by the average cycles (successes and failures).  The higher the figure the better the
performance, although the figures are only really directly comparable for different
attempts at the same problem.

Except for the potholes function, each run was terminated when any individual had
a fitness within 0.05 (Goldstein-Price) or 0.01 (Camel back and Timbo2) of the
optimum fitness or 500 evaluation cycles had passed. The potholes functions were
considered solved when any individual was within 0.1(2D), 0.3 (4D) or 0.5 (6D) of
the optimum position or 500 evaluation cycles had passed. The choice of 500
evaluations for the cut off point was made after observation that, by that stage, it was
almost certain that convergence had occurred for all populations and problems.

One cycle was one application of the swarm algorithm and/or DE to each member
of the population.  The three figures given for each run (e.g. 999/57.6/1.72) are the
number of times the function was solved out of 1000 (the first performance measure
described above), the average number of cycles to a solution (when solved) and the
second performance measure.  The differential evolution algorithm was run with two
populations, the first the same as the population used for all other runs, the second
with a population that met the guidelines for using DE [Price 99].

The Goldstein-Price function is a fairly simple function and the optimum could be
found readily by all five approaches used here.  The performance of differential
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evolution improved noticeably with the larger population.  The average number of
cycles for a successful attempt was far smaller for DE than for either swarm alone or
swarm plus DE.

The Camel back function is a somewhat more difficult function and was a problem
for the DE algorithm, even with the larger population.  The combined algorithm
slightly outperformed swarm alone for one of the T values used but was somewhat
poorer for the other.

The Timbo2 function was designed to be hard due to the presence of many local
minima that differ only slightly in value from the global minimum.  Neither swarm
nor the DE algorithms were very successful at this.  The combination of the two
algorithms dramatically improved the search performance.

The Timbo2 function may be considered too fractured to be able to reflect practical
real life problems.  The pothole function was developed to reflect real life problems
with a gentle gradient of improving performance leading to three minima.  The
minimum at xi = –2 is wider and will often trap any algorithm with a tendency to lose
diversity rapidly when a minimum is found.  The global minimum, however, is in the
narrower region at xi=3.  The pothole function may be expressed in any number of
integer dimensions and can be used to test the sensitivity of algorithms to the
dimensionality of the problem space.  Differential evolution did not perform well on
this problem, especially when the number of dimensions exceeded two.  The
combined algorithm outperformed the swarm algorithm alone on the first
performance measure, especially for four and six dimensions.  However, the increased
number of evaluations resulted in the swarm algorithm having the best results on the
second performance measure.

Conclusions

An algorithm has been introduced that is a simple combination of two established
algorithms and its performance tested on four optimization problems.  Although the
combined algorithm has one extra parameter (T) over the combined parameters of the
two component algorithms, the improved performance seems to warrant this.  While
the optimum value for this new parameter is undoubtedly problem specific (as are the
optimum values of all the other parameters), the value does not seem to be highly
critical.  Experience has shown that a value between 0.25 ands 0.5 seems to work well
for all problems tried so far.

The new algorithm does increase the number of fitness evaluations required and as
such, for problems with computationally demanding fitness evaluations it may be
advantageous to stay with one of the component algorithms alone, in particular the
swarm algorithm.
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Zoltán Tóth1 and Gabriella Kókai2
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Abstract. This paper is an introduction to the Generic Evolutionary
Algorithms Programming Library (GEA) system. The purpose of
the GEA system is to provide researchers with an easy-to-use and
extendable programming library which can solve optimization problems
by means of evolutionary algorithms. GEA is implemented in the ANSI
C++ programming language and is designed in a way that enables users
to integrate new methods and individual representation forms easily.1

Keywords: Evolutionary algorithms, programming library

Introduction

Engineering applications provide a wide range of optimization problems for peo-
ple working in this area. In most cases, the different tasks require different pro-
gramming environments to achieve the best results.

The purpose of Generic Evolutionary Algorithms Programming Library sys-
tem is to provide researchers with an easy-to-use, widely applicable and extend-
able programming library which solves these tasks by means of evolutionary
algorithms [3][5][9].

Evolutionary algorithms are general purpose function optimization methods
which search for optima by making potential solutions compete for survival in a
population. The better a potential solution is, the better chance it has to survive.
The search space is explored by modifying these potential solutions by genetic
operators observed in nature: generally mutation and recombination [10].

Evolutionary algorithms have (among others) the following two advantages
over other optimization methods: first, in most cases they converge to global
optima, and second, the usage of the black-box principle (which only requires
knowledge about a function’s input and output to perform optimisation on it)
1 This work is supported by the Bayerisches Habilitationsförderpreis, the Deutscher
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makes them easily applicable to functions whose behaviour is too complex to
handle with other methods.

The GEA system contains algorithms for various evolutionary methods,
implemented genetic operators for the most common representation forms for
individuals, various selection methods, and examples on how to use and expand
the library.

The implemented genetic operators, selection methods and evolutionary al-
gorithms make the system easy-to-use even for beginners: If the user wants to
solve a problem with GEA and the search space consists of, say, bit-strings or real
vectors, then he/she only has to implement the problem-specific fitness function,
set the parameters of the algorithm and start searching for the solution.

GEA is implemented in the ANSI C++ programming language and the class
hierarchy is designed in a way that enables users of the system to easily add
new selection methods, representation forms for individuals or even evolutionary
algorithms (e.g. evolutionary programming, steady-state GAs). The development
and integration of new evolutionary algorithms will be soon supported by the
Evolution Algorithm Editor.

One must admit that there exist a nice amount of programming libraries that
deal with the problem of kinds of evolutionary algorithms [1][2][7][14]. GEA tries
to be the ‘alloy’ of these libraries in a manner that it contains several methods
and representation forms, so it can be used to solve a large amount of problems.
Although there are functions in GEA (such as algorithms for ESs, the so-called
meta-ES and the adaptation of the probability of the genetic operators [4]) which
are supported only by a few other libraries.

In the following, Section 1 contains details of the GEA system: The class
hierarchy and the purpose of the classes. Section 2 describes GREDEA, an ap-
plication of GEA. Finally in Section 3 a summary of present and future work is
given.

1 The GEA System

This section describes the GEA system in detail. It is explained how the idea
of creating such a programming library came up. Then the implemented repre-
sentation forms, their genetic operators and the evolutionary algorithms of the
latest version are presented.

The first aim of the GEA system was to provide a basis for the evolution
of Lindenmayer systems (L-systems for short) [6]. These structures are capable
of describing fractal structures such as trees (see the Tevol program, [12]) or
even the blood vessels of the human retina (the GREDEA project, [13]). These
two projects required the evolution of the rewriting rules of the L-systems as
well as the parameters of them. The rewriting rules can be evolved with genetic
algorithms, and the parameter vectors with evolutionary strategies. A suitable
C++ programming library which dealt with GAs and ESs at the same time could
not be found, so the design and implementation of GEA has begun. Since the
system is implemented in the ANSI C++ language, in principle it can be used
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under any 32 bit operating system. So far the library has been tested on Linux,
SunOS, DOS and Win32 platforms.

The class hierarchy of GEA is quite simple but still powerful. The
Evolvable abstract class is the superclass of all evolvable objects. The classes
SelectionMethod and NextGenMethod are the abstract classes defining inter-
faces for selection methods and evolutionary algorithms. These enable the user
of the system to easily integrate new methods into GEA. The integration of new
elements can be done without recompiling or relinking the binaries, for all pos-
sibly external objects and functions are loaded at running time by the recently
strongly propagated plug-in technique.

Class GenParams holds all the parameters that an evolutionary algorithm
can have in the GEA system. The latest version uses the general e params data
structure which can be used to hold parameters of arbitrary systems; it is easy to
define the types and restrictions of parameters, and even relations between them.
The parameter values can be set using a graphical user interface and are stored
in easily readable and modifiable text files. The GEA system is designed in a
way that the evolutionary parameters can be modified even during an already
started evolutionary process, too.

Class Evolvable is the abstract superclass of all evolvable classes: It declares
all the functions a class has to have in order to become an evolvable class.
The standard GEA system contains two individual representations: Evolvable-
BitString and EvolvabeRealVector are classes which implement the genetic
operators of these two individual representations. If the possible solutions of a
problem can be represented by bitstrings or real valued vectors, then only the
fitness function has to be implemented and passed to the constructor of the
selected class as a callback function.

The genetic operators are implemented according to the representation form.
The system can optionally adapt the probability of the genetic operators, that
is, it can observe their effectiveness and change the probabilities according to the
result. This feature can be useful to set up the appropriate operator probabilities.

Class Population represents a population (a community of individuals) in
the GEA system. The pointers to the individuals are stored in an array and
are sorted by decreasing fitness values. The class has some functions supporting
certain special selection methods.

Being a subclass of Evolvable, populations of populations can be created,
thus populations can be evolved, too. This makes meta-ES available in the sys-
tem. The fitness value of a population can be either its best individual’s fitness
value or the mean of all individuals’ fitness values.

Class EA represents an evolution process in the GEA system. It has all meth-
ods that are necessary to handle a population and create new generations from
it. It has to know the parameters of the evolutionary algorithms and the repre-
sentation type of the individuals. After creating an EA object, only its NextGen
function has to be called to run the evolution process. Eventual errors are han-
dled with a general error handling data structure.

The GEA system was compared with other freely available evolutionary pro-
gramming libraries with respect to speed and performance [1][2][7][14]. As this
would exceed the space available for the paper, the results of this comparison
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cannot be presented here. In short, the test functions were chosen so that they
differ in their modality, separability and regularity. With respect to execution
times, in most cases the unoptimized GEA performed somewhat worse than the
overall fastest system (GENESIS). The best solutions were found by GEA for
four out of six test functions. The exact results of the comparison can be found
in [11].

2 GREDEA: Description of the Human Retina

This section describes a real application of GEA: The GREDEA system. It ap-
plies combined evolutionary algorithms to evolve L-systems which describe the
blood vessels of the human retina and is a very interesting medical application.

The main idea behind the GREDEA (Grammatical Retina Description with
Evolutionary Algorithms) system is to develop patient-specific monitoring pro-
grams for examining the blood circulation of the human retina. The system can
be used on patients with diabetes who need to be monitored over long periods.
It is essential to check the eyesight of patients with this disease, because the
deterioration of the vascular tree caused by diabetes has a direct effect on the
vision quality.

fovea centralis (macula)

papillary

vessels

Fig. 1. The structure of
the retina

Fig. 2. Fundus image of
the retina

Fig. 3. A preprocessed
retina image

In GREDEA, an individual description of the blood circulation of the human
retina is created for each patient. To obtain the description, the process starts
from fundus images taken with fundus cameras. They are then preprocessed
(Figures 2 and 3). Then a parametric Lindenmayer system is developed which
creates the pattern closest to the vascular tree of the patient. This L-system can
be stored and used later to make comparisons.

L-systems are special kinds of descriptive grammars introduced by A. Linden-
mayer in order to describe natural development processes [6]. These are called
Lindenmayer grammars or Lindenmayer systems. The most important charac-
teristic of them compared to Chomsky grammars is parallel rewriting. In Linden-
mayer systems rewriting rules are applied in parallel and all instances of the left
hand side of a chosen rewriting rule in a given word are simultaneously replaced.
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Different L-system classes are introduced, such as deterministic or nonde-
terministic, context free or context sensitive L-systems. The definition of these
classes are similar to the definition of Chomsky language classes. In the applica-
tion described here, parametric L-systems are evolved, which introduce parallel
rewriting to parametric words. The evolution of parametric L-systems requires
two kinds of evolutionary algorithms: GAs are used to evolve the rewriting rules
of the evolved L-system, and ESs are applied on the parameters of the L-systems.

Because the shape of the generated image depends both on the rewriting
rules and on the parameters, the representation can be divided into two im-
portant parts. The right sides of the rules are represented as strings while the
parameters are described as vectors of real values. L-systems with the same rules
are considered an L-system group. In an L-system group the rules are constant,
but the parameters can vary. To find the best parameters ESs are used inside
the L-system group. Therefore an L-system group works as a subpopulation. A
subpopulation can be represented by rewriting rules. Because the number of the
rules and left sides are constant, an L-system group can be represented by an
array of strings. To find the rewriting rules, GA is applied on the string arrays
representing an L-system group.

For a detailed description of the GREDEA system, see [13].

3 Summary and Future Work

In this document the GEA (Generic Evolutionary Algorithms) system, an evolu-
tionary algorithms programming library written in the ANSI C++ programming
language is presented.

The design and implementation of GEA was started with projects that evolve
parametric Lindenmayer systems to describe branching structures. These evolu-
tion processes required the use of evolutionary strategies, and at that time there
were no programming libraries that provided them.

The GEA system in its present phase contains implementations of genetic
algorithms and evolutionary strategies, several types of selection methods, and
genetic operators for bitstring and real-vector individual representation. The
examples and the applications contain the implementation of genetic operators
for permutations and parametric L-systems as well. The library is designed to
be modular, so it can be easily expanded by subclassing certain classes.

The comparison of the GEA system with other libraries with a similar goal
has brought very interesting and useful results for the future development: In
most cases, the speed of the system is quite good, but the more important obser-
vation was that GEA does not perform very well on a few test functions. These
points will be investigated and will be improved in the future. Furthermore, the
following modifications and improvements are planned to be performed on the
system:

– Coevolution [8] will be made available by letting the individuals know about
their mates in the population. This is not implemented in any of the libraries
found so far.
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– A graphical user interface is under development for GEA which will enable
the user to set the genetic parameters easily, to observe the performance
of an EA run, and to display the individuals graphically. The GTK GUI
Toolkit2 is used in the implementation.

– A utility will be designed and implemented which will help the user to design
evolutionary algorithms by the drag-and-drop technique.

It can be seen that the GEA system in its present state is a widely applicable
and easy-to-use library. As many research projects, of course it is constantly
under development. The above mentioned improvements will be implemented in
the foreseeable future. Other modifications will be carried out as further reports
and comments arrive from the researchers and users of the field.
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Abstract. In engineering application heuristics are widely used for dis-
crete optimization tasks. We report two cases (in Dense Wavelength Divi-
sion Multiplexing and High Level Synthesis), where a recent “intelligent”
heuristic (STAGE) performs excellently by learning a value-function of
the states. We have found that if a global structure of local minima is
found by the function approximator then search time may not have to
scale with the dimension of the problem in the exponent, but it may
become a polynomial function of the dimension.

1 Introduction

One of the most fundamental activities in an engineer’s life is to find good, prob-
ably the best (i.e., optimal) choice of different alternatives in situations offering
many alternatives while respecting certain limitations. Given a problem one usu-
ally evaluates the possibilities according to some strategy and finally selects one,
which seems optimal for him. In engineering the problem of finding the best pos-
sible answer from a large space of possible answers is called global optimization.
Formally speaking a global optimization task consists of the following tuples: a
state space X together with a scalar objective function Obj : X → R used for as-
sessing the states. Our goal is to find the “best” state x∗ ∈ X, which minimizes1
Obj, that is, Obj(x∗) ≤ Obj(x) ∀x ∈ X.

If the state space is small, then x∗ can be trivially obtained by exhaustive
search, otherwise special knowledge or some heuristics have to be utilized for
performing effective partial search [1]. Many practical combinatorial optimization
problems in engineering where X is finite, but enormous in size fall into the class
of NP-Hard problems [2], to which no efficient exact solution algorithm is known.

One possibly adapts the solution algorithm according to his best knowledge
in order to incorporate his special “insights” regarding the problem. The main
1 In the followings when we speak about optimization, we will always assume mini-

mization, unless explicitly noted.
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problem comes from the fact that the true nature of the problem can be very
well hidden behind the objective function, therefore searching only by objective
function can be very inefficient.

In the theory of Reinforcement Learning [3] the fundamental instrument in
decision making is the so called evaluation function, or shortly value function. It
maps features of a given state to a single scalar value that gives us the “promise
of the state” with respect to the solution to the problem. [4]. Obtaining this map-
ping is not a straightforward task. The good news is that evaluation functions
can be learnt automatically [3], [4].

In the subsequent section we shortly overview the details of a recent algorithm
called STAGE. In the main part of our paper we will report our experience that
value prediction can indeed help to find either better results, or similar results
but faster and more reliably than the widely used original heuristics.

2 Global Optimization with Value Prediction: STAGE

As we discussed in Section 1, if exhaustive search is not feasible one can resort
to local search (LS). There is a big number of heuristics used for improving the
chance of the LS to find global optimum, the interested reader is kindly referred
to [1].

Performing local search requires the definition of the neighborhood structure
N , which gives a set of states that is considered to be reachable directly (i.e.,
locally) from current state x. The definition of N can strongly influence the
effectiveness of LS.

STAGE [4] falls into the class of multiple-restart heuristics and exploits the
fact that the result of a LS might be strongly dependent on the start point of
the search. The “value” of a state equals to the likely outcome of the LS starting
from that state. Using this promise as an evaluation function STAGE performs
“intelligent” restarts by searching the state with the most promising value. The
values of the states are produced by a function approximator (FAPP) via a user-
defined scalar “feature” vector F that should grasp the main attributes of the
problem.

STAGE works cyclically, it repeatedly performs two LS-s consecutively.
Firstly the LS πloc defined by the user is run. It should produce a finite trajectory
used for retraining the FAPP. Secondly STAGE starts another LS independent
from the one that was used for searching by Obj to find the state x̂∗ with the
best value estimate, i.e., V̂ (x̂∗) ≤ V̂ (x) ∀x ∈ X. It uses x̂∗ as the re-start point
for its next cycle.

STAGE highly benefits from using this approach. On one hand it allows the
user to freely replace the input with a few selected feature. On the other hand,
using FAPP opens the door before generalization (inter- and extrapolation). If
there is a trend toward the global optimum among local optima then this trend
can be learnt by the FAPP dramatically boosting the efficiency of STAGE. The
precise details of STAGE is beyond the length-limits of this paper, it can be
found in [4].
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3 Joint Multilayer Configuration of GMPLS Networks

3.1 Problem Overview

In DWDM (Dense Wavelength Division Multiplexing) optical telecommunication
networks [5] an end-to-end optical channel routed over several network nodes
can be established. This is referred to as WR (Wavelength Routing). Unfortu-
nately, for networks consisting of N nodes N(N − 1) unidirectional light-paths
are needed (N(N − 1)/2 pairs), which number depends on the square of N .
Wavelength conversion does not help much. For this reason Multi-hop WR is
used, i.e., two or more traffic streams can be carried jointly, over a single light-
path by multiplexing and demultiplexing of these traffic streams in time division
manner (it is called “grooming”). Therefore, electrical (de-)multiplexer devices
are needed.

Recently introduced GMPLS (Generalized Multi-Protocol Label Switching)
networks use packet switching over WR-DWDM networks handling several net-
work layers jointly over a single control plane2 [6]. Although GMPLS signalling
will allow configuring all the layers on demand, at the moment it seems to be
most reasonable to re-configure the layers rarely.

Following this approach here we propose a novel model for joint configuration
of the GMPLS layers. This model allows use of heuristic optimization methods
like STAGE and other techniques.

To make the presentation easier, the result on an example network is depicted
in Fig. 1. The drawing shows the given six-node (N1-N6) network. The nodes
are interconnected by seven physical links (L1-L7). In this example we assume
three different wavelengths WL1, WL2 and WL3 and we assume that all node-
pairs wish to communicate. There are 15 traffic streams between the node-pairs
and 25 so-called Basic Building Units (BBUs 1-25). A BBU defines the assigned
wavelength of a given stream on a given link. With the given physical topology
we obtain 15 initial light-paths using 15 hops where opto-electrical and electro-
optical conversions were needed. Seven of length one (4;8;10;12;14;18;22) six of
length two (2-9;3-7;5-11;13-21;15-24;19-23) and two of length three (1-6-16;17-25-
20). The minimal necessary four hops remained after optimization are denoted
by small circles in Fig. 1.

We first route the traffic demands over the physical network then we search
for an optimal wavelength assignment for each traffic demands over each phys-
ical links. We cut the paths between node-pairs into sequences and merge the
sequences into so called λ-links, assigning them the same wavelength across con-
secutive physical links along the path. The problem size grows rapidly with the
number of nodes and the number of available wavelengths. This problem very
likely belongs to the class of NP-hard problems, because the subproblem of it,
the Static Light-path Establishment (SLE) has been shown to be NP-complete
[7].

Already in the example given in Fig. 1 with six nodes, three available wave-
lengths and 25 BBUs the state space consists of 325 different states. The problem
2 Packet Switching Layer, Time-Division Multiplexing Layer, Lambda(Wavelength)-

Switching Layer and Fiber-Switching Layer
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Fig. 1. The optimal configuration of the example

will be significantly reduced if the state space is tightened by starting with as-
signing one and the same wavelength to all traffic streams between adjacent
nodes (i.e., of length one ).

3.2 Reformulating the Problem for STAGE

For solving the GMPLS configuration problem with STAGE we have to define
the building blocks of the STAGE algorithm. Beyond πloc we need a second LS
algorithm to find the extremum of the estimated values over the feature-space.
We follow the suggestion of [4] and we use quadratic regression as FAPP, and
Stochastic Hill-Climber to search in the feature space. The X problem space is
defined by the possible allocations of wavelengths to BBU-s. The Obj to be mini-
mized is the number of electro-optical conversions, that is, the sum of the number
of wavelength-conversion and the number of multiplexing and de-multiplexing
of different traffics to–from the same wavelength at some node. The neighbor-
hood structure N is defined by the allowed configuration actions: changing the
wavelength of one BBU. As for features several metrics can be defined. STAGE
can automatically select from the features. The effect of irrelevant features will
be simply noise and they will be integrated out by the FAPP. From the tried
features finally the most successful ones have been chosen, namely the loads of
the individual wavelengths (how many traffic demands have been carried over a
particular wavelength) and the distribution factor of loads over all wavelengths.
This experience is in correlation with the statement of [4] that using only a few,
coarse feature of the problem is usually the most efficient solution.

3.3 Performance of STAGE on the GMPLS Problem

We have tested the following local searches [8]: Hill-Climber with equi-cost moves
(HC) and Simulated Annealing (SA), each with and without smart restarts (SR).
The networks have been the 6-node one of Figure 1 using 3 wavelengths (problem
‘A’), and a bigger 10-node one using 3 and 5 wavelengths (problems ‘B’ and ‘C’,
respectively), see Table 1.
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Table 1. Comparison of GMPLS optimization results w. and w/o. SR

SR—Smart Restart, HC—Hill–Climb., SA—Sim.Anneal., BestObj—best Obj.,
#best—no. of visited states with BestObj, #visited—tot. no. of visited states,

Obj gain—BestObj gain of SR over non-SR

Firstly the non-SR algorithms were run. We have tried different settings to
determine the upper limit of trajectory length where no further significant im-
provement was probable. Experience has shown that the FAPP usually stabilized
after ten retrain cycles, so in the SR mode we have cut-back the permitted tra-
jectory length of πloc to one tenth. It has resulted in having the same total
number of visited states for both SR and non-SR modes (around 73000).

We have found that for smaller problems the STAGE approach has not im-
proved significantly the obtained results. However, as the problem size has grown
STAGE has begun to excel in robustness3.

Note the table rows separated by dashed lines in Table 1. Each these dual
rows contains data for SR runs of the same problem. Rows immediately above
dashed lines contain the number of occurrences of those states where the Obj is
at least as good as the best one in the non-SR runs of the same problem instance.

SR runs have yielded appr. the same quality results with the same number of
visited states as the non-SR runs, but with a robustness usually better by more
than one order of magnitude. In the following section we will turn to another
engineering problem instance, where the SR approach has also helped to get
better results than earlier algorithms.

3 We call robustness the number of visited states with the best Obj versus the total
number of states visited.
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4 High Level Synthesis Design Problem

Our design problem is a high–level synthesis (HLS) problem: register transfer
level (RTL) hardware description is to be given from a task formulated at a
higher level [9], [10]. We compare the performance of STAGE with graph–coloring
heuristics see, e.g.,[2] and with the state–of–the–art heuristics, DECIP [11]. Our
methodology allows the joint optimization of software and hardware components.
In general, the first step of any kind of design is to determine the components
that will not be decomposed any further. We shall call such components extended
elementary components, or extended elementary operations (EO-s, see [12]). The
word ‘extended’ is added to emphasize that the algorithms we utilize are not
limited to addition, subtraction, and multiplication, but higher order units, such
as FFT, ciphering, etc. units can be considered as EO-s. Restrictions on the
properties of EO-s define the type of design under consideration.

Combinatorial explosion of the design phase deprives the direct translation
of HLS description into layout at more complex design tasks. Therefore, we
rely on using elements that can perform different operations, called Intellectual
Property (IP, see [13], [14]). The method described here can be extended to
pipelined operations. The HLS problem has been formulated for this novel class.
In turn, the method can deal with pipelining IP-s as sub–units [15].

We are interested in the so called “allocation problem”, which determines
which EO will be executed by which IP. One should try to schedule the EO-s as
early as possible (potentially requiring parallel, or pipe-lined operation of several
IP-s). On the other we have to allocate processors (IP-s) for each EO using as
few IP as possible. The optimization problem is known to be NP–complete (see,
e.g., [9] and references therein).

We will show that allocation can be transcribed into a generalized “satisfi-
ability” problem of CNF formulae. Assigning cost to each clause of the CNF,
the sum of the individual costs of unsatisfied clauses constitutes the total cost
of the CNF, which is to be minimized. The novelty of our approach is in the
“transcription”. Our transcription allows the incorporation of any solution de-
rived by heuristics, a major advantage for future steps. Our method is general
enough to take into account constraints (inequalities), biases (cost components),
and heuristics (suboptimal policies) in the global search procedure.

4.1 Allocation as a Weighted CNF Problem

We have reformulated the above mentioned allocation problem as a special bi-
nary satisfiability problem. The set of EO-s that the ith IP is capable of exe-
cuting (‘compatible’) is denoted by Ri, i = 1, . . . , n. The so-called maximum
compatibility classes are formed by those EO-s that can be safely allocated to
one IP (for formal details please refer to [9]) are denoted by Mk, k = 1, . . . , κ.
The CNF reformulation starts with creating variables. Let us denote the set
{Ri

⋂
Mk | 0 ≤ i ≤ n, 1 ≤ k ≤ κ} by mi,k and call these sets allocation sets. To

each set mi,k there belongs a binary variable ti,k. The variable can take values
‘true’ and ‘false’. The value of the ti,k variable is ‘true’ provided that the EO-s
belonging to set mi,k are allocated to the ith IP, Πi.



Value Prediction in Engineering Applications 31

Next we create the so called unused clauses (UC-s). The negated values of
the variables will be included into our CNF. These are trivial clauses. This type
of clause is called ‘unused compatibility clause’ or shortly, UC clause. The name
denotes that a ‘true’ UC clause means that the compatibility class of the clause
is not used. Later cost will be rendered to the UC clauses.

Finally we create the so called EO clauses. EO clauses express the conditions
that each EO should be allocated. The number of EO clauses is equal to the
number of EO-s. In each EO clause the possible allocations of that EO are listed
with ’OR’ relations in between. An allocation in allocation set mi,κ is possible if
the set contains the EO under consideration. If an EO clause is true then the EO
is allocated. Our listing concerns only compatible allocations. In turn, if every
EO clause is true then every EO is allocated.

The CNF expression is created by making the disjunctions of the conjunc-
tions. In turn, the allocation problem is transformed into a CNF expression.

4.2 Turning CNF into a Minimization Problem for STAGE

We note, that in our formulation a solution of the design problem is ‘found’ if
all of the variables are set to value ‘true’. This solution, however, can be very
expensive. This is so, because we are using every UC clause instead of using as
few as necessary. In what follows we will derail from traditional solutions to CNF-
s. Costs will be assigned to each clause. The task will be the minimization of the
cumulated costs. This formulation fits the philosophy of the STAGE algorithm.
We shall make restrictions on the costs in order to force the algorithm to find
solutions.

The state space X is trivial: the boolean variables Ti,k. Two CNF states are
considered neighbors (N) if they differ in the value of a single variable. We use
WalkSat [16], a highly efficient search algorithm as the local policy of STAGE.
The change of the value of a variable is possible provided that the cost of the
CNF is decreasing. If this is not the case but at least one state with identical
cost is found then one of these states is selected with predefined probability.
The design of the cost structure is of crucial importance. In our design we have
included variables and clauses and fabricated the cost of those to ensure that any
local search provides a solution. Such solutions can be, however, very costly. The
underlying structure of the cost, however, can be discovered by STAGE. Details
of the cost structure can be found elsewhere [15]. A quadratic approximator
served as a FAPP (see Section 2). Features were chosen as follows: (i) Obj(x),
(ii) the number of clauses that can be satisfied by a single variable, (iii) the
number of clauses that can be satisfied by two variables, (iv) the number of
variables that make a clause of the actual CNF ’false’ if inverted and, (v) the
number of ’spurious’ variables. (A variable is called ’spurious’ if the number of
its normal occurrences in the CNF is larger than the number of its negated
occurrences.)

4.3 Computational Results

Allocation problems were tested on several realistic problems. To any design
problem these parameters, e.g., the cost of the IP, or the time of execution can
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Table 2. Overview of results for different problems

Number of Cost of the problem
Number Number of variables

Problem Number of types Restart compatibility in the CNF Graph DECIP STAGE
Name of EO-s of IP-s time sets formulae Coloring
Cosine 8 14 10 8 56 58 58 58

equation 30 11 54 58 50 50
Sine 16 6 31 24 56 80 76 72

expansion 49 52 103 56 48 40
64 93 174 36 40 32

12 point 36 6 14 180 302 180 180 180
FFT 34 941 832 120 108 96

be chosen according to the designers data. Tests were started by running PIPE
with its internal graph-coloring procedure. Compatibility classes were generated
at this step. Compatibility classes were used in DECIP. The same compatibility
classes were used for STAGE. Time requirements of the computer runs are illus-
trative; different computer languages were used for the different algorithms —
depending on the flexibility and time requirements of the different sub–problems.
Communication between optimization routines was automated when it was de-
sired.

Parameters of STAGE were ’tweaked’ experimentally on small problems [15].
Tested examples included cosine theorem; a 5 term Taylor–expansion of sine
function and a 12 point Fast Fourier Transformation with different scheduling
parameters (restart times). The dimension of the search space (the ’size’) of the
individual problems and the computational results are summarized in Table 2.
Local search times are shown in the inset diagram of Fig. 2 with respect to
problem size (which equals to ‘No. of EO-s’ * ‘No. of IP-s’ * ‘No. of compatibil-
ity classes’.

DECIP has three parameters that weight relative costs. One cycle of DECIP
corresponds to one choice of parameter vectors. DECIP was computed for an
exhaustive search of 125 parameter combinations. This exhaustive search for
DECIP was made for the sake of safety in the comparison. According to our
computer simulations STAGE with FAPP-s are ideal to speed–up the search in
the parameter space of DECIP too. In the case of STAGE one cycle consists of
a local search and the search for intelligent restart. Graph-coloring is not shown
in these figures. Graph coloring was much faster than the two other algorithms,
however, it has produced relatively poor results.

5 Closing Remarks

We have found that function approximator based estimation of the value function
is advantageous in two engineering applications, in Dense Wavelength Division
Multiplexing and in High Level Synthesis. It is important that if global struc-
ture is found by the function approximator then search time may not have to
scale with the dimension of the problem in the exponent, but it may become a
polynomial function of the dimension. We underline this point by a comparison
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Fig. 2. Inset diagram: Experienced running time versus problem size, main dia-
gram: Comparison of CPLEX and Stage

between CPLEX (a commercially available ILP solver) and STAGE. Compar-
isons between running times for different CNF-s are shown in the main diagram
of Fig. 2. A trend can observed that ‘intelligent restart’ can be, indeed, intelli-
gent. This is the reason that the relative performance of STAGE is improving
by problem complexity. (CPU strength was was better by about a factor of five
for CPLEX.)

Finally we note that there is no known algorithm for designing features. This
problem is left for the designer and requires experience. It is an intriguing ques-
tion whether the design of features can be automated. From the theoretical point
of view, the question is to find higher order descriptors or non-linear transfor-
mations for a given problem that diminish the number of local maxima stopping
local search procedures. Transcription of this sentence to reward, e.g., by consid-
ering the distance traveled by the local search procedure and the improvement
of the cost achieved allows one to formulate the search problem for features that
could make use of function approximators. This point, however, remains to be
seen.
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Abstract. The recent evolutionary approach called scatter search is studied for
solving the satisfiability problem designated by SAT and its weighted version
MAX-W-SAT. It is a population-based meta-heuristic founded on a formulation
proposed two decades ago by Fred Glover. It  uses linear combination on a
population subset to create new solutions while other evolutionary approaches
like genetic algorithms resort to randomization.
First we propose a scatter search algorithm for SAT and MAX-W-SAT, namely
SS-SAT. We present a procedure to generate good scattered initial solutions, a
combination operator and a technique for improving the solutions quality. The
method is tested and various experimental results show that SS-SAT performs
better than or as well as GRASP for most benchmark problems.
Secondly, we augment scatter search with the random walk strategy and
compare its performance to the standard version. It appears that the added
strategy does not lead to increased performance.

Keywords. heuristic search, genetic algorithm, evolutionary approach, scatter
search, Weighted  maximum satisfiability problem, optimization problem

1   Introduction

The satisfiability of a logical formula is a classical problem of the computational
complexity theory. The studies of the conjunctive canonical form, by a great number
of researchers have not yet revealed all the mysteries of this problem. Its wide
applications in the domain of AI, in mathematical logic, and in computational theory,
motivate the huge interest of the researchers for this problem. Its decision version,
namely SAT, which consists in verifying that the conjunction of clauses is satisfied by
at least one variables interpretation, has been shown to be the first NP-complete
problem. SAT and its variants play also an important role in the characterization of
approximation classes like APX and PTAS.
The optimization version of SAT, the maximum satisfiability problem or MAX-SAT
is a partial constraint satisfaction problem, where the aim is to maximize the number
of satisfied clauses. By associating a weight to each clause, the maximum weighted
satisfiability problem or MAX-W-SAT is defined and the objective function becomes
the weights sum of the satisfied clauses.
Among the applications of MAX-SAT is an important practical problem in expert
systems, where information is expressed by a set of clauses. The problem is to check
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the consistency of the knowledge base after updating by adding and deleting some of
the rules. If the knowledge base is not consistent, it is desirable to find the smallest set
of rules which should be deleted in order to restore consistency. Such a set can be
obtained by solving MAX-SAT for the clauses corresponding to all rules in the
knowledge base. An identical problem exists in deductive databases.
The decision problem SAT has been widely studied, relatively to MAX-W-SAT.
Heuristics methods for solving these problems include Simulated Annealing [14],
Taboo Search [16], Genetic Algorithms [4, 6, 13] and Guided Local Search [17]
among others.
The evolutionary population based approach, the scatter search is introduced  recently
as a meta-heuristic for solving complex optimization problems [11, 15]. It is based on
a formulation for integer programming developed in 1977 by Fred Glover [7] and
uses linear combination of a population subset to create new solutions. It could be
viewed as a bridge between taboo search and genetic algorithms [9]. It has been
recently applied to a number of  combinatorial optimization problems, for instance,
the quadratic assignment problem [3] and the linear ordering problem [2].
In this paper, Scatter Search is used for the first time to solve the problems SAT and
MAX-W-SAT. The purpose of this study is to accomplish extensive experiments in
order to compare the solutions quality with those obtained by GRASP, another meta-
heuristic applied recently to MAX-W-SAT [18]. We present hereafter this approach
and the general algorithm. We describe the issues of the method in the general
context. Then, we propose an implementation of its main ingredients for MAX-W-
SAT. A procedure to generate good initial scattered solutions as well as an operator to
combine solutions and a classical technique to improve the quality of solutions are
presented. We compare our empirical results with those obtained by GRASP as they
are published in [18].
In a second step, the scatter search algorithm is augmented by the random walk
strategy, which has been tested on other heuristics like GSAT [19] and taboo
search[4]. Numerous experiments have been performed on this hybrid version and
results are compared with those of the standard algorithm.

1.1 SAT and MAX-W-SAT Problems

Let consider the following elements of propositional logic:
� A set of n logical variables {x1, x2,…xn}
� A set of m clauses {C1, C2,…,Cm}, each of which is a disjunction of a set of

literals (a variable or it’s negation). For example x1 ¿ -x2 ¿ x3 is a clause of 3
literals where –xi denotes the negation of xi, 1<=i<=3.

� Each clause has a weight wj 1<=j<=m, associated with it.

The problem SAT consists in determining whether there exists a valuation for
variables that satisfies all clauses. The goal of the weighted MAX-W-SAT problem is
to find an assignment of values to variables, if one exists, that satisfies all clauses and
if none exists, an assignment which maximizes the weights sum of satisfied clauses.
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2 A General Overview of the Scatter Search

Basically, the scatter search method starts with a population of good and scattered
solutions. At each step, some of the best solutions are extracted from the collection to
be combined and included in a set called the reference set. A new solution  is then
obtained as a result of applying a linear combination on the extracted solutions. The
quality of the new solution is then enhanced by an improvement technique such as  a
local search. The final solution will be included in the reference set if it presents
interesting characteristics with regards to the solution quality and dispersion.
Although it belongs to the population-based  procedures family, scatter search differs
mainly from genetic algorithms by its dynamic aspect that does not involve
randomization at all.

Scatter search allows the combination of more than two solutions, it gets thus at each
step more information. By combining  a large number of solutions, different  sub-
regions of the search space are implicated to build a solution. Besides, the reference
set is modified each time a good solution is encountered and not at the combination
process termination. Furthermore, since this process considers at least all pairs of
solutions in the reference set, there is a practical need for keeping the cardinality of
the set small (<=20). The scatter search can be summarized in a concise manner as
follows:

Generate an initial population P
while not Stop-Condition do
� Initialize the reference set with the solutions selected to be combined
� Generate new solutions by applying the combination process
� Improve new solutions quality
� Insert new solutions in population with respect to quality and dispersion criteria
end while

The procedure stops as in many meta-heuristics, when during a small number of
iterations no improvement in solutions quality is recorded or when we reach a certain
number of iterations limited by physical constraints.

2.1  The Reference Set

The utility of the reference set RefSet consists in maintaining the b best solutions
found in terms of quality and diversity, where b is an empirical parameter. RefSet is
partitioned into RefSet1 and RefSet2, where RefSet1 contains the b1 best solutions and
RefSet2 contains the b2 solutions chosen to augment the diversity. The distance
between two solutions is defined to measure the solutions diversity. We compute the
solution that is not currently in the reference set and that maximizes the distance to all
the solutions currently in this set. Note that RefSet creates a compromise between the
best solutions and the scattered solutions.
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2.2 The Subset Generation Method

Scatter search generates new solutions by combining solutions of RefSet. A new
solution replaces the worst one in RefSet1 if its quality is better. In the negative, the
distances between the new solution and the solutions in RefSet are computed. If
diversification is improved, the new solution replaces the element of RefSet2 that has
the smallest distance. Otherwise, it is discarded.
The solution combination procedure starts by constituting subsets from the reference
set that have useful properties, while avoiding the duplication of subsets previously
generated. The approach for doing this, consists in constructing four different
collections of subsets, with the following characteristics:
Subset-Type = 1 : all 2-element subsets.
Subset-Type = 2 : all 3-element subsets derived from the 2-element subsets by
augmenting each 2-element subset to include the best solution not in this subset.
Subset-Type = 3 : all 4-element subsets derived from the 3-element subsets by
augmenting each 3-element subset to include the best solution not in this subset.
Subset-Type = 4 : the subsets consisting  of the best i elements, for i=5 to b.

2.3 The Solutions Combination

Scatter search generates new solutions by combining those in the reference set.
Specifically, the design of a combination method considers the solutions to combine
and the objective function. A newly generated solution is compared with the worst
solution in RefSet. It replaces the worst solution if its objective value is better than the
fitness value of the worst solution in RefSet.

3 Scatter Search for SAT and MAX-W-SAT

First, note that the scatter search algorithm is the same for either SAT and MAX-W-
SAT. The only difference lies in the fitness function, for SAT it consists in
determining the number of satisfied clauses, whereas in MAX-W-SAT, it consists in
evaluating the sum of weights of satisfied clauses. The implementation of the meta-
heuristic requires the design of the following components ; the initial population, the
improvement method, the diversification generator and the solution combination
method .

 The initial population. The generation of scattered solutions depends only on the
search space. An appropriate generator is described as follows. We choose a
parameter h <=n-1, where n is the number of variables and the initial solution  is
(0,0,…,0). For each value smaller than h, two solutions are generated. The first one is
obtained using the following formula:
x’1 = 1- x1

x’1+h*k=1- x1+h*k  (k=1,…, n/h)
The second solution is the complement of the first one. This process is repeated until
we obtain p-size solutions where p-size is the cardinality of the population.
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The improvement method. Many solutions improvement methods exist in the
literature and have been used in meta-heuristics like taboo search and GSAT[19] for
instance. The improvement method is context-dependent and is applied to the initial
solutions and the generated solutions to enhance their quality. Our improvement
method consists in choosing the best solution in the neighborhood of the current
solution. The neighborhood is obtained by flipping the bit, which evaluates the best
value for the objective function. This operation is repeated until no improvement in
the evaluation function is observed. Another technique consists in crossing the bits of
the solution and inverting those that improve the objective function value.

The diversification generator. The reference set RefSet is a subset of the population
P, which includes both the best solutions and the scattered solutions. A function
distance d(x,y) between two solutions x and y is calculated to measure the solutions
diversity. For MAX-W-SAT, we define this distance to be the sum of the absolute
values of the differences between the corresponding bits of the solutions. For
example, let us consider an instance of SAT of six variables and two instantiations x1

and x2 given as follows :

 x1 = (010110)
 x2 = (100010)
 then d(x1,x2) = 1+1+0+1+0+0= 3

The combination method. Combining two or more solutions consists in determining
for each variable, a value that takes into account the corresponding solutions values
and of course the fitness function. It is easy to see that for MAX-W-SAT, the value to
attribute to a variable is that one of the solution that maximizes the weights sum of the
satisfied clauses. In case of conflict, that is when for a same variable, the opposite
values (0 and 1) yield the same result for

the objective function, an arbitrary choice is made between both values. To illustrate
the combination method, let us consider the following example of an instance of 3
clauses built over 5 variables  with respective weights:

x1 -x3 x4 3
 x3 -x4 -x5 4
-x2 x3 -x5 2

and the following three solutions to combine : (01001), (01101) and (01010). Then
the result of the combination is 01100. If we consider the variable x3 for instance, the
weights sum of the clauses satisfied by x3=1 is equal to 6 whereas the weights sum of
the clauses satisfied by x3=0 is equal to 3. The appropriate value is then equal to 1.

The overall procedure. The scatter search procedure or SS-SAT can be summarized
as follows:
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Procedure SS-SAT(var seed: solution);
Begin

For (Iter = 1 To maxIter) do
begin

P = div-gen(seed, pop-size);  { generate a diversified population }
RefSet(P,b1,b2);   { construct the reference set }
NewElements = TRUE;
While (NewElements) do
Begin     NewElements = FALSE

Generate-subsets(RefSet);
Suppress all the subsets that do not contain at least one element;
{ apply combination operators }
Combine_type1(x1,x2) for all (x1,x2) ³ Type1;
Combine_type2(x1,x2,x3) for all (x1,x2) ³ Type2;
Combine_type3(x1,x2, x3,x4) for all (x1,x2, x3,x4) ³ Type3;
Combine_type4(x1, …,xi) for all i=5 to b;
For all obtained solution xs do
Begin 
   xs* = improve(xs);
   If (xs* ´ RefSet and $ x³ RefSet1 / OV(xs*) > OV(x))

{ OV represents the evaluation function }
then begin replace x by xs*;

NewElements = TRUE;
End

   Else if (xs* ´ RefSet and $ x³ RefSet2 / dmin(xs*)>dmin(x)) then
Begin replace x by xs*  { dmin(x) is the smaller };

NewElements = TRUE;
End

End
End;
If (iter < MaxIter) then { maxIter is the maximum number of iterations }

Seed = the best solution of RefSet1;
      End;
End;

4 Scatter Search with Random Walk Strategy

Scatter search  does not involve randomized instructions except for the generation of
the seed for creating the initial population. In this section, we try to incorporate a
randomized strategy called the random walk in order to see whether increased
performance can be achieved. If such improvement is settled  by experiments, it will
be mainly caused by the diversification in the search space provided by the strategy.
Speed in the search may also be observed.
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The random walk strategy consists in introducing a noise in the search in order to
deviate it from its usual rules. Technically, it consists in inverting at random a bit of
the current solution that increases the number of satisfied clauses when a  generated
random number is smaller than the noise probability and in running the scatter search
in the contrary. The scatter search with random walk called RWSS-SAT is presented
as follows:

Procedure RWSS-SAT;
begin
S = seed; { generated randomly }
For (Iter = 1 To maxIter) do
begin

RN = random(0..1); { generate a random number between 0 and 1 }
If    RN < p then SS-SAT(S);

Else  invert a bit of S that increases the number of
satisfied clauses;

S = x*;  {  x* being the new solution }
        End;
     End;

The probability p is an empirical parameter as well as maxIter. We now turn our
attention to the computational experiments used to assess the merit of our scatter
search implementation.

5 Numerical Results

The procedure SS-SAT has been implemented in C on a personal Pentium computer
and numerical tests were performed on benchmark instances available on a web site
given below. In the following figures we compare the performance of SS-SAT with a
sequential version of GRASP [18].
Preliminary tests were carried out in order to set the key parameters of the scatter
search algorithm. After extensive experiments, the following values yield solutions of
high quality: P-size =150, b1=5, b2=5 and Maxiter=5 for SS-SAT and : P-size =150,
b1=5, b2=5, Maxiter=30 and p = 0.5 for RWSS-SAT.
The numerical results which are more expressive than a curve or a histogram, are
reported in table 1 and show for each problem, the optimal solution, the best  solution
found by GRASP and those obtained by SS-SAT. This table shows that SS-SAT
outperforms  sequential GRASP for most instances of problems.
Table 2 shows the result of applying the random walk strategy to scatter search for
MAX-W-SAT instances. Here, no improvement is observed when adding such
strategy.

                                             
http://www.research.att.com/~mgcr/data/index.html
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Table 1. Experimental results comparing SS-SAT and sequential GRASP

GRASP
SS-SATinstance Optimal

solution
solution time solution time

Jnh01 420925 420632 1525.2 420892 203.99
Jnh10 420840 420463 964.4 420479 901.47
Jnh11 420753 420398 1330.1 420141 439.82
Jhn12 420925 420518 564.1 420701 250.65
Jnh13 420816 420592 567.0 420716 930.12
Jhn14 420824 420491 982.6 420491 298.22
Jhn15 420719 420429 899.2 420632 624.63
Jhn16 420919 420809 18.7 420889 716.51
Jhn17 420925 420712 1062.8 420794 401.95
Jhn18 420795 420289 560.5 420404 129.64
Jhn19 420759 420307 287.3 420330 403.10
Jnh201 394238 394154 1099.6 394238 161.72
Jnh202 394170 393680 261.2 393924 269.99
Jnh203 393881 393446 1352.3 393875 294.10
Jnh205 394063 393890 1163.5 394060 203.37
Jnh207 394238 394030 41.8 394228 313.58
Jnh208 394159 393859 890.1 393771 137.19
Jnh209 394238 393959 1740.0 394238 463.31
Jnh210 394238 393950 219.3 394067 394.46
Jhn211 393979 393529 281.8 393742 408.04
Jhn212 394238 394011 171.5 394082 758.00
Jhn214 394163 393737 1272.2 394152 1159.15
Jhn215 394150 393818 350.8 393942 202.51
Jhn216 394226 394042 1215.7 393806 181.43
Jhn217 394238 394232 438.8 394238 799.40
Jhn218 394238 394009 825.2 394189 166.47
Jhn219 394156 393792 1308.3 393800 530.35
Jhn220 394238 393951 1055.1 393985 597.70
Jhn301 444854 444612 347.6 444842 1267.63
Jhn302 444459 443906 46.6 443895 698.77
Jhn303 444503 444063 1046.7 444223 437.91
Jhn304 444533 444310 142.5 444533 1175.98
Jhn305 444112 444112 1465.8 443594 463.33
Jhn306 444838 444603 1003.0 444515 604.53
Jhn307 444314 443836 972.3 443662 288.14
Jhn308 444724 444215 607.9 444250 768.57
Jhn309 444578 444273 564.6 444483 662.58
Jhn310 444391 444010 1290.4 444313 240.01

6 Conclusion

Our study shows that a careful scatter search implementation can be quite effective
and rival the best procedures in the literature. Through this first experimental results,
SS-SAT on MAX-W-SAT outperforms the sequential version of GRASP, which has
been shown very efficient. The robustness of scatter search relies on the design of the
initial scattered population, the solution combination operator and the solution
improvement method. The initial population is created according to a diversification
generator. The combination operator in our case does not deal with complicated
arithmetic formulas as in the knapsack problem for instance, it is derived straightly
from the Boolean feature interpretation of the fitness function. The solution
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improvement technique is used in many heuristics like GSAT and taboo search. With
these settings, the sequential version of the scatter search has shown yet very
interesting results. However the random walk strategy incorporated in the heuristic
has not been of any interest according to the experiments.

Table 2. Experimental results comparing SS-SAT and RWSS-SAT

RWSS-SAT
SS-SATinstance Optimal

solution
solution time solution time

Jnh01 420925 420892 766.91 420892 203.99
Jnh10 420840 420132 1393.5 420479 901.47
Jnh11 420753 420141 450.33 420141 439.82
Jhn12 420925 420701 604.35 420701 250.65
Jnh13 420816 420412 618.93 420716 930.12
Jhn14 420824 420475 821.42 420491 298.22
Jhn15 420719 420180 433.03 420632 624.63
Jhn16 420919 420889 411.94 420889 716.51
Jhn17 420925 420689 414.66 420794 401.95
Jhn18 420795 420404 226.36 420404 129.64
Jhn19 420759 420409 969.00 420330 403.10
Jnh201 394238 394238 364.82 394238 161.72
Jnh202 394170 393752 210.2 393924 269.99
Jnh203 393881 393548 907.67 393875 294.10
Jnh205 394063 393975 389.13 394060 203.37
Jnh207 394238 394022 553.60 394228 313.58
Jnh208 394159 393560 593.40 393771 137.19
Jnh209 394238 393776 608.29 394238 463.31
Jnh210 394238 393473 275.71 394067 394.46
Jhn211 393979 393731 472.30 393742 408.04
Jhn212 394238 394020 427.31 394082 758.00
Jhn214 394163 393277 153.95 394152 1159.15
Jhn215 394150 393957 758.36 393942 202.51
Jhn216 394226 393933 486.56 393806 181.43
Jhn217 394238 394233 703.67 394238 799.40
Jhn218 394238 394189 327.71 394189 166.47
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Abstract. The efficiency of alpha-beta search algorithms heavily de-
pends on the order in which the moves are examined. This paper focuses
on using neural networks to estimate the likelihood of a move being the
best in a certain position. The moves considered more likely to be the
best are examined first. We selected Lines of Action as a testing ground.
We investigated several schemes to encode the moves in a neural net-
work. In the experiments, the best performance was obtained by using
one output unit for each possible move of the game. The results indicate
that our move-ordering approach can speed up the search with 20 to 50
percent compared with one of the best current alternatives, the history
heuristic.

1 Introduction

Most game-playing programs nowadays use the alpha-beta algorithm. The effi-
ciency of alpha-beta is closely related to the size of the expanded search tree and
depends mainly on the order in which the moves are considered. If good moves
are inspected first, the likelihood of cut-offs is increased, decreasing the size of
the search tree.

For move ordering, the existing programs frequently rely on information
gained from previous phases of the search. Major examples are a transposition
table and the history heuristic [4]. Additionally, the original move-ordering tech-
niques which are independent of the search process are still valid. In chess, for
example, checking moves, captures and promotions are considered before ‘silent’
moves. However, the resultant move ordering only based on the latter group is
somewhat poor, mainly because of the small number of move classes and the
incidental relation with the board position.

It is a challenging idea to use learning methods to obtain a better search-
independent move ordering. To achieve this, we trained a neural network to
estimate the likelihood of a move being the best in a certain position. Subse-
quently, the estimated quality of the moves was used for move ordering.

A similar approach to ours is the chessmaps heuristic [1]. This heuristic is
pattern based and uses a neural network to learn a relation between the control
of the squares and the influence of a move. There are two main differences with
our approach. First, in the chessmaps heuristic the neural network is trained
to evaluate classes of moves, while our neural-network approach is tuned to
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distinguish individual moves. Second, in our approach the target information
for a neural network is the likelihood of the move being the best in a certain
position, whereas in the chessmaps heuristic the target vector is the influence of
the move on the squares of the board.

We use as test domain Lines of Action (LOA), a game suitable for pattern-
recognition techniques [5]. LOA is one of the games played at the Mind Sports
Olympiads and the last Computer Olympiad.

The article is organised as follows. Three move-encoding schemes are inves-
tigated in section 2. The experimental set-up for evaluating the efficiency of the
move-encoding schemes and the resulting move ordering is described in section
3. The experimental results are given in section 4. Finally, section 5 presents the
conclusions and some ideas for future research.

2 Three Move-Encoding Schemes

The evaluation functions involved in our experiments used a feed-forward neural
network with a hidden layer consisting of 40 neurons. Both the output and the
hidden neurons used a sigmoidal activation function. A board position was en-
coded by 65 input units. Each square was associated to a neuron (+1 for a black
piece, −1 for a white one, 0 for an empty square) with an additional neuron indi-
cating the side to move. The output neuron represents the minimax estimation
of the position. The evaluation functions were trained using temporal difference
learning. More details about the set of evaluation functions are described in [2].

The neural network used for move ordering has to be provided with the
current board position and the legal moves in the position. The board position
can be encoded in the input of the neural network in an identical way as described
for evaluation functions. However, the method of how to encode the moves leads
to a difficult choice. In the following we investigate three schemes of encoding
the moves, and analyse the potential strengths and weaknesses of each of them.

The most natural move-encoding scheme is to use the input vector. The move
is then additional to the board position. A move in LOA has two components:
a ‘from’ part (denoting the stone to be moved) and a ‘to’ part (the destination
of the move). For instance, we may assign 8 input units to the file and 8 to
the rank of the ‘from’ part, and similarly 8 input units to the file and 8 to the
rank of the ‘to’ part. For every move, four units corresponding to the ‘from-file’,
‘from-rank’, ‘to-file’ and ‘to-rank’ of the move are set to 1, the rest of the units
are set to 0. Consequently, the size of the input layer is 97 (65 units for the board
and 32 units for the move). In the output layer one single unit representing the
estimated quality of the move under discussion can be used.

The time necessary to propagate the input vector through the neural network
is similar to the time used by our evaluation functions. The neural network, when
used for move ordering, has to inspect all legal moves in all internal nodes of
the search tree, while the neural network for the evaluation function (the most
time-consuming component so far) has to inspect only all leaf nodes. Since the
ratio between the number of leaf nodes and the number of internal nodes is
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significantly less than the branching factor (approximately 7 compared to 30),
the gain from a better move ordering with this encoding scheme will most likely
be lost by the overhead produced.

A second move-encoding scheme results from an analysis of the first one. The
main problem with the previous encoding scheme is that with one activation of
the neural network we estimate the quality of one move only. To make it faster,
we should estimate the quality of all moves in a certain position simultaneously.
However, encoding of all moves at once in the input vector of the neural network
is not feasible. An alternative is to have separate output units for all possible
moves, an output vector with 4096 (64x64) units. At first glance, the activation
time is huge. However, we only have to compute the outputs corresponding to the
legal moves of the input position. Consequently, the ‘effective’ size of the output
vector is only the branching factor of the game. If we compare the number of
effective weights for this encoding scheme with the number of weights of the
evaluation function, we can observe that with the same hidden-layer size, the
time necessary for move ordering in an internal node is not more than 1.5 times
the time used by the evaluation function. Considering that the number of internal
nodes is 7 times fewer than the number of leaf nodes, with identical hidden-layer
sizes, the time overhead of this move ordering will be approximately 20%. If the
size of the hidden layer is somewhat smaller, the overhead will be insignificant
(<10%). A potential problem with this move-encoding scheme is that, since the
number of ‘real’ weights is high, the generalisation during the learning phase is
likely to be weak.

A third move-encoding scheme was designed to overcome the weakness of
generalisation. This encoding scheme is similar to the second one, except that
we now have one output unit for every ‘from’ square and one output unit for
every ‘to’ square (64 + 64 = 128 units) instead of one output unit for every
move. The estimation of a move will be the mean of the activation value of
the output unit corresponding to its ‘from’ part and that of the output unit
corresponding to its ‘to’ part. So, the training information for a certain move
is generalised to the moves with the same origin or destination. To reduce the
‘effective’ size of the output layer, the same technique can be applied as in the
previous case. Now we have to compute the activation in the ‘from’ half of the
output vector corresponding to the stones of the player to move (approximately
10 units) and the activation in the ‘to’ part of the legal moves. If we compare
this move-encoding scheme to the previous one, we observe that the ‘real’ size of
the output is reduced from 4096 to 128 (enforcing some generalisation between
the moves) and that the ‘effective’ size is increased from approximately 30 to
approximately 40 (avoiding a significant increase of the overhead).

Summarising the analysis of the three move-encoding schemes, we expect
that the first one has a significant time overhead, and the second one a poor
generalisation. The third encoding scheme is expected to generalise better than
the second one, but it is somewhat slower. Since the analysis do not lead to a clear
conclusion, we investigated all three move-encoding schemes in our experiments.
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3 Experimental Set-Up

We performed two experiments: (1) the neural networks are trained to estimate
the quality of the moves, and (2) the efficiency of the move ordering based on
the neural networks is evaluated.

During the first experiment the neural networks were trained to recognise
whether a certain move is found to be the best by a search algorithm using the
evaluation functions mentioned in section 2. Three types of pattern sets were
generated: a learning set used to modify the weights of the neural networks, a
validation set used for training-stopping criteria, and a test set used to evalu-
ate the move-ordering performance in this experiment. A pattern in these sets
consisted of a board position, the moves which are legal in the position, and the
move found to be the best by the search algorithm within a certain depth. The
learning set and validation set were generated using 2- and 3-ply deep searches,
while the test set used 4- and 5-ply deep searches. The reason for a shallower
search for the learning set was to be able to generate large sets. The validation
set and the test set contained approximately 5000 board positions each. More-
over, these positions did not appear in the learning set. The size of the learning
set varied.

As learning algorithm we used RPROP [3], known for its good generalisation.
Like most of the supervised-learning algorithms for neural networks, RPROP
also minimises the mean square of the error (i.e., the difference between the target
value and the output value). In RPROP, however, the update of the weights
uses only the sign of the derivatives, and not their size. The algorithm uses an
individual adaptive learning rate for each weight, which makes the algorithm
more robust with respect to initial learning rates.

During learning, the target value for moves ‘known’ to be the best was 1,
otherwise 0. The error measure for evaluation and stopping criteria was the
rate of not having the highest output activation value for the ‘best’ move. In
each epoch the whole learning set was presented to the neural network updating
the weights after each epoch. The error on the validation set was tested after
each update. The training was stopped if the error on the validation set did not
decrease after 100 epochs. For the three move-encoding schemes of section 2, the
size of the hidden layer and the size of the learning set varied. Other parameters
than these seemed to have less influence on the final performance.

In the second experiment the efficiency of the move ordering was evaluated
using the neural networks that resulted from the first experiment. We compared
the size of the search tree expanded by the move ordering described above with
the size expanded using the history-heuristic move ordering. The size of the
search trees is averaged over approximately 600 positions covering complete game
sequences.

4 Experimental Results

In the first experiment, using the three types of pattern sets of section 3, we
trained the neural networks with the three move-encoding schemes, varying the
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Fig. 1. The error rate on the test set as function of the size of the learning set.

size of the hidden layer and the size of the learning set. The increase of the
hidden layer had only a clear influence on the first encoding scheme, namely,
when large learning sets were used. Unfortunately, for this scheme the required
time was already high with a small hidden layer. The remaining experiments,
for each move-encoding scheme, were performed with a hidden layer consisting
of 10 units and direct connections from the input to the output units. The
dependency between the error rate on the test set and the size of the learning
set is plotted in Figure 1. For smaller learning sets (up to 5000 board positions),
the second encoding scheme had the worst results out of the three encoding
schemes. However, this scheme gains the most from an increasing size of the
learning set, clearly obtaining the lowest error rate for the largest training set.
For smaller sets, the weak performance of the second encoding scheme was likely
due to the poor generalisation (as predicted in section 2). For very large sets the
available freedom of this scheme became more important than its generalisation.
The first encoding scheme continuously outperformed the third one.

For the second experiment, we selected for each encoding scheme the neural
network which had the smallest error rate in the first experiment. The three
neural networks, corresponding to the three move-encoding schemes, were com-
pared in terms of expanded search-tree size. The sizes of the search trees were
normalised by dividing them by the sizes of the search trees expanded using
the history heuristic for move ordering. The results are plotted in Figure 2.
The node-count reduction can be interpreted as the reduction of the tree size
if the history heuristic is replaced by the neural networks. The first and second
move-encoding schemes seem to lead to similar results, and perform significantly
better than the third scheme. Since the time used by the first encoding scheme to
compute the estimated quality of the moves in a position is significantly higher
than the time used by the other two, the second scheme can be considered as the
best choice. Comparing the results obtained by the history heuristic, we observe
a saving between 20 and 50 percent.
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Fig. 2. The size of the search trees expanded using the best neural network for each
encoding scheme as a function of search depth.

5 Conclusions and Future Research

This paper presents a new approach to move ordering, using neural networks
to estimate the likelihood of a move being the best in a certain position. The
move-ordering algorithm was tested for the game of LOA. From the experiments
we conclude that the best choice is to use one output unit for each possible move
of the game. The results from game-tree searches indicate that this approach to
move ordering can speed up the search process with 20 to 50 percent compared
with one of the best current alternatives, the history heuristic.

In practice, most search enhancements are not used in isolation. A major test
for the move ordering presented is how it can be combined with other search
enhancements or move-ordering techniques. Early results suggest that our move
ordering works well in cooperation with a transposition table. An interesting
issue is whether the neural networks obtained can be used in tree search for
other purposes than move ordering. A challenging task is to develop selective-
search techniques, which can exploit the strength of these neural networks.
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Abstract. In a unified knowledge representation, data, information and
knowledge are all represented in a single formalism.  A unified knowledge
representation based on “items” is described.  Items contain two classes of
constraints that apply equally to knowledge and to data. Items are compared to
an if-then, or rule-based, knowledge representation.  Simple chunks of
knowledge that can only be represented by a number of rules are represented as
single items.  Rule-based formalisms are prone to the introduction of potential
maintenance hazards caused by one rule being hidden within another.  A single
operation for items enables some of these hidden relationships to be removed.
Items make it difficult to analyse the structure of a whole application.  To make
the inherent structure of items clear, ‘objects’  are introduced as item building
operators.   The use of objects to build items enables the hidden links in the
knowledge to be identified.  A single operation for objects enables all of these
hidden links to be removed from the conceptual model thus simplifying
maintenance.

1.  Introduction

A knowledge representation is a formalism for representing at least the data,
information and knowledge things in an application.  The data  things in an
application are the fundamental, indivisible things. Data things can be represented as
simple constants or variables.  If an association between things cannot be defined as a
succinct, computable rule then it is an implicit  association.  Otherwise it is an explicit
association.  An information thing in an application is an implicit association between
data things.  Information things can be represented as tuples or relations.  A
knowledge  thing in an application is an explicit association between information
and/or data things.  Knowledge can be represented either as programs in an
imperative language or as rules in a declarative language.  A rule is a chunk of
knowledge in an if-then form.

A knowledge representation is unified  if there is no formal distinction between the
representation of data, information and knowledge things [1].  A unified knowledge
representation for conceptual modelling is described in [2].  A conceptual model  is a
representation of an application using a particular knowledge representation.  The
unified knowledge representation in [2] is expressed in terms of “items” and
“objects”; objects are item-building operators.  The key to this unified formalism is
the way in which the “meaning” of an item, called its “semantics”, is specified.  A
single rule of decomposition is specified for items [2].  Items are either represented
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informally as “i-schema” or
formally as l-calculus expressions
[3].  The i-schema notation is used
in applications.

A rule of inference, called item
(and object) “join” is defined [4].  A
single rule for “knowledge
decomposition”  is defined in terms
of join.  Knowledge decomposition
may be applied to simplify the
maintenance of the conceptual

model and its implementation [5].  Classical database normalisation [6] is a special
case of the application of that single rule.  The notion of an item and the resulting
conceptual model reported in [2] is extended here to fuzzy measures of knowledge
integrity.  This is achieved by introducing fuzzy functions to describe a graduated
region of varying degrees of integrity.  These fuzzy functions are generalisations of
the knowledge constraints described in [3].

The expressive power of a knowledge representation must be able to describe at
least the data, information and knowledge things.  In the unified representation items
also contain two classes of constraints that apply equally to knowledge and to data.  In
[3] these constraints are generalised to fuzzy acceptability measures of knowledge
base integrity.  Item and object join has been extended to apply to those measures [4].

Why use a unified knowledge representation?  In the 1980s there was considerable
interest in building expert systems.  At that time declarative formalisms, in particular
if-then formalisms such as logic programming, provided one way of computing with
knowledge that was far easier to use than imperative formalisms.  The comparative
ease of use of if-then formalisms was responsible for the misapprehension that
knowledge could be thought of as “if-then stuff”.  In a sense this is true.  If a chunk of
knowledge has a number of if-then interpretations then it is unlikely that more than
one of those interpretations will be useful at any particular time.  One consequence of
this misapprehension is that changes in the validity of one if-then interpretation that is
not even represented may have subtle and serious implications for the validity of a
number of parts of the knowledge base that are implemented.  Approaches to
modelling expert systems applications were based on other than declarative; for
example, on frame-based systems but these are not considered here.  During the ‘age
of expert systems’ it was not uncommon to hear knowledge engineers observe “I took
considerable trouble to build the knowledge base well but now I find that a simple
change in the application can lead to an extensive maintenance task”.  One reason for
such an observation is that apparently useless links in the raw knowledge have been
ignored.  So a knowledge representation with the property that a single chunk of
knowledge, which may have a number of if-then interpretations, can be represented as
a single entity could be a superior practical formalism for knowledge base design.
The unified knowledge representation has this property.  The unified representation is
at a level of abstraction that is far closer to ‘reality’ than traditional declarative
formalisms.  There is a hierarchy: a real chunk of knowledge is represented as a single
“item” in the unified representation.  Each item has a number of interpretations as
if-then forms.  Each if-then form has a number of interpretations as imperative
programs.  This is illustrated in Fig. 1.

$SSOLFDWLRQ &RQFHSWXDO�PRGHO .QRZOHGJH�UHSUHVHQWDWLRQ

LWHP XQLILHG

VHW�RI�LI�WKHQ�VWUXFWXUHV GHFODUDWLYH

VHW�RI�VHWV�RI�SURJUDPV LPSHUDWLYH

D�WKLQJ

Fig. 1.  A thing and its representation in the unified
representation, a declarative representation and an
imperative interpretation.
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Further, the unified knowledge representation treats data, information and
knowledge in the same way and so links between these three classes of things may
also be represented.  The majority of knowledge representation formalisms treat these
three classes quite differently and so such links have no natural representation.

Items are compared to an if-then, or rule-based, knowledge representation.  Simple
chunks of knowledge that can only be represented by a number of rules are
represented as single items.  Rule-based formalisms are prone to the introduction of
potential maintenance hazards caused by one rule being hidden within another.  A
single operation for items ensures that all of these hidden relationships can be
removed.  Items make it difficult to analyse the structure of a whole application.  To
make the inherent structure of items clear, ‘objects’  are introduced as item building
operators.  The use of objects to build items enables the hidden links in the knowledge
to be identified.  A single operation for objects enables these hidden links to be
removed from the knowledge thussimplifying maintenance.

2.  Two Difficulties with Declarative Formalisms

In a declarative formalism an if-then interpretation of a knowledge thing is
represented in some “if-then”  form.  Two difficulties with declarative formalisms are
illustrated using Horn clause logic as the representation formalism [7].  Logic is
chosen because it is a widely understood notation, and not for any practical reason.

Consider the chunk of knowledge: [K1] “The sale price of a part is the cost price
of that part marked up by the markup rate for that part”.  This single chunk is a simple
statement of fact: it is not in an if-then form.  Under a reasonable understanding of the
meaning of chunk [K1] it admits three different if-then interpretations:

part/sale-price( x, y )    part/cost-price( x, z ),
part/mark-up( x, w ),  y  =  ( z  ×  w ) [C1.1]

part/cost-price( x, z )   part/sale-price( x, y ),
part/mark-up( x, w ),  y  =  ( z  ×  w ) [C1.2]

part/mark-up( x, w )   part/sale-price( x, y ),
part/cost-price( x, z ),  y  =  ( z  ×  w ) [C1.3]

For the third of these if-then interpretations—with “part/mark-up” as its head—there
is a possibility of round-off error.  The three clauses [C1.1]—[C1.3] are a rather
inconvenient representation of the single chunk [K1] because one statement of fact
has been represented as three logical statements.  Consider another chunk of
knowledge: [K2] “The profit on a part is the difference between the sale price of that
part and the cost price of that part.”  As for [K1], the chunk [K2] is not in an if-then
form.  Under a reasonable understanding of its meaning, it also admits three if-then
interpretations:

part/profit( x, y )   part/sale-price( x, z ),
part/cost-price( x, w ),  y = z – w [C2.1]

part/sale-price( x, z )   part/profit( x, y ),
part/cost-price( x, w ),  y = z – w [C2.2]
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part/cost-price( x, w )   part/sale-price( x, z ),
part/profit( x, y ),  y = z – w [C2.3]

The six Horn clauses [C1.1]—[C2.3] may be combined using resolution to give some
potentially useful clauses:

part/profit( x, y )   part/cost-price( x, w ),
part/mark-up( x, u ),  z  =  ( w  ×  u ), y = z – w [C3.1]

part/profit( x, y )   part/sale-price( x, z ),
part/mark-up( x, u ),  z  =  ( w  ×  u ), y = z – w [C3.2]

part/mark-up( x, w )   part/sale-price( x, y ),
part/profit( x, u ),  u = y – z,  y  =  ( z  ×  w ) [C3.3]

as well as some rather useless clauses:

part/sale-price( x, y )   part/sale-price( x, v ), part/profit( x, u ),  u = v – z,
part/mark-up( x, w ),  y  =  ( z  ×  w ) [C3.4]

A danger with all of [C3.1]—[C3.4] is that they are assembled from particular
if-then interpretations of two chunks of knowledge, namely [K1] and [K2].  If the
meaning of either of those two chunks should change then [C3.1]—[C3.4] may all
have to be changed as well.  This is not a problem if the relationships between
[C3.1]—[C3.4] and both [K1] and [K2] are represented.  But in the declarative
representation, it is not clear that the meanings of [K1] and [K2] are buried in the four
clauses [C3.1]—[C3.4].  So [C3.1]—[C3.4] and any other clauses derived from the
original six clauses above, are potential maintenance hazards [10].  Given the six
original clauses [C1.1]—[C2.3] there is no reason to combine them as illustrated in
[C3.1]—[C3.4].  But clauses such as [C3.1]—[C3.4] are valid and could have been
constructed by a knowledge engineer as part of a knowledge base.  If they form part
of a knowledge-based system then they may constitute a maintenance hazard [8].

Two problems with declarative formalisms have been identified.  First, they have
insufficient expressive power to represent all that a single chunk of knowledge has to
say.  Second there is no mechanism to prevent rules from being constructed that are a
potential maintenance hazard [9].

Fig. 2. Value set for a knowledge item.
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3.  The Unified Representation:  Items

Consider again the chunk of knowledge [K1].  Suppose that that chunk is represented
in a formalism—which we will call an item—with the name [part/sale-price,
part/cost-price, part/mark-up].  The data associated with this item may be presented
as a rather messy relation; such a relation is called the value set of the item, a possible
value set is shown in Fig. 2.  An item  consists of: an item name, item components,
item semantics, item value constraints, and item set constraints.  The item name is
usually written in italics, A.  The item components  is a set of the names of items
which this item represents some association between.  The item semantics is an
expression which recognises the members of the value set of this item, SA.  The item

value constraints  is an expression which must be satisfied by all members of the
value set of this item, VA.  The item set constraints are constraints on the structure of

this item’s value set, CA.  If two items have the property that the semantics of one

logically implies the semantics of the other then the first item is a sub-item  of the
second.  If two items have the property that they are both sub-items of each other then
those two items are said to be equivalent.

For example, in an application there are ‘parts’represented by the part data item.
Each ‘part’ is identified by a ‘part-number’.  The value constraint for part requires
that part numbers should lie in the range (1 000, 9 999). The set constraint for part
requires that there are less than 100 different part numbers.  Further there are ‘costs’
represented by the cost-price data item.  Each part is associated with a cost-price.
This association is represented by the information item part/cost-price.  That item is
subject to the “value constraint” that parts whose part-number is less that 1 999 will
be associated with a cost price of no more than $300.  That item is subject to the “set
constraints” that every part must be in this association, and that each part is associated
with a unique cost-price.  The part/cost-price item is:

part/cost-price[ lxy•[ Spart(x) ^ Scost-price(y) ^ costs(x, y) ]•,

lxy•[ Vpart(x) ^ Vcost-price(y) ^ ((x < 1 999)  (y � 300)) ]•,

Cpart ^ Ccost-price ^ (Uni(part) ^ Can(cost-price, {part})part/cost-price ]

where “Uni” specifies a universal constraint which requires that all members of the
value set of part must be in the value set of part/cost-price. “Can” specifies a
candidate constraint which requires that members of the value set of part functionally
determine the members of the value set of cost-price in this item—in traditional
database jargon, part is a potential key of the part/cost-price relation.  Candidate
constraints for a knowledge item identify potential if-then interpretations of that item.

Items are a universal formalism in that they can describe knowledge just as
naturally as information (ie relations) or data.  For example, consider the chunk of
knowledge [K1].  [K1] is represented as the knowledge item [part/sale-price,
part/cost-price, part/mark-up]:

[part/sale-price, part/cost-price, part/mark-up][
lx1x2y1y2z1z2•[ Spart/sale-price(x1,x2) ^ Spart/cost-price(y1,y2) 

^ Spart/mark-up(z1,z2) ^ ((x1 = y1 = z1)  (x2 = z2 × y2)) ]•,
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lx1x2y1y2z1z2•[ Vpart/sale-price(x1,x2) ^ Vpart/cost-price(y1,y2) 

^ Vpart/mark-up(z1,z2) ^ ((x1 = y1 = z1)  ( x2 > y2 )) ]•,

(Uni(part/sale-price) ^ Uni(part/cost-price)

^ Can(part/sale-price, {part/cost-price, mark-up})

^ Can(part/cost-price, {part/sale-price, mark-up})

^ Can(mark-up, {part/sale-price, part/cost-price})

)[part/sale-price, part/cost-price, mark-up]

^ Cpart/sale-price ^ Cpart/cost-price ^ Cpart/mark-up ]

Its candidate constraints identify the three if-then interpretations represented above as
the clauses [C1.1]—[C1.3].  So this item represents all  that the chunk of knowledge
[K1] says.  Items appear to have resolved the first difficulty with rules identified
above.  Items are more than a convenient way of representing a set of rules; they can
be manipulated, combined and decomposed.  Computing with a collection of items
amounts to computing with the set of rules represented within those items so items
present no greater level of computational complexity than  rule-based formalisms.

4.  An Algebra of Items

Item join is an operation that may be applied to two items A and B that share a set of
common components E to construct a third item called the join of A and B on E, and
denoted by:  A ˜ E B.  Item join is defined formally in [2]. The following is an
example of the use of the join operator:

[part/profit, part/sale-price, part/cost-price, part/mark-up]  =
[part/sale-price, part/cost-price, part/mark-up] ˜ {part/sale-price, part/cost-price}

[part/profit, part/sale-price, part/cost-price]

Using the rule of composition ˜ , knowledge items, information items and data items
may be joined with one another regardless of type [11].  For example, the knowledge
item:

[cost-price, tax] [lxy•[x  =  y × 0.05]•,  lxy•[x < y]•,
(Uni(cost-price) ^ Can(tax, {cost-price}))[cost-price, tax] ]

can be joined with the information item part/cost-price on the set {cost-price} to give
the information item part/cost-price/tax.  In other words:

[cost-price, tax] ˜ {cost-price} part/cost-price =

part/cost-price/tax[ lxyz•[costs(x, y) ^ z = y × 0.05]•,

lxyz•[((1000<x<1999)  (0 < y � 300)) ^ (z < y)]•,

(Uni(part) ^
Can(cost-price, {part}) ^ Can(tax, {cost-price}))part/cost-price/tax ]



Why Use a Unified Knowledge Representation?         57

In this way items may be joined together to form more complex items [12].
Alternatively, the ˜   operator may form the basis of a theory of decomposition in
which each item may be replaced by a set of simpler items.  An item I is
decomposable into the set of items D = {I1, I2,..., In} if:

• Ii has non-trivial semantics for all i,

• I = I1 ˜  I2 ˜  ... ˜  In , where

• each join is monotonic; that is, each term in this composition contributes at least
one component to I.

If item I is decomposable then it will not necessarily have a unique decomposition.
So items can be combined using the ˜  operator.  The ˜   operator also forms the basis
of a theory of decomposition that removes hidden relationships from the represented
knowledge.  So items overcome the second difficulty described above for rules.

Items are a universal formalism for knowledge representation but make it difficult
to analyse the structure of the whole application.  For example, two chunks of
knowledge that share the same basic wisdom may be expressed in terms of quite
different components; this could obscure their common wisdom [13].  To make the
inherent structure of items clear ‘objects’ are introduced as item building operators
[4].

5.  The Unified Representation:  Objects

The introduction of objects enables the structure of the conceptual model to be
analysed.  In [4] it is shown that objects support a formal structure which may be used
to manage maintenance.  Objects are item building operators which have four
important properties: objects have a uniform format no matter whether they represent
data, information or knowledge things; objects incorporate powerful classes of
constraints; objects enable items to be built in such a way as to reveal their inherent
structure, and a single rule of ‘decomposition’  can be specified for objects such that
if a ‘decomposed’ set of object operators is applied to a ‘decomposed’ set of ‘base’
items then the resulting conceptual model will contain only ‘decomposed’  items and
will thus be maintainable.  As for items, objects may either be represented informally
as “o-schema” or formally as l-calculus expressions.  Object names are written in
bold italic script.  For example, suppose that costs is an operator that generates the
information item part/cost-price from its components part and cost-price; that is:
part/cost-price  =  costs(part, cost-price)

Further, suppose that the object mark-up-chunk is an operator which generates the
knowledge item [part/sale-price, part/cost-price, part/mark-up]  from its com-
ponents; that is:

[part/sale-price, part/cost-price, part/mark-up]  =
mark-up-chunk(part/sale-price, part/cost-price, part/mark-up)

In general, an n-adic object is an operator which maps n given items into another item
for some value of n.  Further, the specification of each object will presume that the set
of items to which that object may be applied are of a specific “type”.  The type of an
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m-adic item is determined both by whether it is a data item, an information item or a
knowledge item and by the value of m.  The type is denoted respectively by Dm, Im

and Km; unspecified, or free, type which is denoted by Xm is also permitted.  The
definition of an object is similar to that of an item.  An object  consists of: an object
name, argument types, object semantics, object value constraints, and object set
constraints.  The object name is usually written in bold italics.  The argument types
are a set of types of items to which that object operator may be applied.  The object
semantics is an expression which recognises the members of the value set of any item
generated by the object. The object value constraints  is an expression which must be
satisfied by all members of the value set of any item generated by the object.  The
object set constraints  are constraints on the structure of the value set of any item
generated by the object.  If two objects have the property that the semantics of one
logically implies the semantics of the other then the first object is a sub-object  of the
second.  If two objects have the property that they are each sub-objects of each other
then those two objects are said to be equivalent.

For example, the mark-up-chunk object is:

mark-up-chunk[lP:X2Q:X2R:X2•lx1x2y1y2z1z2•[ SP(x1,x2) ^ SQ(y1,y2)

^ SR(z1,z2) ^ (( x1 = y1 = z1 )  (x2 = z2 × y2)) ]••,

lP:X2Q:X2R:X2•lx1x2y1y2z1z2•[ VP(x1,x2) ^ VQ(y1,y2) ^ VR(z) ^
(( x1 = y1 = z1 )  ( x2 > y2 )) ]••,

lP:X2Q:X2R:X2•[CP ^ CQ ^ CR ^ (Uni(P) ^ Uni(Q) ^ Can(P, {Q, R})

^ Can(Q, {P, R}) ^ Can(R, {P, Q})) (mark-up-chunk,P,Q,R) ]• ]

The mark-up-chunk knowledge object represents the essence of the knowledgewithin
the knowledge chunk [K1] without any reference to the components of that chunk.
Objects represent abstract knowledge. Objects also represent value constraints and set
constraints in a uniform way.  A “join”  operation for objects is defined in a similar
way [4] to the join operation for items described above.  If a set of objects have been
decomposed using the object join operator then items generated by those objects will
also be in a decomposed form.

There are a number of different senses in which two objects can be considered to
be “equal”.  Three of these senses of “object equality” are described now.  Given two

n-adic objects of identical argument type (Xm1, Xm2,..., Xmn) where each X is a type
such as X, K, I or D  (standing respectively for “free”, “knowledge”, “information” or
“data”):  A[ EA, FA, GA ]  and  B[ EB, FB, GB ].

A and B are identical written  A ” B, if:

("Q1,Q2,...,Qj)[EA(Q1,Q2,...,Qj)  EB(Q1,Q2,...,Qj)]

("Q1,Q2,...,Qj)[FA(Q1,Q2,...,Qj)  FB(Q1,Q2,...,Qj)]

("Q1,Q2,...,Qj)[GA(Q1,Q2,...,Qj)  GB(Q1,Q2,...,Qj)]

A and B are equal written  A = B, if:

("Q1,Q2,...,Qj)[EA(Q1,Q2,...,Qj)  EB(Q1,Q2,...,Qj)]
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If two objects are either identical or equal then they will not necessarily have the
same name.

A and B are equivalent written A~_ B, if they are both of the same argument type
DQG�WKHUH�H[LVWV�D�SHUPXWDWLRQ� �VXFK�WKDW�

("Q1,Q2,...,Qj)[EA(Q1,Q2,...,Qj)  EB� ��41,Q2,...,Qj))]

("Q1,Q2,...,Qj)[FA(Q1,Q2,...,Qj)  FB� ��41,Q2,...,Qj))]

("Q1,Q2,...,Qj)[GA(Q1,Q2,...,Qj)  GB� ��41,Q2,...,Qj))]

Data objects provide a representation of sub-typing.  Knowledge is quite clumsy
when represented as items; objects are a more compact representation.  For example,
consider the [part/sale-price, part/cost-price, part/mark-up]  knowledge item which
represents the chunk of knowledge [K1].  This item can be built by applying a

knowledge object mark-up-chunk of argument type (I2, I2, I2) to the items
part/sale-price, part/cost-price and part/mark-up.

6.  Conclusion

A unified knowledge representation has been described. That representation is based
on “items”.  Items contain two classes of constraints that apply equally to knowledge
and to data.  Items overcome two difficulties with rule-based knowledge
representations.  Simple chunks of knowledge that can only be represented by a
number of rules are represented as single items.  Potential maintenance hazards
caused by one chunk of knowledge being hidden within another that plague rule-
based formalisms may be removed from the unified representation by a
singleoperation.  Items make it difficult to analyse the structure of a whole
application.  To make the inherent structure of items clear, ‘objects’  are introduced as
item building operators.  Objects are an abstraction representing the structure of
knowledge.The use of objects to build items enables the hidden links in the
knowledge to be identified.  A single operation for objects enables these hidden links
to be removed from the knowledge thus simplifying maintenance.
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Abstract. Knowledge base update has been given much attention in
the AI literature. The best-known solution to this problem is Winslett’s
PMA formalism. In this paper we propose different intuitions standing
behind knowledge base update. Roughly speaking, we consider an update
formula α not as an effect of an action to be performed, but rather as
an observation about dynamically changing world made by an agent.
This observation, if it is consistent with the knowledge base, is assumed
to be just a new piece of information about the world. Otherwise, it is
assumed that a single action has been performed and α is its, usually
partial, effect.
We formalize our approach using Dijkstra’s semantics. We also exam-
ine the properties of our update operator with respect to Katsuno and
Mendelzon’s postulates.

1 Introduction

There are two kinds of modifications of a knowledge base that have been given
much attention in the AI literature: knowledge base revision and knowledge base
update.

Knowledge base revision, (KBR, for short) [2,13] is formulated as follows. We
are given a knowledge base KB, representing a static world, and a formula α
representing new information. Our task is to determine the resulting knowledge
base, KB ∗ α. The crucial point is that KB can contain incorrect information,
so that α may be inconsistent with KB1. The theoretical foundations of KBR
have been formulated in [2] by means of rationality postulates, referred as the
AGM postulates.

Knowledge base update (KBU for short) [14,15,11,9,3,10] is similar to KBR
with the exception that KB represents dynamic world and α represents the effect
of an action to be performed. It is worth noting that under this interpretation
KBU is nothing else but a very restricted form of reasoning about action. The
formal basis for KBU has been proposed by Katsuno and Mendelzon [11] in the
form of eight postulates, referred as the KM postulates. The best-known solution
to KBU satisfying the KM postulates is Winslett’s PMA [14].
? The authors were partially supported by the Wallenberg Foundation and by KBN

grant T 11C 009 19.
1 In this case, it is assumed that α is more reliable than KB.
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A number of researchers have observed [3,9] that the KM postulates in the
context of classical formulation of KBU can give rise to unintuitive results. The
example frequently given is this. Suppose that KB= p and α = p∨q. Since KB|=
α, then by postulate 2, we receive KB∗α = p. This result is clearly problematic.
For instance, if α is the effect of tossing a coin, where p is tails and q is heads,
we obviously do not want to conclude that our world does not change after the
action.

In recent years, a few KBU formalisms trying to eliminate unintuitive results
have been proposed [7]. All of them violate some of the KM postulates.

In this paper we propose different intuitions standing behind knowledge base
update. We assume that the knowledge about the world is generally incomplete
and that this world can change dynamically as the result of performing actions.
Roughly speaking, we consider the update formula α not as an effect of an action
to be performed, but rather as an observation about world made by an agent.
If this observation is consistent with the knowledge base, there is no reason
to conclude that an action has been performed. Accordingly, in this case α is
assumed to be just a new piece of information about the world. Otherwise, we
conclude that a single action has been performed and α is its, usually partial,
effect. An example will help to illustrate this.

Suppose I have a neighbour living in Warsaw. Assume first that I have no
information about where my neighbour is and where his car is. If I observe
the neighbour’s car behind his house, I treat this observation as a new piece of
information increasing my knowledge about the world. Assume now that I know
that yesterday my neighbour went by his car outside. Today, I observed that the
car is parked behind his house. The presence of the car clearly suggests that the
action of coming back to Warsaw has been performed by the neighbour. It is
worth noting that the observation, i.e. the presence of the car, is only a part of
the action’s effect. Obviously, we should be able to infer more, namely that the
neighbour is in Warsaw as well. Note that to make this inference, we must know
the full specification of all admissible actions.

The paper is organized as follows. In section 2 we provide a general formaliza-
tion of the problem and define our update operator referred to as lazy knowledge
base update operator (LKBU, for short). In section 3 we represent LKBU in terms
of Dijkstra’s semantics. In section 4, we illustrate our update operator with a few
examples. Section 5 is devoted to formal properties of LKBU operator. Finally,
section 6 contains concluding remarks.

2 Formalization of the Problem

We are given a knowledge base KB and an observation α. If α is consistent
with KB, we treat it as new information about the world, so the new KB is
just the old one augmented with α. Otherwise, we conclude that the world has
been changed as the result of performing an action. In this case, our task is the
following: (1) To identify the action that has been performed; (2) To describe
the new knowledge base representing the world.
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To resolve the above task, we have to know all admissible actions. Suppose
that these are A1, . . . , An. Assume further that ◦ is an operator that, for a given
KB and an action A, returns the new knowledge base representing the world
after executing the action2. Note that under these assumptions:

1. If the performed action is Ai, the new knowledge base KB’ is KB◦Ai.
2. Since α has been observed after executing the action A then KB’ should be

restricted to (KB◦Ai) ∧ α.
3. If we do not know which action has been performed, all we can conclude is

that the new knowledge base is

n∨
i=1

((KB ◦Ai) ∧ α). (1)

It is easy to see that the disjuncts of (1) that are not equivalent to false,
specify all possible performed actions.

In conclusion, our update operator, called lazy knowledge base update and
abbreviated to LKBU is defined by

KB ∗ α =
{

KB ∧ α if KB∧α is satisfiable∨n
i=1((KB ◦Ai) ∧ α) otherwise

3 LKBU in Terms of Dijkstra’s Semantics

In this paper we assume that KB and α are based on classical propositional lan-
guage, (with boolean constants > and ⊥ standing for truth and falsity, respec-
tively) and actions are represented in terms of Dijkstra’s semantics, originally
developed to reason about programs [6].

In [6] we are provided with a very simple programming language whose se-
mantics is specified in terms of formula transformers. More specifically, with each
command S there are associated three formula transformers, called the weakest
precondition, the weakest liberal precondition and the strongest postcondition,
denoted by wp, wlp and sp, respectively. In this paper we ignore the first two
transformers, because they will not be used in the sequel. Before providing the
meaning of the sp transformer, two remarks are in order.

Firstly, we assume here that the programming language under consideration
contains one type of variables only, namely Boolean variables. To be in accord
with our earlier terminology, Boolean variables will be referred to as atoms.
Secondly, in Programming Languages terminology, interpretations are usually
referred to as states. We shall use this latter term here because it seems to be
more appropriate in dynamic settings.

If α is a formula, x is a variable and β is a boolean expression, then α[x← β]
denotes a formula obtained from α by replacing all free occurrences of x by β.
2 The technical details concerning both the representation of actions and the specifi-

cation of ◦ will be presented later.
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Let p be an atom and suppose that α is a formula. By ∃p.α we denote the
formula α[p← >] ∨ α[p← ⊥].

The sp transformer is to be understood as follows. For each command S and
each formula α: sp(S, α) is the formula whose models are precisely all states
such that each of them can be reached by starting execution of S in some state
satisfying α.

3.1 SDPL: A Simple Dijkstra Programming Language

The considered programming language consists of skip command, assignment
command, sequential composition of commands and alternative command. Se-
mantics of these commands is specified in terms of sp transformer as follows.

1. The skip command. This is the “empty” command.

sp(skip, α) = α.

2. The assignment command. This command is of the form x := e, where
x is a (Boolean) variable and e is a (Boolean) expression.

sp(x := e, α) = ∃y.((x ≡ e[x← y]) ∧ α[x← y]),

where y is a fresh variable. If the variable x does not occur in the expression
e, the above equation can be simplified to

sp(x := e, α) = (x ≡ e) ∧ ∃x.α (2)
3. The sequential composition command. This command is of the form

S1; S2, where S1 and S2 are any commands.

sp(S1; S2, α) = sp(S2, sp(S1, α)).

4. The alternative command. This command is of the form

if B1 → S1 [] B2 → S2 [] · · · [] Bn → Sn fi (3)

where B1, . . . , Bn are Boolean expressions and S1, . . . , Sn are any commands.
B1, . . . , Bn are called guards and expressions of the form Bi → Si are called
guarded commands. In the sequel, we refer to the general command (3) as IF.
The command is executed as follows. If none of the guards is true, then the
execution is equivalent to skip command. Otherwise, one guarded command
Bi → Si with true Bi is randomly selected and Si is executed.3

sp(IF, α) =
∨n

i=1(sp(Si, Bi ∧ α)) ∨ (
∧n

i=1 ¬Bi) ∧ α.

In the sequel we shall use the following two properties of the sp transformer:
For any command S and any formulae α and β

sp(S,⊥) = ⊥ (4)
sp(S, α ∨ β) ≡ sp(S, α) ∨ sp(S, β). (5)

3 Note that when more than one guard is true, the selection of a guarded command
is nondeterministic.
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3.2 Computing Eliminants

Recall that by ∃p.α we denote the formula α[p ← >] ∨ α[p ← ⊥]. A formula
of the form ∃p.α is called an eliminant of p in α.4 Computing eliminants is
crucial in computing the sp transformer. In the literature (see [4]), eliminants
are computed by first transforming α into its disjunctive normal form. Since
transforming a knowledge base into its disjunctive normal form is very expensive,
we provide a new algorithm to compute eliminants. This algorithm is based on a
DLS algorithm, originally developed to reduce second-order formulae into their
first-order equivalents (see [8]). The DLS algorithm is based on Ackermann’s
lemma [1].

The algorithm consists of three phases.

Phase 1. Preprocessing
The purpose of this phase is to transform the formula ∃p.A into the form

∃p.[(A1(p) ∧B1(p)) ∨ · · · ∨ (An(p) ∧Bn(p))] (6)

where Ai(p) contains positive and Bi negative ocurrences of the atom p.

1. Eliminate ⇒ and ⇔ and move ¬ to the right.
2. Distribute all top-level conjunctions over the disjunctions containing both

possitive and negative occurrences of p. For this purpose, apply the equiva-
lences A∧ (B ∨C) ≡ (A∧B)∨ (A∧C) and (A∨B)∧C ≡ (A∧C)∨ (B ∧C)
only if B ∨C(A∨B) have both positive and negative occurrences of p until
the resulting formula is in the form (6).

3. Replace (6) by its equivalent given by

∃p.(A1(p) ∧B1(p)) ∨ · · · ∨ ∃p.(An(p) ∧Bn(p)) (7)

Phase 2. Preparation to Ackermann’s lemma
Repeat this step for each 1 ≤ i ≤ n

1. Transform Ai(p) to the form (p∨Ci)∧Di or Bi(p) to the form (¬p∨Ci)∧Di,
where Ci, Di do not contain p. This transformation is always possible using
thec equivalences (A ∧ B) ∨ C ≡ (A ∨ C) ∧ (B ∨ C) and A ∨ (B ∧ C) ≡
(A ∨B) ∧ (A ∨ C).

Phase 3. Application of Ackermann’s lemma
Use Lemma 4.1 (Ackermann’s Lemma) from [8].
Repeat this step for each 1 ≤ i ≤ n

1. Replace ∃p(p ∨ Ci) ∧ B′
i(p ← ¬p) by B′

i(p ← α) or ∃p(¬p ∨ Ci) ∧ A′
i(p) by

A′
i(p← α).

4 Intuitively, such an eliminant can be viewed as a formula representing the same
knowledge as α about all atoms except p and providing no information about the
atom p. The reader interested in a detailed theory of eliminants should consult [4].
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4 Examples

In this section we illustrate our update operator with a few examples.

Example 1
There are two fluents, n and c, standing for my neighbour is in Warsaw
and his car is in Warsaw, respectively, and four actions: leave(Warsaw)-by-
car, leave(Warsaw)-by-train, come-back(to Warsaw)-by-car and come-back(to
Warsaw)-by train, specified as follows:

A1 : leave-by-car: if c ∧ n→ c := ⊥; n := ⊥[]¬c ∨ ¬n→ skip fi
A2 : leave-by-train: if n→ n := ⊥[]¬n→ skip fi
A3 : come-back-by-car: if ¬c ∧ ¬n→ c := >; n := >[]c ∨ n→ skip fi
A4 : come-back-by-train: if ¬n→ n := >[]n→ skip fi.

Assume first that KB=¬n ∧ ¬c and our observation α is n. Since KB∧α is
unsatisfiable, KB∗α =

∨4
i=1 sp(Ai,KB) ∧ α ≡ [sp(A3,KB) ∧ α] ∨ [sp(A4,KB) ∧

α]5≡ (c ∧ n) ∨ (¬c ∧ n) ≡ n.
Note that it is impossible to determine how my heighbour came back to

Warsaw without an additional observation concerning his car.
Suppose now that KB is as before but α is c. Again KB∧α is unsatisfiable,

so KB∗α =
∨4

i=1 sp(Ai,KB) ∧ α ≡ sp(A3,KB) ∧ α ≡ c ∧ n.
Note that now we can conclude additional information, namely that my

neighbour is in Warsaw.

The next example shows that it is sometimes possible to infer new information
that is not an effect of a performed action.

Example 2
There are two fluents km, standing for my son knows undergraduate maths, and
pm, standing for my son passed undergraduate maths exam. Suppose that there
is one action se (my son stand to undergraduate maths exam), defined as

if km→ pm := >[]¬km→ pm := ⊥ fi.

Assume further that KB is ¬pm and α is pm. Since KB∧α is unsatisfiable, we
infer that the action se has been performed and new KB is sp(se,KB) ∧ α ≡
(pm ∧ km ∨ ¬pm ∧ ¬km) ≡ pm ∧ km.

Example 3
There are three fluents denoting a colour of the wall: blue, green, red and three
actions: paint-blue, paint-green, paint-red defined as:

paint-blue: blue := >; green := ⊥; red := ⊥
paint-green: blue := ⊥; green := >; red := ⊥
paint-red: blue := ⊥; green := ⊥; red := >

5 Remaining disjuncts are reduced to false.
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Assume first that KB= blue∧¬green∧¬red and α = blue∨green. Since KB∧α
is satisfiable, KB∗α = KB ∧ α ≡ KB.

It is worth noting that the disjunctive formula α is not treated here as an
effect of a non-deterministic action but rather as an uncertain observation (pos-
sibly due to noisy sensors).

Assume now that KB is as before and α is green ∨ red. Since KB∧α is
unsatisfiable, we conclude that an action has been performed.

KB ∗ α = sp(paint-blue,KB) ∧ (green ∨ red)
∨ sp(paint-green,KB) ∧ (green ∨ red)
∨ sp(paint-red,KB) ∧ (green ∨ red)
≡ ¬blue ∧ (green ∧ ¬red ∨ ¬green ∧ red).

5 Formal Properties of the LKBU Operator

As we remarked earlier, Katsuno & Mendelzon [11] proposed a number of postu-
lates (the KM postulates) that they claim every update operator should satisfy.
In this section, we check these postulates with respect to LKBU operator.

Below, KB is a knowledge base, α is an update formula and A1, . . . , An is the
set of all admissible actions. We assume that this set is complete in the following
sense: if KB∧α is unsatisfiable for satisfiable KB, then there exists at least one
action Ai such that sp(Ai,KB) ∧ α is satisfiable. This intuitively means that
each observation that is inconsistent with the current world can be explained by
at least one action. The KM postulates are the following:

(U1) KB ? α implies α.
(U2) If KB implies α, then KB ? α is equivalent to KB.
(U3) If both KB and α are satisfiable, then KB ? α is also satisfiable.
(U4) If KB1 ≡ KB2 and α1 ≡ α2, then KB1 ? α1 ≡ KB2 ? α2.
(U5) (KB ? α1) ∧ α2 implies KB ? (α1 ∧ α2).
(U6) If KB ? α1 implies α2 and KB ? α2 implies α1, then KB ? α1 ≡ KB ? α2.
(U7) If KB is complete, i.e. has at most one model, then (KB ?α1)∧ (KB ?α2)

implies KB ? (α1 ∨ α2).
(U8) (KB1 ∨KB2) ? α ≡ (KB1 ? α) ∨ (KB2 ? α).

Theorem 1
The LKBU operator satisfies the postulates (U1) – (U7).
Proof: We start with the following

Lemma 1.
If KB is unsatisfiable, then KB ∗ α is equivalent to ⊥, for any α.
Proof of the lemma: Follows immediately from (4).

In view of Lemma 1, it is obvious that the postulates (U1) – (U7) hold if KB is
unsatisfiable. We can, therefore, assume that KB is satisfiable.
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(U1) and (U4) are straightforward.
(U2) Since KB implies α, KB and KB∧α are equivalent, and thus, since KB

is satisfiable, KB∧α is satisfiable. In conclusion, KB∗α is KB∧α, and so,
KB∗α is equivalent to KB.

(U3) If KB∧α is satisfiable, the postulate obviously holds. Assume therefore,
that KB∧α is unsatisfiable. Then KB∗α =

∨n
i=1 sp(Ai,KB) ∧ α, and so,

KB∗α1 is satisfiable by the assumption that the set A1, . . . , An is complete.
(U5) If KB ∧ α1 is satisfiable, the postulate clearly holds. Assume, therefore,

that KB∧α1 is unsatisfiable. Then KB∗α1 =
∨n

i=1 sp(Ai,KB) ∧ α1, and
so, (KB∗α1)∧α2 = [

∨n
i=1 sp(Ai,KB)∧α1]∧α2 =

∨n
i=1[sp(Ai,KB)∧α1 ∧

α2]. On the other hand, since KB∧α1 is unsatisfiable, KB∧α1 ∧ α2 is also
unsatisfiable, and hence, KB∗(α1 ∧ α2) =

∨n
i=1[sp(Ai,KB) ∧ α1 ∧ α2].

(U6) Assume first that KB∧α1 is satisfiable. Then, KB ∗α1 is KB∧α1. Hence,
since KB ∗ α1 implies α2, KB ∧ α2 is also satisfiable, and so, KB ∗ α2 is
KB ∧ α2. Thus, we know that KB ∧ α1 implies α2 and KB ∧ α2 implies
α1, what immediately implies that KB ∧ α1 and KB ∧ α2, and so KB ∗ α1
and KB ∗ α2, are equivalent. Assume now that KB ∧ α1 is unsatisfiable.
Then, by a similar argument as before, we conclude that KB ∧ α2 is also
unsatisfiable. Thus, we infer that

∨n
i=1 sp(Ai,KB) ∧ α1 implies α2 and∨n

i=1 sp(Ai,KB) ∧ α2 implies α1. Hence, by propositional logic alone, we
conclude that

∨n
i=1 sp(Ai,KB) ∧ α1 and

∨n
i=1 sp(Ai,KB) ∧ α2, and so,

KB ∗ α1 and KB ∗ α2, are equivalent.
(U7) If at least one of KB ∧ α1, KB ∧ α2 is satisfiable, the postulate clearly

holds. (Note that in this case KB ∧ (α1 ∨ α2) is also satisfiable.) Assume,
therefore, that KB ∧ α1 and KB ∧ α2 are both unsatisfiable, what implies
that KB∧(α1∨α2) is also unsatisfiable. Then KB∗α1∧KB∗α2 is equivalent
to (*)

∨n
i=1 sp(Ai,KB) ∧ α1 ∧ α2 and KB ∗ (α1 ∨ α2) is equivalent to (**)∨n

i=1 sp(Ai,KB)∧ (α1 ∨α2). Obviously, (*) implies (**). Note that we did
not use the assumption that KB is complete.

It should be stressed that postulate (U8) need not to hold for the LKBU operator.
To see this, assume that KB1 is ¬p∧q, KB2 is p∧¬q and α is p. Suppose further
that there is one action, A, given by p:=>. Then (KB1 ∨KB2) ∗α is equivalent
to (*) p∧¬q, whereas (KB1 ∗α)∨ (KB2 ∗α) is equivalent to (**) p. Obviously,
(*) and (**) are not equivalent.

The LKBU operator behaves similarly like belief revision operator of [2] if α
is consistent with KB. Accordingly, one may suspect that the LKBU operator
satisfies some of the AGM postulates that do not hold for the classical update
operator. The next theorem, whose proof is straightforward, shows that this is
indeed the case.

Theorem 2
The LKBU operator satisfies the following postulates:

(U9) If KB ∧ α is satisfiable, then KB ∗ α ≡ KB ∧ α.
(U10) If (KB∗α1)∧α2 is satisfiable, then KB∗(α1∧α2) implies (KB∗α1)∧α2.
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6 Conclusions

In this paper, we have proposed a new approach to knowledge base update, called
LKBU. The main difference between LKBU and other formalisms directed at
knowledge base update is that an update formula, if consistent with a knowledge
base, is regarded not as an effect of an action but rather as a piece of new
information about the considered world.

We have formalized LKBU using Dijkstra’s semantics, originally developed
to reason about programs. Also, we have examined formal properties of our
formalism with respect to update postulates of Katsuno and Mendelzon.

In this paper we do not consider integrity constraints. However this extension
can be easily incorporated by using a technique proposed in [12].

As we observed (Examples 1, 3), in general, an update formula α do not allow
to extract a single performed action. Instead, we receive a number of actions
corresponding to α. An interesting topic to consider is to specify a minimal
set of additional observations which could eliminate some of these actions. For
instance, in Example 1 (first part) the new observation that the car is in Warsaw
would eliminate the action come-back-by-train. We plan to work on this problem
in the future.
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Abstract. We develop a general framework of rule based database
update on the basis of prioritized logic programs. This approach has
advantages in representing and handling information conflict in updates.
We then focus on the computational aspect of this approach. We
show that under our framework, the model checking in an update is
co-NP-complete, while the associated inference problem is ΠP

2 -complete.
From a practical viewpoint, we propose two strategies to simplify an
update specification so that under some conditions, solving an update
problem can be based on solving some smaller components of the original
problem. Our experimental result shows that these strategies indeed
significantly reduce the time cost of evaluating an update specification.
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1 Introduction

The rule based database update addresses the following problem: given a
database and a set of update rules, what is the resulting database after updating
this database with the set of update rules? For example, consider a domain of
specifying user access rights to a computer system. Given an access policy base
including facts that Peter can access file F and he is in group G, if the computer
system officer wants to update the policy base in terms of a rule saying that if a
user belongs to group G, then the user is no longer allowed to access file F , then
after updating this policy base with the rule, we would expect that Peter cannot
access file F any more. Although different syntax and semantics issues related
to this update problem have been investigated by researchers recently, e.g. [4],
no detailed study on computational and implementational aspects of rule based
updates has been reported in the literature.

In this paper, we develop a general framework of rule based database update
on the basis prioritized logic programs. This approach has advantages in repre-
senting and handling information conflict in updates. We then investigate the
computational complexity of this approach. From a practical viewpoint, we also
propose two strategies to simplify an update specification so that under some
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conditions, solving an update problem can be based on solving some smaller
components of the original problem. Our experimental result shows that these
strategies indeed significantly reduce the time cost of evaluating an update spec-
ification.

The paper is organized as follows. The next section presents a general frame-
work of rule based update. Section 3 addresses the issue of computational com-
plexity of our approach. Section 4 proposes two strategies to simplify an update
specification. Section 5 then illustrates our experimental results to show how
these two strategies improve update evaluations in practice. Finally, section 6
concludes the paper with some remarks.

2 A Framework of Rule Based Updates

2.1 PLPs - An Overview

To begin with, we first briefly review prioritized logic programs (PLPs) proposed
by the authors recently [8]. To define PLPs, we need to introduce the extended
logic program and its answer set semantics developed by Gelfond and Lifschitz
[1]. A language L of extended logic programs is determined by its object con-
stants, function constants and predicates constants. Terms are built as in the
corresponding first order language; atoms have the form P (t1, · · · , tn), where ti
(1 ≤ i ≤ n) is a term and P is a predicate symbol of arity n; a literal is either
an atom P (t1, · · · , tn) or a negative atom ¬P (t1, · · · , tn). A rule is an expression
of the form:

L0 ← L1, · · · , Lm, notLm+1, · · · , notLn, (1)

where each Li (0 ≤ i ≤ n) is a literal. L0 is called the head of the rule, while
L1, · · · , Lm,not Lm+1, · · ·, not Ln is called the body of the rule. Obviously, the
body of a rule could be empty. A term, atom, literal, or rule is ground if no
variable occurs in it. An extended logic program Π is a collection of rules.

To evaluate a extended logic program, Gelfond and Lifschitz proposed the
answer set semantics for extended logic programs. For simplicity, we treat a rule
r in Π with variables as the set of all ground instances of r formed from the set
of ground literals of the language of Π. In the rest of paper, we will not explicitly
declare this assumption whenever there is no ambiguity in our discussion. Let Π
be an extended logic program not containing not and Lit the set of all ground
literals in the language of Π. The answer set of Π, denoted as Ans(Π), is the
smallest subset S of Lit such that (i) for any rule L0 ← L1, · · · , Lm from Π, if
L1, · · · , Lm ∈ S, then L0 ∈ S; and (ii) if S contains a pair of complementary
literals, then S = Lit. Now let Π be an extended logic program. For any subset
S of Lit, let ΠS be the logic program obtained from Π by deleting (i) each rule
that has a formula not L in its body with L ∈ S, and (ii) all formulas of the
form not L in the bodies of the remaining rules1. We define that S is an answer
set of Π, denoted Ans(Π), iff S is an answer set of ΠS , i.e. S = Ans(ΠS).
1 We also call ΠS is the Gelfond-Lifschitz transformation of Π in terms of S.
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It is easy to see that an extended logic program may have one, more than
one, or no answer set at all. A rule with the form (1) is satisfied in a set of ground
literals S if and only if the fact that L1, · · · , Lm are in S and Lm+1, · · ·, and Ln

are not in S implies the fact that L0 is in S. Clearly, each rule of an extended
logic program Π is satisfied in every answer set of Π.

The language LP of PLPs is a language L of extended logic programs with
the following augments:
- Names: N, N1, N2, · · ·.
- A strict partial ordering < on names.
- A naming function N , which maps a rule to a name.
A prioritized logic program (PLP) P is a triple (Π,N , <), where Π is an extended
logic program, N is a naming function mapping each rule in Π to a name, and
< is a strict partial ordering on names. The partial ordering < in P plays an
essential role in the evaluation of P. Intuitively < represents a preference of
applying rules during the evaluation of the program. In particular, if N (r) <
N (r′) holds in P, rule r would be preferred to apply over rule r′ during the
evaluation of P (i.e. rule r is more preferred than rule r′). Consider the following
classical example represented in our formalism:

P1:
N1 : Fly(x)← Bird(x), not ¬Fly(x),
N2 : ¬Fly(x)← Penguin(x), not Fly(x),
N3 : Bird(Tweety)←,
N4 : Penguin(Tweety)←,
N2 < N1.

Obviously, rules N1 and N2 conflict with each other as their heads are comple-
mentary literals, and applying N1 will defeat N2 and vice versa. However, as
N2 < N1, we would expect that rule N2 is preferred to apply first and then
defeat rule N1 after applying N2 so that the desired solution ¬Fly(Tweety) can
be derived. This idea is formalized by following definitions.

Definition 1. Let Π be an extended logic program and r a rule with the form
L0 ← L1, · · · , Lm, not Lm+1, · · ·, not Ln (r does not necessarily belong to Π).
Rule r is defeated by Π iff Π has answer set(s) and for every answer set Ans(Π)
of Π, there exists some Li ∈ Ans(Π), where m + 1 ≤ i ≤ n.

Definition 2. Let P = (Π,N , <) be a PLP and P(<) denote the set of <-
relations of P. P< is a reduct of P with respect to < iff there exists a sequence
of sets Πi (i = 0, 1, · · ·) such that:

1. Π0 = Π;
2. Πi = Πi−1−{r1, · · · , rk | (a) there exists r ∈ Πi−1 such that N (r) < N (ri) ∈
P(<) (i = 1, · · · , k) and r1, · · · , rk are defeated by Πi−1 − {r1, · · · , rk}, and
(b) there does not exist a rule r′ ∈ Πi−1 such that N (rj) < N (r′) for some
j (j = 1, · · · , k) and r′ is defeated by Πi−1 − {r′}};

3. P< =
⋂∞

i=0 Πi.
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Clearly P< is an extended logic program obtained from Π by eliminating
some rules from Π. In particular, if N (r) < N (r′) and Π − {r′} defeats r′, rule
r′ is eliminated from Π if no less preferred rule can be eliminated (i.e. conditions
(a) and (b) in (ii)). This procedure is continued until a fixed point is reached.
Note that due to the transitivity of <, we need to consider each N (r) < N (r′)
in the <-closure of P. It should be also noted that the reduct of a PLP may not
be unique generally [8]. Now it is quite straightforward to define the answer set
for a prioritized logic program.

Definition 3. Let P = (Π,N , <) be a PLP and Lit the set of all ground literals
in the language of P. For any subset S of Lit, S is an answer set of P, denoted as
AnsP (P), iff S = Ans(P<), where Ans(P<) is an answer set of extended logic
program P<. A ground literal L is entailed from a PLP P, denoted as P |= L,
iff P has answer set(s) and L belongs to every answer set of P.

Example 1. Using Definition 1 and 2, it is not difficult to conclude that P1 has
a unique reduct: P<

1 = {¬Fly(x)← Penguin(x), not Fly(x), Bird(Tweety)←,
Penguin(Tweety) ←}, and then from Definition 3, it has a unique answer set
AnsP (P1) = {Bird(Tweety), Penguin(Tweety), ¬Fly(Tweety)}.

2.2 Rule Based Database Update

Consider a language L of extended logic programs as described in section 2. We
specify that a database B is a consistent set of ground literals of L and an update
program Π is a set of rules of L of form (1) that are called update rules. Note
that we allow a database to be incomplete. That is, a literal not in a database
is treated as unknown.

We will use a prioritized logic program to specify an update of B by Π,
where Π is an extended logic program. For this purpose, we first need to extend
language LP by the following way. We specify LP

new to be a language of PLPs
based on LP with one more augment: For each predicate symbol P in LP , there
is a corresponding predicate symbol New-P in LP

new with the same arity of P .
To simplifying our presentation, in LP

new we use notation New-L to denote
the corresponding literal L in L. For instance, if a literal L in L is ¬P (x), then
notation New-L simply means ¬New-P (x). We use Litnew to denote the set of
all ground literals of LP

new. Clearly, Litnew = Lit ∪ {New-L | L ∈ Lit}. Now we
are ready to formalize our generalized rule-based update.

Definition 4. The specification of updating B with Π is defined as a PLP of
LP

new, denoted as Update(B, Π) = (Π∗,N , <), as follows:

1. Π∗ consists of following rules:
Initial fact rules: for each L in B, there is a

rule L←;
Inertia rules: for each predicate symbol P in L,

there are two rules:
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New-P (x)← P (x), not ¬New-P (x), and
¬New-P (x)← ¬P (x), not New-P (x),

Update rules: for each rule L0 ← L1, · · · , Lm, not Lm+1, · · ·, not Ln in Π,
there is a rule

New-L0 ← New-L1, · · ·, New-Lm,
not New-Lm+1, · · ·, not New-Ln;

2. Naming function N assigns a unique name N for each rule in Π∗;
3. For any inertia rule r and update rule r′, we specify N (r) < N (r′).

An update specification Update(B, Π) is well defined if it has a consistent answer
set.

It should be noted that in the above definition, we specify inertia rules to
be more preferred than update rules in Update(B, Π). The intuitive idea behind
this is that a preference ordering between an inertia rule and an update rule in
Update(B, Π) will affect the evaluation of Update(B, Π) only if these two rules
conflict with each other, eg. applying one rule causes the other inapplicable. On
the other hand, a fact in the initial database B is always preferred to persist
during an update whenever there is no violation of update rules2. Therefore,
when conflicts occur between inertia and update rules, inertia rules should defeat
the corresponding update rules. If no conflict occurs between inertia and update
rules, the preference ordering then does not play any role in the evaluation of
Update(B, Π).

Finally, on the basis of Definition 4, we can formally define a database B′

resulting from updating B with Π in a straightforward way.

Definition 5. Let Update(B, Π) be a specification of updating B with Π as
defined in Definition 4. A set of ground literals of L, B′, is called a possible
resulting database with respect to the update specification Update(B, Π), iff B′

satisfies the following conditions:

1. if Update(B, Π) has a consistent answer set, say AnsP (Update(B, Π)), then
B′ = {L | New-L ∈ AnsP (Update(B, Π))}.

2. if Update(B, Π) is not well defined, then B′ = B.

Example 2. Let B = {¬A, B, C} and Π = {¬B ← not B, A ← C}. From
Definition 4, the specification of updating B by Π, Update(B, Π), is as follows:

Initial fact rules:
N1 : ¬A←,
N2 : B ←,
N3 : C ←,

Inertia rules:
N4 : New-A← A,not ¬New-A,

2 Note that an update rule in Update(B, Π) is defeasible if it contains a weak negation
not in the body.
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N5 : New-B ← B,not ¬New-B,
N6 : New-C ← C,not ¬New-C,
N7 : ¬New-A← ¬A,not New-A,
N8 : ¬New-B ← ¬B,not New-B,
N9 : ¬New-C ← ¬C,not New-C,

Update rules:
N10 : ¬New-B ← not New-B,
N11 : New-A← New-C,

<:
N4 < N10, N5 < N10, N6 < N10,
N7 < N10, N8 < N10, N9 < N10,
N4 < N11, N5 < N11, N6 < N11,
N7 < N11, N8 < N11, N9 < N11.

Now from Definitions 2 and 3, it is not difficult to see that Update(B, Π)
has a unique answer set: {¬A, B, C, New-A, New-B, New-C}. Note that in
Update(B, Π), only N5 < N10 is used in Update(B, Π)’s evaluation, while other
<-relations are useless (see Definition 2). Hence, from Definition 5, the only
resulting database B′ after updating B with Π is: {A, B, C}

3 Complexity Analysis

Now we analyze the computational complexity of rule based database update.
For this purpose, we first present a result which shows that the update specifi-
cation Update(B, Π) in language LP

new defined in Definition 5 can be simplified
to a PLP in language LP .

Lemma 1. Let Update(B, Π) be a well defined update specification as defined
in Definition 5 and B′ a resulting database with respec to Update(B, Π) if and
only if B′ is an answer set of prioritized logic program P = (Π ∪ {L ← notL |
L ∈ B},N , <), where for each rule r : L ← notL with L ∈ B, and each rule r′

in Π, N (r) < N (r′)3.

Given a database B and an extended logic program Π, the update of B with Π
is specified as an update specification Update(B, Π) which is a PLP as defined in
Definition 5. From Lemma 6 stated above, we know that any set B′ is a resulting
database with respect to Update(B, Π) if and only if B′ is an answer set of a
PLP P = (Π ∪ {L ← notL | L ∈ B},N , <), where for each r : L ← notL with
L ∈ B and each r′ ∈ Π, N (r) < N (r′). So we call this P the equivalent PLP of
update specification Update(B, Π). From this result, it is clear that to evaluate
a resulting database with respect to Update(B, Π), we only need to compute
the answer set of P. So the computational complexity of evaluating an update
specification Update(B, Π) is equivalent to the the computational complexity of
computing the answer set of P.

3 L stands for the complement of literal L.
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Theorem 1. (Complexity of model checking in update) Let P be the
equivalent PLP of an rule based update specification, and S a set of ground
literals. Deciding whether S is an answer set of P is co-NP-complete.

Theorem 2. (Complexity of inference in update) Let P be the equivalent
PLP of an rule based update specification. For a given ground literal L, deciding
whether P |= L is ΠP

2 -complete.

4 Two Strategies of Simplifying an Update Specification

Since the computation of the rule based database update under our framework is
intractable as showed earlier, in practice we usually believe that no polynomial
algorithm is available to implement this approach. Therefore, from an imple-
mentation consideration, it becomes a crucial issue to find possible methods to
simplify the underlying reasoning procedure during an update.

Specifically, we consider two simplification strategies. Given an update spec-
ification Update(B, Π), we would like to investigate under what conditions the
database B can be split into two disjoint parts as B = B1 ∪ B2 such that the
evaluation of Update(B, Π) can be based on the evaluation of Update(B1, Π) or
Update(B2, Π). Note that if such a split is non-trivial (i.e. none of B1 and B2
is empty), the size of B1 or B2 is smaller than B. Hence the cost of evaluat-
ing Update(B1, Π) or Update(B2, Π) should be cheaper than that of evaluating
Update(B, Π). Similarly, we also want to know under what conditions the update
program Π can be split as Π = Π1∪Π2 such that the evaluation of Update(B, Π)
can be based on the evaluations of Update(B, Π1) or Update(B, Π2).

Before we present our formal results, we need to introduce some useful nota-
tions. Let r be a rule in Π:

L0 ← L1, · · · , Lm, not Lm+1, · · ·, not Ln.

We use pos(r) to denote the set of literals in the body of r without negation as
failure {L1, · · · ,
Lm} in r, and neg(r) the set of literals in the body of r with negation as
failure {Lm+1, · · · , Ln} in r. We specify body(r) to be pos(r) ∪ neg(r). We
also use head(r) to denote the head of r: {L0}. Then we use lit(r) to de-
note head(r) ∪ body(r). By extending these notations, we use pos(Π), neg(Π),
body(Π), head(Π), and lit(Π) to denote the unions of corresponding compo-
nents of all rules in Π, e.g. body(Π) =

⋃
r∈Π body(r). Given a set of literals

B, we also use B to denote the set of complement literals of B with respect to
classical negation sign ¬.

Theorem 3. Given a well defined Update(B, Π). If B = B1∪B2 and body(Π)∩
B2 = ∅, then every resulting database B′ with respect to Update(B, Π) can repre-
sented as B′ = B′

1 ∪ {L | L ∈ B2 and L 6∈ B′1}, while B′
1 is a resulting database

with respect to Update(B1, Π).
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Theorem 4. Given a well defined Update(B, Π). If Π = Π1 ∪ Π2 and
head(Π2) ∩ (B ∪ body(Π1)) = ∅, then every resulting database B′ with respect to
Update(B, Π) is an answer set of program {L ←| L ∈ B′

1} ∪Π2, where B′
1 is

resulting database with respect to Update(B, Π1).

The above two theorems actually provide two simplification strategies to
evaluate an update specification. In general, for a given Update(B, Π), we can
apply the above two theorems sequentially and alternatively to split both B
and Π into parts such that the evaluation of Update(B, Π) can be maximally
simplified. The following example illustrates this application.

Example 3. Let B = {¬A, B, C} and Π be a program consisting of the following
rules:
¬B ← not B,
A← C.

Consider the update of B with Π. Firstly, since body(Π)∩ {¬A} = ∅, according
to Theorem 9, we can split B into B1 = {B, C} and B2 = {¬A}, and the resulting
database B′ with respect to Update(B, Π) is then represented as

B′ = B′
1 ∪ {¬A | if A 6∈ B′1}, (2)

where B′
1 is a resulting database with respect to Update({B, C}, Π). Therefore,

the evaluation of Update(B, Π) is reduced to the evaluation of
Update({B, C}, Π).

It is then observed that head(A ← C) ∩ {¬B,¬C, B} = ∅, according to
Theorem 10, Π can be split into Π1 = {¬B ← not B} and Π2 = {A← C}, and
B′

1 is then represented as an answer set of the following program:

B′
1 = Ans({L | L ∈ B′

2} ∪ {A← C}), (3)

where B′
2 is a resulting database with respect to Update({B, C}, {¬B ← not

B}).
Since body(¬B ← not B) ∩ {C} = ∅, from Theorem 9 again,

Update({B, C}, {¬B ← not B}) can be further simplified. That is, B′
2 can be

represented as

B′
2 = B′′

2 ∪ {C | if ¬C 6∈ B′′2}, (4)

where B′′
2 is the resulting database with respect to Update({B}, {¬B ← not

B}). Now it is easy to see that the unique result of B′′
2 is {B}. Then from (4),

(3) and (2), we have
B′

2 = {B, C}, B′
1 = {A, B, C}, and B′ = {A, B, C}

respectively. From the above reduction, we can see that the evaluation of
Update(B, Π) is finally reduced to the evaluation of Update({B}, {¬B ← not
B}), where the sizes of database and update program from initially three facts
and two rules reduced to one fact and one rule.
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5 Experimental Results

Since our rule based database update is based on the prioritized logic program,
to implement this approach, we first should have a prioritized logic programming
system. In fact, the second author and his student Cheng-Min Wu have imple-
mented a propositional prioritized logic programming system (named PLPS) on
the digital AlphaStation. The PLPS system is based on Niemelä and Simon’s im-
plementaitons of stable model semantics of logic program, i.e. smodel [5]. Details
of the system implementation and performance have been reported in our an-
other paper [7]. Based on the system PLPS, we have recently implemented a rule
based database update system (named RuleUpdate) which follows the update
framework described in this paper. In the following, we will show experimental
results under the system RuleUpdate to justify our simplification strategies on
update proposed previously.

Given an update specification Update(B, Π), we use a pair (x, y) to measure
the size of Update(B, Π), where x is the number of literals in B and y is the
number of rules in Π. Our experiment consists of four parts: (1) evaluating
Update(B, Π) without any simplifications; (2) evaluating Update(B, Π) after
splitting B into two parts; (3) evaluating Update(B, Π) after splitting Π into two
parts; and (4) evaluating Update(B, Π) after maximally splitting both B and Π
into parts. In the following tables, the time cost (in seconds) is for computing
all possible resulting databases with respect to Update(B, Π). Note that the two
simplification strategies have implemented in system RuleUpdate. So in Tables
2, 3, and 4, the extra cost of simplifying Update(B, Π), e.g. verifying conditions
in theorems 3 and 4, etc. is counted in our tests.

Table 1. Evaluating Update(B, Π) without simplification.

(B, Π) time cost (sec) without simplification
(30, 10) 0.81
(100, 50) 1.79
(500, 100) 11.24
(1000, 500) 34.78

Table 2. Evaluating Update(B, Π) - splitting B only.

(B, Π) time cost (sec) after simplification
(30, 10) 0.37
(100, 50) 0.86
(500, 100) 6.04
(1000, 500) 19.23



80 Y. Bai and Y. Zhang

Table 3. Evaluating Update(B, Π) - splitting Π only.

(B, Π) time cost (sec) after simplification
(30, 10) 0.51
(100, 50) 0.92
(500, 100) 4.89
(1000, 500) 18.41

Table 4. Evaluating Update(B, Π) - splitting bothe B and Π.

(B, Π) time cost (sec) after simplification
(30, 10) 0.18
(100, 50) 0.67
(500, 100) 3.54
(1000, 500) 13.96

From the above tables, it is quite clear that whenever splitting is possible
for a update specification, the effects of two simplification strategies are quite
significant. On the other hand, From Tables 2 and 3, it is observed that splitting
B is not necessarily always better than splitting Π, and vice versa. However,
Table 4 confirms that in any case, whenever Update(B, Π) can be maximally
simplified, the effect is always better than that of only splitting B or Π.

6 Conclusion

We have proposed a general framework of rule based update and investigated
its computational issue. A specific feature of our approach is that our rule based
update framework is based on the prioritized logic program which provides a
flexible and explicit mechanism to represent and handle possible information
conflict in updates. It is worth to mention that the intractable complexity
of our approach is inherited from the well-known computational property of
the answer set (stable model) semantics of logic programs [6]. It is the fact
that all rule based database updates approaches based on answer set (stable
model) semantics, like those we mentioned in this paper, are computationally
intractable. Within this computational limit, our work, nevertheless, provides an
applicable idea to achieve better implementation results under some conditions.
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Abstract. In this paper authors present a system for information and knowledge
fusion that provides an integrated management of information in a particular
task domain. The proposed system uses structured (database and XML-based)
and unstructured (information retrieval) data acquisition techniques, various
knowledge representation schemes to integrate retrieved information, and
customisable reports generated based on profiles supplied by the end user. This
paper concentrates on modelling the problem domain, information and
knowledge fusion methods, and technology fields used in the proposed system.

Introduction

Efficient knowledge retrieval is being investigated within the framework of the
Information and Knowledge Fusion EUREKA Applied Research Project1. Our main
goal is to analyse, design and implement a new Intelligent Knowledge Warehousing
environment, which would allow advanced knowledge management in various
application domains (e.g. banking, revenue service, insurance, legal information,
training & education, health care, etc.) [1].

Conventional information sources in such application areas provide only limited
and frequently unreliable information. It is also hard to evaluate such data in an
optimal way. Despite the fact that nowadays quite a variety of information sources
provide data for applications in these domains, the human evaluation is still needed to
select the relevant information. This method has limited depth, scope and reliability.
Only very few sources are considered for gathering information and the human
resources are in all respects limited.

Successful applications of automatic extraction of information from data sources
for the computer-based or human-based decision support show that even without
considering the meaning of the stored data, useful information, e.g. trends or
anomalies, can be determined. Data mining deals just with such extraction of implicit,
previously unknown, and potentially useful information and with using it for crucial
business decisions [2]. It uses machine learning, statistics and visualisation techniques
for knowledge discovery and presentation in a form that is easily comprehensible to
the humans. Data mining deals primarily with structured and well-defined data
sources, especially with large relational databases.
                                                          
1 This research was also supported by the Hungarian NSF (OTKA) Grant Nr. F-030763.
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Information retrieval means collecting information from unstructured text
documents (like books, papers, and electronic documents) [3]. In the 90s the easiness
experienced in the Internet publishing resulted in a greatly increased volume of
documents stored in global computer networks. To find the right piece of information
in this rapidly growing and unstructured data storage, new kinds of systems were
developed, like e.g. Internet catalogues and search systems. Automatic indexing
systems attempt to cope with vast amount of data and to build structured index
schemes. Internet search engines use them then to find the required information.

In the today’s information retrieval and data mining the meaning of the
information, which is looked for, is not used. Any related knowledge, however, can
vastly increase the effectiveness of the retrieval process.

The project formulated a number of objectives, namely:
(1) to determine suitable methods for describing semantic information, that can be

used to enhance the retrieval efficiency in information retrieval;
(2) to evaluate the state of the art of knowledge representation and reasoning

methods, and to integrate these techniques into the retrieval process; and
(3) to build knowledge-based information retrieval system.
Such system can be used as an electronic alternative to the conventional data

collection and analysis tools. It can provide new services, greater depth of the
analysis, and higher reliability in the data acquisition process. In particular it can
continuously monitor information sources, and automatically update the related
knowledge, and it can select the relevant data and provide reliability information
as well.

Modelling the Problem Domain

At an abstracted level all of the applications mentioned before can be modelled as a
formation and a purposeful interaction of three information environments. Target
Environment is a fragment of the real world, where the targeted (monitored) objects
(corporations, bank clients, business processes, etc.) do exist. Information Cumulating
Environment comprises all forms and media, which cumulate information about the
targets. In our case it is Internet, various Intranet resources, corporation databases,
published resources, financial experts, etc. Information Utilising Environment
represents the users of information (e.g. the staff of a bank), at various level of
management. In the following, when convenient, we will address these three
environments as the "Client", the "Web", and the "Bank" respectively, according to
the financial application example.

Target Environment (TE, "Client") is the physical source of knowledge. It
comprises objects, phenomena, relations, etc., whose particular properties
(parameters, relations, and state variables) are of interest for both Information
Cumulating ("Web") and Information Utilising Environments ("Bank"). Target
objects are usually interrelated, i.e. part of the knowledge is common to whole subsets
or structures of domain objects.

Information Cumulating Environment (ICE, "Web") is coupled to the Target
Environment by knowledge acquisition process of various sorts. Knowledge
embedded in the "Web" is thus to an extent a veritable model of the "Client". It is
however important to note that such knowledge is heavily distributed within the
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"Web" and that the application (i.e. "Bank") has no control over the whole extent and
timeliness of the acquisition process. Consequently the "Bank" has no control over
what knowledge is stored and where.

Information Utilising Environment (IUE, "Bank") represents active and possibly
intelligent entities that require particular knowledge about the objects from within the
"Client" to achieve their specific goals within the "Bank". An interesting feature
adding to the complexity is that the "Web" and the "Bank" can be related, even
overlapping. This will be true if e.g. the "Web" involves knowledge cumulated in
human (expert) resources.

Knowledge Retrieval and Fusion

Our primary problem to face is that the knowledge acquisition between "Client" and
"Web", and its storage in the "Web" are not specific to the goals found in the "Bank".
The character of the knowledge acquisition reflects rather the physical and
technological possibilities of the "Web" or some unrelated goals pending within that
environment. Consequently, the form, the quality, and the validity of information are
questionable from the users’ point of view.

Specific goals require more condensed information than that available in the
"Web’s" sources. On the other hand when the user goals vary, so does the character of
the requested information, even about the same "Client’s" objects. In consequence the
"Web" and the "Bank" must be interfaced by a mediating system embedded in both,
which can accept as input the "Bank’s" goals and which to provide answers should be
familiar with the "Web’s" possibilities and limitations, see Fig. 1.

ICE

Mediator

 IUEGoals

Possibilities

Limitations

Fig. 1.  Mediating system.

The components of the required mediating system follow logically from its
function. Such system must help to find the information essential for the "Bank’s"
goals, however, for typically recurrent and related goals producing the information by
the repeated request to the "Web" would mean an unjustified and badly organised
spending of system resources. Consequently a Knowledge Repository (KR) is
needed, which reflects a portion of the "Client" and would puffer the information to
avoid spending too much of the system resources on extracting from the  "Web"
knowledge needed for recurrent and related retrieval requests.
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This repository must be up-dated with intensity and agility defined by the "hunger"
for the information in the "Bank" and with the information accumulated in the
meantime in the "Web". The question is therefore where from and in what form seek
the information? To handle this problem an Information Retrieval Subsystem (IRS)
is required, which will perform knowledge sensitive and knowledge intensive
information retrieval. The IRS should know models of the "Client" (essentially the
structure of the KR), should know the model of the "Web", and should perform search
for information.

Similarly to the IRS a Knowledge Fusion Subsystem (KFS) interacts with the KR
and the "Bank". The Repository stores more information than the particular needs of
the particular users in order to serve the diversified goals of the whole "Bank".
Therefore, the KFS component must be told what to fetch in the KR and in what form
to present it to the ordering entity in the "Bank".

Managing the System

In the following let us shortly review various support functions provided by the
system. From the design point of view the "Bank" is composed from end-users and
managers. End-users ask simple queries and accept data. Managers, in addition, shape
the overall flow of information.

Fig. 2. Information flow related to the Knowledge Fusion Subsystem.

The information flow at the end-user level (i.e. the level of the individual goals in
the "Bank") is governed by the Report Profile - a concise representation of the user’s
goals - stating which objects, parameters, etc. should be fetched from the KR and
transformed into actual personalised reports (Fig. 2). The KFS finds the required
information (continuously up-dated by the IRS), and reports it to the users in the
"Bank" with automatically generated periodic and one-shoot summaries. The KFS
works with a number of report profiles.

Similarly to the user defined Report Profiles managers must define suitable Search
Profiles describing what, how, and where to search. Search Profiles modify the
searching strategy within the "Web" and the up-dating strategy within the KR (Fig. 3).
Managers can also add Report Profiles to define reports to be distributed all over the
"Bank" (e.g. corporation news, daily or hourly exchange rates, etc.).
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Fig. 3. Information flow related to the Information Retrieval Subsystem.

The key part of the system is the internal Knowledge Base (KB) that models the
application area and in particular the application task. The model building process is
difficult and requires expertise in both the internal structure of the IKF system and in
the specific application field. Therefore only managers can use its development and
management services. These tools are hidden at the user level.

Main tasks of the management services are the followings:
(1) Design and modification of the Knowledge Base. The Knowledge Base contains

general and application specific components. The main purpose of this
decomposition is to allow the manager to design the domain specific information.

(2) Defining and modifying search and evaluation strategies. A set of information
search and processing functions is available in the system. Managers can select
methods appropriate to the tasks and can also modify them by setting the
parameters of the methods. This customisation includes the specification of data
sources, and retrieval and processing methods as well. The reliability of these
sources can also be described.

(3) System performance analysis. In order to be able to accomplish the above
mentioned functions managers should be able to analyse the behaviour of the
system. A wide variety of analysing functions might be necessary to accomplish
the general utilisation on the system.

(4) Monitoring, and supervising. Monitoring and supervising is necessary in every
complex system, but this task is especially critical for systems with adaptive
nature.

(5) Input form specification. One of the important tasks of manager is to create
application specific input forms for the user. Designing input forms means not
only generating fields to fill-in, but also describing the relations between the
fields and the internal representation.

(6) Output report structure definition. Manager can determine what part of the
information should be recallable from the Knowledge Base. Manager can also
define what part of the Knowledge Base is reachable for the end-users and what
part should remain hidden for them. Pre-defined report forms can also be created
and customised. The user can select these forms during the report creation.
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User level services provide the interface for the end-users to define their requests and
to read the results. The basic strategy applied here is that the end-user has only limited
access to the system services. End-users can only reach information relevant to their
working topics and are offered basically three types of services:
(1) Generating queries using pre-defined input forms. End-users can input

information into the Knowledge Base and also pose queries to the system through
pre-defined forms. End-users have limited possibility to configure the forms from
the list of entities defined earlier by the manager.

(2) Generating output reports by using and customising pre-defined report forms.
Users have similar possibilities for defining output report forms like in case of
the input forms. This way end-users can produce dense reports on a given topic.

(3) Asking for the information about the results of a query. An important service is to
provide explanation about the output data and also how the output data was
generated.

Technologies in the IKF System

It is obvious that this system requires a wide variety of information acquisition,
storage and access tools.

The "Web" contains a very diverse set of information repositories starting from
relation databases, Internet resources up to the interfaces to various human data
resources. In order to gather all these data the IRS should be equipped with several
kinds of properly customised retrieval methods. We can categorise them into two
main groups:
(1) Structured retrieval. Data retrieval (DR) from structured and well-defined data

sources (like databases). It can also involve an automated data mining (DM)
approach to exhaustively explore and determine complex relationships in very
large databases.

(2) Retrieving unstructured data. Information retrieval (IR) deals with the retrieval
process from unstructured data sources, e.g. the Internet resources.

We expect that many methods developed in data mining and information retrieval will
be applicable to solve the knowledge acquisition problem.

Data Mining

Data mining investigates knowledge discovery techniques that obtain predefined
structured knowledge solely from huge databases. Some data mining problems (like
e.g. clustering [4] [5]) had already been known for a long time, and had been studied
by many researchers in other fields of science (like statistics, machine learning, and
visualization). Promising, possibly optimal, results were obtained (like K-L transform
for dimensionality reducing), the size of databases, however, made it impossible to
implement them in practice. The newly posed requirement, i.e. that the time and the
memory demands of any algorithm in this field have to be linear in the size of the
database, initiated further research.

There are several data mining approaches and application areas. Association rules
try to find association between set of items in a given database of e.g. sales
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transactions (or market baskets), where each transaction contains some product [4]
[6]. Clustering finds classes of closely related (similar) objects within a database of
pattern vectors using a distance (similarity) function [5]. Sequence matching searches
a database of event sequences, and it tries to find the closest to a query sequence [7].
In Episode finding a database about a long sequence of events with timestamps is
given, and the task is to find those serial episodes that are present in at least a certain
fraction of all windows [8]. Classification uses a database of training records with
class labels for each, and it tries to build a concise model (generally a decision tree) to
decide the classification for future, unlabeled records [9] [10]. Web mining is a data
retrieval form in a linked environment that considers similar page/plagiarism finding,
sophisticated query answering, page ranking etc [11].

Information Retrieval

Information retrieval is becoming a more and more important research topic as the
publicly available information sources grow very fast. The World Wide Web, as an
example, is a fast growing source of information. It introduced a set of technologies
that allow the easy publication of electronic documents. However, its document
formats, storage and access scheme do not help in finding the relevant information the
user is looking for.

Information retrieval (IR), born as part of the library science in the 50’s, deals with
systems for indexing, searching, and recalling data, particularly text and other
unstructured forms. With the growing amount of electronic data sources, IR received
wide support from research organizations as well as from commercial companies in
the 90’s. Web indexing and search sites (like Altavista, Google, or Yahoo), text
indexing and search options in databases (like Intelligent Miner for Text in DB2 from
IBM, or Oracle interMedia), and client-based text indexing software (e.g.
Autonomy’s Kenjin) are examples of this.

Despite this growing activity in developing new IR methods and tools, the
performance of these methods and tools is still far behind the similar tools for
structured data retrieval. Web search engines overload their users with a waste
amount of search hits (or they do not return any result at all). The basic problem
behind this poor performance is that most systems are based on statistical indexing
methods, and these methods cannot provide relevant results without understanding the
meaning of the query and texts. Other systems based on natural language processing
methods (where the aim is to “understand” the text and the query) have even worse
performance due to missing proper techniques for automatically building semantic
models from the text.

The Role of XML

The Extensible Markup Language (XML, standardized by the World Wide Web
Consortium, W3C) defines text-based document in a structured way [12]. After
successful attempts to standardise on the hardware and software, XML is an attempt
to standardise on the information format, to make efficient search, storage and
retrieval possible. XML is a so called mark-up language, i.e. a set of mark-up
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conventions to encode the meaning of the text. XML is extensible and various
concrete languages can be created for particular domains.

XML is also a basis for many internationally accepted recommendations for
electronic data exchange protocols. From the IKF point of view the most interesting
developments are: XML-Based Ontology Exchange Language [13], Financial
Products Mark-up Language [14], Artificial Intelligence Mark-up Language [15],
DARPA Agent Mark-up Language [16], Extensible Financial Reporting Mark-up
Language, Trading Partner Agreement Mark-up Language [17], Extensible Business
Reporting Language, and the like [18].

Multi-agent System Architecture

The distributed nature of the problem suggests a generic multi-agent architecture,
where the main components, and the parts of those are described as individual agents
that co-operate or compete to fulfil their goals and thus overall system aims.

An intelligent agent is a software system that operates autonomously to fulfil
locally specified goals [19]. The main characteristics of these systems are reactivity (it
senses its environments and makes actions based on the perceptions), proactivity (it
works to fulfil its goals), social ability (it is able to communicate with other agents
and humans), and persistency (it continuously maintains an internal state). Other
secondary characteristics may include being veritable, adaptive, robust, rational, and
mobile.

There are emerging standards in this field, like the ARPA Knowledge Sharing
Effort (KSE), the OMG Mobile Agent Facility (MAF), and the Foundation for
Intelligent Physical Agents (FIPA) [20]. Multi-agent systems (MAS) contain
autonomous agents that communicate with each other to solve common tasks. This
requires a formalised communication language that can be implemented by the
creators of the individual agents. The KQML (Knowledge Query and Manipulating
Language) is and example of such a language [21].

Different agents can be designed and customised for different information sources.
The multi-agent architecture can also be used to increase the reliability of the
collected data. Co-operating agents will deal with the different information sources,
and competing agents can be utilised to enhance the retrieval effectiveness. The agent
methodology can be also applied during the interaction with the user. The complexity
of the IKF system and the problem domain can be hidden from the user using
specialised agents. Simple interface agents have tasks like helping the user in filling-
in forms, or automatically correcting errors in user inputs. More sophisticated agents
can be used as application helpers, explaining and teaching the usage of the system.

Knowledge Repository

Regarding the details of the Knowledge Repository two leading concepts are the
knowledge organised around the suitable domain ontology and the XML-based
document retrieval, mapping and storage. An ontology is an explicit (possibly formal)
specification of the names for referring to the objects in the application and the
(logical) statements that describe what these objects are, and how they are related or
not to each other [22] [23].
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Ontology therefore provides a vocabulary for representing and communicating
knowledge that can exist for an agent or a community of agents, for the purpose of
enabling knowledge sharing and reuse. The so-called ontological commitment means
an agreement to use a vocabulary (i.e. for queries) in a way that is consistent with the
theory. Research in ontology is one of the most far-reaching issues in the now-a-days
artificial intelligence.

The crucial role of well-defined ontology has already been recognised. IEEE
Computer Society pioneered a Standard Ontology Study Group [24]. A strong
research group related to the IKF project is tackling the question of the meta-
organisation of the ontological hierarchies [25], finally fairly recently a number of
ontology based enterprise models has been developed [26] [27]. All these
developments serve as a basis for the development of the suitable Hungarian
enterprise ontology and knowledge base.

Summary

The collection of information forms a vast number of information sources available
through the global computer networks and a knowledge intensive processing
(reduction) of such information with the purpose to back up management decisions
and evaluations opens new dimension in several applications fields.

Designing information systems that provide such support is already possible, if a
number of emerging software, information processing, and system integrating
technologies is used and further developed to meet the needs of the application.
Designed approaches, tools and methods are portable to numerous domains, where the
abundance of information and difficulty of making decisions made the introduction of
the automated information system questionable until now.

In the framework of the Hungarian IKF project the authors have described a
functional system architecture that integrates information acquisition, knowledge
building, and profile-based report generation techniques to provide support for
financial applications. In the current phase of the project technologies and software
tools are investigated in the field of automated information retrieval, XML-based
document processing, and data mining.
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Abstract. The article addresses the use of hierarchical morphological
design framework for engineering skills acquisition. The hierarchical ap-
proach is the best way for structuring some complex design skills in
the field of composite systems. Applications of the hierarchical morpho-
logical approach involve hierarchical description, design and analysis of
composite systems, and an analysis of system evolution. Our material de-
scribes the following: (i) some hierarchical structures and combinatorial
operations, (ii) hierarchical information, (iii) hierarchical processes (e.g.,
AHP, hierarchical decision making), (iv) our hierarchical morphological
approach (HMA), (v) many applications of hierarchical morphological
approach, (vi) some strategies for acquisition of engineering skills, and
(vii) usefulness for engineering education and extension / structuring of
engineering skills.

1 Introduction

In recent years, issues of skill / knowledge acquisition have been played a central
role in many domains (e.g., cognitive modeling, information technology, problem
solving, knowledge based systems, system design, engineering design, systems en-
gineering, process systems engineering, team distributed design processes) ([2],
[3], [10], [11], [16], [40], [46], [44], etc.). Let us point out some other important
research directions closed to the above-mentioned domain: (a) cognitive model-
ing of design processes [1], [2], [3], etc.); (b) relation between cognitive processes
and operations research [19]; (c) organization and management of engineering
information on complex products / systems and their reengineering ([4], [24],
[39], [48], etc.); (d) studying and developing the knowledge and skills of spe-
cialists ([10], [11], etc.); and (e) cognitive modeling for conceptual design ([24],
[33], etc.).

This article focuses an experience in acquisition of systems engineering / sys-
tem design skills. In our opinion, the significance of the direction is increasing
because engineering of many complex systems is based on domain expert knowl-
edge. The following human operations for information processing have been con-
sidered as basic ones [35], etc.): 1. accumulation of knowledge; 2. generalization
of knowledge; 3. revelation of problems; 4. usage of judgment for problem solv-
ing; 5. explanation of judgment; 6. joint work with other specialists and, as a
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result; accumulation of new knowledge; 7. restructuring of knowledge; 8. usage
of exceptions; and 9. understanding a situation that a problem is connected
with a certain expert domain.

In this paper, a hierarchical morphological framework is examined which is
an useful organizational basis for a systems engineering process: to execute op-
erations for the description, design, analysis and improvement of composite sys-
tems. Hierarchical approach allows to combine the above-mentioned operations
at various hierarchical levels, and decompose a global problem into more simple
problem domains. Note we consider, at the same time, declarative hierarchical
information on a system and procedure hierarchical information (mainly, system
description, selection and composing of alternatives, revelation of bottlenecks)
on the analysis, design and transformation of the system. Usually the systems
engineering process has to integrate cooperative works of many domain experts.
As a result, the organizational workflow problem is the following: (a) to divide
an initial system problem into subproblems, (b) to solve the subproblems, and
(c) to integrate local decisions for subproblems above into a global decision of
the initial system problem. This workflow is a cascade-like one.

Conclin has pointed out that a hierarchical representation of information is
more natural for users with an engineering background [9]. Thus the hierarchical
approach is the best way for structuring some complex design skills in the field
of composite systems. In this paper, our way is the following:

(i) some hierarchical structures and combinatorial operations,
(ii) hierarchical information,
(iii) hierarchical processes (e.g., AHP, hierarchical decision making),
(iv) our hierarchical morphological approach (HMA),
(v) applications of hierarchical morphological approach,
(vi) some strategies for acquisition of engineering skills, and
(vii) usefulness for engineering education and extension / structuring of en-

gineering skills.
Note construction of a generalization space some domain knowledge is a con-

temporary approach in the field of conceptual structuring ([6], [7], etc.). Minsky
has pointed out the following architecture of representations ([37] and [38]): (1)
stories written in natural language; (2) story-like scripts; (3) transframes; (4)
frame-arrays and picture-frames; (5) semantic nets; (6) K-lines; (7) neural nets;
and (8) micronemes.

HMA is a hierarchical combination of several types of the above-mentioned
representations including the following:

(a) description of goals, system components, criteria, etc (stories and story-
like scripts);

(b) frame arrays, picture-frames and their graph-like modeling (e.g., system
structure, interconnection between system parts and components, alternatives
and relations on them, criteria and preference relations on them);

(c) semantics nets (e.g., for system improvement process, modeling the sys-
tem evolution as a network of system generations).
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Our hierarchical system model is a special generalized space for modeling
many composite systems and their generations ([24] and [29]).

2 Hierarchical Information Systems

2.1 Hierarchical Structures and Operations

Shenhar has described three kinds (levels) of complex systems (assembly, system,
array) [45]. Thus it is necessary to apply various kinds of hierarchical structures
for the description of systems ([5], [9], [24], [42], [48], etc.), for example: (a)
tree; (b) forest; (c) hierarchy of various kinds, e.g., organic hierarchy [8]); and
(d) pyramid. Here the following requirement have to be taken into account: (i)
correspondence (adequacy) to the described system; (ii) correspondence to an
experience / background of domain expert(s) (usefulness for human); and (iii)
usefulness from viewpoint of data processing (simpleness for computer process-
ing).

At the same time, it is reasonable to take into account main life cycle stages
for a structure as design and support (search, coordination, improvement, merg-
ing / integration, transformation). Well-known operations are the following ([15],
[17], [24], [42], [47], etc.):

I. Traditional operations: input of data, correction, search (retrieval).
II. Structural processing: (1) comparison; (2) revelation of substructure

of a certain kind; (3) analysis of interconnection between some substructures;
(4) analysis of some properties (e.g., balance) (4) integration of structures; (5)
approximation of structures by some structures of a certain kind (e.g., by tree-
like ones); and (6) transformation.

For each operation above, we can use well-known and some new kinds of
mathematical models (e.g., various types of metrics or proximity; models of
matching; models of integration; models of approximation or covering) ([5], [15],
[21], [24], etc.).

2.2 Some Hierarchical Information Systems

Main functional operations for the design, utilization, and maintenance of design
information systems are the following ([12], [22], and [41]): (1) acquisition of
new data and knowledge; (2) structuring, modeling; (3) representation; (4)
learning; (5) access, control; (6) analysis, evaluation, correction; and (7) main-
tenance. Support information systems may be oriented to various components
of a systems engineering (system design) process. Also, it is reasonable to list
reference examples of some information systems:

(1) Information Design Model (EDM) for engineering design [13];
(2) hierarchical hypertext system (HHS) involving components of different

kinds and their criterial descriptions for various problem domains ([21] and [22];
(3) Designer’s Electronic Guidebook for mechanical engineering in Cambridge

Engineering Center [14]; and
(4) An Information Model for Cooperative Product Development SHARED

[48].
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3 Hierarchical Morphological Approach

Hierarchical processes and problem solving techniques on the basis of decom-
position (problem partitioning) are well-known ones, for example: (a) dynamic
programming ([15], etc.); (b) Analytic Hierarchy Process AHP [43]; and (c)
Branch-And-Bound method in combinatorial optimization ([15], etc.).

In this section, we briefly describe our hierarchical morphological approach
HMA which integrates the following methodologies:

1. design frameworks (generalized hierarchical design approach to the de-
scription, analysis and synthesis of the designed and / or redesigned composite
system;

2. multicriteria decision making (e.g., for ranking some design alternatives,
for analysis of composite decisions);

3. morphological analysis (for composition of composite alternatives);
4. combinatorial optimization (e.g., morphological clique model to combine

local decision into a resultant composite one); and
5. knowledge based methodology and knowledge engineering (e.g., techniques

for acquisition of ordinal expert knowledge on design alternatives and their com-
patibility).

Note an explanation of our approach and the above-mentioned components
(methodologies) to an domain expert / specialist is an essential part of each
application project.

3.1 Description

Our basic framework or hierarchical morphological multicriteria design HMMD
[24] consists of the following:

I. Design of hierarchical model and description for a system: 1.1. design
of hierarchical model for a system; 1.2. design of multicriteria (multifactor)
hierarchical description of the model nodes (system parts, components) including
ordinal scales for each criterion; and 1.3. design of multi-factor description for
compatibility between design alternatives of different system parts.

II. System Synthesis: 2.1. generation of design alternatives (DA’s) for the
system parts / components; 2.2. evaluation of DA’s upon criteria; 2.3. evalua-
tion of compatibility between DA’s; and 2.4. step-by-step synthesis of DA’s to
obtain composite DA’s for a higher level of the model hierarchy.

III. Analysis of composite DA’s to reveal bottlenecks (by DA’s, by Ins).
IV. Design of improvement actions for the system: 4.1. generation / selection

of a set of some possible improvement actions; 4.2. selection / composition of
the best subset of the improvement actions under taking into account certain
design and technological situations; and 4.3. scheduling of the improvement
actions.

HMMD uses hierarchical tree-like structure (organic hierarchy) of a designed
system as a basic hierarchy. The representation of this hierarchy is easy. Many
of researches apply similar approach ([13], [18], [20], [34], etc.).

HMMD implements “cascade-like” strategy of organizational process:
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1. Divergent stage: “Top-Down” Hierarchical description of the system.
2. Convergent stage: “Bottom-Up” system design (generation of alternatives,

their selection and composition)
Basic information components are the following (information support is

pointed out in brackets):
1. Hierarchical system model.
2. Design module:

2.1 Requirements: 2.1.1 criteria (standard criteria); 2.1.2 compatibility
factors (standard factors); and 2.1.3 restrictions (standard restrictions).

2.2 Design alternatives DA’s: 2.2.1 set of DA’s (standard design alterna-
tives); 2.2.2 estimates; and 2.2.3 priorities.

2.3 Interconnection Ins (standard interconnection): 2.3.1 estimates on fac-
tors; and 2.3.2 resultant estimates.

3. Composite solutions (standard constraints):
4. Improvement as a set of improvement actions and schedule (basic exam-

ples, strategies of improvement).
5. Systems versions (basic examples of systems versions, tendencies for vari-

ous problem domains).

3.2 Examples of Hierarchical Morphological Approach

Realistic system design examples illustrate our framework (domain, domain ex-
pert, complexity of a problem by scale [1...5], existence of a basic example, level
of structural thinking of expert by scale [1...5] and type of strategy, reference):

1. Information technology; M.Sh. Levin & L.S. Levinsky; 5; Yes; 5,d; [24].
2. Composite software system; M.Sh. Levin; 3; Yes; 5,p; [24].
3. User interface; M.Sh. Levin; 5; No; 5,d; [24].
4. Team design; M.Sh. Levin; 3; Yes; 5,d; [24].
5. Allocation of personnel; M.Sh. Levin; 4; Yes; 5,d; [24].
6. Design of curriculum; M.Sh. Levin; 4; Yes; 5,d; [24].
7. Design of problem solving strategy; M.Sh. Levin; 3; No; 5,p; [24].
8. Geological exploration; V.I. Poroskoon; 3; No; 5,d; [24].
9. Concrete technology; M.L. Nisnevich; 3; No; 3,d; [32].
10. Redesign of buildings; M.A. Danieli; 3; Yes; 2,d; [28].
11. Vibration conveyor; Yu.T. Kaganov; 5; No; 2,d; [24].
12. Product marketing trajectories; M.Sh. Levin et al.; 3; Yes; 4,p; [26].
13. Design of product life cycle; M.Sh. Levin et al.; 3; Yes; 4,p; [27].
14. Medical treatment; L. Sokolova; 4; No; 4,p; [31].
15. System evolution: example for software; M.Sh. Levin; 4; No; 5,d; [24].
16. System evolution: example for signal processing; B.J. Feldman & M.Sh.

Levin; 5; [29].
17. Immunoassay technology; M. Firer; 5; No; 5,d; [30].
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3.3 Strategies for Skill Acquisition

Now let us point out some basic strategies as follows:
1. Direct strategy (step-by-step execution of HMA) (“d” in section 3.2).
2. Prototype strategy (“p” in section 3.2): (a) preparation of a simple ex-

ample (prototype); for the system description of an design; and (b) analysis of
the example with the expert(s); (c) correction / improvement / extension of the
example.

Evidently, the second strategy is more useful for experts who has no experi-
ence in problem structuring. In this case, we can often to organize our dialogue
with expert on the level of a language (system description) of his / her problem
domain. At the same time, it is impossible to use the prototype strategy for new
domain. Thus it was very difficult to design a system description for vibration
conveyor. An additional useful stage consists in a preliminary explanation of the
HMA for the expert including an analysis of examples.

Note the most hard stages of HMA are the following: (a) start of the work
with expert(s); (b) explanation for expert the main problems and work strategy
(e.g., knowledge-based system methodology); (c) generation of design alterna-
tives; (d) analysis and evaluation of compatibility between design alternatives,
and (e) analysis of results.

It is necessary to point out that domain specialists often are not ready to
understand HMA and its components. In this case, it is reasonable to conduct
an application project and after that to explain HMA on the basis of the joint
work.

4 Ethics Issues of Expert Procedure Support

A procedure of engineering skill acquisition involves two main sides (roles): (a)
domain expert (E), (b) “knowledge engineer” who is an organizer of the pro-
cedure (O). It is reasonable to consider a set of principles (that are close to the
Hippocratic oath) for the organizer, for example ([23], etc.):

1. Honesty.
2. Orientation to global goals.
3. To tell “No” , “It is impossible”.
4. To take into account properties of the expert (background, experience,

mentality, style of thinking).
5. To support the collaboration by special instrumental (tables, software,

etc.) and organizational (useful time, style, etc.) efforts.
6. To apply various approaches.
7. To learn the expert (e.g., decision making technology, required models).

5 Structuring / Extension of Skills and Engineering
Education

In fact, HMA combines all basic learning operations [36]: (i) direct indications;
(ii) explanations; (iii) observation of examples; and (iv) discovery. Thus we can
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usually decompose faced engineering problems and decrease their intellectual lev-
els. Note basic system analysis / design procedures are the same ones: (a) hierar-
chical design and description of system model; (b) selection of alternatives; and
(c) synthesis of composite decisions. Expert experience in the above-mentioned
basic procedures is a fundamental to increase a level of expert thinking and to
extend expert skills. Thus HMA can be used as an organizational basis for struc-
turing and extension of the engineering skills including team work modes. Note
some issues of engineering education on the basis of HMA are considered in ([23]
and [25]).

6 Conclusion

We have described our experience in the use of HMA for engineering skills ac-
quisition. Our results are preliminary one, and it is reasonable to investigate the
following:

1. examination of additional real engineering examples including systems
engineering problems and strategic design problems;

2. analysis of negative results of the applications from various viewpoints
(e.g., organizational, psychological, educational);

3. significance of expert classification (type of thinking, design styles, etc.);
4. usage of our approach for engineering skills acquisition in maintenance of

complex industrial systems (e.g., diagnosis, planning, information allocation and
personnel management);

5. realization of the hierarchical morphological approach in engineering edu-
cation (e.g., course on systems engineering, course on design methods, continues
education course); and

6. development of special support educational computer tools (computer en-
vironment).
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Abstract. Method of  dealing with information processing in the  different
styles  together is discussed. Skill  inheritance and  integration of  different
styles of information processing are paid  attentions as the typical examples.   A
relation  between symbolic processing and  non-symbolic processing is first
analysed. There is the substantial difference between them.  An intermediate
form to represent both of them in the same framework is introduced. It
enables  us  to make clear  the  difference  between  symbolic and on-symbolic
representations  and  to  discuss  the  possibility of skill inheritance and
integration of information.

1.  Introduction

Today, various styles of information processing are used such as those based on
procedural language, declarative language,  non-symbolic information processing, etc.
Every style has its own processing objective and processing object to which the
processing style is best suited. It also has its own problem representation scheme and
processing method. A specific information-processing unit (IPU in the sequel) has
been implemented in each style in computers based on its representation scheme and
processing method. A computer program for a specific problem, for example, is an
IPU of the procedural processing style. A specific neural network as a non-symbolic
system is another type IPU. Human skill is also a non-symbolic IPU between sensory
organs  (sensors) and motor organs (actuators). Actually it is difficult to represent it
formally like this but a communication aspect of skill inheritance is paid attention in
this paper and it is assumed that the sensor-and-actuator relation can be represented
explicitly.
    Each IPU is used separately and independently from each other. An IPU is defined
as a triple of (I, O, M) in which I and O represent the scope of input and of output
respectively in the world and M is the mapping from I to O.  In reality a pair (I, M) is
enough for the purpose of discriminating the IPUs from the others. A scope of
problems that an IPU can deal with is limited. It is desirable that these different IPUs
can be integrated easily in order to expand the scope and to achieve a function beyond
that of each single IPU. However it has been considered uneasy to integrate different
IPU of the different styles and it has to be done manually by persons in an ad hoc way
for a pair of specific IPUs.
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It seems that skill inheritance is similar to integrating different information-
processing methods. If a skill could be translated into a symbolic language, then its
inheritance becomes possible. In reality these are very different. What is the
difference between them and what is the difference between non-symbolic and
symbolic representations? This paper discusses these issues.

2.  Relation between Symbolic and Non-symbolic Processing

Skill might be represented formally as a transformation from a set of sensor inputs to
another set of actuator outputs.  Let there be sensors S1, S2,--, Sm  and actuators  A1,
A2, --, An  with the inputs  x1, x2, --, xm  and outputs y1, y2, --, yn  respectively.   It
is assumed that the input variables are continuous. Then the skill is a function from an
input vector  X = (x1, x2, --, xm) to an output vector Y = (y1, y2, --, yn).   Usually it
is a complex relation and is difficult to represent it in a mathematical form.
    On the other hand, a symbolic language is a system of finite symbols. Everything is
represented as a combination of these symbols.
    It seems that skill inheritance and integration are similar. In reality there is a big
difference between them. Skill inheritance is a process of translations from non-
symbolic to symbolic representations for the purpose of communication and again
back to non-symbolic representations for practice. It needs the faithful translation
between different representation styles. It requires the same expressive power for
these styles. But there is a big gap between them.  It is necessary first to study this
gap. In order to compare directly the characteristics of symbolic and non-symbolic
systems, a common expression for both of these is made. An intermediate form
between symbolic and non-symbolic processing is introduced in order to clarify the
difference between these two.
    A non-symbolic processing is defined by the specific functions between continuous
input and continuous/discrete output variables. For example, a neural network has a
function as a compound of linear transformation followed by a non-linear (Sigmoid)
function. But a simplest linear form is considered here such as yi = Sj wij· xj, i = 1,2,--
, n, or in the form Y = X ·  W where X and Y are the vectors to represent the multi-
dimensional input and output variables respectively. W is a matrix | wij |.
     Predicate logic on the other hand is used as a typical symbolic representation. An
implicative formula ("x/D)[F(x)fiG(x)] is considered.  Here D is a set of elements, D
= (a,b,c,--z), and x/D means D ’ x. Let the predicates F (and G) be interpreted as a
property of x in D, that is, `F(x) ; an element x in D has a property F’.
     First a state of D is defined as a combination of  F(x) for all x/D.  For example,
`F(a) :True`, `F(b):False`, `F(c):False`,--, `F(z):True` forms a state, say SFI , of D with
respect to F. Namely,  SFI = (F(a), -F(b), -F(c), --, F(z)). There is N=2n different states.
Let `F(x):True` and `F(x):False`  be represented by 1 and 0  respectively. Then SFI as
above is represented  (1, 0,0,--,1).  Let the sequence be identified by a binary number
I = 100---1 formed by concatenating 0 or 1 in the order of arrangement. Let SF I be I-
th state in N states.  By arranging all states in the increasing order of I, a state vector
Sf = (SF0,SF1,--,SFN-1) is defined.   Among  them,  the ordinary predicate can
represent only Sf" = {(1,1,--,1)} = ("x/D)F(x) and Sf$={Sf-(0,0,--0)}= ($x/D)F(x).
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     If truth or false of one of the elements in D changes, then the state of D changes
accordingly.  Let the change occurs probabilistically. Then a state probability PfI is
defined to a state  SFI  and a   probability vector Pf are also defined.   Pf = (Pf0, Pf1,--,
PfN-1) where ‘PfI; probability of D being in the state SFI ‘.
     Then it is shown that a  logical inference   F Ù  [FfiG] Þ  G  can  be  represented
in  the similar form  as a stochastic  process,  Pg = Pf ·  T,  if  a  transition  matrix
T= tIJ  satisfies a special  condition. Since F fiG = - F v G,  by definition, if
`F(x);True` for some x in  D,  then  G(x)  for  corresponding  x  must  be true.   That
is, there is no  transition from a state SFI including `F(x);True`  to a state SGJ of D in
regard to G including `G(x); False`  and tIJ for this pair is put zero. Thus, many
elements in this matrix are zero [4].
     The computation PgJ = SIPfI·  tIJ  or Pg = Pf ·  T is formally the same as that
included in a non-symbolic system. The input and output vectors, X and Y,
correspond to Pf  and Pg  respectively.
     A transition matrix for representing predicate logic has many restrictions
comparing with a matrix to represent a non-symbolic system.  In order for a matrix to
represent logical implication, it has many zeros as shown above while the matrix to
represent non-symbolic system is free from such a restriction. A non-symbolic system
can represent an object at the very fine level. In other words, granularity of
representation is very fine in the framework of non-symbolic system. But the
framework is rigid and to expand its scope is difficult.
     There is another approach to merge symbol and non-symbol processing. It is to
represent a neural network by means of special intuitive logic.  Some attempts have
been made so far and some kinds of intuitive logic have been proved equivalent to
neural network [3].   But these approaches lose some advantages of classic logic such
as expandability and completeness of inference.  As the consequence these systems
cannot have such large usability as the classic logic system.

3.  Extending Syntax of Logical Expression

Some attempts have been made for extending the syntax of logical expression. One is
to introduce some quantitative values into predicate logic. For example an occurrence
probability is given to every proposition, say `(a);True’. But there is a substantial
difference between non-symbolic and symbolic processing other than quantitative
measure. The former includes cross-coupling terms in the processing of inputs. That
is, i-th  input’s element affects  the  j-th  output’s element. In predicate logic on the
other hand, every element is independent to each other. This characteristic is kept
strictly in the inference operation. Because of this independence of elements many
zero’s appeared in the transition matrix to represent logical inference. It causes
representation of predicate logic very course. But in compensation for this loss of
expressive power in the fine level it acquires a flexibility of accepting new elements
and also new predicate formula without affecting any operation in the old system. It
brings a large capability of extending scope to predicate logic.  An attempt of
extending predicate logic in order to let it closer to non-symbolic processing is
discussed in [5]. Because of lack of space it is abbreviated.
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4.  Characteristic of Symbolic Representation

There are different symbolic systems. Some has a fixed universe of discourse. An
example is procedural language for computers. It cannot accept new elements and
algorithms without affecting operations so far. Therefore it cannot extends the scope
automatically. Declarative language has a variable table for mapping between
symbols and university of discourses and the same language can adapt to the different
universes by changing the tables. A typical example is seen in predicate logic. Thanks
to this flexibility and its modularity a declarative IPU has a capability to accept new
elements without disturbing the main part of the IPU. Therefore its scope can expand.
It is the characteristic of predicate logic but is not seen in any other IPU. In addition,
predicate logic has a capability to find unknown relation between objects by using
existing rules using logical inference. With these characteristics predicate logic has a
large potentiality of integrating various IPUs [OHS00c]. It does not mean that the
translation between predicate logic and non-symbolic systems is possible. It is
difficult because of the constraint for attaining modularity and the lack of granularity
of expressions of predicate logic.

5.  Skill Inheritance and Integration of Different IPUs

Skill inheritance is to copy the non-symbolic IPU made by a skilled person to non-
skilled people. There are many difficulties in achieving this goal. It is not easy to
represent this non-symbolic IPU explicitly. Even if the issue is limited to the
communication problem, it is difficult to represent a skill by any symbolic language
as has been discussed so far.  As a conclusion it is difficult to define a formal method
of inheritance of technical skill.
    Integration on the other hand is to merge two or more IPUs into an IPU with a
larger scope. A special transformation is necessary between different representation
schemes.  Manual integration of specific IPUs has been achieved so far [1,2]. The
objective of this paper is to discuss automatic integration. It is discussed hereafter in
two steps.
    In the first step integration is defined as an operation of an IPU to take in the other
IPU(s) in order to expand the scope or to use the function of the latter and to realise a
new function as a whole. The former is called the master IPU and the latter is the
slave IPU. In order to take in the slave IPU, the master IPU must be able to represent
the characteristics of the slave IPU with its own representation scheme. The master is
also required the format transformation of input/output between master and slaves in
such a way that the master IPU can take in the slave any time when necessary and
exchange data. These methods are added to the master IPU for the purpose of
integration. Thus the master IPU has to be able to expand its scope accepting this
additional information without disturbing its own processing. The expanded master
IPU can decide the way to evoke the slave and translate the data to send to the slave.
Receiving its output and translating it into the master scheme, the master IPU can
continue the operation.
    Among number of styles of information processing only some declarative
processing, i.e. predicate logic or its equivalent systems, can meet this condition and
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integrate various IPUs of the different styles.  A description of a slave is created when
the slave IPU is first defined and added to master’s knowledge base. The internal
mechanism of the slave could be a black box to the master. Only the external
definition of the operation of slave is described.
    Then it is generalized. Let two IPUs, say  (Ia, Ma) and (Ib, Mb) of styles Sa and Sb
respectively, be to be merged. If at least one of them is a declarative IPU, then the
integration as discussed above is possible by letting this IPU the master.  If both IPUa
and IPUb are non-declarative ones, a third IPU is introduced as a master to both IPUa
and IPUb. It must be a declarative IPU. Thus non-declarative IPUs can be integrated
indirectly via the third declarative IPU. It is possible to prepare such a declarative IPU
for the purpose of integrating arbitrary IPUs. At integration it is assumed that a master
IPU receives input from outside. When a slave IPU accept it directly, the system is
changed so that a master accepts it first and passes it to the slave from the master.
    This capability of integration depends on the flexibility of a master IPU to expand
its scope of information processing as well as its expressive power to describe the
slave IPU. Both depend on representation method. Thus, from the integration point of
view, a style with a representation method that has the largest expandability as well as
the enough expressive power should be selected as a central scheme of information
processing. Among all styles used today, only declarative representation scheme has
such expandability.  A typical example is predicate logic.  Therefore classic first order
logic is considered as such a central scheme in the following.
     Example; As a simple example, assume that IPU1(x1, y1) and IPU2(x2, y2), are to
be integrated. These are developed in order to achieve the specific activities,
primitiveActivity1(x1, y1) and primitiveActivity2 (x2, y2) respectively. The inputs x1
and x2 come from sensor1 and sensor2 respectively. On the other hand, the master
IPU is defined to perform some operation on the results of these primitive activities.
For example, it is an operation on the difference of the results of the primitive
activities, i.e. z = y1 – y2. But the master IPU is not provided with any function for
executing the primitive activities.  Therefore it takes in IPU1 and IPU2 for the
purpose of using their functions.  The sensor signals are first accepted by a master
IPU and send to the IPU1 and IPU2.  The format of the sensor signals accepted by the
master IPU and of the inputs to the IPU1 / IPU2 can be different.
      Let an activity(u1, u2, w) be an operation of the master IPU to generate w as a
function of the sensor inputs. The following predicate is provided to the master IPU as
the required activity.
    activity(u1, u2, w):- sensor1(u1), sensor2(u2), primitiveActivity1(u1, v1),
                                 primitiveActivity2(u2, v2), subtract(v1, v2, z), function(z, w).
      For the purpose of integration the following definitions of IPU1 and IPU2 are
added to the master IPU. The symbol # denotes that a calling procedure including the
conversions of inputs and outputs are necessary in the master IPU because of the
difference of the formats.
      primitiveActivity1(x1, y1):-#IPU1(x1, y1),
      primitiveActivity1(x2, y2):-#IPU1(x2, y2),
    These rules are executed through the rule of activity(u1, u2, w). The obtained
result, w, can be used in whatever the ways in the master IPU. In this example the
function(z, w) is assumed defined in the master IPU. It can be still the other
processor, IPU3. In this case, IPU1, IPU2 and IPU3 are integrated via the master IPU.
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6.  Conclusion

An issue of dealing with information processing in the different styles together has
been discussed. Skill inheritance and integration of different information processing
mechanisms are paid attentions as the typical examples. A relation between symbolic
processing and non-symbolic processing was first analysed. Predicate logic and a
simple non-symbolic system were selected for the purpose. An intermediate form was
introduced to represent both of them in the same framework. Using the result of this
analysis the difference between symbolic and non-symbolic representations has been
made clear. There is a substantial difference between them. It is possible to introduce
quantitative measures in classical predicate logic in order to expand the framework of
predicate logic and to make the granularity finer while preserving its advantages of
modularity. But it was not enough for bridging the gap between them because the
difference is not only the matter of quantitative measure but also in the structure of
information processing. As the conclusion, the skill inheritance that needs translation
between symbolic and non-symbolic representation to the detail cannot be achieved
by means of representation method today. On the other hand, integration problem is
easier than that because it does not need such translation. By the use of expandable
representation method as the master IPU, integration of the different processing
methods is possible.
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Abstract. In thls paper Kno\sWeb - European Coinm~sslon funded r e~e~~rc l i  
project 1s br~efl) introduced The prolect alms at the development of tools as 
\\ell as methodolog\ to support knoxledge management espec~allq 111 sinall and 
nied~uni slzed enterprises (SMF) We bulld our approach on top of conceptual 
niodelltng of cornpan\ spec~fic problem doniam Such a conceptual doma~n 
model ma\ sene  as a shared \ocabular\ to express context of various 
documents publ~shed n i th~n  the compam Also ~t niav be used for a 
soph~st~cated retr~evai of documents as a reference 

1 Introduction 

A considerable amount of knowledge is scattered throughout karious documents 
\\ithiti organisations. It is quite often that this knonledge is stored somewhere without 
possibilit) of being retrieved and reused any more. As a result of this. most knowledge 
is not shared and is forgotten in relatively short time after it has been invented or 
discovered. Therefore, it has become very important for "learning organisations" to 
make the best use o f  information gathered from various document sources inside the 
organisations and from external sources like the Internet. Organisations are concerned 
with preserving knowledge within an organisational setting. There are three stages in 
the information life q c l e :  finding (acquisition). organising and sharing. Many 
technologies h a w  been developed Tor the finding stage. On the other hand. thcre is a 
lack of efficient technoiogies fbcused on organising and sharing of existing 
kno~vledge. One possibility is to utilisc an organisation memory mechanism aiming at 
storing kno\\ledge and making it retrievable. At a macro-level. organisational memory 
corresponds to organisational knowledge with persistence. At a micro-level, 
information seeking by some organisational member within an organisational context 
can be considered as the process o f  finding the right .piece5 o f  organisational memory 
[ I ] .  The KnonWeb  prqject aims at providing support for knomledge management 
(including capture. update and rctrie\al o f  knowledge) within an organisation. 
fostering efficient communication and supporting distributed groups to share 
knowledge and exchange information efficientl>. Two distinct le\,els o f  representing 
knoivledge in an organisation can be distinguished. There is a repository o f  physical 
documents (reports, tables. etc.) on one side. These documents can be retrieved using 
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existing search facilities of a file system. On the other side, background knowledge is 
attached to each document. It defines the document's context. its relation to other 
documents. and its relation to organisation's actixities. Thus, this background 
knowledge interprets documents and gi\,es them a deeper meaning within the context 
of  a particular organisation, because originally such kno~vledge is not explicit but tacit 
[S]. Knowweb aims at making at least a part ol'this knowledge explicit and usable for 
the retrie\,al and sharing. One tkpe of backgro~~nd knowledge can have the form of  
\\ell-structured 'common \ocabular\ ' .  Such \ocabu la r~  is kn0~j.n as ontology 121, 141. 
We assume that there is a conceptual description of  an application domain in the form 
of a domain model. 

2 DOMAIN MODELLING 

Theoretical foundations for the research of domain modelling can be found in the 
works of  Chandrasekaran [3]. Gruber [4]: Wielinga [9], and others on ontologies and 
knowledge modelling. Ontolog) is a term borrowed from philosophy where it stands 
for a systematic theor) of  entities what exist. In context of  knowledge modelling. 
Gruber introduced the term ontolog? as a set of definitions of  content-specific 
knowledge representation primitiies consisting of domain-dependent classes. 
relations. functions. and ob.ject constants. The ontology represents formal terms \vith 
which k n o ~ l e d g e  can be represented and individual problems nithin a particular 
domain can be described. Ontology in this sense determines what can 'exist' in a 
knowledge base. Chandrasekaran understands ontolog!, as a representation vocabulary 
typically specialised to some domain. He suggests basically two purposes for which 
ontologies ma) be used: 

to define most commonl! ~lsed terms in a specific domain. thus building a 
skeleton, 
to enable kno~zledge sharing and re-using both spatially and temporally [ 6 ] .  

Ontology ui th  s!ntax and semantic rules provides the 'language' by which 
KnowWeb(-like) systems can interact at the knowledge level [7] .  Ontology a l l o ~ s  a 
group of  people to agree on the meaning of few basic terms, from which many 
different individual instantiations: assertions and queries may be constructed. 
Common understanding of  the meaning of notions used in a given domain (the 
understanding may be domain-specific) results in the definition of concepts. Concepts 
are more or less abstract constructs on which a relevant part of  the world is built. or 
better. which can be used to describe this r e l e ~ a n t  part of the world. Since concepts 
can differ in their character. sex.era1 tbpes of concepts. naniel! classes? relutions. 
jiincfions or procen'zrres. objects. ~zriixbles or constants, can be distinguished. These 
primitile constructs can be represented differently in different applications but they 
ha\e  the same meaning in all applications - i.e. when someone wants to communicate 
nith somebod> else. heishe can do it using constructs from the ontology of shared 
concepts. 
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3 BASIC KNOWWEB SYSTEM FUNCTIONALITY 

The Knowweb system enables to store kno\vledge in the form of  documents with 
attached concepts from ontologies - documents \\ith their conceptual descriptions. 
The main purpose of using ontology is to define concepts that are useful to expresa 
kno\\ledge about a particular document in domain specific terms. Subsequent!!,. the 
concepts can be also used for search and retrie\al of rele\,ant documents. In such case 
the domain model ser\,es as a 'reference ~ocabu la r ) '  of company-specific terms [9]. 
Such approach supports searching not only in the physical document discourse but 
also in the document context. It also supports 'soft' techniques where a search engine 
can utilise the domain model to find out related concepts to those specified by the 
user. 

3.1 Enriching documents 

Documents are hierarchicall) structured fiom the syntactic point of  view. The) are 
d i ~  ided into chapters (sections): and further into subchapters (subsections), these into 
paragraphs, and paragraphs into sentences. Sentences consist of  words - the smallest 
S) ntactic units. Syntactic units (in general document fragments) are addressable - the 
result of some operation over a document (e.g. retrieval) will refer to a specific 
syntactic unit (or more units) within the document. Conceptual descriptions will 
consist of  references to the kno\\ledge context contained in the particular document in 
the future and will make this knowledge accessible in an easy and efficient wa).  The 
authors can select a text fragment and link it to the domain model. The linking can be 
done directly to ontolog) concepts or to a template representing a particular subset of 
ontolog) concepts. This type of' links to concepts is of  many-to-many type. It means 
that it is legal to link a document fragment to se\eral concepts and \ice-\,ersa, a single 
concept to se\,eral fragments of one or more documents. When a document ~ i t h  its 
description is available for storage and publishing (after manual or semi-automatic 
linking within the KnowWeb s p m ) .  it can be incorporated into the organisational 
memory represented b), a KnolvWeb server. The document and its conceptual 
description are stored in the KnowM'eb ser\,er data repositor). 

3.2 Document retrieval 

The aim of  storing documents in the organisational memory is to access the right 
knoivledge in the right time andior situation. In order to express requirements on 
documents, which should be retrieved from the organisational memory. the users will 
formulate search queries. When formulating queries they can take advantage of  use of  
the existing concepts (or their attributes) from the domain model. Therefore, a query 
for knowledge retrie\,al is given in company-specific conceptual terms instead of  
traditional keywords. The queries can be composed of  more complex structures using 
various logical operators andlor larious a\,ailable options that are supported in the 
KnowWeb toolkit. In general. the concepts used in the quer) together \lith the 
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concepts that are related to them in a domain model nil1 be used to search concept~lal 
descriptions of  documents. The le\ cl determining h o ~  man) 'neighbouring' concepts 
should be added to the quer) \ \ i l l  be gi\ en as an option in users' queries. 

Fig. 1. Sample of a domain model 

The Retr ie \d  function enables to retrieve document(s) that are contextually relevant 
to a given query. Another issue addressed by the Knowweb system is the 
simplification of  the post-processing phase after document retrieval - document \ i e w  
ing and browsing. The focus is on the retrie\ al of reie\,ant kno\vledge chunks from a 
document repository. With traditional search engines users ha\,e troubles to find 
relewnt information in a retrieved docunient especially if the document is ex tens i~e  or 
the information is not explicit but hidden .bet\\een lines'. 

4 SYSTEM STRUCTURE 

Within the prqject a conceptual framework and a generic architecture for 
computational support of  organisational memory ha\,e been developed. The 
organisational memory enables to store documents together with their context 
knowledge and to access them in a user-friendl) \\a!. The organisational memory \ \ i l l  
be accompanied b), a set of  tools for: preparing the documents to be stored, defining. 
viewing, bronsing, and editing domain model, enriching documents bq association 
links with relevant knowledge concepts, defining a context attached to the stored 
documents. storing and re t r ie~ ing documents, bro\vsing stored kno\vledge, etc. All 
these tools together with an organisational men?ory constitute the KnolvWeb system. 
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From the practical point of \ ie \ \ .  the slstem is implemented using client-ser\er 
architecture. 

1.1 KnowWeb server 

The s e n e r  represents the heart of  the I<no~A'eb  slstem - it is a unit responsible fbr 
storing. maintaining. and accessing kno\\ledge. The serker consists of the following 
main modules (see Fig. 2 . ) :  

1 Document store - \\here physical documents are stored: 
2 Association file management s?stem - for maintenance of background knowledge. 

document contexts (e.g. association links from a document or its parts to the 
concepts ~ i t h i n  the domain model). 

3 Domain model - a core of  [he s> stem. 
4 Server interface - for an efficient and user-fsiendlq conimunication \\ith 

Kno~vWeb clients. 

-- - - - \\, Organrsatronai 
', Memory 

Server Front - End Interiace 

\ 

I 
I 

I 

I 
I 

- - - -______- - - -  -- 
r i g  2. h;now\\eb s e n e r  structure 

5 CONCLUSIONS 

The aim of the Kno\vWeb s ~ s t e m  is to help organisations to manage the knowledge 
they currently possess. and to focus their operations towards knowledgecentred and 
knolvledge-intensi\,e business practices. To fulfil this goal a specitic architecture 
dedicated to support knokvledge management within organisations (including capture. 
update and retrieval of knowledge) has been designed and implemented. Priorit) 
application areas of  the implemented system are those organisations which require 
large volumes of  data to be processed during the decision-making processes in a 

111Knowledge Modelling in Support of Knowledge Management



satisfactory way. The focus is on the storage of kno\+ledge in so-called organisational 
memor] and retriehal of re lewit  knonledge chunks within docunlents. The 
ICnowWeb s! stem si~pports attachment of the contextual knoibledge to the documents. 
A quer! to the implemented system is supposed to be defined in company-specific 
conceptual terms instead of traditional keywords. The emploqed knowledge-based 
approach enables searching not onl! in the physical document discourse but also in the 
document context space. The system enables users to find those particular documents 
(or those particular parts of these documents) that are most relevant to their current 
needs without the need of browsing large volumes of re t r ie~ ed data. 
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Abstract. This paper presents AROM, a new object-based knowledge repre-
sentation system. AROM is original in two ways. Firstly, in addition to classes,
knowledge representation in AROM uses associations for describing links be-
tween classes instances. Secondly, AROM integrates an algebraic modeling
language (AML) for describing operational knowledge (equations, constraints
and queries) in a declarative way. AROM comes as a platform for knowledge
representation and manipulation. It includes an interactive modeling environ-
ment, a Java API, an AML interpreter for processing queries and solving sets of
equations, and a tool for consulting and editing knowledge bases on the Web.

1 Introduction

Most object knowledge representation systems fall into two categories: description
logics (DL) and object-based knowledge representation systems (OBKRS). DL sys-
tems like KL-ONE [1] represent concepts using formal syntax and semantics; empha-
size is put on complexity study of both subsumption and concept classification, which
is the main inference mechanism of these systems. OBKRS (KRL [2], KEE [3], for
instance) are declarative systems for describing, organizing and processing large
amounts of knowledge; they offer various inference mechanisms such as classifica-
tion, procedural attachment, default values, filters, etc.

In this paper, we present AROM (Associating Relations and Objects for Model-
ing), a new OBKRS which departs from existing systems in two ways. Firstly, in
addition to classes which are usually found in existing OBKRS, AROM uses associa-
tions similar to those found in UML [4] for organizing links between objects having
common structure and semantics. Secondly, in addition to classical inference mecha-
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nisms found in other OKBRS, AROM integrates an algebraic modeling language
(AML) for expressing operational knowledge in a declarative manner. This language
allows one to write constraints, queries, numerical and symbolic equations between
the various elements composing a knowledge base (KB).

AROM comes as a platform with a Java API, an interactive graphical environment
for designing and manipulating KBs, an AML interpreter for processing queries and
solving sets of equations, and tools for consulting and editing KBs on the Web.

The paper is organized as follows. Knowledge representation in AROM is pre-
sented in section 2 along with an example. The AROM platform is detailed in section
3. Related work and conclusion are presented is section 4.

2 Knowledge Representation in AROM

Many data and knowledge engineering methods involve two notions for modeling a
domain: entity and relation. In object-oriented models like UML, three kinds of rela-
tion are considered: specialization/generalization, association and aggregation (a par-
ticular case of the latter being composition). An association denotes a group of similar
links between instances of two or more, distinct or not, classes.

Most OBKRS handle specialization, and sometimes aggregation (and/or composi-
tion). Associations usually have no specific representation; they are implemented
either by link-attributes or by reification of associations as classes.

A link-attribute is a slot typed by a class and its value references one (or several)
instance(s) of this class. Several OBKRS like SMECI [5], implement binary associa-
tions with two inverse link-attributes, and integrate mechanisms for maintaining their
consistency. This technique has two problems. It works fine only for binary associa-
tions [6], and it does not easily take into account attributes of associations (i.e. prop-
erties attached to links; for instance, the wedding date of two married persons).

Using reification, associations are considered as classes whose attributes corre-
spond either to links between objects or to specific properties. This enables associa-
tions with an arity greater than two to be described. However, since no distinction is
made between classes and associations, operations or mechanisms specific to either of
them cannot be defined.

Neither link-attributes nor reification is thus satisfactory for representing associa-
tions. Furthermore, using both techniques within a KB can only lead to inconsisten-
cies and lack of extensibility. This has led us to promote associations as first-class
entities for knowledge representation, on equal ground with classes.

2.1 Knowledge Representation in AROM Using Classes and Associations

Classes and objects. A class in AROM describes a set of objects sharing common
properties and constraints. Classes are descriptive: they provide a set of necessary yet
not sufficient conditions for membership. Each class is characterized by a set of prop-
erties called variables and by a set of constraints.
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A variable denotes a property whose type is not a class of the KB. In AROM, no
variable can reference object(s), but associations are used for this purpose. AROM
includes an extensible set of basic types for mono- and multi-valued variables. Each
variable is characterized by a set of facets, which can be divided in the three catego-
ries: domain restriction facets, inference facets, and documentation facets.

Constraints are necessary conditions expressed in the AML for an object to belong
to the class. They bind together variables of – or reachable from – the class.

 The generalization/specialization relation is a partial order organizing classes in a
hierarchy supported by a simple inheritance mechanism. Specialization of a class
involves the following operations: addition or refinement of a facet, addition of a new
variable, addition of a constraint. Unless redefined, a class inherits all the variables
(including facets) as well as all the constraints of its super-class.

An AROM object represents a distinguishable entity of the modeled domain. Each
object is attached to exactly one class at any moment. The term “attached”, used with
the same acceptation as in the TROEPS system [7], enlightens the dynamic aspect of
class membership: an object may move from a class to another whenever additional
information about it becomes available.

Object identity is ensured by the use of unique identifiers, provided either by the
user, or by the system.

Associations and tuples. In AROM, associations are similar to those found in UML:
an association represents a set of similar links between n (n ‡ 2) classes, being distinct
or not. A link contains objects of the classes (one for each class) connected by the
association. An association thus defines a subset of the Cartesian product of the
classes it connects.

An association is described by means of roles, variables and constraints. A role r
corresponds to the connection between an association and one of the classes it con-
nects, called the corresponding class of the role and noted as C(r). Each n-ary asso-
ciation has thus n roles and the value of each role ri (1 £ i £ n) is an instance of C(ri).
Each role has a multiplicity, whose meaning is the same as in UML.

A variable of an association denotes a property associated with a link and has the
same set of facets as the one available for a class variable. We call tuple of an n-ary
association having m variables vi (1 £ i £ m), the (n+m)-uple made up of the n objects
of the link and of the m values of the variables of the association. A tuple can then be
seen as an "instance" of an association. Its identity relies on the identities of the in-
stances of its link. This ensures that two tuples can not share the same link. As for
classes, constraints involving variables or roles belonging to or reachable from an
association can be written in the AML, and must be satisfied by every tuple of the
association.

Associations are organized in specialization hierarchies. As for classes, association
inheritance is simple and relies on set-based inclusion. Specializing an association A
involves the following operations: specializing the corresponding class of a role of A,
restricting or adding a facet to a variable or to a role of A, adding a constraint to a
variable or to a role of A, adding a constraint to A, and adding a variable to A. Note
that specialization of an association can not involve the addition of a role.
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2.2 Algebraic Modeling of Operational Knowledge

First introduced in Operations Research, algebraic modeling languages (AMLs) make
it possible to write systems of equations and/or of constraints, in a formalism close to
mathematical notations. They support the use of indexed variables and expressions,
quantifiers and iterated operators like å  (sum) and Õ  (product), in order to build
expressions such as jJji xxIi ˛å=˛" , . AMLs have been used for linear and non-linear
[8], for discrete-time simulation [9], and recently for constraint programming [10].

In AROM, the AML is used for writing both equations, constraints, and queries.
AML expressions are built from the following elements: constants, indices and in-
dexed expressions, operators and functions, iterated operators, quantified expressions,
variables belonging to classes and associations, and expressions that allow to access
to the tuples of an association. In AROM, an AML interpreter solves systems of (non-
simultaneous) equations and processes queries. A constraint satisfaction mechanism is
currently under development.

2.3 Example

Fig. 1 and 2 present an excerpt of an AROM KB involving three hierarchies of
classes: Teaching, Training, Course, and two hierarchies of associations: Manages and
Teaches. Association ManagesPostGraduate specializes association Manages by refining
the type of its roles and by adding a new variable.

knowledge-base: Teaching

class: Teacher
  variables:
   variable: socSecNumber
     type: string
   variable: service
     type: float
     definition: service =
       sum(t in this!Teaches: t.hourlyVolume * t.course.coeff)
   …
association: Teaches
  roles:
   role: teacher
     type: Teacher
     multiplicity: min:0  max:1
   role: course
     type: Course
     multiplicity: min:0  max:*
   role: training
     type: Teaching
     multiplicity: min:0  max: *

  variables:
   variable: HourlyVolume
     type: integer

association: Manages
  roles:
   role: manager
     type: Permanent
     multiplicity: min:1   max:1
   role: training
     type: Teaching
     multiplicity: min:0  max:1

association: ManagesPostGraduate
  super-association: Manages
  roles:
   role: manager
     type: Prof
   role: training
     type: PostGraduateTraining
  variables:
   variable: bonus
     type: float

Fig. 1. Excerpt of an AROM KB. The AML definition (definition: facet) of service in class
Teacher allows the computation of this variable as the sum, for each tuple t in this!Teaches –
the set of tuples of Teaches in which this (the current Teacher) appears as teacher – of the
product of the hourly volume of t and of the coefficient of the course associated with this tuple.
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3 The AROM Platform

Written in Java 1.2, AROM is available1 as a platform for knowledge representation
and exploitation. It comprises an interactive modeling environment (see Fig. 2),
which allows one to create, consult, and modify an AROM KB; a Java API, for de-
veloping applications based on AROM, an interpreter for processing queries and
solving sets of (non-simultaneous) equations written in AML, and tools for consulting
and editing knowledge bases through a Web browser.

Fig. 2. Screenshot of the interactive modeling environment of AROM, using the example KB.
Graphical notations are similar to those of UML except for associations, which are represented
by gray rectangles with rounded corners.

                                                          
1 http://www.inrialpes.fr/romans/arom. In this site are also presented some formal aspects of

knowledge representation in AROM, in particular its denotational semantics.
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4 Discussion and Conclusion

In this paper, AROM, a new knowledge representation system has been presented.
The first originality of this system is to propose two complementary entities for repre-
senting knowledge: classes and associations. The second originality is the presence of
an algebraic modeling language allowing one to write equations, constraints and que-
ries in a declarative manner.

AROM shares some similarities about the representation of associations in De-
scription Logics (DL) using roles. However, roles as defined in DL systems are gen-
erally binary, described within concepts, and are not organized by subsumption. Only
few of DL systems deal with role hierarchies [11], and few of others studied n-ary
roles (DLR [12]).

AROM is currently used for developing KBs in several domains. In medicine,
AROM is used for neuromuscular diseases diagnosis. In biology, it is used for the
modeling of several domains in human genomic. A KB for modeling metabolic path-
ways containing several hundred thousands of instances and tuples is currently devel-
oped. In signal processing, AROM is also used for the supervision of program librar-
ies dedicated to spectral analysis.
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Abstract. In this paper we discuss the problem of document integration for
business-to-business e-commerce. We present the infrastructure of the business
documentation from the integration perspective and identify the integration
subtasks. For each subtask we discuss the arising problems, and available
technologies able to solve them.

1   Introduction

Nowadays e-business includes thousands of companies which provide tremendous
number of products for electronic markets. Unlike the traditional markets, the
electronic markets allow the participants to easily compare the offers and perform
business negotiation faster due to electronic document interchange between the
market participants. The product catalogs and other documents have a complicated
structure and require knowledge-intensive ontological integration.

In this paper we discuss the integration scenario used in the Business-to-Business
(B2B) area and the ways in which it enforces the ontology integration. In Section 2
we discuss the document infrastructure for B2B document interchange, followed by
the document (Section 3) and content integration (Section 4). The paper ends with the
technology overview in Section 5 and conclusions.

2   The B2B Document Infrastructure

The bunch of business documents (purchase orders, contracts, delivery requests and
responses, product catalogs, etc.) are connected in the following way:
• The product catalogs describe the products, their prices, and available quantity in

stock. They are linked to the content standards which specify the place of the
product in the hierarchy of products, where each category provides a set of
attributes used to specify the product. Besides these sets, the catalogs may
introduce additional product attributes. The catalogs also introduce the internal
company’s identification codes for the products used in the further negotiation
documents.
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• Other documents, which do not contain the descriptions of the trade items, are
linked only to the internal product codes and document numbers (e.g. delivery
confirmations) or they are not linked at all (e.g. company information requests).

• The content standards described in Section 4 are linked one to each other. The
horizontal content standards are mapped to other horizontal standards and to the
vertical standards, and the latter are also linked together.

Because of the separation of the document and content standards we have two
different types of ontologies: document ontologies (e.g. the ontology of a purchase
order) and product ontologies used in the content standards. In the next two
subsections we discuss the problems which occur in their integration.

3    The Document Standards

The B2B area operates with a large number of different business documents. For
example, CommerceOne1 offers the XML Common Business Library (xCBL)2

standard with about 600 different document types for B2B interactions. Ariba3 offers
the Commerce XML (cXML)4 standard with a smaller number of document types.
Both standards provide the DTDs for the documents and assume that all of the
documents are represented in XML. Hence, B2B document integration shifts to the
XML document integration.

There are several non-XML document standards already accepted and widely used
by the industries. First is the well-known EDIFACT format, approved by the United
Nations Economic Commission for Europe5. An EDIFACT document is presented
with complicated formatted text, non-understandable for a non-specialist. Several text
wrappers able to translate an EDIFACT catalog into XML are available now, for
example the XML-EDIFACT6 wrapper that transfers EDIFACT documents into their
XML representation and vise versa. Another non-XML standard is ISO 10303 [8]
(also known as STEP) that is an International Standard for the computer-interoperable
representation and exchange of product data. It contains a rich set of modeling
primitives that allows building hierarchical product specifications. ISO has developed
an XML syntax for STEP, that is now being standardized as part 28 of the ISO 10303
specification.

For both non-XML standards their XML representations have been already
developed and are now in the process of approval by the community. Hence, we
expect the problem of non-XML document integration not to be in the focus of the e-
commerce research in the future.

The document standards provide only the structure for the document instances,
and not the document ontologies themselves. The structures are represented in
documents’ DTDs that contain only part-of relation.  Hence, the ontologies must be

                                                          
1 http://www.commerceone.com/solutions/business/content.html
2 http://www.xcbl.org
3 http://www.ariba.com/
4 http://www.cxml.org
5 http://www.unece.org/trade/untdid/welcome.htm
6 http://www.xml-edifact.org/
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induced from the instances prior to integration. The fragments of the document
structures are represented in Fig. 1 for (a) xCBL and (b) cXML standards. The tags in
the figure represent the elements of the structure and roughly correspond to the XML
tags, which describe the instance documents. The values of the tags are given in the
italic font as an example to illustrate the intended meaning of the tags. Graphical tags
nesting represent the part-of relation. We see that the structures provide slightly
different representations for very similar content. Both standards introduce internal
product IDs, import the manufacturers’ product IDs and names; they contain pricing
information, product descriptions and a reference to a certain content standard. We
expect the document ontologies to concord in general, because they appeared as a
result of many years of natural standardization of business documentation.
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Fig. 1. A fragment of the xCBL and cXML formats

The same time the structures from Fig. 1 indicate the following problems:

• The ontologies have different names for semantically equivalent attributes.
• Some attributes are missing in the ontologies.
• The ontologies have different granularity levels.

A synergy of the web technology and the knowledge engineering technology is
required for the integration, as discussed in Section 5.
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4    The Content Standards

The catalogs presented in Fig. 1 contain the references to a certain content standard,
and define additional attributes for the products, as in the xCBL case.

There exists a number of content standard, which may be classified into
‘horizontal’ standards and ‘vertical’ standards. The horizontal standards provide a
high-level classification of all products in many domains. They provide an extensive
but shallow hierarchy of product categories, but normally contain no product
attributes. For example, the UN/SPSC7 standard contains more than 12,000
categories, the NAICS8 standard – more than 3,000 categories; both standards have
five levels in their classification trees and provide no attributes.

The vertical standards provide deep and narrow classifications of a certain limited
domain; they expand several bottom-level categories of the horizontal standard. The
vertical standards provide the attributes for the categories. For example, RosettaNet9

contains a catalog of IT products and expands 136 UN/SPSC elements with 445
categories and 2,660 attributes. Another standard, eCl@ss10 uses more than 12,700
categories to describe the industrial domain of machines and materials and also
expands a limited number of UN/SPSC elements.

From the knowledge engineering perspective the hierarchy of product categories
with their attributes can be viewed as the product ontology. The B2B document
interchange requires mapping of these ontologies, e.g. when the supplier uses
UN/SPSC and the buyer searches for the products with NAICS. The ontologies have a
two-level hierarchical composition: the general ontology (which corresponds to the
horizontal standard) links to a number of domain-specific ontologies (the vertical
standards).

We need three types of mappings to integrate the ontologies: the mappings
between the horizontal standards, between the horizontal and vertical standards, and
between the vertical standards.

Mapping of the horizontal standards has the following properties:

• The standards differ significantly in their classifications because of the absence
of a consensus classification scheme.

• The standards differ in the level of granularity of the classifications.

• The equivalence is not evident from the category descriptions, e.g. the NAICS’
code [39] ‘Miscellaneous Manufacturing Industries’ is equal to the UN/SPSC
code [73] ‘Industrial Production and Manufacturing Services’.

Mapping of the vertical standards has the following properties, in addition to the
problems mentioned for the horizontal mapping:

• It requires mapping of attribute names, and attribute types (including mapping
of the attribute value lists used for enumerating types).

• It requires transformations between different value formats and unit scales.

                                                          
7 www.unspsc.org
8 www.naics.com
9 www.rosettanet.org
10 www.eclass.de
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• The attribute domains must be mapped, i.e. in the source standard the attribute
may apply to a set of categories, some of them may have no equivalent set in
the target standard.

• Each catalog document can introduce its own set of attributes to be mapped.

Linking between the vertical and horizontal standards requires:
• Mapping of a relatively small number of top-level vertical concepts to more

general concepts from the horizontal standard.
• Mapping of the concepts, which lay outside the focus of the vertical standard to

the correspondent concepts of the horizontal standard. In this case the detail
level of the horizontal standard may be higher than the level of the vertical
standard.

These problems are very hot and important in the B2B area, but they are not new in
the database, knowledge engineering, and information modeling areas, which provide
a number of relevant and potentially useful technologies.

5   The Technology Overview

The integration can be done on three natural layers: the ontology layer, the data
models layer, and the catalog layer [11].

The Catalog layer corresponds to the actual product catalogs in the XML format.
The integration on this layer must be naturally based on the XML low-level
integration architecture provided by the W3C11 consortium with the XSLT [4] and
XPath [5] languages. An attempt [10] to apply it directly showed a number of
drawbacks, which must be solved in the multi-layer scheme.

The Data Models layer serves as a bridge between the catalog layer and the
ontology layer. On this layer the representations are abstracted from the encoding
peculiarities and the documents are represented with the object-attribute-value triples.
For this layer W3C provides RDF [9], a standard for describing machine-processable
semantics of data, which is also based on the object-attribute-value triples. Another
possible candidate for this layer is SOAP12 (see [7] for the comparison to RDF). This
layer is connected with the catalog layer [10] and the ontology layer (cf. [2] for
possible solutions).

The Ontology layer corresponds to the document and product ontologies. The
ontologies are now intensively applied in e-commerce (cf. [6]) and they remain a hot
topic in the knowledge engineering research.  A number of integration technologies
are applicable on this layer: model-based integration [1], Lisp-like ontology
integration languages [3], and a tool support with Protégé13 and Chimaera14.

                                                          
11 www.w3c.org
12 www.w3.org/TR/SOAP/
13 http://protege.stanford.edu
14 http://ksl.stanford.edu/software/chimaera/
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6   Conclusions

The document integration problems are very important and moderately new for the
area of B2B e-commerce. The paper presents the initial partitioning between the two
separate integration tasks: document integration and product integration. This
separates the integration of the document ontologies from the product ontologies. A
special set of technologies must be selected from the bunch of potentially relevant
techniques and standards listed in the paper, and adopted for each task.
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Abstract. Debugging is a time-consuming task especially for larger programs
written by a group of people. In this paper we describe the use of multiple models
for debugging VHDL designs, and presents some practical results. The models are
derived from a general value-based model representing different fault situations
that should be handled by a debugger. We propose the use of a probability-based
selection strategy for selecting the most appropriate model in a given situation. For
example large programs should be debugged using a model only distinguishing
concurrent VHDL statements and not sequential statements. As a result of multi-
model reasoning in this domain we expect performance gains allowing to debug
larger designs in a reasonable time, and more expressive diagnosis results.

1 Introduction

Program debugging, i.e., locating and fixing a bug in a piece of software, is a difficult
and time-consuming task. This holds especially for large programs written by a group of
programmers. Because time to market is a major factor, tools for assisting a programmer
in debugging are required. Traditional debuggers only allow to go step by step through
a program and therefore require heavy user interaction. To avoid this problem several
approaches for automating debugging has been proposed so far (see for example [15,
17,18,12,3,4,11]). These approaches are more or less generally applicable, use different
aspects of programs, e.g., dependencies between variables or fault probabilities, for
debugging, and introduce their own algorithms. In contrast more recently it has been
recognized that model-based diagnosis (MBD) can be adapted for software debugging [6,
1,2,8,16]. In [6] the authors claim that MBD reduces the required user interaction when
compared to [15]. The approach described in this paper makes use of previous MBD
research in the software domain.

As in [8,21,20,19] we concentrate on programs written in the hardware description
language VHDL. VHDL is an ADA-like programming language and an IEEE stan-
dard [9]. A VHDL program consists of an entity declaration that describes the interface,
and an architecture declaration that describes the behavior of the design of an digital
circuit. The architecture declaration comprises processes which are working in paral-
lel. Each process comprises sequential statements, e.g., assignments and conditionals.
The communication between processes is handled using signals. Variables are only al-
lowed in processes. For more details about VHDL have a look at [13]. Figure 1 shows a
? The work described in this paper was partially supported by the Austrian Science Fund project
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1. entity DECODER is
2. end DECODER;

3. architecture BEHAV of DECODER is
4. signal ADDR, O, OI : BIT ;
5. signal I1, I2 : BIT ;
6. begin
7. . . . -- Here should be VHDL code for test case

stimulating signals ADDR, I1, I2

8. work: process (ADDR) -- DECODER behavior
9. begin
10. if (ADDR = ’0’) then
11. O <= I1;
12. OI <= not(I1);
13. end if ;
14. if (ADDR = ’1’) then
15. O <= I2;
16. OI <= not(I2);
17. end if ;
18. end process work;
19. end BEHAV;

Fig. 1. VHDL DECODER(BEHAV) program

Model Selector

M

[Compiler]
Model Generator

Diagnosis Engine

VHDL Program

General Model

Optimal Model

Diagnoses

BUG
[+ Repair Suggestion ]

Fig. 2. Structure of an intelligent debugger

small VHDL program implementing a decoder. VHDL is a general language, allowing
to specify (possible recursive) functions and data types. However, most programs are
element of the register transfer level (RTL) subset where some syntactically restrictions
apply. The reason for using this subset is that RTL programs can be (semi-)automatically
compiled into a gate level representation from which there is only a small step to real
hardware. Several syntactical restrictions apply to RTL programs, e.g., loop statements
are only allowed if the number of loops is known at compile time, delay times must not
be specified, and others. More informations about the RTL subset can be found in [10].

The basic idea about the application of MBD in software debugging is to translate
a program into its logical representation, and use this representations together with a
diagnosis engine [14,7] to compute diagnoses. The resulting diagnoses can be mapped
back to their associated program fragments afterwards. In [8] and [21] VHDL concur-
rent statements, i.e., processes, are considered as diagnosis components, and signals as
connections between components. This representation allows to state that a process may
has a bug or not. The models introduced in [20,19] ensure more detailed results. This
is done by mapping (sequential) statements and expressions to components and signals
(and variables) to their connections. Although, this model is similar to the one we de-
scribe in this paper, it is not as general as ours and causes problems in some situations
because of the underlying assumptions, e.g., structural correctness of the model.

Our approach of debugging RTL programs introduces a general model for VHDL
programs with the capability of locating all functional faults. We define functional faults
as faults occurring in a compilable program causing an unexpected behavior for at least
one test case. Functional faults can be corrected by replacing expressions, adding or re-
moving lines of code, or by changing variables or signals. The potential search space for
locating and correcting functional faults is infinite. Therefore, we assume that the cor-
rected program is a small variant of the original one. Although, this assumption restricts
the search space, debugging is still time consuming especially for large programs, lead-
ing to a system description SD, i.e., a model, comprising a large amount of diagnosis
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components COMP . Using MBD for computing all single diagnosis has a worst case
time complexity O(|COMP |2) assuming that SD is a propositional horn clause for-
mula. Since, our extended model has more components as the previous model from [20,
19], debugging time increases. To avoid this problem we derive smaller models from
the general one. A debugger then selects an appropriate derived model using knowledge
about the current situation, e.g., source code size, type of the misbehavior, and others.
In the next step this derived model is used for debugging instead of the general one.

The introduced debugger concept depicted in Figure 2 consists of a compiler, a model
selector, and a diagnosis engine. The compiler transforms aVHDL program into a general
model. The model selector takes the general model and uses additional knowledge, e.g.,
probability distributions or file size, to derive the diagnosis model. This is used (together
with the expected behavior) by the diagnosis engine to compute diagnoses, which are
mapped back to the source code. An advantage of this concept is that the used model
is adapted to the current situation and overall diagnosis time is reduced. Note, that the
situation can change during debugging, because of additional knowledge, e.g., expected
values of signals provided by the user. Hence, the diagnosis model may change during
debugging. However, in the worst case the overall diagnosis time is of the same order
as the diagnosis time of the general model, but we expect a better performance in the
average case.

The paper is organized as follows. In the next section we give a short overview of
MBD and introduce the model.Afterwards, we show how smaller models can be derived,
and how a debugger can handle multiple models. Some preliminary results obtained by
using such a derived model are given, indicating that MBD substantially help finding
bugs in hardware designs. Finally, we conclude the paper and discuss future research
issues.

2 The General Model

Model-based diagnosis [14,7] is characterized by using a model SD, that describes the
structure and the behavior of a system, and a set of observations OBS to determine a set
of diagnoses, i.e., components from COMP responsible for a misbehavior. Formally,
a diagnosis problem is a triple (SD, COMP, OBS). A component set ∆ ⊆ COMP
is a diagnosis iff SD ∪ OBS ∪ {¬AB(C)|C ∈ COMP \ ∆} ∪ {AB(C)|C ∈ ∆} is
consistent. A diagnosis is minimal if no proper subset is a diagnosis. The predicate
AB(C) (¬AB(C)) denotes that component C behaves wrong (correct). This basic
definition can be extended to handle fault modes, i.e., component modes associated
with a specific behavior, e.g., stuck-at-0 in the digital domain. For our purposes we
assume that each component C has modes Γ (C), denoted by symbols starting with an
upper-case letter, e.g., S0 for stuck-at-0, whereas the mode AB denotes the situation
where the faulty behavior is not known. In the extended diagnosis definition a diagnosis
is an assignment of modes to components leading to a consistent theory. Important to
MBD is the existence of a component-oriented model. Such a model exists for systems
from technical domains and the software domain.

The general VHDL model MG of a program Π reflects the semantics of VHDL and
the syntactical properties of Π .As stated previously MG is automatically generated from
Π . This transformation maps statements and expressions to diagnosis components and
signals (and variables) to connections. A VHDL program Π is converted by successively



128 F. Wotawa

converting the processes declared by the VHDL architecture declaration. Signals used in
an expression or the sensitivity list of a process, e.g., signal ADDR from process work in
Figure 1, are inputs, and signals used as target of an assignment statement, are outputs of
the process and its associated diagnosis component. Note, that it is possible that several
processes have the same signal as an output. In this case VHDL introduces a resolution
function that allows to compute a single value for the signal. For the general model MG

in this case a diagnosis component representing the resolution function is used.
The conversion of a single process is done by introducing a diagnosis component

for the process and successively converting each sequential statement starting from the
first and going to the last. Again, each signal or variable used in an expression occurring
in a sequential statement is an input, and each statement or variable used as target of
an assignment are outputs of the statement. In order to reflect the semantics of VHDL
there is a difference between connections representing variables and signals. For every
output variable a new connection is created, that is connected with an input of a statement
converted later. Instead, every input signal for a statement is connected using the same
connection. The connection created for every signal is unique. The different handling of
variables and signals used in an expression correctly represents the VHDL semantics.
In VHDL the signal value is changed only after leaving a process. More details and a
formal definition of the conversion process (returning a more simplified model) can be
found in [20,19]. Note, that resulting structural model may contain cycles. They must
be eliminated by introducing additional connections associated with signals (see [20,
19]). This procedure is similar to the conversion of sequential circuits to combinational
circuits [5]. During the rest of this paper, we assume that the model MG is acyclic. In the
following we describe the created diagnosis components for each considered statement.

– Processes: According to the VHDL semantics processes must be executed if at least one
signal S from the sensitivity list has changed its value. In this case the implicit available
signal S′EV ENT is true. To represent this behavior correctly, we introduce a new diagnosis
component PROC(C) for each process. This component has a port senS for every signal S
from the sensitivity list, and ports exS , nexS , and outS for every output signal of the process.
The exS ports are connected to the last signal connection for S obtained during converting the
sequential statements. nexS is connected to the original signal connection. This connection
represent the state of S before executing a process. The output outS represents the state of S
after considering the process. The senS ports are connected to the S′EV ENT connections.
The behavior of a process is simple. If at least one senS port has the value true, then the value
of exS must be equal to the value of outS . Otherwise, the value of nexS is equal to outS .

¬AB(C) ⇒ (∃ SsenS(C) = true → ∀ XexX(C) = outX(C)
¬AB(C) ⇒ (∀ SsenS(C) = false → ∀ XnexX(C) = outX(C)
The diagnosis components for processes have only two modes {¬AB, AB}.

– Signal assignments are mapped to a diagnosis component SA(C) having a port in and a
port out. If the assignment is correct, i.e., use the correct target signal and expression, the
input port has the same value as the output port.
¬AB(C) ⇒ (in(C) = out(C))

– Conditionals are mapped to a diagnosis component COND(C) with a port cond connected
with the converted conditional expression, and ports thenS , elseS , and outS connected
with every connection associated with a signal or variable S used as target in an assignment
statement either in the then-branch or the else-branch of the conditional. The behavior is
defined as follows:
¬AB(C) ⇒ (cond(C) = true → ∀ SthenS(C) = outS(C))
¬AB(C) ⇒ (cond(C) = false → ∀ SelseS(C) = outS(C))



Using Multiple Models for Debugging VHDL Designs 129

In addition we introduce the fault mode WCOND that indicates a bug in the conditional
expression.
WCO(C) ⇒ (cond(C) = false → ∀ SthenS(C) = outS(C))
WCO(C) ⇒ (cond(C) = true → ∀ SelseS(C) = outS(C))

Hence, a conditional has three modes {¬AB, AB, WCOND}. Note that the considered
VHDL subset allows neither to define a general loop nor a recursive function. Therefore, the
WCOND mode never causes an infinite loop (which can be the case if the restrictions do
not apply).

– Expressions consists out of signal or variable accesses, constants, and functions. For each
category we use a different mapping.
• Signal access are mapped to a diagnosis component SAC(C), with one output out, and

a port inS for every signal S declared in the program. The accessed signal T is stored in
a predicate sig(C, T ). The correct behavior of the diagnosis component is as follows:
¬AB(C) ⇒ (sig(C, T ) → out(C) = inT (C))
In addition for every signal S 6= T we add the known misbehavior:
WSIGS(C) ⇒ (out(C) = inS(C))
to the system description. This part of the model allows the diagnosis engine to switch
between available signals and to explain a wrong signal access.

• Constants are mapped to a diagnosis component CONS(C) with one output out de-
livering the constants value stored in the predicate const(C, V ).
¬AB(C) ⇒ (const(C, V ) → out(C) = V )
Additionally, we introduce fault modes delivering other constant values depending on
the type of the constant. For boolean constants for example we add the following rule:
WCON(C) ⇒ (const(C, V ) → out(C) = ¬V )
For other domains similar rules can be formalized. However, for describing digital circuits
the considered domains must be finite.

• Functions f ∈ {and, or, not, . . .} are mapped to corresponding diagnosis components
f(C), e.g., for an and function we have a component AND(C) with ports in1, in2, out
and the following behavior:
¬AB(C) ⇒ (out(C) = in1(C) ∧ in2(C))
In addition we assume fault models that represent repair suggestions, e.g., a wrong and
function that should be repaired by replacing it with an or function.

WFUNor(C) ⇒ (out(C) = in1(C) ∨ in2(C))
WFUNnand(C) ⇒ (out(C) = ¬(in1(C) ∧ in2(C)))

. . .

For space reasons the rules for converting variables used in assignments or expres-
sions is not included. They are similar to the one given for signals, with a slightly different
handling of connections accordingly to the semantical differences between variables and
signals in VHDL. Moreover, the computed model is not intended to handle faults related
to wrong target signals. Handling this kind of faults would makes the resulting model
more complicated but would has no influence on further contributions of this paper,
i.e., the derivation of less general models and the handling of multiple models for op-
timizing the debugging process using MBD. Using the above conversion our running
example from figure 1 is converted to a model depicted in Figure 3. The model comprises
19 diagnosis components: {S1, S2, S3, S4, S5, S6} (Signal access), {A1, A2, A3, A4}
(Assignments), {N1, N2} (Negations), {E1, E2} (Equivalence functions), {C1, C2}
(Constants), {CS1, CS2} (Conditionals), and {PS1} (Process work).

The general model MG of a program Π consists of a system description SDG and
a set of components COMPG. SDG can be divided into a structural part SDGS and a
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Fig. 3. A model of the DECODER(BEHAV) program

behavioral part SDGB . The structural part comprises knowledge about the interconnec-
tion an corresponds with the syntactical structure of Π while SDGB is only defined once
for a programming language and used in all general models. Only some instantiation
informations, e.g., const(′1′, C2) in our example, which is assumed to be part of SDGB

has to be added to get the final model.

3 Deriving Models

With the introduced general model MG we can handle almost all fault situations, in-
cluding the wrong use of signals or variables, wrong functions, wrong conditions, and
others. Therefore, in some cases we get too many different diagnoses. Moreover, they
are difficult to handle by a programmer. Consider for example that the diagnosis engine
delivers a diagnosis corresponding to a structural bug1 and another (different) diagnosis
corresponding to a wrong function. Without further guidance it is difficult (1) to see the
different nature of the bugs, and (2) to distinguish between the diagnoses. Therefore,
we suggest the use of different models handling different kind of bugs, e.g., structural
bugs and wrong functions. Another argument motivating the use of multiple models
is the performance of diagnosis. A sub-model of MG with less diagnosis components
reduces the time for computing all diagnoses in the average. In order to allow MBD
for debugging larger designs, it is an requirement to use the most appropriate model for
computing bug locations in a reasonable time.

For our purposes we distinguish two types of sub-models for MG =
(SDG, COMPG):

– Partial models are models derived from a general model MG, where the system
description is extended using correctness assumptions for the non-empty set of
components CO ⊆ COMP , and the set of components is reduced to COMP =
COMPG \ CO. Formally, a partial model is a tuple (SD ∪ COA, COMP ) with
COMP = COMPG \ CO, and COA set of assumptions about the state of the
components in CO, e.g., correctness of a component ¬AB(PS1).

1 A structural bug is due to a wrong use of a signal or variable while a functional bug is due to a
wrong use of a function or operator.
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– Hierarchical models are models derived from MG where new components rep-
resenting a set of components from COMPG are introduced, together with rules
specifying the correct behavior of the new components. (SD ∪ MAP, COMP )
with COMP ∩ COMPG = ∅, and MAP is a set of rules defining the correct be-
havior of a component C ∈ COMP using modes of components C ′ ∈ COMPG,
e.g., ¬AB(work) → (¬AB(PS1) ∧ ¬AB(CS1)∧ . . .).

Because of the definition both sub-models have less components than the original
model MG. The size of the system description slightly increases but should have almost
no effect on the overall run-time. Hence, if it is possible to select the right sub-model
for debugging, we expect substantial savings of the overall diagnosis time.

The following propositions follows directly from the definition of model-based di-
agnosis and partial models.

Lemma 1. A diagnosis for a partial model M = (SD ∪COA, COMP ) and observa-
tions OBS derived from a general model MG exists iff SD∪COA∪OBS is consistent.

Hence, a minimal requirement for partial model is that SD ∪ COA is consistent.
For the VHDL debugging domain we distinguish the following models:

– Correct structure MCOR For this partial model we assume that the structure is cor-
rect, i.e., we set all signal access components and process components to the correct
state. In our running example we have CO = {S1, S2, S3, S4, S5, S6, PS1}. This
assumptions allows us to use multiple test cases and filter criteria as described in [19,
16].

– Structural faults MSF In the structural fault model we assume that only
signal access components can be faulty, i.e., all other components are
assumed to behave correct. For our running example we get CO =
{E1, E2, A1, A2, A3, A3, N1, N2, CS1, CS2, PS1} and only the statements
S1, S2, S3, S4, S5, S6 remain as diagnosis components.

– Wrong condition MWCOND This partial model is used to locate faults in the con-
dition part of a conditional statement. It is required that the observations include
the expected value of the condition expression. All components are set to the cor-
rect mode except the component associated with the conditional statement having
a bug in the condition, i.e., the conditional is set to WCO. The set of diagnosis
components for MWCOND comprises all components that are associated with the
condition expression (and its sub-expressions). MWCOND should only be used if a
wrong condition has been located using another model, e.g., MCOR.

– Concurrent statements MCONC This model is a hierarchical model considering
processes as single diagnosis components. In our running example all components
are mapped to a single diagnosis component representing the process. MCONC is
intended to be used for larger programs in order to reduce the number of diagnosis
components and therefore to reduce the overall diagnosis time.

This four derived models represent different aspects of debugging VHDL programs.
Similar models are expected to be useful for debugging programs written in other pro-
gramming languages. In order to reduce the overall debugging time the selection of the
best model in a current situation is a crucial requirement. We define the best model
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informally as the model that lead to the localization of a bug in a minimum number of
required questions about values at specific points in the program and in the shortest time.
For example if the program is large, then the hierarchical model should be used. After
identifying one process a more detailed model can be used for further discrimination. A
more detailed view on the model selection process has been left for future research. But
we expect that a probability-based technique similar to [3,4] would be a good choice in
this context.

4 Results

In this section we give first results for model MCOR using multiple test cases [16] and
filtering as described in [19]. We show that both techniques significantly reduce the
number of computed candidates. The empirical results based on three different VHDL
designs with several faulty variants. The faulty designs where derived from the cor-
rect programs by introducing bugs like changing constant values or functions. Table 1
gives the programs together with the number of different architectures and the range of
computed diagnosis components for each designs. Design COUNTER1 implements a
simple digital counter. COUNTER2 implements a counter with a 1 from 4 output. The
ENCODER1 and ENCODER2 program implement two variants of a BCD to 7-segment
LCD display decoder.

The results of diagnosis using our prototype implementation are given in Table 2. In
this Table the column DIAG gives the number of candidates obtained by building the
union of all diagnoses computed for all test cases without applying the filtering rules, i.e.,
DIAG = | ∪∆∈DIAGNOSESi ∆|. DIAG MT gives the number of diagnosis for the
multiple test case diagnosis where the intersection of diagnoses is used, again without
filtering. In column DIAG MTF the resulting number of diagnoses after applying
multiple test case diagnosis and filtering is given. Column EXP is true, whenever the
expected diagnosis remains after multiple test case diagnosis and filtering was applied.
Note, that the expected diagnosis was always computed whenever neither filtering nor
multiple test case diagnosis was applied. It is worth noting that DIAG gives an upper-
bound of the number of minimal diagnoses while DIAG MTF can be viewed as
lower-bound.

The obtained result indicates the use of multiple test cases together with the appli-
cation of filter rules indeed drastically reduces the number of computed diagnoses. In
11 out of 17 cases, where the expected result was computed, our approach delivers only
1 diagnosis. In the other cases at most 6 candidates remain. However, there are cases,
where our approach computes wrong diagnoses. This happens only when structural faults
causes the wrong behavior. Since, MCOR together with multiple test case diagnosis is
not allowed to be used in case of structural faults, the result is the expected one.

5 Conclusion

This paper describes how multiple models help to decrease debugging time of VHDL
designs. The multiple models are derived from a general model handling almost all fault
situations. We propose the selection of a most probable model in the given situation. A
situation is characterized by propositions. For example the proposition large program
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Table 1. VHDL Designs

Entity Num. Arch. Diag. Components
COUNTER1 11 23. . . 24
COUNTER2 6 41. . . 42
ENCODER1 5 440
ENCODER2 5 440

Table 2. Results of the multiple test case diagnosis

Design DIAG DIAG MT DIAG MTF EXP
COUNTER1(BEHAV1) 12 6 1 yes
COUNTER1(BEHAV2) 6 4 1 yes
COUNTER1(BEHAV3) 11 7 1 yes
COUNTER1(BEHAV4) 13 11 3 yes
COUNTER1(BEHAV5) 14 7 1 yes
COUNTER1(BEHAV6) 14 9 2 yes
COUNTER1(BEHAV7) 8 5 5 no
COUNTER1(BEHAV8) 16 11 3 no
COUNTER1(BEHAV9) 17 2 2 no
COUNTER1(BEHAV10) 8 6 5 no
COUNTER2(BEHAV1) 5 1 1 yes
COUNTER2(BEHAV2) 2 0 0 no
COUNTER2(BEHAV3) 4 3 2 no
COUNTER2(BEHAV4) 11 3 1 yes
COUNTER2(BEHAV5) 10 7 3 yes
ENCODER1(BEHAV1) 79 3 1 yes
ENCODER1(BEHAV2) 85 8 5 yes
ENCODER1(BEHAV3) 60 59 2 yes
ENCODER1(BEHAV4) 15 15 1 yes
ENCODER2(BEHAV1) 65 3 1 yes
ENCODER2(BEHAV2) 67 9 6 yes
ENCODER2(BEHAV3) 55 55 1 yes
ENCODER2(BEHAV4) 63 24 1 yes

is valid if the program exceeds a specific size, say 10 k-Byte.In this case a hierarchical
modeling approach is expected to be used in order to allow for computing diagnoses in a
short time. Future research should focus on the model selection process. Probabilities of
models with respect to a given situation should be computed. To do this a concise analysis
of the probability of bugs and their effects is needed. In addition to the analysis of the
model selection process, models for a greater subset ofVHDL (or better fullVHDL) are of
interest. However, the contributions of this paper, i.e., the general model, the computation
of derived models, and the view of debugging as multi-model reasoning process proved
a good foundation for future research in the domain of intelligent debugging.
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Camino del cementerio s/n. E-47011. Valladolid (Spain)
{belar,calonso}@infor.uva.es, felipe@cta.uva.es

Abstract. For more than ten years different techniques have been pro-
posed to perform model-based diagnosis of dynamic systems. Neverthe-
less, there is no general framework yet. Main part of the research effort
has been devoted to modeling issues. Most approaches have relied upon
qualitative models due to the lack of accuracy, certainty and precision
in quantitative models. Hence, one question arises, is still possible to
use quantitative models in the Artificial Intelligence approach to model-
based diagnosis? Despite of mentioned drawbacks, quantitative mod-
els offer some advantages. If combined with pre-compiled dependency-
recording, these systems avoid one of the traditional problems in the
qualitative modeling approach, the feedback loop problem. These are
the bases of MORDRED, a model-based diagnosis system that com-
bines quantitative models and the possible conflict concept. This work
presents results obtained in MORDRED verification and validation pro-
cesses. Moreover, it analyses drawbacks found, proposed solutions, and
lessons learned during the whole design and implementation cycle.

1 Introduction

Since the late 80’s the AI community have been working in model-based diag-
nosis of dynamic systems. Nevertheless, there is no accepted general framework
yet [11,9]. Nowadays, a lot of research effort is still devoted to this area[5,7,
15] due to the inherent complexity of the task. The GDE (see [11]), which is
the classic paradigm in consistency-based diagnosis, was initially extended with
temporal reasoning capabilities (see references to XDE, CATS or SIDIA in [11]).
Afterwards, different approaches, mostly based on qualitative models, have been
proposed to perform model-based diagnosis of dynamic systems [7,3,14,18]. As a
consequence, there is a small number of references to quantitative approaches [5].
When quantitative models are used, it is obvious that it is not straightforward
to perform consistency-based diagnosis of dynamic systems, due to the inher-
ent complexity of dynamic behaviour modeling and simulation. Moreover, a main
drawback when consistency-based diagnosis is applied to dynamic systems is on-
line dependency-recording. This can cause the so-called feedback loop problem

L. Monostori, J. Váncza, and M. Ali (Eds.): IEA/AIE 2001, LNAI 2070, pp. 135–144, 2001.
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[8], which produces estimations dependent upon the majority of the constraints
in the model in few integration steps [5]. Few years ago, pre-compilation of depen-
dencies has emerged as a suitable alternative to on-line dependency-recording.
Pre-compilation takes advantage of behavioural information, implicit in system
description, and identifies, off-line, behavioural and/or functional dependencies
among components or variables [13,12,10,6].

These techniques are specially useful in the field of industrial continuous pro-
cesses, where sensor placement seldom changes. MORDRED, a diagnosis system
relying upon off-line dependency recording and quantitative models, takes ad-
vantage of that feature and organises the diagnosis process around the possible
conflict concept [17]. This work analyses results obtained by MORDRED when
it was used to diagnose a laboratory plant.

This paper is organised as follows. In the next section we review the possi-
ble conflict concept and its integration in the consistency-based diagnosis cycle.
Afterwards we analyse problems found during the verification phase of the ap-
proach. Next section presents results obtained when the approach was validated
on a real system. Last section is devoted to discussion.

2 Consistency-Based Diagnosis of Dynamic Systems
Using Possible Conflicts

The main idea behind the possible conflict concept is that the set of subsystems
capable to become a conflict can be identified off-line, disregarding observations,
and with no model evaluation. Initially, MORDRED analyses an abstract rep-
resentation of system description looking for subsystems containing analytical
redundancy, which are essential for model-based diagnosis. These subsystems
are called minimal evaluable chains. Afterwards, it takes advantage of an ab-
straction of constraints imposed by behavioural restrictions to build a model for
each minimal evaluable chain, if possible. These models, called minimal evaluable
models, can predict the behaviour of parts of the system. If there is a discrepancy
between predictions and observations, the set of constraints in the minimal evalu-
able model responsible for the prediction is confirmed as a conflict. Afterwards,
diagnosis candidates are obtained from conflicts following Reiter’s theory[11].

To diagnose dynamic systems MORDRED makes difference of two kinds
of constraints: instantaneous, which estimate static behaviour, and differential,
which predict system evolution over time. It is assumed that only instantaneous
relations contain useful information for diagnosis purposes. Moreover, MOR-
DRED should be classified as an integration method since differential constraints
can be used only to estimate the value of a variable through the integration step:

vi(t) =
∫ t

t−1

dvi

dt
· dt + vi(t − 1)

Summarizing, every possible conflict can be pre-computed off-line because no
observation is needed. Since conflicts will arise only when models are evaluated
with available observations, the set of constraints in a minimal evaluable model
is called a possible conflict, for short pc.
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Therefore, MORDRED does interpret classical consistency-based diagnosis
in the following way:

1. the system must be analysed looking for any minimal evaluable chain;
2. those minimal evaluable chains with no evaluable model must be rejected,
3. exactly one minimal evaluable model associated to a minimal evaluable chain must

be selected,
4. build the model of the possible conflict pci, SDpci , from the description of the

minimal evaluable model,
5. repeat

a) simulate SDpci using OBSpci and producing PREDpci ,
b) if || PREDpci − OBS′

pci
||> δpci then confirm pci,

c) if a new pci is confirmed, then compute the new set of candidates
until there is no pci to be simulated

Where OBSpci denotes the set of input observations available in SDpci ,
PREDpci represents the set of predictions obtained from SDpci , OBS′

pci
de-

notes the set of output observations in SDpci , and δpci is the maximum value
allowed as the difference between OBS′

pci
and PREDpci .

As it was mentioned above, dynamic behaviour prediction is not a trivial
task. To do simulation over time, MORDRED assumes that the initial state
of the system is completely known. Therefore, the whole simulation process in
MORDRED can be summarized as:

while t < tmax do
use instantaneous constraints, the current state, and observations to
estimate vi(t);
estimate the next state using vi(t) and the set of differential con-
straints;
t := t + 1;

end

Moreover, dealing with real data makes more difficult the verification and
validation processes of any approach. We have decided to verify MORDRED
using a simulated model of a laboratory plant and, afterwards, to validate the
approach with data from the real plant. Next section is devoted to discuss the
verification phase, and specially to the implementation of steps 5.(a) and 5.(b).

3 Verification

A laboratory plant was selected to verify MORDRED. This plant, completely
described in [16], is made up of typical components in any industrial continu-
ous process, such as tanks, pumps, valves or controllers. In figure 1 is shown
the scheme of this plant. In this system, MORDRED has found four possible
conflicts1:

PC1 = {tr11, tr12, tr13, tr14, t21, t22, t23, t24, t25, p21, p22, p23}
1 MORDRED assumed that the model of a generic component is made up of more than

one constraint. Hence, it makes difference of components –represented by means of
capital letters–, and of model constraints –represented by small letters–. Moreover,
different constraints within the same model will exhibit different indices.
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Fig. 1. Scheme of the system to be diagnosed. Measured variables are flows FT01,
FT02, FT03, and FT04; level of tank LT05, and the value of the control action in
TR2.

PC2 = {tr21, tr23, p31, p32, p33, v21, v22}
PC3 = {t22, t24, p21, p22, tr24, tr25, tr26, p33, v21}
PC4 = {tr11, tr12, tr13, tr14, t21, t22, t23, t25, p23, tr24, tr25, tr26, p33, v21}

Each possible conflict is able to predict the evolution of a measured variable: PC1
estimates the evolution of outflow FT02 based on FT01 and FT04; PC2 predicts
the value of FT03 given the level of tank TR2 and the value of the control action;
PC3 estimates the evolution of LT05 from the values of FT02 and FT03; and
PC4 predicts the evolution of LT05 based on FT01, FT03 and FT04. The reader
should notice that MORDRED works on the basis of minimality w.r.t. sets of
constraints instead of minimality w.r.t. sets of components. This assumption
enables MORDRED to make use of any constraint in system description. A
component-oriented diagnosis framework would miss information about PC4
since it is not minimal w.r.t. sets of components.

Once the case study has been presented, we focus on MORDRED’s verifica-
tion. In this process we have found two problems inherent to continuous systems
diagnosis:

– the model of the whole plant, and the models of the possible conflicts, must
deal with noisy measurements and parameter uncertainty,

– usually, discrepancy detection requires a more elaborated method than a
point to point comparison.

Quantitative simulation must analyse main characteristics of the models and
main features of the simulator. We have considered the proposal by Chantler
et al.[4] to do this analysis; therefore, we have studied precision, accuracy and
certainty in available measurements and in the predictor engine.

MORDRED have relied upon SIMPD[1],which is able to build executable
ACSL2 models from topological, functional and phenomenological descriptions
of the system. SIMPD was used to build the model of the entire plant, and
2 ACSL is a registered trademark by MGA Software.
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this model was the basis for the construction of the possible conflicts models.
Executable models have neither accuracy nor precision limitations. However,
they should deal with uncertainty. There were two sources of uncertainty. First
one came from model parameters. Second one came from noisy measurements.
To solve the first drawback we relied in an optimisation tool in the design phase.
To deal with the second problem we decided to filter both input and output data
following the scheme depicted in figure 2.

Real or
Simulated
Plant

input
data

output
data

Filter

Filter

Filter

noise

PC
model

i

error < dpci

predicted
data

+-

Fig. 2. Low pass filter is applied to data introduced in the models. At the same time,
noise is introduced in predicted data from the models to emulate real noise conditions.
Output data from the plant and the models of possible conflicts are filtered before
comparison.

First lesson learned came from the application of this scheme. We concluded
that MORDRED could not use the model of PC3. Although the model was able
to produce accurate results in simulation without noise, one of the constraints
in the possible conflict model proved to be highly sensitive to noise. Therefore,
MORDRED could not use this possible conflict with real data.

Finally, despite of the optimisation phase and the filtering process, some
parameter uncertainty remained in the models. This uncertainty would manifest
in the predictor output, and it could cause wrong detections. To reduce the
number of wrong detections, additional considerations should be done.

Discrepancy check in consistency-based diagnosis is straightforward only
when measurements are certain, precise and accurate[4]. This is not the case
in our system due to the presence of noise and uncertainty. And this is not the
case in most diagnosis systems. For this reason, most approaches have relied upon
a comparison of the discrepancy between predicted and observed values against
a threshold. This threshold can be fixed or variable. Whenever the discrepancy
does surpass the threshold for a given period of time, a fault is detected.

MORDRED will use a slighty different approach. It will not do a point to
point comparison. It will estimate the trajectory of certain variables –the output
of the possible conflict models– for a given period of time. We have selected this
period of time based on the criticity of the faults in the plant. And we will com-
pare estimated and observed trajectories for the same variable. If the difference
between both trajectories surpasses a fixed threshold, a detection is done. The
difference between both trajectories will be the disimilarity value returned by
the Dynamic Time Warpping algorithm, DTW. This algorithm solves the vari-
ational problem of finding an optimal alignment function between two patterns
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applying the Bellman’s optimality principle[2]. DTW has been succesfully used
in off-line diagnosis and in time-domain pattern-recognition problems.

DTW has a set of parameters that must be customized. Two of them are of
special interest for diagnosis purposes:

– the local distance, between each pair of points,
– N, the size of the series to be compared.

We have tested different values for N –10, 20, 30, and 45–, and several local
distances –euclidean, cuadratic, and exponential–. We have chosen N=45 and
euclidean local distance based on:

– symptom dynamics and criticality considerations,
– the amount of time required to simulate three ACSL models for large and

small N values,
– the size of N makes influence in the speed of the detection, and
– euclidean and cuadratic distances were less sensitive to noise.

The last issue in the verification phase is how to determine the threshold.
We have proceeded in the following way:

1. We have selected 10 different normal behaviours: nominal, above and below
nominal, with and without perturbations.

2. We have chosen 16 single fault modes and two double fault modes3.
3. We have analysed which fault can be detected by each possible conflict4.
4. We have computed the maximum disimilarity values returned by DTW for

non faulty modes, and the required minimum disimilarity value to detect a
faulty mode.

5. We have established the threshold δpci between the maximum and the min-
imum disimilarity values.

Once this analysis was performed, we obtained the following values for the
thresholds:

PC1 PC2 PC4
δpci 0.025 0.05 0.075

Verification results, which are shown in table 1, indicate that the consistency-
based approach based on qualitative models and possible conflicts is suitable for
continuous systems diagnosis.

The reader should notice that as a result of consistency requirements, the
diagnostician is able not only to perform fault detection but fault localisation.
MORDRED finds the set of constraints which could be blamed for the fault.
However, since consistency-based diagnosis only allows correct behaviour models,
fault identification is not possible.
3 Underlying assumption in most approaches are that multiple simultaneous faults

seldom happen. Moreover, a key advantage of consistency-based diagnosis is that it
can deal automatically with multiple faults without further assumptions.

4 Since a possible conflict contains information of parts of the system, it will be able
only to detect some faults in these subsystems.
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Table 1. Results of the verification phase. Abbreviations used are: PC, possible con-
flict; FMND, Fault modes which should Not be Detected by possible conflict; FMD,
Fault modes which should be Detected by possible conflict; CD: Correct Detections.

FMND FMD CD %
PC1 22 6 6 100
PC2 22 6 6 100
PC4 19 9 9 100

4 Validation

In the validation phase we did not study double faults in the real plant. And we
could not produce three of the faulty behaviours due to security reasons. Hence,
only 13 single faults were studied. In this phase, where real data from the plant
were used, uncertainty in model parameters caused new threshold determination.
Again, we have followed the same scheme described above. We have found out
some drawbacks in the model of pump P3. While building the model it was
necessary to obtain tablePQ for pump P3 from scratch, because there were no
design specifications. This caused that the model does not accurately resemble
P3 behaviour far from the nominal working point. This situation, FT03real �
FT03nominal also appeared if pump P2 was partially or completely blocked. In
such a case,

FT03faulty = FT03nominal + (FT02nominal − FT02faulty)

Therefore, we decided to select thresholds to reduce the number of missing de-
tections. Final values of the thresholds were:

PC1 PC2 PC4
δpci 0.05 0.155 0.08

Validation results for 10 normal modes and 13 faulty modes are shown in table 2.
In the case of PC2 and PC4 all three incorrect detections correspond to correct
or faulty behaviour where FT03faulty � FT03nominal.

In figure 3 it is shown the evolution of significative plant measurements and
the estimations done by possible conflicts PC1, PC2, and PC4. In this case only
PC4 is confirmed. And figure 4 shows MORDRED’s output when the possible
conflict was confirmed.

Table 2. Results of the validation phase. Percentage applies to the number of incorrect
or false detections, since the number of correct detections is 100%. Abbreviations used
are: PC, possible conflict; FMND, Fault modes which should Not be Detected by
possible conflict; FMD, Fault modes which should be Detected by possible conflict;
CD: Correct Detections; ID, Incorrect detections.

FMND FMD CD ID %
PC1 20 3 3 0 0
PC2 20 3 3 3 15
PC4 15 8 8 3 20
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Fig. 3. In the first row, evolution of plant measurements when pipe number 10 becomes
clogged. In the second row, estimation of the possible conflicts PC1, PC2, and PC4 is
shown. Third row presents disimilarity values returned by the DTW algorithm when
observations and estimations were compared.

Results

"Set of candidates after confirmation of :
PC4"

Set of candidates:
Candidate: (V2_1)
Candidate: (P3_3)
Candidate: (TR2_6)
Candidate: (TR2_5)
Candidate: (TR2_4)
Candidate: (P2_3)
Candidate: (T2_5)
Candidate: (T2_3)
Candidate: (T2_2)
Candidate: (T2_1)
Candidate: (TR1_4)
Candidate: (TR1_3)
Candidate: (TR1_2)
Candidate: (TR1_1)

Fig. 4. Sets of constraints which could be responsible for a fault when only PC4 is
confirmed.

5 Discussion

In this paper we have presented the verification and validation process of MOR-
DRED, a new model-based diagnosis system that relies upon quantitative models
and off-line dependency recording. Its results were considered as promising be-
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cause: the technique has proven to be suitable for dynamic systems diagnosis,
the system was able to correctly detect faults when it was supplied with real
data, and incorrect detections were due to modeling issues. This last result can
be explained because there was no design information for the model building
process, and because it is hard to obtain accurate models for non-linear systems
which should resemble real behaviour in different and distant nominal working
points.

From the analysis of these results we have concluded that it is still possible to
perform model-based diagnosis using quantitative models and AI methodology.
Nevertheless, as Davis and Hamscher pointed out in 1988 (in [11]), model-based
diagnosis is as good as the model is. Hence, it is necessary to improve pure quan-
titative models through better parameter estimation and/or semi-quantitative
models.

As further research we are concerned in improving current parameter es-
timation technique, testing MORDRED with semi-quantitative models, using
different models in distinct nominal working points, and extending MORDRED
capabilities to deal with fault models.
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Abstract. Process models can be seen as structured knowledge base
elements with syntax and semantics dictated by the underlying physical
and chemical laws. The effect of model simplification assumptions is then
determined by forward reasoning in order to take into account all of
their implications. A bidirectional reasoning method for the retrieval of
modelling assumptions from two related process models is proposed. An
intelligent model editor is constructed to perform and test the model-
based reasoning methods related to the assumption retrieval.

1 Introduction

Process modelling is one of the most important areas in process systems engi-
neering and process control. Models should not be regarded as simply equation
sets but incorporate such facets as the underlying modelling assumptions, the
limitations of the models and the record of all decision leading to the model.
Moreover, there is a need for supporting the reuse and subsequent modification
of existing models.

There are a number of Computer Aided Process Modelling (CAPM) tools
available in the literature for automated model construction, verification, vali-
dation and analysis [10] which fall into two main categories. There are general
modelling languages, such as ASCEND [3], and Modelica [9] where the user writes
models in a structured language. Modelling environments or toolkits (e.g. [5], [6])
are also available which offer pre-fabricated model elements, as well as model
construction and analysis tools providing an advanced graphical user interface.

Modelling assumptions have been found to be an artifact of process mod-
elling. An assumption-driven process modelling methodology [1] and an intelli-
gent model editor based thereon [2] has been proposed for process model sim-
plification. The inverse task of model simplification is the assumption retrieval
from two related process models. The result of assumption retrieval can be and
should be applied when we want to reuse or further develop an already existing
process model to avoid inconsistencies and to retrieve the record of decisions
leading to the model.

Model-based reasoning is applied for the solution taking into account the
syntax and semantics of process models as structured knowledge collections.
The proposed bidirectional algorithm is implemented as a new module in our
intelligent model editor.

L. Monostori, J. Váncza, and M. Ali (Eds.): IEA/AIE 2001, LNAI 2070, pp. 145–154, 2001.
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2 Model-Based Reasoning

2.1 Process Model as a Structured Knowledge Collection

Lumped process models are the most important and widespread class of process
models for control and diagnostic applications. The majority of CAPM tools and
dynamic process simulators deal only with lumped process models. Therefore we
also restrict ourselves to this case.

Process models originate from the conservation of mass, component masses
and energy described by ordinary differential equations in a lumped system [4].
These are called conservation balance equations, and are equipped by suitable
algebraic constitutive equations. Constitutive equations describe the underly-
ing static relationships between model variables dictated by the physics and
chemistry. The process model is then a set of ordinary differential and algebraic
equations (DAEs) where there are underlying semantical relationships between
various variables, equations and equation terms in the model.

Therefore this DAE set can be seen as a stuctured knowledge collection con-
structed form the following main knowledge elements:

– balance volumes for which conservation balance equations are set up,
– extensive quantities for each balance volume, such as mass, component

masses and energy,
– balance equations for each extensive quantity,
– transport mechanisms for each balance equation, such as convection, transfer,

reaction etc.,
– constitutive equations describing property relations, extensive-intensive rela-

tionships, transfer and reaction rate relations, equipment and control rela-
tions and balance volume relations.

Also, we need mathematical elements, like variables and equations of the follow-
ing type:

– differential equations originating from the conservation balance equations,
– algebraic equations,
– differential variables with their first time derivative present in the differential

equations,
– algebraic variables including constants and specified (design) variables.

Finally there are other auxiliary elements such as surfaces for constructing a
process model.

The syntactical and semantical relationships between the above knowledge
elements are depicted in Fig. 1. in an object-oriented way. Each element is de-
scribed as an instance of a class denoted by a rectangle. Multiple instances of the
same class are frequently present. There are encapsulating relationships between
the elements and also syntactical and semantical dependencies shown by arrows.

It is important to note that algebraic transformations may change the math-
ematical form of a model, but an algebraically transformed model is the same
from the process engineering point of view. Such algebraically equivalent mod-
els form a model class. It is then useful to define and use a canonical form of
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process models and represent each class with the member, which is in canonical
form. The above structured knowledge collection defines a canonical form with
engineering meaning [1].
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Fig. 1. The structure of a process model

2.2 Assumptions as Knowledge Elements

If we want to describe the evolution of a process model then we need additional
knowledge elements describing the modelling actions, which led from the origi-
nal model to the present one. The modelling actions are described by modelling
assumptions, which act as modelling transformations on a process model. These
can also be seen as additional mathematical relationships to a process model.
Modelling assumptions can be simplification and enrichment assumptions de-
pending on whether we constrain or extend the elements in the model.

Syntax. A modelling assumption is a conjunction of elementary modelling as-
sumptions which are in the form of a triplet:

model element name relation argument
where model element name is the identifier of a knowledge element in the
model, relation is a relation identifier and argument is either another
model element name or a constant. Simple examples are:

tank temperature = 0
tank reaction is nil
tank heat transfer is negligible

The set of possible assumptions. The possible assumptions for process mod-
els can be classified according to the model element to which they refer as follows:
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– assumptions on the balance volumes,
– assumptions on the differential variables,
– assumptions on the transport mechanisms,
– assumptions on the algebraic variables.

It is important to note that there is no predefined order in applying modelling
assumptions.

Semantics. The semantics of modelling assumptions, that is the way they act
on a model, is given partially by its syntax. We have to add every relation in the
assumption conjunction to the set of model equations. But the underlying syn-
tax and semantics of the process model should also be taken into account, which
is encoded in its structure. Rules can be generated to describe the syntax and
semantics, which can be used for model-based reasoning [7]. The implications of
an assumption are the consequences (new model elements) which we can derive
from the process model and the assumption by reasoning.

Hierarchy of assumptions. There is a natural hierarchy of model simplifica-
tion assumptions depending on how widespread the effect of an assumption is
on a process model. Assumptions in the highest hierarchy level act on balance
volumes, and assumptions on the lowest level acting only on a model element
have no implications and are commutative with all other assumptions.

2.3 Assumption-Driven Forward Reasoning

We associate a suitable transformation to each model simplification assumption,
which formally defines the effect of the assumption on a process model. Un-
like algebraic transformations which do not lead out from a given model class,
model simplification transformations are projections in mathematical sense, and
generate a member of another model class. A model simplification transforma-
tion can be elementary corresponding to an elementary modelling assumption or
composite. Composite transformations are performed as a composition of their
elementary transformations of which they are composed.

Quite often, but not always, an elementary simplification transformation is
performed in two substeps:

1. Add the equality describing the assumption to the already existing set of
model equations and perform algebraic transformations (for example substi-
tutions) to get a more simple form.

2. Adjust the set of differential, algebraic and design variables to satisfy the
degree of freedom requirement.

It is important to note that not every simplification transformation is applicable
to a particular process model. Moreover, a transformation may influence only
part of a process model and then this effect propagates through the relationships
between the model elements. Therefore forward reasoning is applied to find all
of the implications of a simplification transformation. The effect of a composite
transformation is then computed by generating a sequence of simplified process
models starting from the original one with the goal being the final model.
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Properties of model simplification transformations. Composite, i.e. non-
elementary simplification transformations have unusual algebraic properties. If
one performs a sequence of model simplification transformations, the resultant
model may be different if the order of the assumptions is changed. The reason is
that model simplification transformations may be related and non-commutative
[1]. Another important property of model simplification transformations is that
they do not always have an inverse that is, they are in general not reversible.

2.4 Assumption Retrieval as Bidirectional Reasoning

Assumption retrieval aims at finding the sequence of model simplification as-
sumptions from a detailed and a simplified model through which they are re-
lated. As model simplification transformations are projections in mathematical
sense, it is not possible in general to retrieve fully the original model from the
simplified one and from the simplification transformations. Because of this, the
result of an assumption retrieval from the original and the simplified models may
not be and in general will not be unique. Our aim is then to find all of the possible
assumption sequences leading from one model to a simpler one. Note that both
models should be in canonical from.

Assumption retrieval can be seen as the inverse task of model simplifica-
tion, therefore a model-based backward reasoning using two process models as
structured knowledge collections would solve the problem. In order to reduce
the search space of the reasoning, we propose a bidirectional reasoning method
consisting of two phases.

1. The backward reasoning phase starts form the less detailed model to find
unambiguous and reversible assumption transformations by comparing the
two models. This way a “middle detailed” or partially retrieved model is
constructed.

2. Then a list of possible assumptions is constructed on the basis of the dif-
ferences of the two models. Using this list we use forward reasoning with
iterative deepening search starting from the detailed model to compute all
the possible implications of all the possible assumptions for finding the par-
tially retrieved model as the goal. Because of practical (engineering) reasons
the maximum depth of the searching tree is limited by the user.

3 A Model-Based Reasoning Environment: An Intelligent
Model Editor

The model editor itself consists of three well-separated main parts: the model
builder, the model simplifier and the assumption retrieval module. To demon-
strate the operation of the model editor a simple single component phase equi-
librium system with two (vapour and liquid) phases has been examined.
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3.1 Phase Equilibrium Example

This process example is shown in Fig. 2. Vapour (denoted by variable ending
“v”) and liquid (“l”) are taken from the vessel with mass flow rate V and L,
whilst energy is supplied via a heater. Inside the vessel we have two phases with
respective holdups Mv, Ml and temperatures Tv, Tl. A feed with mass flow rate
F comes into the system. In this model we consider two distinct balance volumes
for the two phases. The model equations are shown in the left-hand side window
of Fig. 3.

V

F

L

Q eE

Q

Fig. 2. Simple phase equilibrium process

3.2 Model Builder

The model builder is implemented in the form of an interactive and intelligent
interface asking for the knowledge elements specified in section 2.1. The main
steps of the modelling procedure are as follows:

1. specification of the balance volumes
2. specification of the conserved extensive quantities for each balance volume
3. specification of the basic transport terms in each balance volume and gener-

ation of the balance equations in an automatic way
4. specification of the constitutive (algebraic) equations for all of the algebraic

variables appearing in the balance equations and in the constitutive equa-
tions

The canonical form of the process model is the result of the model builder where
the consistency is ensured by construction. More about the model builder is
found in [2].

3.3 Model Simplifier

The model simplifier accepts simplifying assumptions as additional mathemat-
ical relationships and derives the effect of the accepted assumptions on the set



Intelligent Assumption Retrieval from Process Models 151

of model equations constructed by the model builder. The main steps of the
simplification procedure are as follows:

1. collection of possible assumptions which can be applied for the simplification
of the given process model

2. selection of an assumption by the user
3. forward reasoning to find the effects of the selected assumption on the model

equations
This reasoning step consists of two main substeps, namely the implication
of the modelling assumptions on the model equations using syntactical and
semantical rules, and the rearrangement of the resulted equations making
use of formal algebraic transformations.

4. examination of the resulted simplified model
When the user is not satisfied with resulted model the procedure backtracks
to step 2. (Naturally the last assumption and its implications are canceled.)
When the simplified model is acceptable and the user does not want to enter
more, then stop and return with the selected assumption list and the resulted
model.

5. the effect of the selected assumption on the possible assumption list
The assumptions which contradict to the already selected assumptions and
which therefore become useless are removed from the possible assumption
list.

6. return to step 2.

The result of the model simplification is a set of simplified model equations in
canonical form together with the set of selected assumptions.

The effect of model simplification assumptions on process models as well as
the model simplifier module in our intelligent model editor is reported in [2].

3.4 Assumption Retrieval

The assumption retrieval module is used for the construction all of the assump-
tion sequences which lead from a detailed model to a simplified one. Search is
needed for the solution, where the nodes of the searching tree are process models
in their canonical forms and the actions are the possible simplifying assumptions.
As a process model is a large structured knowledge collection stored in a database
and there are several possible simplifying assumptions applicable to a process
model, it is worth to generate all of the examined nodes immediately from the
root with systematic testing of assumptions and assumption sequences, and to
keep only the initial, the goal and an actual node.
The proposed assumption retrieval algorithm consists of three main phases:

1. clumsy comparison of the two process models
Comparison of the number and type of variables and equations in order to
examine whether the models are in the same model hierarchy and both are
in canonical form. When the comparison is not succeed, fail.
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2. backward reasoning
Determination of the unambiguous and reversible (i.e. low level) transforma-
tions by comparing the two models to find better starting points for the next
forward reasoning retrieval step. The result of this deterministic step is a (or
in case of non-commutative assumptions several) partially retrieved process
model(s) and the used assumption sequence(s). When the partially retrieved
model is same as the detailed model, stop and return with the assumption
sequence (in reversed order).

3. forward reasoning
Further retrieval by forward search starting from the detailed model toward
the (or a) partially retrieved model with the following substeps:
a) Collect the list of possible assumptions on the basis of the differences of

the two models.
b) Execute an iterative deepening search by transforming the detailed

model using the list of possible assumptions, and by comparing the re-
sulted simplified models with the partially retrieved model. The branch-
ing factor of every node is restricted in a heuristic way with the elim-
ination of useless and contradictory assumptions from the assumption
list. Because of practical and safety reasons the maximum depth of the
searching tree is bounded by the user.
The final result is the assumption sequence lead from the detailed model
to the partially retrieved one completed with the assumption sequence
from step 2. when the partially retrieved model is reached.

c) Continue with step 3. until all partially retrieved models are examined.

The result of the assumption retrieval is one or more assumption sequences.
An assumption retrieval result of the phase equilibrium system is seen in Fig.

3. Both the free and the simplified (transformed) model equations are shown in
separate windows together with some of the assumption sequences found by the
assumption retrieval algorithm.

3.5 The Implementation and the Software Structure of the
Intelligent Model Editor

We have implemented the algorithms of the model editor in Visual Prolog 5.0
(except the oldest model builder module, which is implemented in PDC Prolog
3.3) [8]. The main parts of the presented modeling system and their connections
are shown in Fig. 4.

The knowledge base consists of two main parts:

– The models and assumptions are stored as knowledge base facts, where the
model equations are coded in form of binary trees and the modelling as-
sumptions as sentence like database elements.

– The model builder, the model simplifier and the assumption retrieval rules
are coded as Prolog rules.
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Fig. 3. The result of assumption retrieval

The knowledge base facts can be used and modified by the Prolog built-in reason-
ing mechanism (as inference engine) applying the knowledge base rules and the
Prolog rules can be modified by the developer with the help of Prolog developer
interface.

4 Conclusion

An intelligent model editor serves as a framework for model-based reasoning
methods for constructing, simplifying and comparing process models. The syntax
and semantics of process models give rise to the model-based reasoning rules
which are different but related for the purposes of model construction, model
simplification and assumption retrieval from two related process models.

A novel bidirectional assumption retrieval algorithm has been proposed using
forward and backward model-based reasoning in an iterative deepening manner.
The resulted non-unique assumption sequences have been analyzed to improve
the retrieval algorithm. The algorithm has been found effective on process models
with medium complexity.
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Fig. 4. The software structure of the model editor
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Abstract. This paper describes a knowledge model for a configuration problem
in the domain of traffic control. The goal of this model is to help traffic engi-
neers in the dynamic selection of a set of messages to be presented to drivers on
variable message signals. This selection is done in a real-time context using data
recorded by traffic detectors on motorways. The system follows an advanced
knowledge-based solution that implements two abstract problem solving meth-
ods according to a model-based approach recently proposed in the knowledge
engineering field. Finally, the paper presents a discussion about the advantages
and drawbacks found for this problem as a consequence of the applied knowl-
edge modeling approach.

1 Introduction

In the past 15 years, researchers within the knowledge engineering field have paid
special attention in knowledge share and reuse in order to decrease the effort in build-
ing large and complex knowledge based applications. One important conclusion of this
research is that, to build a knowledge-based system, it is appropriate to follow a mod-
eling approach to emulate how a human expert solves problems in a particular profes-
sional area. For this purpose, it is useful to describe such a model in a cognitive level
(called knowledge level [1]) by using certain description entities closer to human
thinking than computer processing.

These results carried out an interesting proposal about how to reuse problem-
solving knowledge. Authors proposed the concept of problem solving method (PSM),
an abstract cognitive structure specialized in classes of problems, derived from origi-
nal proposals of different authors such a J. McDermott [2], B. Chandrasekaran  [3] and
J. Clancey [4]. Each PSM defines a knowledge intensive architecture together with the
reasoning process to solve certain class of problems, such as parametric design, classi-
fication, diagnosis, etc. Since then, some initial PSMs were identified as standard
typical intuitive reasoning processes followed by human experts in certain kind of
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problems [5]. For example, a diagnostic task can be solved by the cover-and-
differentiate PSM or a classification task can be solved by the establish-and-refine
PSM.

Thus, presently, there is a new generation of useful techniques in the knowledge
engineering community to help in the development of complex and large knowledge-
based systems. To mature and extend this new and emergent technology, it is required
experimentation with real-world problems, whose results complement the dissemina-
tion of theoretical approaches and contribute to identify open issues that require fur-
ther research. This paper contributes in this direction by presenting a real-world
knowledge modeling experience in the domain of traffic control. The paper presents a
knowledge model for automatic configuration of a set of traffic messages for a set of
variable message signals, according to the current state of a road network.

The paper presents, first, the characteristics of the traffic problem. Then, the
knowledge model is described, following a model-based approach to structure and
organize the set of knowledge bases together with the strategies of inference. Then,
the implementation for the city of Madrid is presented. Finally a discussion is included
about the utility of the knowledge modeling approach for this problem.

2 Real-Time Traffic Management

Control centers for traffic management are usually connected on-line to devices such
as detectors on roads, cameras, traffic lights, etc., in such a way that operators can
supervise the state of the road by consulting data bases with recent information from
detectors and can modify the state of control devices. The effective use of these traffic
monitoring and management facilities requires sophisticated support tools for on-line
operators, to help them in dealing with the information complexity and the diversity of
sensors and control devices. In the last decade, expert systems for decision support
have been successfully introduced in this field [6],  [7], [8], [9].

Figure 1 shows a typical infrastructure for real-time traffic control that can be
found in different cities. There are detectors on major roads recording several traffic
measures such as speed (Km/h), flow (vehicle/h or vehicle/min) and occupancy (per-
centage of time the sensor is occupied by a vehicle). The distance between successive
sensors on a freeway is usually about 500 meters. The information arrives periodically
to the control center (e.g., every minute). The control center receives also information
about the current state of control devices.

Control devices include traffic signals at intersections, traffic signals at on-ramps,
variable message signs (VMS) that can present different messages to drivers (e.g.,
warning about an existing congestion or alternative path recommendation), radio advi-
sory systems to broadcast messages to drivers, and reversible lanes (i.e., freeway lanes
whose direction can be selected according to the current and expected traffic demand).
In the control center, operators interpret sensor data and detect the presence of prob-
lems and their possible causes. Problems are congested areas at certain locations
caused by lack of capacity due to accidents, excess of demand (like rush hours), etc. In
addition, operators determine control actions to solve or reduce the severity of existing
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problems. For instance, they can increase the duration of a phase (e.g., green time) at a
traffic signal, or they may decide to show certain messages on some VMSs to divert
traffic.

      Cameras

             

Detectors

    Control center for traffic 
management

 

Information system for data 
acquisition and control devices 

operation

Intelligent
assistant

       Variable
      message
        panels 
      

  

 Communication
  data network

Fig. 1. Typical information infrastructure for real-time traffic management

3 A Knowledge Model for Message Configuration

In order to help operators in this problem of traffic management, a computer system
has been conceived as an intelligent assistant. The concept of intelligent assistant [10]
emphasizes the fact that the role of the computer system is to help the user in decision-
making but the final responsibility is taken by the user. To develop such a system, we
followed a model-based approach in which the goal was to formulate a formal ab-
straction of the knowledge that we ascribe to operators for real-time traffic manage-
ment. The operational version of this model is used to automatically reproduce by
simulation part of the decision-making reasoning. For this purpose, we followed ad-
vanced knowledge modeling techniques (similar to the CommonKads approach [11])
that use a conceptual level for expertise description, with specific formal intuitive
entities.

According to this, figure 2 shows a global view of the knowledge model that we de-
signed for the traffic problem. This figure shows a hierarchy of tasks (circles) and
methods (squares) with types of knowledge bases (at the bottom). The main task of the
system is to recommend every moment an appropriate state of control devices. The
top-level node corresponds to this global task called configure traffic messages.  This
is a configuration task where, from an initial situation (the traffic state at different
locations), a complete design must be determined as a set of states for control devices
(e.g., messages for each VMS panel). In this process, two general requirements have
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to be considered: (1) each traffic message must be consistent with the traffic state, and
(2) each traffic message must be consistent with the rest of traffic messages. The
qualitative nature of messages together with specific criteria (area-dependent) based
on a heuristic knowledge of the area for certain panels makes difficult the use of ge-
neric algorithmic solutions for this problem.

Fig. 2. Knowledge model for the traffic problem

The usual way of reasoning in this problem follows a tentative search supported by
specialized knowledge. Thus, in a first step, a set of messages is proposed based on the
current state of the traffic. Then, the proposal is analyzed to check whether this pro-
posal violates some constraints about coherence of messages (e.g., it is not acceptable
to present too many messages about the same problem in consecutive panels). If so, a
remedy is applied based on heuristic knowledge to modify the original proposal. This
process is repeated until, if possible, a satisfactory configuration is found. This type of
reasoning has been already identified and typified as a problem-solving method in the
knowledge engineering literature and receives the name of propose-and-revise [12].

In particular, the abstract structure of this method assumes the existence of three
kinds of knowledge: (1) derivation knowledge, that includes specific criteria to deduce
a design from initial specifications, (2) compatibility knowledge, to verify a proposed
design and includes a set of criteria to identify incompatible cases, and (3) remedy
knowledge that includes a set of criteria about how to solve a violation detected in the
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design. According to this knowledge organization, the method decomposes the global
configuration task into three sub-tasks: propose configuration, verify consistency and
remedy incompatibility (see figure 2).

In its turn, the first sub-task is carried out by a specific method defined for this pur-
pose that, first, generates proposals of messages (several messages for each panel)
and, then, one of them is selected based on a priority scheme. To carry out the first
step (generate messages) row data recorded by sensors need to be abstracted and re-
lated to candidate traffic messages. For this purpose, given the qualitative nature of the
problem, the heuristic classification PSM [4] can be used. This method receives a set
of observables (e.g., sensor data) and produces a set of solutions (e.g., proposals of
traffic messages). The general version of this method includes three types of knowl-
edge: (1) abstraction knowledge, to abstract the row data, (2) heuristic match knowl-
edge, to classify abstracted data into classes of solutions and (3) refinement knowl-
edge, to refine the classes of solutions into specific solutions. However, the particular
version of the heuristic classification method for the traffic problem requires only two
subtasks: abstract traffic state and match.

At the bottom level, figure 2 shows the set of knowledge types included in the
model. There are a total of five specific types of knowledge bases that give support to
the respective five subtasks. The general inference procedure makes use of the previ-
ous knowledge bases following three main steps:
1. Propose configuration. From the current traffic state, a set of potential messages

is generated for each panel by using the abstraction knowledge and the message
selection knowledge. For each panel, one message is selected by using the priority
scheme.

2. Verify consistency. From the set of candidate messages and using the compatibil-
ity knowledge, the proposal is verified to check whether it satisfies the coherence
criteria. If the proposal is coherent, the proposal is accepted as a final result. Oth-
erwise, step 3 is performed.

3. Remedy incompatibility. From the detected incompatibilities, and using the rem-
edy knowledge, a new set of candidate messages is proposed. For each incompati-
bility, the panel that must change the proposal is selected. Then, the loop starts
again from step 1 selecting alternative messages and verifying the consistency.

This model can be considered as a global pattern that serves as a guide to acquire,
organize and implement the specific knowledge of the system. The model divides the
whole knowledge of the system in different categories (control knowledge, domain
knowledge) according to the generic reused problem-solving strategies.

3.1  Symbolic Knowledge Representation

The previous model needs to be complemented with the specific symbolic representa-
tion used for each type of knowledge base. The availability of each knowledge base
gives the required level of generality to apply this model for different traffic networks,
by providing the specific control strategies for each case.
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First of all, the model includes a conceptual vocabulary to establish the basic traffic
terminology used by the knowledge bases. This vocabulary includes, among others,
the following main concepts: (1) VMS panel Vi , to identify the set of VMS panels on
the road, (2) message Mi , i.e., a particular message to be written on a particular panel,
(3) road section Si , that identifies a section of the road corresponding to a point where
a detector is located, and (4) path Pi , that defines a path as sequence of road sections.

The purpose of the first knowledge base, abstraction knowledge, is to deduce traf-
fic characteristics of higher level of abstraction through data interpretation of infor-
mation recorded by sensors. This knowledge base can be considered as logic implica-
tions to deduce values for attributes of sections or paths with a formulation like the
following(<C,A,V> means that the attribute A of the concept C takes the value V):

<Si, Observable, Xi>, ..., <Sj, Observable, Xj>, ... Å  <Sn, Abstraction, Xn>

<Si, Abstraction, Xi>, ..., <Sj, Abstraction, Xj>, ... Å  <Pk, Abstraction, Xk>

This format can include elaborated relations such as the following (for instance, to
compute a particular travel time using a specific function f):

<Si, speeed, Xi>, ..., <Sj, speed, Xj>, ...,  f(Xi, ..., Xj, ...) = Xk Å  <Pk, travel time, Xk>

The knowledge base for message selection is used to deduce one or several propos-
als of messages for each VMS panel according to the measures recorded by traffic
detectors. This knowledge can be represented with the following type of sentences:

<Si, Attribute
i
, Xi>, ..., <Pj, Attribute

j
, Xj>, ... Å  <Vk, message, Mk>

<Vi, message, Mi>, ..., <Vj, message, Mj>, ... Å <Vk, message, Mk>

The previous knowledge relates the traffic state and the signal state and it must be
formulated with the important requirement that the relations do not have to include
loops to avoid circular calculation, according to the propose and revise strategy. This
symbolic representation provides the required flexibility to write specific cases corre-
sponding to each type of message (congestion, incident, travel time, etc.). Together
with this, it is necessary to have criteria to select one message within a set of candidate
messages. For this purpose the priority scheme, is defined as follows:

type-of-message(M1, type-X) priority-level(type-X, level-1)
type-of-message(M2, type-Y) priority-level(type-Y, level-2)
... ...
type-of-message(Mn, type-Z) priority-level(type-Z, level-k)

For instance the most prioritary level can be assigned for the messages of the type
incident, the second level to the traffic jam warning type, third level for destination
travel time, and so on.

The compatibility knowledge base includes conditions that establish unacceptable
combinations of messages in order to avoid inconsistency between messages. This
knowledge is formulated with constraints as following:

constraintk:  <Vi, message, Mi>, ..., <Vj, message, Mj>, ..., <traffic conditions>

The constraint includes a set of messages for panels together with a logic expres-
sion (that optionally can include values about the traffic state) to define an incompati-
ble message combination. This representation is flexible enough to include both gen-
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eral and particular conditions about compatibility according to the requirements of
each traffic network. For instance, it is useful to formulate that it is not acceptable to
present the same message on two specific panels.

Finally, the remedy knowledge base includes the criteria with which the detected
inconsistencies are solved by modifying a proposed configuration. In this case, this
means to select which panel is required to change the message in order to avoid the
inconsistency. This is represented by:

constraintk , <traffic conditions> Å panel Vj

which means that, to solve the violation represented by constraintk panel Vj should
change its message (when certain traffic conditions are present).

Fig. 3. The M-40 motorway of Madrid with variable message panels

4 Experience and Example

Following this general model, a system was developed for the city of Madrid, to con-
trol part of the M-40 Urban Ring (figure 3). This road is a motorway of around 60 Km
in both ways that includes a total of 63 panels to present messages to drivers. The road
includes the typical information infrastructure for real-time traffic management and
operators must decide on real-time the set of messages to be presented in those panels
according to the behavior of the road (traffic jams, incidents, etc.).
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Figure 4 presents an example of the output produced by the system.  It corresponds
to an example where the system receives input data like the following:

<detector D41, speed, 45> <detector D42, speed, 30>
<detector D41, occupancy, 25> <detector D42, occupancy, 37>
<detector D41, flow, 38> <detector D42, flow, 82>
<detector D44, speed, 25> <detector A32, occupancy, 25>
<detector D44, occupancy, 40> <detector A32, flow, 41>
... ...

According to this input data, a problem is detected between road detectors D41 and
D44 given that a decrease of the speed is observed, and due to that the travel time to
the road M-607 is a high travel time compared with a normal state of the traffic. The
high measure of the detector A32 (corresponding to an off-ramp) is used to deduce
that there is a traffic jam at N-V Exit.

Fig. 4. Example of outputs produced by the system (English version)

This system was implemented by using a knowledge modeling software tool, called
KSM (Knowledge Structure Manager) developed by our own group [13] and it was
integrated with the rest of the information system to run on-line at the Traffic Control
Center of the city of Madrid. The specific software was designed following an object
oriented design, and was implemented in C++. There were about 3000 lines of code
C++ specific for the system and about 70000 lines of reused code C++, corresponding
to the KSM tool for knowledge representation.
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5 Discussion and Conclusions

In summary, the qualitative nature of traffic messages together with specific criteria
area-dependent, corresponding to heuristic knowledge of the area for specific traffic
panels, makes difficult a solution based on general algorithms. Thus, an approach
from the field knowledge-based systems, in particular problem-solving methods for
configuration design problems, has been useful to solve this problem.

To analyze the problem, it was very useful to reuse generic problem-solving meth-
ods according to a model-based knowledge acquisition process. However, for design
and implementation it was necessary to provide additional solutions. This was per-
formed by using our own knowledge-modeling tool, KSM, that incorporates some of
the recent advances about knowledge modeling and provides reusable software com-
ponents.

As a difficulty, the model-based approach for knowledge engineering requires to
revise and know a set of potential problem-solving methods that are defined using a
particular level of abstraction. To understand totally such a descriptions, it is required
additional work using diverse information sources. To decrease this, it is still neces-
sary to make an effort in the knowledge engineering community to bring together and
standardize all this technology as a continuation of initiatives such as [Breuker, Van de
Velde, 94].

The proposed model is open. It allows developers to define particular control
strategies for traffic message configuration, thanks to the availability of a set of
knowledge bases with a declarative representation. At the same time, instead of having
a unique global knowledge base, the knowledge is distributed in different specialized
bases, according to intuitive problem-solving methods, that makes easier the total
comprehension of the systems and contributes to keep the consistency.

On the other side, the applied method presents some similarities with the idea of
Truth Maintenance Systems TMS. In general, a TMS ([14], [15]) keeps a predefined
set of declarations in terms of consistency, i.e. if in a given state the set of assumed
TMS nodes is inconsistent the TMS identifies the assumed nodes responsible for the
inconsistency and modifies the assumptions to keep the compatibility. However, the
specific model presented here is a solution that is defined at a lower level of abstrac-
tion closer to the design problem, which make easier its application, and it proposes an
explicit representation for heuristic knowledge to remedy violations, which can make
easier its application for the traffic control problem.

Finally, the model presented in this paper can be considered an innovative devel-
opment within the field of transport that takes advantage of the recent advanced pro-
posals in the domain of knowledge engineering. The solution makes available on real
time strategic knowledge to help operators in selecting the most appropriate state of
control devices, taking care every moment the compatibility between the road state
and the signal state. This development was carried out for the M-40 urban ring for the
city of Madrid and it was installed on-line at the Traffic Control Center of the city.
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Abstract.  This paper describes Information Extraction for applications
concerning the automated filling of templates from an input of HTML
documents. We developed a complete system to extract information from Web
sites. The system is able to use a number of algorithms to learn the document
structure, rules and keywords to locate specific information and spatial relations
between different information items. Experiments with well known data set
show a substantial performance improvement over standard wrapper systems.

1. Introduction

The World Wide Web, with its explosive growth, is swiftly becoming the main
knowledge resource for many areas. Web pages are primarily designed for human
browsing. Mechanically extracting their contents is in general a rather difficult task.
Most software systems that extract information from web pages do so on the basis of
hand-coded or automatically learned wrappers [MUSL98,FREI98].
Wrappers can extract content from Web sites by exploiting the structural (tag)
information, but they are unable to find content without tag. Other systems are
designed for extracting information from normal free text or semi-structured
documents. Such systems use different techniques for Information Extraction from
(plain text) documents. One common method is using hand-crafted or learned rules.
Another approach is to use NLP analyse or learning to generate extraction patterns
[CALI97,RILO94,COHE99]. However, such systems are not always optimal for Web
sites because they do not use the helpful tag information. A better approach  would be
to integrate the advantages of wrappers and traditional IE techniques.

L. Monostori, J. Váncza, and M. Ali (Eds.): IEA/AIE 2001, LNAI 2070, pp. 165−174, 2001.
Ó Springer-Verlag Berlin Heidelberg 2001



Another consideration is how to best exploit the rich tag information used to define the
structure of Web pages. Emerging standards such as XML will simplify the extraction
of structured information from heterogeneous sources [KUSH00]. Another
observation is, that wrapper induction algorithms may be able to use XML as a source
of supervised training data [KNOB98]. We considerate that we can use the (implicit)
structured information in HTML sites with help of an XML-Parser and thus exploit
the structural properties of the contents.
With these observations in mind, we have developed a complete system to extract
information from Web sites. This system uses both structured  information defined by
HTML-tags and classical IE methodologies for normal documents. The system is able
to use different algorithms to learn the document structure, rules, keywords and spatial
relations between contents.

2. System Architecture

We partition the system into three components. The system architecture is showed in
Figure 1. The pre-processing component converts HTML sites to XML-style
documents. The NE-Agents [CUNN99] extract the contents from the pre-processed
documents using structured information and classical IE methods. The extracted
contents can be inserted into the predefined template by using TE-Agent [CUNN99].

NE M ethods
(Rules, patte rns etc.)

N E  Agents

TE  Agent

Nam e
Extrac ting

T em plate
Filling

F illed  T em pla te

Preprocessing

W eb S ites
XM L Style

Docum ents

Tem plates

TE  R ules

Fig. 1. System Architecture

2.1 Pre-processing

Although the tags of a HTML document imply its structure, we can not use this
information reliably, because we can not follow the structure exactly. By contrast,
XML documents have a complete hierarchical structure specified by start tags and end
tags. To analyze the structure we need to convert HTML sites to well formed XML-
style documents. HTML documents are not well formed because, for example,  some
start tags exist that do not have end.  Hence, normally a HTML site can not be parsed
by an XML-parser. We use TIDY provided by W3C to automate the conversion. One
limitation of  TIDY is that it does not convert special characters such as "&", which
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can cause parser error. To work around this problem, we replace all "&" by legitimate
XML description.

2.2 NE-Agent

Here NE-Agents extract the contents using various IE methodologies. Figure 2.
Presents the construction of the NE-Agent.

X M L  S ty le
D o c u m e n ts

T E  P ro fi le

X S L  P a t te rn s

N E  A g e n ts
X M L  E x tra c to r

N E  S c h e d u le r

R u le  E x tra c to r
K e y w o rd s
E x t ra c to r

T o k e n -b a s e d  ru le s
K e yw o rd s

T e x t  Z o n e s

Fig. 2. Construction of NE-Agent

At first we use structure information to find the text zone of the content. The structure
information is described by XSL-patterns[W3C]. Each content can have one or more
XSL-pattern(s). With the help of patterns we can locate the text zones of the contents.
As soon as the text zones are recognized, the traditional IE components can extract the
exact information within these text zones. The system uses two distinct IE methods:
one is named Rule Extractor and the other is Keywords Extractor. The first extractor
uses token-based rules for extracting information, which can be described, by rules
such as number, date, speed etc. (The initial version of token-based Rule Extractor is
provided by The German Research Center for Artificial Intelligence) [XIAO00].
The second extractor is designed for more open texts where rule-based extraction is
difficult (e.g., description about a product). This extractor uses keywords, which are
relevant to the contents. A list of keywords with relevance weights can be generated
automatically in the training phase. They are evaluated in the extraction phase, text
zones are extracted when the overall match exceeds some predefined threshold.
In general there can be multiple  Extractors acting as  NE-Agents. Each provides
solution for a definite problem. The In this sense, the NE-Agents part of the system is
a multi-Agents system itself. A NE-Scheduler is therefore necessary to identify the
various problems and to distribute them to the suitable Extractor.

2.3 TE-Agent

Many information extraction systems do not have a TE-component to aid in filling the
values into the template. The template filling is achieved only with NE-Agents. We
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observed that a TE-Agent that takes into account global constraints between different
template slots could greatly improve extraction accuracy [XIAO00]. We developed
the TE-Agent to improve the total performance of template filling. In the learning
phase, the TE-Agent uses statistical data to analyse spatial relations between template
elements. In the extraction phase, the TE-Agent uses a greedy voting algorithm to
select the best suitable value for the template element. When the TE-Agent detected
multi-instance, the template will be duplicated automatically and be filled with right
values. The details of the TE-Agent are not discussed further here.

3. Learning from examples

Hand-coding patterns and rules is time consuming and error-prone. The system
provides various learning algorithms to generate XSL-patterns, token-based rules,
keywords and TE spatial rules automatically. In the training phase, the input is a
number of manually filled template examples. We use a GUI tool to create the
examples interactively. The examples are defined by maintaining the references to
value positions in the  original document(s). Training the NE-Agents and TE-Agent
proceeds stepwise. The NE-Agent for each slot of a template is trained separately. For
each slot the system gathers all corresponding examples and generates patterns and
rules. For the TE-Agent, the learning performs statistical analysis across all slots.
After the training the results are saved into an empty template, referred to as the
profile, which can be used in the extracting phase.

3.1 Learning XML-Pattern

At first we use the standard XML parser to recognize XML text nodes specified by
examples. Because the examples are given by positions, we have to index all XML
text nodes with position information. For each found XML node an XSL pattern can
be generated. The generation of an XSL pattern is processed bottom-up: from the
actual XML text node we go to the parent nodes until the root is reached. An XSL
pattern is then generated as the path of node names with their attributes. Once we get
all XSL patterns, we can use a supervised learning algorithm to induce the patterns.
The algorithm is shown in figure 3.
:+,/(�([DPSOH�6HW�LV�QRW�HPSW\

*HW�DQ�H[DPSOH�DQG�JHQHUDWH�;6/�SDWWHUQ�IRU�WKLV�H[DPSOH�DV�LQSXW�SDWWHUQ
)25�HDFK�WUDLQHG�;6/�SDWWHUQ�LQ�7UDLQLQJ

*HW�D�WUDLQHG�SDWWHUQ�3L

1HZ�3DWWHUQ� �*HW2YHUODSSLQJ3DWWHUQ��WUDLQHG�SDWWHUQ��LQSXW�SDWWHUQ�
&DOFXODWH�WKH�HUURU�UDWH�(L�IRU�1HZ�3DWWHUQ

,)�DOO�(L�!�7KUHVKROG
$GG�WKH�LQSXW�SDWWHUQ�LQ�7UDLQLQJ

(/6(
$GG�QHZ�3DWWHUQ�ZLWK�WKH�ORZHVW�(L��LQ�7UDLQLQJ

5HRUJDQL]H�WKH�7UDLQLQJ�DQG�GHOHWH�H[DPSOH�IURP�([DPSOH�6HW
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Fig. 3. Algorithm for learning XSL Patterns

The system induces rules bottom-up. For each iteration, an overlapping XSL pattern of
the input and trained pattern is created that covers all contents extracted by the two
patterns. For example, the overlapping pattern of html/body/table/td/tr and
html/body/table/td/font is assigned as html/body/table/td/*. The metric used to accept
the overlapping pattern is the error rate  predicted for the pattern, given by the
following formula, where n is the number of extractions made on the training set and e
is the number of error among those extraction:

Error rate = (e + 1)/(n+1) (1)

If the error rate is lower than a given threshold, the overlapping pattern will be set to
be the trained pattern with the lowest error rate. Otherwise, the input pattern  is added
as itself to the set of  trained pattern. Subsequently, the trained pattern set is
reorganized to make sure that it contains only disjunctive patterns.
In following we give an example in figure 4 to illustrate how XSL patterns are
inductive generated. To simplify the examples, all attributes of the nodes are not
shown in the example patterns. However, the attributes play sometimes an important
role to distinguish the XML nodes in the real evaluation.
*LYHQ�DUH���H[DPSOHV��WKH�;6/�SDWWHUQV��ZLWKRXW�DWWULEXWHV��IRU�HDFK�H[DPSOH�DUH�
3���KWPO�ERG\�WU�WG�WDEOH�WU�WG�E �3���KWPO�ERG\�WU�WG�WDEOH�WU�WG�IRQW
3���KWPO�ERG\�WU�WG�WDEOH�WU�IRQW 3���KWPO�ERG\�WU�WG�WDEOH�WU�S�IRQW
,WHUDWLRQ����([DPSOHV���3���3���3���3����7UDLQLQJ���(PSW\���,QSXW�SDWWHUQ��3�

$GG�3��DV�7��LQWR�7UDLQLQJ��UHPRYH�3��IURP�([DPSOHV
,WHUDWLRQ����([DPSOHV���3���3���3����7UDLQLQJ���7����,QSXW�SDWWHUQ��3�

2YHUODSSLQJ�2�� �3���7����KWPO�ERG\�WU�WG�WDEOH�WU�WG���(UURU�UDWH�� FDOFXODWHG�DV�����
3DWWHUQ�DFFHSWHG��$GG�LQ�2��DV�7��LQWR�7UDLQLQJ��UHPRYH�3��IURP�([DPSOH
5HRUJDQL]H�7UDLQLQJ��LQ�7UDLQLQJ��7��

,WHUDWLRQ����([DPSOHV���3���3����7UDLQLQJ���7����,QSXW�SDWWHUQ��3�
2YHUODSSLQJ�2���3���7����HPSW\�$GG�LQ�3��DV�7��LQWR�7UDLQLQJ��UHPRYH�3�
5HRUJDQL]H�7UDLQLQJ��LQ�7UDLQLQJ��7���7��

,WHUDWLRQ����([DPSOHV���3����7UDLQLQJ���7���7����,QSXW�SDWWHUQ��3�
2YHUODSSLQJ�2�� �3��� 7���� KWPO�ERG\�WU�WG�WDEOH�WU���� (UURU� UDWH�� FDOFXODWHG� DV� ����
3DWWHUQ�QRW�DFFHSWHG
2YHUODSSLQJ�2���3���7����HPSW\��$GG�LQ�3��DV�7��LQWR�7UDLQLQJ��UHPRYH�3�
5HRUJDQL]H�7UDLQLQJ��LQ�7UDLQLQJ��7���7���7��

7UDLQLQJ�UHVXOW���7���7���7��

Fig. 4. Example for learning XSL-Patterns

3.2 Learning IE rules and Keywords

Before the training, the system has to decide which training algorithm is to be use for
the content. The system described here has only two Extractors: rules for fine
information and keywords for plain text description. The algorithm for recognizing
and scheduling is therefore, for this restrict problem, simple. The decision is made as
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following: the number of words in the content is counted, if the count is less than a
threshold (e.g. 5), the Rule Trainer is applied, otherwise the Keywords Trainer. In
general the recognition and scheduling in a multi-agents NE-System should be more
complicated and sophisticated (see future work).
The Rule Trainer indexes document before training. Characters in content are typed as
number, alphabetic string and tokens specified by special characters. The Trainer uses
an inductive supervised training algorithm. The output of training is a set of token-
based rules with relevance. Figure 5 shows a simple example of learning token-based
rules. While the float at the beginning of a rule gives the relevance of the rule:
*LYHQ�DUH���H[DPSOHV��WKH�;6/�SDWWHUQV��ZLWKRXW�DWWULEXWHV��IRU�HDFK�H[DPSOH�DUH�
���6SHHG�����NP�K ���6SHHG�������NP�K ���6SHHG�������P�K���«�
7KH�WUDLQLQJ�UHVXOWV�PD\�EH�
�����6SHHG�^F��LQW!�F`NP�K�������6SHHG�^F��LQW!����LQW!�F`NP�K�������6SHHG�^F��LQW!�F`P�K�«

Fig. 5. Example for Token-based rule learning

The Keywords Trainer first eliminates stop words from the examples and then
analyses statistical information about the words. Keywords are generated if the
occurrence frequencies are greater than a threshold. The output of training is a set of
keywords with relevance.  For example a keyword based query can be defined as
{{0.40, “travel”}, {0.37, “accommodation”}, {...}}.

3.3 Learning TE-Agent

For the class of document that is of interest here (structured or semi-structured
documents), significant spatial relationships are expected between the individual
contents of a given template – in other words, the order in which the feature instances
occur is not completely random. Furthermore, the capture of these spatial relationships
is a task that can be automated and achieved in a non-intrusive manner – i.e. based on
observing the actions of a user carrying out the task of manually transferring
information from text into the template [XIAO00].

4. Extracting and template filling

In the extraction phase a trained profile is loaded. The system drives correspondent
extractors stepwise. Each output of an extractor is automatically set as input of other
extractors.

4.1 Extracting in NE-Agents

Extracting with XSL pattern is achieved by using a standard XML parser provided by
Microsoft. Because the parser extracts only XML nodes, which are defined by an XSL
pattern, the position information of contents is not available, which is necessary for
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other extractors and TE-Agent. A match from the XML nodes to a concrete position in
the document has to be processed and the resulting text zone positions forwarded to
other extractors. The Rule Extractor interprets the given token-based rules and
matches pattern within defined text zone. As soon as the matching is successful, the
Extractor outputs result with position information and relevance value. The Keywords
Extractor evaluates defined keywords within text zones. Relevance value R is given by
following formula, where ri is relevance of keywords found in content, N is total
number of keywords. If the relevance is larger than a defined threshold, the total text
zone is output as a result with position and relevance information.

5� �å �UL���1 (2)

After extraction, all position and relevance information of all elements in the template
is forwarded to the TE-Agent.

4.2 Template filling in TE-Agent

The TE-Agent detects conflicts between extracted NE-results. Conflicts can be
resolved by eliminating one of the conflicting feature instances, using a greedy voting
algorithm. This is achieved by allowing all feature instances outside of the conflict to
vote for each of the conflicting instances. The content instance that receives least votes
is eliminated from all conflicts. The eliminating is processed so long, until all conflicts
have been solved [XIAO00].

5. Experiment Description

We tested our system with two text genres: structured and semi-structured text
[SODE99]. Structured text will be presented by CNN weather forecast web pages. The
CNN Weather Forecast domain consists of Web sites for various domestic and
international cities with four-day weather forecast. The second genre is semi-
structured text. Experiments are reported from two domains of semi-structured Text:
the Rental Ads and Last Minute Holidays. The Rental Ads domain was collected from
the Seattle Times online-classified ads. We downloaded the test set from RISE
Repository (http://www.isi.edu/~muslea/RISE/repository.html ). To make
comparison we used template defined by WHISK [SODE99]. The template consists of
three contents: information about neighborhoods, about price and about bedrooms.
The Last Minute Holidays Services is collected from the Web sites in lastminute.com
(http://www.lastminute.com). To extract are names of ranges, a range of price, a
short description about the range, information about award minutes per item,
information about tickets, additional information to children and infants.
For CNN Weather Forecast, we used 10 examples for training and 100 examples for
testing. As for WHISK [SODE99] we used a training set of 400 examples and a test
set of a further 400 examples. For Last Minute Holidays the training set has 40
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examples, while the testing set has 100 samples. All these examples were made
manually in a GUI tool.
Table 1 shows the results of the experiments. With two examples the system gets
100% recall and 100% precision for CNN Weather Forecast domain. In Rental Ads
the recall and precision are improved with more examples. Recall begins at 88% from
50 examples and climbs to 95% when 400 examples. Precision starts at 87% from 50
examples and reaches to 98% when 400 examples. For Last Minute Holidays the
recall is 91% and precision is 98% with 20 examples. With 40 examples the recall is
improved to 97%, but the precision goes down to 96%.

Example Name Examples Precision Recall
CNN Weather 2 100% 100%

50 87% 88%
Rental Ads

400 98% 95%
20 98% 91%

Last Minute Holiday
40 96% 97%

Table 1. Experiment result

6. Analysis and Discussion

In this section we will discuss some interesting points about three different test
domains. We found that in different situations some single agents are especially
important. In CNN Weather Forecast, training with one example can already lead to
perfect results. As the values of contents are exact the texts of XML nodes, Rule
Extractor and Keyword Extractor are then unnecessary. In this case, the TE-Agent
plays a very important role. Some slots, such as temperature for the coming four days,
have the same XSL pattern. However, they are ordered in a strict sequence. Here we
observed a common problem occurs also in Wrapper Induction: with Wrapper or XSL
patterns alone we can not perform an exact filling in the template if the contents have
same wrapper description or XSL pattern but different spatial locations. With the help
of the TE-Agent the system is able to select the right value for one each of a set of
potentially confused slots.
In Rental Ads the XSL patterns do not improve performance of the result because all
information is in one XML node. Actually the Rule Extractor and TE-Agent alone are
sufficient to carry out the IE task. In this case the extracting is somewhat similar as IE
from normal (not HTML-coded) documents. As same as WHISK, the TE-Agent
performs template filling with multi-instances.
More interesting is Last Minute Holidays domain. Some contents are extracted exactly
after XSL pattern extracting (such as range title and range price), because they have
unique XSL patterns. Some content can be distinguished by the NE-Agents alone
(such as short description and includes information) using different keywords. Further
content only can be extracted exactly after the TE-Agent processing (such as
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additional information about children and infants), because they have same XSL
patterns, same keywords but different spatial location.
Generally, good recall and poor precision is achieved by the NE-Agent processing.
After the TE-Agent the precision is improved considerably with a slightly loss of
recall. For example, in Rental Ads the system reaches 85% precision and 96% recall
after NE-agent processing with 250 training examples. After the TE-Agent, we get
95% precision and 95% recall. Table 2 shows the overall precision and recall after
each extracting step (The Precision and Recall after XSL pattern are calculated for the
text zones whether cover the to be extracted contents).

After XSL Patterns After IE-Agents After TE-AgentExample
Name

Examples
P R P R P R

CNN 2 30% 100% 30% 100% 100% 100%
Rental Ads 250 33% 100% 85% 96% 95% 95%
Last Minute 40 44% 100% 89% 98% 96% 97%

Table 2. Precision and Recall for each processing step

Related Work

In comparison to other wrapper systems our system uses not only tag information but
also classical IE algorithms. The Wrapper Induction system [KUSH00] works only on
rigidly structured text. STALKER [MUSL98 ], SVR [FREI98] and RAPIER
[CALI97] extend information extraction to semi-structured text, but these systems
extract only isolated slots. All these systems do not take into account the spatial
dependencies between the various features of the template. WHISK [SODE99]
performs multi-slot extraction and considers the orders of the template elements. We
compare our system with WHISK with the same sample set Rental Ads. WHISK
achieves 98% precision and 94% recall, while our system reaches 98% precision and
95% recall with same amount of examples. A considerable difference is that WHISK
uses background knowledge before extracting, so called semantic class. They are
defined by user and as part of WHISK’s input. Our system does not use handcrafted
background knowledge and learns all rules and patterns merely from given examples.
Another advantage of our system is the Keywords Extractor. All the other systems try
to extract some fine-grained pieces of information but they are not able to extract text
parts in documents. Actually the Keywords Extractor does a primitive Information
Retrieval task and treats the text zones as some mini-documents to be classified.

7. Conclusion and Future Work

In this paper we introduced a new methodology for extracting information from Web
pages. In our system we showed how different evidence in Web pages could be
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seamlessly combined to perform high quality information extraction. The implies
structure information defined by tags can be used to recognise text zones of the
content of a document. A classical IE Rule Extractor can extract exact fine
information within text zones. The Keywords Extractor can be used to extract a whole
text area. The TE-Agent can filter values to improve overall precision. It can also
provide automatic duplication for multi-slot documents. Our system provides full
automatic learning from examples without background knowledge. Various machine
leaning algorithms are used to learn different patterns, rules and keywords.
A major area for improvement lies in investigating an incremented learning process so
that the learning performance can be improved. Another possible improvement to the
XSL pattern may be to include learning the pre- and post XSL patterns. In some cases
there are very strong constraints before and after an XML text node. Introducing the
XSL patterns as constraints can generally improve the precision of the text zones. An
improved inductive learning algorithm should be developed to extract this complicate
XSL pattern chain w.r.t. extracting performance.
Currently two extraction techniques are used as  NE-Agents. In the future we will try
to use further Extractors to deal with more difficult IE-tasks, such as Extractors with
NLP to parse free text sentence, Extractors with CBR for some content with only
weak syntactic structure, etc. A more complicated and sophisticated NE-Scheduler
should be investigated to provide an automatic distribution of various problems to
suitable NE-Agents. Furthermore, Agents should work not only autonomously but also
co-operatively. Multi-Agents NE-System should therefore be developed.
With the introduction of our system, and other IE systems like it, we can begin to
address the larger problem of designing artificially intelligent agents for information
extracting from Web pages.
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Abstract. In this paper we present a flexible similarity assessment
framework for XML documents and describe its usage on the exam-
ple of XML-based fault diagnosis for remote fieldbus automation sys-
tems. Our approach combines the expressive power of both XQL and
Java to overcome the limitations of standard XML query languages and
to provide a convenient platform for rapid definition of distance func-
tions for any kind of XML structured data. The presented framework
allows the extraction of fragments from XML documents, the wrapping
of these fragments in any desired Java objects, the dynamic invocation
of Java methods with the created objects as parameters and the com-
putation of a scalar overall result from the partial results which can be
interpreted as a distance value. The actual mapping of XML fragments
to Java instances assessing their similarity is specified by an XML to
Java Mapping Language (XJML) XML document in a formal and flexi-
ble way. The framework consists of the XML to Java mapping concept,
the XJML DTD, and various Java packages to evaluate an XJML-based
nearest neighbor search on local documents or on XQL query result sets
of (remote) XML database systems.

1 Introduction and Motivation

XML provides a means of representing structured data of any kind in a standard-
ized, platform and (programming) language independent way. The data becomes
available to a wide variety of free general purpose XML tools and programming
environments which in turn provide a platform for the rapid development of
dedicated XML applications and tools for special purposes. Today, the use of
XML as a generic data format becomes more and more common in many fields
of information technology like eCommerce, software system configuration, multi-
media databases and monitoring systems. Recently, XML also emerged in the
field of fieldbus-based industrial automation systems (e.g. [16][11][3]).

Efficient data retrieval in large hierarchical XML data repositories is a subject
of current research. Different query languages (e.g. XQL [12], XML-QL [8], XML
Query [10], XML-GL [6]) are under construction or are already standardized.

These query languages basically allow the selection of specific parts of XML
documents by specifying one ore more paths through the XML document struc-
ture while evaluating predicates which correspond (to some extent) to the
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WHERE clauses in SQL. This functionality is not sufficient for a more sophisti-
cated data mining like a nearest neighbor search (cf. [13]) for instance.

The CanInsight [4] remote fieldbus management and maintenance system
for example monitors the system state of automation systems by generating
and archiving XML documents. The current system state is encoded by a corre-
sponding XML document which contains the current parameter values. A nearest
neighbor search in such an XML process data repository can perform a fuzzy
system state assessment and can result, for example, in a diagnosis proposal for
a yet unknown error state of the (remote) automation system. This scenario will
be further outlined in Section 6.

The framework which we are presenting in this paper features concepts and
tools to specify and evaluate flexible distance functions which can be used to
measure the degree of similarity of two XML documents. In most cases, the two
documents will in fact share the same XML Document Type Definition (DTD)
which ensures a certain inherent structural similarity of the documents but a
shared DTD is not a prerequisite. Furthermore a nearest neighbor search for a
given XML document and an XML document repository can be evaluated. The
XML repository can consist of an XQL query result on a Tamino XML database
(cf. www.tamino.com) or a filtered directory of a file system.

The specification of the distance functions is based on our XML to Java
mapping concept which is a crucial part of our system. It allows the extraction
of fragments from XML documents, the wrapping of these fragments in any
desired Java objects, the dynamic invocation of any desired Java methods with
the created objects as parameters and the computation of a scalar overall result
which can be interpreted as a distance value.

As depicted in Fig. 3, the framework consists of the XML to Java Mapping
Language (XJML) which allows the specification of XML to Java mappings, the
XJML Eval Java evaluation tool together with its auxiliary Java class library,
and the XML database system which is optional.

The following section will introduce the overall approach and the system
overview will be given in Section 3. The succeeding Section 4 will focus on XJML
and XJML-based definition of distance functions and the evaluation procedure.
Section 5 will present the XJML Eval tool which is based on Java Reflection.
The practical usage of the system will be outlined in Section 6 on the example of
similarity assessment within the CanInsight system. The paper will conclude
with a summary and an outlook.

2 The Overall Approach

Our similarity assessment fulfills the following task:

Let D be the set of well-formed XML documents and O the set of generic
Java instances of type java.lang.Object. Given
(i) an XML document d′,
(ii) a vector D = (d1, ..., du) of XML (sub-) documents,
(iii) a vector M = (m1, ..., mw) of XML to Java mappings with m :

D × D → O
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(iv) and a function E : O × ... × O → O which evaluates the mapping
results,

do compute nearestNeighbor(d′, D, M, E) = n ∈ IN,
such that E(m1(dn, d′), ..., mw(dn, d′)) ≤ E(m1(di, d

′), ..., mw(di, d
′)),

∀ 1 ≤ i ≤ u

The Document d′. The XML document d′ is the document for which we want
to compute the most similar XML document of D.

The Vector of Documents D. D is an ordered set of XML (sub-) documents
which may be contained in one or more XML documents of the local file system
or an XML database query result. The (sub-) documents are extracted from
the documents by specifying their root element tag name. This fragmentation
feature has proven useful in practice.

The Vector of XJML Mappings M . The XML to Java mapping concept is
a crucial part of our system. An XML to Java mapping m : D×D → O provides
for example1 a distance information of two XML documents with respect to a
specific distance property.

An individual mapping m is specified by one or more so-called Selections and
a Target specification (cf. Fig. 1 b). Each Selection is defined by a further Tar-
get specification and an XQL statement which is evaluated on both documents
resulting in two specific fragments of the two documents.

In order to be able to perform a typed Java comparison of these fragments,
they are wrapped in Java objects. This is achieved by passing the document
fragments as java.lang.String values to the constructors of the Java classes that
are referenced by the corresponding Target information. There are no restrictions
on the type of the referenced Java classes (except that they must provide a
constructor which takes one single String value) nor on the actual location on
the Internet from where they are to be downloaded. The dynamically created
Java instances are then passed as parameters to a method of a Java class as
referenced by the Target information of m. Again there are no restrictions on
the class type nor on the actual location or the return type of the referenced
Java class and method. It is clear that the dynamically instantiated parameter
objects must match a signature of the referenced Java method, otherwise the
result of m would be undefined.

Thus, an XJML mapping is a three step procedure (cf. Fig. 2) starting with
the selection phase: XQL statements are used to extract specific parts from
existing documents which are transformed to Java string values. These extracted
parts may be well-formed XML subdocuments or any other kind of document
fragment like an attribute value for instance. The XQL statements are evaluated
on both documents, so that n selections result in 2 · n string values.

1 The XML to Java mapping concept may be used as well for a lot of other purposes
not concerned with similarity assessment.
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Fig. 1. a) The evaluation structure b) The XML to Java mapping structure

These Java strings are wrapped into Java objects during the wrapping phase:
The extracted document fragments are used to parameterize the invocation of
a constructor of a wrapping Java class referenced by the corresponding Target
information. This wrapping can be used to transfer the string representation
of the data into a typed Java object. For example, the string value ”127” can
be transformed to a simple core Java object like a java.lang.Integer object or
into a user defined Java object with specific properties and behaviour like the
CANopenNodeState class (cf. Section 4) for instance.

The created Java objects are used as parameters to invoke a static (distance)
method of a further Java class in the invocation phase: the Java objects created
from text fragments of both documents are passed to the referenced method in
alternating order (cf. Fig. 2). The return type of this method may be of any core
or user defined Java type.
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...
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Fig. 2. The XML to Java mapping procedure: selection, wrapping, invocation
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The Evaluation Function E. Since M may consist of more than one map-
ping (cf. Fig. 1 a), the evaluation function E is required to compute the overall
distance of the two documents from the partial results provided by the specified
XJML mappings. The method is referenced in the same way like it is done in
the invocation phase of the XJML mapping procedure.

The nearestNeighbor() Function. As we saw in the previous paragraph, E can
provide a single distance value for two XML documents. Since we want to find the
most similar document to d′ in D we have to apply E on all possible document
pairs (di, d

′) and retrieve the index of the document resulting in a minimal E
value. Table 1 summarizes the properties2 of the mapping target entities.

Table 1. XJML mapping targets

Mapped
instance

Purpose Restriction Return type

Selection
Target

Java class XML parameter
wrapping

String
constructor

no

Mapping
Target

Java method Distance evaluation
with respect to a
specific distance
property

Static any

Evaluation
Target

Java method Distance evaluation
with respect to all
distance results

Static Double

3 System Overview

Fig. 3 gives an overview of the system which mainly consists of XJML, the
XJML Eval tool, and the optional XML database back-end.

The entities D, M , and E are specified or referenced by a single XJML
document (cf. Section 4). The XJML Eval tool (cf. Section 5) features the near-
estNeighbor() method. It reads an XJML document, creates the XML data struc-
tures, downloads all necessary Java classes, wraps the XML document fragments,
invokes the specified distance functions and retrieves the document with the low-
est overall distance to document d′. The system also provides Java classes and
interfaces to encapsulate different kinds of XML data repositories. The Java class
de.uni tuebingen.xjml.XmlDataRepository provides convenient access to XML
documents of the local file system or an XQL query result of a Tamino na-
tive XML database system. All necessary data cursoring on large result sets is
managed transparently by this class.
2 The return type Double of the Evaluation Target is only required if the Evaluation

will be further processed by the nearestNeighbor() method.
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Fig. 3. Similarity assessment system overview

4 The XML to Java Mapping Language (XJML)

XJML provides the syntactical means to specify and identify the introduced
entities D, M and E. The language is a so-called XML application and is defined
by the XJML DTD which is listed in Fig. 4.

<!-- http://www-sr.informatik.uni-tuebingen.de/CanInsight/XJML.dtd -->
<!ELEMENT XJML ( Statement+ )>
<!ELEMENT Statement ( XMLDataRepository, ( Mapping* ), Evaluation )>
<!ELEMENT XMLDataRepository ( FileSystem | URL | Database )>
<!ATTLIST XMLDataRepository RootElement CDATA #IMPLIED>
<!ELEMENT FileSystem EMPTY>
<!ATTLIST FileSystem Directory CDATA #REQUIRED

Suffix CDATA #IMPLIED>
<!ELEMENT URL EMPTY>
<!ATTLIST URL Name CDATA #REQUIRED>
<!ELEMENT Database EMPTY>
<!ATTLIST Database Location CDATA #IMPLIED

Name CDATA #IMPLIED
Query CDATA #REQUIRED>

<!ELEMENT Mapping ( Selection, Target )>
<!ELEMENT Selection ( XqlQuery | Fixed )+>
<!ELEMENT XqlQuery ( Target )>
<!ATTLIST XqlQuery Xql CDATA #REQUIRED>
<!ELEMENT Fixed ( Target )>
<!ATTLIST Fixed Value CDATA #REQUIRED>
<!ELEMENT Target ( JavaRef )>
<!ELEMENT JavaRef EMPTY>
<!ATTLIST JavaRef Codebase CDATA #IMPLIED

Class CDATA #REQUIRED
Method CDATA #IMPLIED>

<!ELEMENT Evaluation (Target)>

Fig. 4. The XML to Java Mapping Language DTD
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The vector D defining the search space is defined by the XMLDataRepository
element which contains a FileSystem, URL or Database sub-element depending
on the type of the document source. These sub-elements provide all information
necessary to instantiate the previously mentioned XmlDataRepository Java class
which provides the abstract concept of an XML document repository featuring
methods like getNextDoc() for example. The example document depicted in Fig.
5 references a database data source by giving an XQL query to a Tamino system.
The query is encoded in an URL expression which holds additional information
about the location of the database on the Internet and the name of the database.

<?xml version="1.0" encoding="UTF-8"?>
<!DOCTYPE XJML SYSTEM 'http://www-sr.informatik.uni-tuebingen.de/CanInsight/XJML.dtd' [
<!ENTITY dieter "http://dieter.informatik.uni-tuebingen.de/classes">
<!ENTITY base "de.uni_tuebingen.xjml">
]>
<XJML>
<Statement>
<XMLDataRepository RootElement="StateInformation">
<Database Query=" ?_xql=CoML/StateInformation"/>

</XMLDataRepository>
<Mapping>
<Selection>
<XqlQuery Xql="Device[@ModuleId='10']/LogEntry[@Index='6000' $and$ @Subindex='1']/@Value">
<Target><JavaRef Codebase="&dieter;" Class="&base;.IntegerHex"/></Target>

</XqlQuery>
<Fixed Value="255">
<Target><JavaRef Class="java.lang.Integer"/></Target>

</Fixed>
</Selection>
<Target><JavaRef Codebase="&dieter;" Class="&base;.eval.Methods" Method="integerDistance"/></Target>

</Mapping>
<Mapping>
<Selection>
<XqlQuery Xql="Device[@ModuleId='10']/LogEntry[@Index='1002' $and$ @Subindex='0']/@Value">
<Target><JavaRef Class="de.uni_tuebingen.can.CanProtocol.CANopenNodeState"/></Target>

</XqlQuery>
</Selection>
<Target>
<JavaRef Codebase="&dieter;" Class="&base;.eval.Methods" Method="CANopenNodeStateDistance"/>

</Target>
</Mapping>
<Evaluation>
<Target><JavaRef Codebase="&dieter;" Class="&base;.eval.Methods" Method="doubleAverage"/></Target>

</Evaluation>
</Statement>

</XJML>

http://mfb.informatik.uni-tuebingen.de/tamino/CoML

Fig. 5. An example XJML document for industrial process data

The vector M defining the individual distance properties is defined by a
sequence of Mapping elements. Each Mapping element contains one Selection
and one Target element. The Selection may contain any sequence of XqlQuery
elements representing XQL queries and Fixed elements. The Fixed elements can
be used to parameterize target methods with fixed values. At the moment the
Target element only allows a JavaRef sub-element which uniquely references a
Java class or method in the local class path or on the Internet. At this point,
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the framework could be extended to integrate further programming languages
like C# for instance.

The example document maps specific parameter values identified by at-
tributes ModuleId, Index and Subindex to the user defined class HexInteger
which interprets the selected string values as hexadecimal representations of
integer values. These parameters together with a fixed Integer value of 255 (in-
dicating the maximum distance of two values) are used to invoke the static
integerDistance() method of the Methods class. The second mapping computes
the CANopen protocol specific distance of the bus states of two CANopen devices
(cf. Section 6).

The sequence of Mapping elements must be terminated by an Evaluation
element which just contains a further Target element, referencing the overall
evaluation method.

5 The XJML Eval Tool

XJML Eval is a Java application which evaluates a single XJML document for
a given XML document d′. In order to evaluate the nearestNeighbor() method,
it reads an XJML document, creates the XML data structures and the Xml-
DataRepository object, downloads all necessary Java classes, wraps the XML
document fragments, invokes the specified Java distance functions and retrieves
the document with the lowest overall distance to document d′. Extensive code
documentation is available online3.

The XQL support is provided by the GMD-IPSI XQL engine (http://xml.-
darmstadt.gmd.de/xql/) which is free for non-commercial use. To dynamically
download and instantiate the specified Java classes while the evaluation is run-
ning, XJML Eval uses its custom Java class loader to download Java byte code
from any desired URL or from the local class path. In fact, the method create-
NewInstance() of the Projection class (cf. Table 2) just takes a JavaRef DOM
[17] node (cf. Section 4) parameter to transparently create the Java instance.
The JavaRef node holds all necessary information for the custom class loader
to instantiate the corresponding class (cf. Fig. 4 and 5). The dynamic object
instantiation is possible due to Java’s reflection facilities [1], which allow for
example to retrieve the constructor of the loaded class that takes exactly one
java.lang.String parameter and to invoke this previously unknown constructor
at runtime. In a similar way, the Projection class features the invokeMethod()
method which invokes the method specified in a JavaRef node on a correspond-
ing newly created Java object.

XJML Eval is based on the free Java API for XML Processing (JAXP) li-
brary [15] and does not use any proprietary libraries.

6 Similarity Assessment within the CanInsight System

CanInsight [4] was developed to create a device and platform independent
fieldbus management and maintenance system for highly distributed manufac-
3 http://www-sr.-informatik.uni-tuebingen.de/CanInsight/doc/
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Table 2. The Projection class (extract)

Result Method Signature
Object createNewInstance (ElementNode javaRefNode, String initValue)
Object invokeMethod (ElementNode javaRefNode, Object[] params)

turing enterprises. System data are represented as XML documents which are
instances of the CANopen Markup Language (CoML) [2]. CoML is an XML ap-
plication for Controller Area Network (CAN) [9] and CANopen [5] fieldbus device
profiles, setup information, and process data. The system uses a CoML-based
Java client/server architecture to access CANopen fieldbus systems via the Inter-
net.

The CanInsight system monitors the system state of CANopen automa-
tion systems by generating and archiving XML documents. The current system
state is encoded by a corresponding CoML document which contains the current
parameter values as specified by a further monitoring configuration CoML docu-
ment (cf. Fig. 6). An enterprise is now able to maintain a database of past error
states, encoded as CoML documents. A nearest neighbor search for an unknown
error state in such a database results in a diagnosis proposal for the error state
without the requirement for further expertise.

The database may also offer a set of predefined XJML documents specifying
distance functions for special purposes. For example, there may be special XJML
documents for wear out errors. Furthermore, the distance functions can be tuned
and adjusted without having to recompile the generic XJML Eval evaluation tool
or even to create dedicated evaluation tools from scratch.

Since the CanInsight system is completely transparent with respect to the
actual locations of the automation system, the database and the engineer, the
use of XML and XJML support a flexible error diagnosis on remote automation
systems based on data collected within the whole distributed enterprise.

7 Summary

The presented framework allows the extraction of fragments from XML docu-
ments, the wrapping of these fragments in any desired Java objects, the invo-
cation of methods with the created objects as parameters and the computation
of a scalar overall result from the partial results. This is a true improvement
over the currently available XML query languages. As we showed in this paper,
the results can be used for a similarity assessment of XML documents and to
evaluate a nearest neighbor search on a set of XML documents.

The actual mapping is defined in a corresponding XJML document containing
XQL statements and Java references. There are no restrictions on the Java classes
(except for the few requirements stated in Table 2) concerning their type or the
URL of where their byte code data resides. Thus, our system combines the
syntactic power of XML to specify structure and references with the semantic
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a)
<?xml version="1.0" encoding="UTF-8"?>
<!DOCTYPE CoML SYSTEM 'http://www-sr.informatik.uni-tuebingen.de/CanInsight/CoML.dtd'>
<CoML>
<CanSetup>
<MetaInformation>
<SetupDescription>CANopen setup featuring three CANopen I/O modules … </SetupDescription>
<!-- … -->

</MetaInformation>
<Module ModuleId="10">
<!-- ... -->
<ObjectDictionary>
<!-- ... -->
<MandatoryObjects>
<Object Index="1000" Subindex="0" DataType="7" ObjectType="7" AccessType="ro" PDOMapping="0">
<ParameterName>Device Type</ParameterName>
<DefaultValue>0x30191</DefaultValue>

</Object>
<!-- ... -->

<?xml version="1.0" encoding="UTF-8"?>
<!DOCTYPE CoML SYSTEM 'http://www-sr.informatik.uni-tuebingen.de/CanInsight/CoML.dtd'>
<CoML>
<StateInformation StartOfQuery="973689545541" EndOfQuery="973689546302" LocationId="WSISand13"

CanSetupCreationTime="2000-07-27 15:48:38.253">
<Device ModuleId="10">
<LogEntry Index="1000" Subindex="0" Value="30191" />
<LogEntry Index="1001" Subindex="0" Value="0" />
<LogEntry Index="1002" Subindex="0" Value="7f0000" />
<!-- … -->

b)

Fig. 6. CoML examples: a) A monitoring configuration document b) CoML process
data

power of the Java programming language. The result is an extremely flexible
formalism to specify relationships and similarity between XML documents.

The flexibility of our approach results from the separation of distance func-
tion specification in XJML from their actual implementation in Java. Thus, the
distance function can be tuned and adjusted without having to recompile the
generic evaluation tool. Furthermore, specialized and adapted distance function
specifications can be stored in a database as XJML documents. Sophisticated
distance function implementations, for example pattern matching algorithms for
graphical data, could be provided by third parties and may reside on any lo-
cation on the Internet. This flexibility is especially valuable in the field of data
mining where the distance function often becomes a parameter which has to be
adjusted for a given task.

We further successfully implemented the XJML Eval tool to evaluate such
XJML specifications.

8 Outlook

If the overall distance function defined by an XJML document is a metric dis-
tance function (especially with respect to the triangle inequality), the XML
document repository could be enhanced with an index structure (cf. e.g. [7][18])
to improve retrieval efficiency.
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We are further planning to extend the XML-based distributed software sys-
tem monitoring middleware presented in [14] with an XJML-based nearest neigh-
bor search facility to automatically detect and identify malfunctions in dis-
tributed software systems. Since the parameterizations are defined by a single
small XJML document we are also currently discussing a mobile agent approach
for a fast state similarity assessment in distributed systems.
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Abstract. This paper concerns knowledge extraction for applications
concerning the automated filling of templates from an input of semi-structured
textual documents. The template filling task can be viewed as a collaboration
between a number of agents, including NE-Agents that are specialised to detect
occurrences of specific features in the text and TE-Agents that specialise at
combining the results from multiple NE-Agents in order to create a template
instance. This paper presents an automated learning approach for the generation
of a TE-Agent that extracts spatial relationships between the various features of
a template. It is shown that this TE-Agent can compensate for imprecise
performance on the part of the NE-Agents.

1. Introduction

This paper addresses the problem of extracting knowledge from textual documents.
This problem generally involves the transformation of information in an informal (i.e.
non-machine-readable) format into a formal format. This conversion is a necessary
pre-condition for the automated management of knowledge within a modern
organisation. The information contained in a disparate body of textual documents can
be gathered together into a central knowledge resource.  Once the information owned
by a corporation is made explicit, a wide range of automated facilities are enabled,
such as; document generation and summarisation [RAJM98], automatic filtering and
analysis of WWW pages [MUSL98,SODE99] etc.
The work described in this paper is focussed on the more limited problem of template-
filling for knowledge extraction; that is, given a predefined description of a concept as
a list of salient features, find all instances of the concept within a textual document
and for each instance extract the value(s) for each of its features. The underlying
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premise is that the same information (i.e. the same concept with the same set of
features) is repeatedly instantiated in many textual documents. Specifically, for the
template filling task, at least two separate modules/agents can be identified:
• The pattern matchers that are specialised for the extraction of individual feature

values (e.g. dates,  company names, etc.). This task is referred to as the Named
Entity (NE) recognition  [CUNN99] and has been tackled with many different
technologies such as statistical [RAJM98], or AI technologies
[MUSL98,RILO94,SODE99]. This type of agent is referred to here as a NE-Agent.

• The module that combines the information provided by the set of NE-Agents. This
task is typically referred to as Template Element (TE) construction [CUNN99] and
the corresponding module will be referred to here as a TE-Agent.

For template filling within this class of document, this paper presents a new technique
for the automated construction of a TE-Agent (3). The method is tested for well
known knowledge extraction tasks, namely the automated analysis of job adverts for
computer programmers [CALI97], and Rental Ads. The results of an experimental
investigation of the qualitative role of the NE/TE-Agents on the overall knowledge
extraction performance will be presented and discussed (4). Finally, the implications
for the general design of knowledge extraction applications will be discussed (5)

2. System Architecture

We partition the system into two components. The system architecture is showed in
Figure 1. As a first step, the NE-Agents [CUNN99] extract the contents from the
documents using classical IE methods. The extracted contents can then be gathered
together and inserted into the predefined template by using a TE-Agent [CUNN99].
The task of NE-Agent is to find the individual feature values of the template elements.
NE-Agent can use various IE methodologies to extract the contents. The possible
methodologies are for example full text searching with keywords; keywords searching
with similarity, regular expression pattern matching, token-based rule extracting or
combination of some methodologies [XIAO00].
Many systems neglect the use of a TE-agent and rely on the NE-Agents writing
directly to the template. However, we have observed that the TE-Agent is important
for dealing with a number of global issues concerning the filling of a template:
1. In the structured or semi-structured documents [SODE99], a number of relations

between different parts of the content can be identified and made use of, for
example, the spatial relation. Such information can be used to improve the
performance (accuracy) of IE.

2. If NE-Agents may find multiple values for a template element, in which one is the
right value and the others are false. A TE-Agent has to find out the right one.

3. Some documents have multi-instances. That means, there are more than one
template instance contained in the document. The system must be able to duplicate
the template and to distinguish between the slot values of different instances.
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4. Automatically generated high-performance NE-Agents typically rely on a set of
localized syntactic rules. The rules have typically a high precision performance.
The problem is then that the set of automatically generated NE-Agents filter too
strongly – i.e. by enforcing early-on a high precision rate, the overall recall of the
information extraction system is impaired.

N E  m e th o d s
( R u le s ,  p a t t e r n s  e t c . )

N E  A g e n t

T E  A g e n t

N a m e
E x t r a c t in g

T e m p la te
F i l l in g

F i l le d  T e m p la te

In p u t  D o c u m e n ts
T e m p la te s

T E  R u le s

Fig. 1. System Architecture

With these observations, we have developed a type of TE-Agent to improve the total
performance of template filling by tolerating and filtering the results generated by
imprecise NE-Agents. In the learning phase, the TE-Agent uses statistical data to
analyse spatial relations between template elements. In the extraction phase, the TE-
Agent uses a greedy voting algorithm to select the best suitable value for the template
element and perform an automatically duplicating if multiple instances are detected.

3. A New Approach to Template Instantiation

This section describes a new approach for the automated extraction of a TE-Profile
through the exploitation of spatial relationships between the features of a template.

3.1 Automatically Generating the TE Profile = Spatial Model

For the class of document that is of interest here, significant spatial relationships are
expected between the individual features of a given template– in other words, the
order in which the feature instances occur is not completely random. Furthermore, the
capture of these spatial relationships is a task that can be automated and achieved in a
non-intrusive manner – i.e. based on observing the actions of a user carrying out the
task of manually transferring information from text into the template.
The model of the spatial relationships between the feature instances corresponds to the
profile of our TE-Agent. Note that the user who, in effect, trains the TE-Agent need
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not be an expert user with respect to the knowledge extraction technology; they merely
must be capable of reliably carrying out the template filling task manually.
Four types of possible special relationship are captured here (examples):
• DirectBefore(A,B) – i.e. an instance of feature B comes directly before feature A
• DirectAfter(A,B) – i.e. an instance of feature B comes directly before feature A
• Before(A,B) – i.e. an instance of feature B comes somewhere before feature A
• After(A,B) – i.e. an instance of feature B comes somewhere before feature A
These relationships are created based on the statistical analysis of multiple manually
filled templates. The relationships are further sub-divided into:
• Constraints – i.e. spatial relationships that cannot be invalidated (they were

observed always to hold)
• (Weighted) Preferences – relationships that are not always valid but have a

statistically significant frequency. These relationships are typically represented as a
numeric weight < 1.0.

An example of part of the TE-profile for one of the experimental tests is displayed
below. Note that the After / Before relationships generally result in constraints where
as the more specific Direct Before / Direct After relationships generally result in
weighted preferences: this reflects a persistent overall structure for the description of
each template instance although the detailed ordering of individual feature instances is
less well defined. This observation justifies our classification of the document type as
being semi-structured.

After Title: Salary; After City: State; ....
Direct After Title: Salary: 0.33,  Req_Exp_Year: 0.26; Direct After City: State: 0.82...
Direct Before Req_Exp_Year: Title: 0.35

3.2 Applying the spatial model to filter NE-Agent results

The TE-Profile, described above can be used in order to filter the results
communicated from a collection of NE-Agents – i.e. it is to be used to rule-out falsely
identified feature instances while preserving the correctly identified feature instances.
There are a number of possible ways in which the statistically derived information
could be exploited (see future work). The algorithm tested here resolves conflicting
feature instances based on a greedy voting algorithm.
The first stage is to identify conflicts.  For example, for our TE-Agents, three types of
conflict are possible (based on the assumption concerning document structure):
• Multiple instances for a given feature have been found, although it is known in the

template that the feature has cardinality 1
• The instances of two different features occur in an order that is contradictory with

respect to known constraints of the TE Profile.
• A given part of the text is used as the basis for the value of more than one template

feature.
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As an example, assume the following tupple reflects the order in which feature
instances for a given template instance occur within the document (as communicated
by the NE agents):
(Salary_1, Title_1, Reg_Exp_Year_1, City_1, Salary_2�
The conflicts that are generated w.r.t. the previously given example TE-Profile are:
Conflict1(Salary_1, Title_1) -> Salary feature must come after Title feature instance
Conflict2(Salary_1, Salary_2) -> Multiple instances of same feature
Conflicts can be resolved by eliminating one of the conflicting feature instances. This
is achieved by allowing all feature instances outside of the conflict to vote for each of
the conflicting instances. Namely:

Votes(Fconf,i) =   å  Vote(Fconf,i, Fj),  where Fj  is a feature instance not in the
current conflict.

(1)

The values for Vote(Fconf,i, Fj) are as follows:
• -1 if the relationship between Fconf,i and Fj violates a known constraint
• +1 if the relationship between Fconf,i and Fj conforms to a known constraint
• -w if the relationship between Fconf,i and Fj violates a known Preference of weight W
• +w if the relationship between Fconf,i and Fj conforms to a known Preference of

weight w
• else 0.
For example, for Conflict1
Votes(Salary_1) = Vote (Salary_1, Reg_Exp_Year_1)+ Vote (Salary_1, City_1)+ Vote
(Salary_1, Salary_2) = (0.0) + (0.0) + (0.0)  = 0.0
Votes(Title_1)= Vote (Title_1, Reg_Exp_Year_1) + Vote (Title_1, City_1) + Vote
(Title_1, Salary_2) = (0.26 + 0.35) + (0.0) + (1.0 – 0.33) = 1.28
The feature instance that receives least votes is eliminated from all conflicts. In other
words, Salary_1 would be eliminated on the strength of Conflict1. As this also
resolves Conflict2, no further action need be taken, i.e. the resultant feature instance
set after the filtering by our TE-agent would be:
(Title_1, Reg_Exp_Year_1, City_1, Salary_2)
As shown in the above example, the elimination of a feature instance as a result of
resolving one conflict is propagated to other conflicts. This means that the
performance of the TE-Agent is sensitive to the order in which conflicts are resolved.
This problem is partly solved by randomly selecting the conflict to be resolved, but
there is still a significant danger of reaching a locally optimal solution. That is to say,
the feature instance eliminated by resolving the first conflict is not necessarily the best
feature instance to be eliminated from other untried conflicts. In this sense, we are
applying a greedy optimisation algorithm. Future work will address this problem and
provide a more globally optimal solution at the cost of increased computational effort.
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4. Experiment Description

In this section, the performance of the TE-Agent created by the above method is tested
on two standard data sets: Job advertisements and Rental Ads. Both data sets are
downloaded from Repository (http://www.isi.edu/~muslea/RISE/repository.html).

4.1 Job Advertisements

The data set for the experimentation is a set of 300 job advertisements (see [CALI97]
for details).  Each job advert is sent as a separate email. Each template comprises 17
features such as Title, State, City, etc.  Typically, the value for a feature occurs exactly
once in the text, although for any given email some values may be missing.
The data set is divided into three parts of 100 job adverts. The performance was
evaluated using a cross-validation approach; i.e. each experiment was repeated three
times, training on each of the 100 jobs and the evaluation on the remaining jobs.
For the first experiment, the TE-Agent is trained automatically. The user manually
performs the template filling task on the examples and the resulting filled templates
are given to the previously described learning algorithm in order to create a TE-Profile
representing the spatial dependencies between the different features. The low quality
NE-Profiles are derived automatically – i.e. from all examples of the text used to fill a
given slot in the template, the set of keywords is extracted and used as the basis for an
NE-Profile. These low quality NE-Agents typically yields a high degree of recall but
poor precision. The results of the experiment are summarised in the following table.
The results of two other systems LearningPinocchio [CIRA99] and RAPIER
[CALI97] are shown also in the table. The performance (precision and recall) is
measured by first determining the total precision and recall for each feature
independently and then taking the mean across all features.

System Precision Recall
Our system 86.9% 93.7%
RAPIER 65% 89%
LearningPinocchio 86% 82%

For a deep analysis the precision / recall results are measured both immediately after
the NE-Agents have been applied and again after the TE-Agent has operated on the
results of the NE-Agents.

3UHFLVLRQ 5HFDOO
Experiment  (Low Quality NE) – After NE-Agents 76.6% 94.7%

Experiment  (Low Quality NE) – After TE-Agent 86.9% 93.7%
Here we can see that the automatically generated TE-Agent improves the overall
precision at a minimal cost to the overall recall.
A more detailed analysis of the above results reveals that a majority of the feature
values were extracted with near 100% precision / recall and that the sub-optimal
performance can be attributed to the following 4 features:
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3UHFLVLRQ 5HFDOO
State (After TE_Agent) 72.2% 93.8%
City (After TE_Agent) 74.8% 94.0%
Title (After TE_Agent) 51.5% 91.2%
Des_Year (After TE_Agent) 34.0% 100.0%

This opens up a third possibility whereby the hand-crafted NE-Agents are used for
these problematic features and the automatically generated NE-Agents are relied on
for extracting the other features. With this third configuration for the experiments, the
following set of results was achieved:

Precision Recall
Low Quality NE + 4 High Quality NE: After NE-Agents 89.6% 93.4%
Low Quality NE + 4 High Quality NE: After TE-Agent 96.6% 92.6%

In both experiments above, the automatically generated TE-Agent significantly
improves the precision of the overall system without significantly damaging the recall.

4.2 Rental Ads

The Rental Ads domain was collected from the Seattle Times online-classified ads. To
make comparison we used the same template as defined by WHISK [SODE99]. The
template consists of three contents: information about neighborhoods, about price and
about the number of bedrooms.
For this experiment, both the NE-Agent(s) and TE-Agent are trained automatically.
We used a token-based Rule Extractor to train and extract the NE values. The token-
based rules are similar to regular expressions. The token-based rules consist of three
parts: precore, core and postcore. While the core describes the underlying content, the
pre- and postcore define information before and after the content. The rule
distinguishes number, alphabetic string and tokens. Tokens are white space and special
characters (such as ",", "!", "&" etc.). Number and string are separated by tokens. For
example, the rule sf [1] {c <int> c} bed extracts a number (between "{c" and "c}" is
the underlying core), which has a string before and after it. One of the two strings "VI"
must occur before and "bed" after the core. There can (but must not) be another string
(specified by [1]) between "sf" and core. Rules are generated with an inductive
supervised learning algorithm [XIAO00].
As for WHISK [SODE99] we used a training set of 400 examples and a test set of a
further 400 examples. In this experiment the recall and precision are improved with
more examples. Recall begins at 88.5% from 50 examples and climbs to 95.0% when
400 examples. Precision starts at 87.0% from 50 examples and reaches to 97.7% when
400 examples. The results are show in comparison with WHISK as following:

Examples Precision Recall
50 94% 73%

WHISK
400 98% 94%
50 87.0% 88.4%

Our system
400 97.7% 95.0%
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As for the first experiment, there is already good recall and poor precision after NE-
Agent processing. However, after applying the TE-Agent the precision is improved
considerable with only a slightly loss of recall. For example, in Rental Ads the system
reaches 85.4% precision and 95.8% recall after NE-agent processing with 250 training
examples. After applying the TE-Agent, we get 95.1% precision and 94.7% recall.
Figure 2 shows the total learning curve for the Rental Ad domain.
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Fig. 2. Learning curve for the Rental Ad domain

5. Analysis and Discussion

The title of this paper poses the question “Where to Position the Precision in
Knowledge Extraction from Text?”. Within the scope of our agent-based model for
the template filling task we have investigated the two possibilities of either positioning
the precision early (i.e. in the NE-Agents) or late (i.e. in the TE-Agent(s)). However,
our investigation has led to the interesting observation that, for an optimal
performance at minimal cost knowledge extraction system, a combination is required.
Moreover, the determining in which NE-Agents it is worthwhile investing the most
development effort in can be guided by first testing the TE-Agent with crude,
automatically generated NE-Agents.
These leads to a proposed methodology for the construction of a knowledge extraction
system, at least for the sub-class of problems that involve template filling from semi-
structured documents:
1. A non-expert manually performs the template filling task on a number of  example

documents
1.1) An automatic learning technique is used to construct a TE-Profile (e.g.  0)
1.2) A set of primitive NE-Agents are constructed based on the known values of

template slots
2. The initial knowledge extraction system is applied to a further set of test documents

2.1) The performance w.r.t. each feature / NE-Agent is evaluated
2.2) The dependencies between different features in the TE-Profile is evaluated

3. An expert user manually trains NE-Agents only for the selected critical features
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A weakness of the TE-Agent is that the greedy voting algorithm selects merely the
"best" candidate. The algorithm is not able to decide whether all candidates are false.
In such cases, the current TE-Agent will assign one of the false candidates as the
"best" result and filled into template. This is a reason why the system can not reach
100% precision in a situation where some values are only optional. The main reason
why we use the local optimization method (such as greedy voting) is that the system
must perform a real time extracting to ensure that the user does not have to wait for a
long time to get the result. Note, this consideration is less critical for an application of
the system in an off-line (batch mode) IE scenario.

6. Related Work

The equivalent application problem was previously tackled by a number of IE
systems, including LearningPinocchio [CIRA99] and RAPIER [CALI97]. RAPIER is
an attempt to fully automated the Information Extraction task. The only input to the
system is a set of manually filled templates. RAPIER creates a set of pattern matching
rules for each template slot based on an inductive learning approach. While full-
automation may seem a desired goal. Difference between RAPIER and our system is
that RAPIER does not take into account the spatial dependencies between the various
features of the template – indeed RAPIER effectively has no TE-Agent. The learning
algorithm for generating rules typically requires each rule to have a high precision and
recall performance so only strong rules are generated. This leads to the problem that
the set of automatically generated NE-Agents filter too strongly – i.e. by enforcing
early-on a high precision rate, the overall recall of the IE system is impaired.
WHISK [SODE99] performs multi-slot extraction and considers the orders of the
template elements. We compare our system with WHISK with the same sample set
Rental Ads. WHISK achieves 98% precision and 94% recall with 400 examples, while
our system reaches 98% precision and 95% recall with same number of examples. A
considerable difference is that WHISK uses background knowledge before extracting,
so called semantic class. Such semantic classes are defined by user and as part of
WHISK's input. This is the reason why the precision in WHISK is nearly flat
regardless of the number of examples are trained. Our system does not use any
predefined handcrafted background knowledge and learns all rules and patterns merely
from given examples.

7. Conclusion and Future Work

This paper has provided technical ideas on the problem of template filling (knowledge
extraction) from semi-structured documents. A new approach for automatically
generating a TE-Agent, based on the results of a set of manually filled templates, has
been detailed. The approach is based on finding spatial relationships between the
features of the template w.r.t. the document positions of the values of those features. It
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has been shown that this approach can significantly improve the precision of the
overall system in the case where low-precision high-recall NE-Agents are first used.
The results achieved on the example applications are extremely encouraging.
However, it must be noted that this data set is relatively simple; for example it may be
that the example job adverts are artificially well structured in terms of the ordering of
their information content.
In terms of improving the algorithm for applying a TE-Profile, the main weakness
until now probably lies with the greedy approach taken to resolving the conflict set.
The application of a more gradual relaxation-based technique to determining the
optimal combination of feature values of the TE-Profile should be investigated.
Another major area for improvement lies in increasing the sophistication of the spatial
model that comprises the TE-Profile. For many practical applications, some features
will have multiple values per template instance. It is an open issue whether sufficiently
strong spatial constraints can be automatically learnt and applied to eliminate false
occurrences of optional and/or multi-value features. Another possible improvement to
the model may be to include some other spatial relations. Examples are: a measure of
distance in text , containment, table structure etc.
The practical consequence of successively improving the filtering power of the TE-
Agent is to successively reduce the development burden in terms of reducing the
precision requirements of the NE-Agents.
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Abstract. Knowledge that quantifies the similarity between complex objects 
forms a vital part of problem-solving expertise within several knowledge- 
intensive tasks. This paper shows how implicit knowledge about object similari- 
ties is made explicit in the form of a similarity measure. 
The development of a similarity measure is highly domain-dependent. We will 
use the domain of fluidic engineering as a complex and realistic platform to 
present our ideas. The evaluation of the similarity between two fluidic circuits 
is needed for several tasks: (i) Design problems can be supported by retrieving 
an existing circuit which resembles an (incomplete) circuit description. (ii) The 
problem of visualizing technical documents can be reduced to the problem of 
arranging similar documents with respect to their similarity. 
The paper in hand presents new approaches for the construction of a similarity 
function: Based on knowledge sources that allow for an expert-friendly knowl- 
edge acquisition, machine learning is used to compute an explicit similarity func- 
tion from the acquainted knowledge. 
Keywords. Machine Learning, Knowledge Acquisition, Case-Based Reasoning 

1 Introduction 

This paper addresses a key aspect within various knowledge-based analysis and synthe- 
sis tasks: The construction of a measure that adequately models the similarity between 
two problem instances. This may be the similarity between two documents within a 
document retrieval task, the similarity between two cases within a case-based reason- 
ing task, or a similarity assessment between two points in a graph when working on a 
visualization task. 

When given two problem instances, a domain expert is in a position to assess the 
similarity between these instances with respect to a problem solving task in hand. It is 
a question of high importance, and it is the central question of this paper how this part 
of an expert's problem-solving expertise can be elicited and made explicit. 

In its general form, a set of objects (problem instances), 0, is given, where each 
object is described by a set of features XI, . . . x,. The similarity between two objects x 
and y is taken to assess the usability of a solution of instance x as a solution for instance 
y.  Usability can be stated a-posteriori only while the similarity between two objects can 
be stated immediately [14]. The quantification of the concept usability by means of the 
similarity between two feature vectors shows the crucial importance that comes up to 
the computation of the features. 

In the following, the similarity between two objects x and y is designated by a 
relation "sim" where sim(x; y)  determines a value from the interval [ O ;  11. 

The larger 
is the value of sim the more similar are x and y to each other. 

L. Monostori, J. Váncza, and M. Ali (Eds.): IEA/AIE 2001, LNAI 2070, pp. 197−206, 2001.
Ó Springer-Verlag Berlin Heidelberg 2001



1.1 Where Similarity Measures Come from 

A similarity measure establishes a particular form of knowledge, which-using A1 
terminology-can be acquainted from some source. An often applied concept to elicit 
similarity knowledge is the interview of domain experts: "Are these two problem in- 
stances, x and y,  similar?" "What are the significant features that make x and y simi- 
lar?" "To which extent are x and y similar?" 

These sample questions make problems of the concept "knowledge acquisition by 
questioning" obvious. On the one hand, it is hard for the domain expert to give quantifi- 
able answers, while on the other hand, it is hard for the knowledge engineer to access 
the quality of these answers. 

Note that a similarity measure can also be constructed from other knowledge 
sources; for instance from the knowledge that is encoded within an existing object 
classification [21]. Obviously, each classification implies knowledge about feature rel- 
evance and feature similarity with respect to the classified objects. Given such a knowl- 
edge source, methods from the field of machine learning can be used to transform im- 
plicit knowledge on object similarities into an explicit similarity measure. 

In Section 4, we will concentrate on three different knowledge sources where clas- 
sification knowledge can appear in: 

1.  Partial Similarity Quantification. Similarity assessments are known for only a sub- 
set of 0 x 0, which is called the learning set here. 

2. Partitioning of 0. The knowledge on object similarity is encoded through the di- 
vision of (a subset of) 0 into equivalence classes respecting particular similarity 
aspects. 

3. Graphical Similarity Specification. The knowledge on object similarity is encoded 
within geometric distances of a 2-dimensional plot. 

The development of a similarity measure is highly domain dependent. Hence we 
will introduce a particular domain from which the object set 0 is drawn and which will 
serve as realistic example throughout the paper. This domain is the domain of fluidic 
engineering. 

2 Using Similarity Measures in Fluidic Engineering 

Similarity measures can be used for those tasks in fluidic engineering that are not treated 
at a deep, physical level of behavior but at the much more abstract level of function. 
At this level, the complex physics of a fluidic circuit is reduced to a set of features 
which characterizes the circuit's usability to fulfill a desired function. The following 
list outlines tasks that are solved at an abstract functional level. 

- FunctionalAnal~~sis. Check whether two fluidic systems are similar with respect to 
their intended operation [22]. 

- Fluidic System Design. Construct a new fluidic system by coupling together already 
designed units (fluidic axes) from different systems [20,9]. 

- Document Retrieval. Query a database for diagrams of fluidic systems that are sim- 
ilar with respect to a given set of demands. 
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The model of fluidic function as specified in Definition 1 establishes the knowledge 
level at which the mentioned tasks are solved. Subsection 3.2 shows in which way this 
functional model is encoded as a feature vector for fluidic circuit objects. 

Taken an engineer's point of view, the gist of a model of fluidic function consists 
of a set of state variables, F x ,  along with the discrete state prescription function, A. 
Each state variable in Fx represents a subfunction of a fluidic axis; A characterizes the 
behavior of the fluidic axes by means of the working phases of the output units, which 
are cylinders in most cases. 

Definition 1 (Model of Fluidic Function). Let S be ajuidic system. A model ofjuidic 
function of S is a discrete event model ( F x ,  F y ,  X ,  y, A, A) whose elements are 
dejined as follows. 

1. Fx is the set of state variables. Each state variable corresponds one-to-one to a 
Jluidic axis in S and dejines the phases that can be adopted by this axis. Hence, 

1 Fx is the total number of axes in S. Fy is the set of output variables, defining 
the positions, the velocities, and the pressures at the working elements within the 
fluidic axes. 

2. The sets Xf and Yf designate the domains of the variables f in Fx and Fy respec- 
tively. Likewise, X designate the Cartesian product of the state variable domains, 
and y designate the Cartesian product of the output variable domains. 

3. A : R+ --+ X is the discrete state prescription function and specifies the phase 
transitions of a model ofjuidic function. Given a point in time, t E R+, A deter- 
mines a vector of phases. 

4, A : X x R+ -+ y is the output function. Given a vector of phases, x E X ,  and a 
point in time, t E Rf, A determines an output vector; y E y. 

Fig. 1. Hydraulic circuit with two axes A1 ; Az. Fl , F2: X I ;  XZ! V I ,  V Z ,  PI : and pz designate the 
forces, positions, velocities, and pressures respectively that are necessary to define a functional 
model of the circuit. 

Example. The example specifies the functional model of the fluidic system in Figure 1. 
The shown circuit contains two axes each of which having three states, say, phases. 

1. Variables. F x  = {PI, Pz), F y  = {xi, x2, u1, u2,p11p2), F = F x  U F y .  
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2. Domains. Xp, = Xp2 = {constant-drive-in, constant-drive-out, fast-drive, null- 
phase, hold-pressure), Yf = Rf , f E { x l ,  x 2 :  p l ,  p a ) ,  Yul = Yv2 = R. 

3.  State Prescription. A : R+ + Xp, x Xp,. Given an absolute point in time t ,  the 
function A is given in Table 1 (left-hand side). 

Table 1. State prescription (left-hand side) and output function (position-time diagrams, right- 
hand side) of the hydraulic axes, A I ,  A2. 

2 4.0 null-phase null-phase 
C 

Al Iconstant-dr~ve~outlconstant~dr~ve-in] nul.phase I 

4.  Output Function. Typically, the output function is represented by means of differ- 
ent graphs which show the courses of the positions, velocities, or pressures at the 
working elements for a particular input. The right-hand side of Table 1 shows the 
phase transitions and position-time diagrams for a particular input. 

t pl p2 A2 

Remarks. The abstraction from a physical behavior model, which is grounded on contin- 
uous time, towards a functional model, which is event-based, can be done automatically. 
For this, the state prescription function of the continuous time model is simulated and 
investigated with respect to intervals of stationary velocity. However, the development 
of such an abstraction is not discussed in this place. 

3 Learning Similarity Measures 

[O :  1.6) constant-drive-out rzull-phase 
[1.6; 3.2) constant-drive-in hold-pressure 
[3.2; 4.0) null-phase fast-drive 

null-phase 

Since any automatic comparison between fluidic drawings themself is hardly possible, 
an abstract circuit description has to be found. The functional model developed in Sec- 
tion 2 captures the abstract aspects of fluidic drawings that are also used by an expert to 
assess circuit similarities. 

The subject of this section is the application of learning methods to the construc- 
tion of similarity measures. These algorithms bridge the gap between implicit expert 
knowledge about circuit similarities and explicit similarity functions. 

In order to apply machine learning, the functional model has to be encoded into a 
so-called feature vector. A feature vector is a list of values describing an system. For 
instance, (Smith, James, 1967, 85 kg) is a feature vector describing a person. 

3.1 On Similarity Measures in General 

hold-pressure 

Much work has been done in the last decades on similarity measures; good overviews 
can be found in [l6,7,12,23,15]. A common similarity measure is the simple weighted 

linear similarity function. Let ( f j l ) :  . . . , f j l ) ) ,  ( f j 2 ) ,  . . . , f j 2 ) ) :  E N be two feature 
vectors. Then the simple weighted linear similarity measure is defined as: 

fast-drive null-phase 
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The definition of the operator 9 depends on the feature's type: 

- Cardinal. We call a features cardinal if and only if all values of the feature are real 
numbers. Typical cardinal features are height, temperature, or distances. Values of 
cardinal features can be added, subtracted, multiplied, and divided and the result is 
still a reasonable value for the feature. For cardinal features, x 8 y is normally de- 
fined as lx - yl, i. e. the simple weighted linear similarity measure can be rewritten 

as z l r i 5 p ~ ~  1.f:') - .~:~)l, l i . i  E R .  
- Nominal. Nominal values can only be compared with respect to equality. Name 

or profession of a person are nominal features. If a nominal feature has only two 
possible values (e. g. gender of a person), it is called a binary feature. For nominal 
features, x ,  y, the following definition is often used [24]: 

Note that learning such functions means finding values for the parameters w,. More 
complex distance functions have been examined by the authors in [21]. 

3.2 A Similarity Measure for Fluidic Systems 

As described in Section 2, each fluidic system S can be reduced to a functional model. 
In accordance with [9,22], the similarity between two hydraulic systems, S1. S2, is 
defined using the similarities between individual axes in the respective circuits: 

where A1 denotes the axes of S1, A2 denotes the axes of Sz, sim,,,, denotes a func- 
tion measuring the similarity between two axes, and A 1  1 5 A 2  / holds. 

For two axes, A l ;  A2,  the similarity function sim,,,,(A1, Az) is defined by the 
function s im(f  (Al) ,  f (Az))  where f (A,)  denotes a vector of cardinal features de- 
scribing A,,  i. e. f (Ai)  E Rm, i  = 1; 2. In the following text, the simple weighted 
linear similarity function sirn(f (A l ) ,  f (Az))  = C:"=,i . f: - f : 1  is used. 

The feature vector of fluidic axes, f (A),  which is necessary to compute the simi- 
larity between two fluidic circuits, Sl,S2, can directly be extracted from the functional 
models of S1 and S2.  Each axis is described by two types of features: ( i )  phase descrip- 
tions and (ii) phase orders. These groups of features are defined as follows. 

(i) Phase Descriptions. Phases are classified into the categories constant-drive, po- 
sition-drive, hold-position, accelerate, fast-drive, hold-pressure, and press; each 
category in turn is characterized by 6 features: 

1. How many phases of the specific category exist in the respective axis? 
2. How long (in seconds) is the duration of the phase ? 
3. Which distance (in mm) is covered by the working element? 
4. Which force (in Newton) is applied to the working element? 
5. How precisely must the axis work? This is a value from [O; 11 that defines the 

acceptable deviations from the duration, the distance, and the force. 
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(ii) Phase Orders These 49 features ft:d, 1 < i, j 5 7 capture the order of the phases. 

For example, f,?',d is the number of times a phase of category 1 (constant-drive) is 
directly followed by a phase of category 2 (position-drive). 

Together, the feature vector f (A) for an axis A is of the following form: 

f (A) = ( (phase description constant-drive) , (phase description position-drive) 
(phase description hold-position) , (phase description accelerate) 
(phase description fast-drive) , (phase description hold-pressure) . 

T 
(phase description press), (phase orders) ) 

Related to the example from Page 3, the feature vectors for the axes Al  and A2 are 
given as follows. 

(0: . . . ,  o , l , o : o . o , o , o , o , O : o , o ) ) l  
\ 

V 
/ 

phase orders 

3.3 Methods for Constructing Similarity Measures 

Existing methods for constructing similarity measures can be divided into two main 
classes: (i) Methods that employ reinforcement-learning and (ii) algorithms that rely on 
statistical analysis for the main part. 

Reinforcement-learning methods predict a similarity value and ask the user or a 
different system to rate the prediction. Based on this rating the weights wi, are adjusted. 
Statistical methods analyze given examples and deduce appropriate weights. Table 2 
lists representatives of well known methods; more examples can be found in [4,1,19]. 

Table 2. Selected existing methods for the construction of similarity measures. 

Name Type Remarks Literature 
EACH reinforcement-learning extra parameters needed [17] 
RELIEF reinforcement-learning binary weights [I31 
CCF statistical only binary features [6] 
GM-CDW statistical 1111 

These methods have in common that the knowledge acquisition step (how to obtain 
the necessary knowledge from an expert) and the learning step (finding appropriate 
values for the weights w,) are not treated separately. Our approach, which is described 
in the next section, differentiates between these two steps. 

Combining the knowledge acquisition step and the learning step entails several 
problems: 
- Since the expert is integrated into such methods in a predefined manner, no fl exi- 

bility is granted in the way the knowledge is obtained. Hence additional knowledge 
sources cannot be tapped. 
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Fig. 2. The general framework for the construction of similarity measures. 

- Although the methods mentioned in Table 2 rely on standard learning paradigms 
such as reinforcement learning, they do not apply standard learning algorithms 
such as regression or neural networks but employ proprietary algorithms. While for 
standard learning algorithms advantages and disadvantages have been examined, 
almost nothing is known about the proprietary algorithms. 

- Verifying a combined method is difficult since learning problems cannot be distin- 
guished from knowledge acquisition problems. 

3.4 A General Framework 

Figure 2 shows the general framework for constructing similarity measures used in this 
paper: Two main steps are identified, a knowledge acquisition step and a learning step. 
This separation allows for the usage of both different acquisition methods and different 
learning methods to obtain the necessary information from an expert. The first step 
always results in a set of feature-vector-pairs whose similarity is known (see Figure 2), 
e. g. { (Al l  Az: sim(f (-41)) f (A2)))1 (-431 A41 sim(f (As)! f (A4))), . . .) 

The second step uses the rated vector pairs and applies a supervised learning strat- 
egy to find values for the weights wi. For our applications both regression and neural 
networks have been used. Note that only a small but typical set of objects, the learning 
set, is used for learning purposes. 

4 Knowledge Acquisition 

In Section 3, the definition of similarities between fluidic circuit has been reduced to 
the problem of finding similarities between fluidic axes. Finding such similarities poses 
a knowledge acquisition problem, because experts have the necessary knowledge only 
implicitly. When asked to express their knowledge about axes similarities explicitly as 
a mathematical function, most experts are overstrained. 

Below, three methods that tackle the knowledge acquisition problem are presented. 
The methods differ from each other in the explicitness of the underlying knowledge 
source. 

4.1 Knowledge Source 1: Partial Similarity Quantification 

This technique is quite simple: The expert assesses the similarity of m axes pairs which 
are presented to him, e. g. on a scale from 0 to 10. These assessments are used to learn 
a similarity measure which then is used to compute the similarity between n, n >> m, 
pairs of axes. 
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Exploiting this knowledge source has disadvantages: 
- If rn axes are used to build the measure, the expert has to rate $ - rn object pairs. 
- The similarities have to be comparable; i. e., the expert has to decide whether object 

A is more similar to object B then object C to D. Such decisions turn out to be quite 
difficult. 

In the field of statistics, the problem of assessing object similarity is well known. 
Most methods,' such as ranking, free sorting, or anchor stimulus, rely on a user who de- 
fines all object similarities. Hence, no learning or abstraction mechanisms are applied. 

4.2 Knowledge Source 2: Partitioning the Set of Objects 

For this method the expert has to classify the axes. Two axes are similar if and only 
if they belong to the same class. Let A = {Al:  . . . , A,) be the set of axes and let 
c : A i C be the classification function, where C comprises the set of possible classes. 
The classification function c is specified by the domain expert. Then the similarity sim 
is defined as follows. 

Reasonable classes, for example, are C = {manipulation, press, hold) or C = 

{high-pressure, low-pressure, fast-drive). 

The main disadvantage bound up with this knowledge source is that a partitioning, 
say, a disjunctive classification, is sometimes difficult to be stated. The advantages of 
this knowledge source are: 
- n classifications define $ similarities. 
- Domain experts have few problems in classifying fluidic axes. 

Although in the learning set only the similarity values 0 and 1 are given, learning 
algorithms like regression result in similarity measures that can yield any similarity 
value from the interval [O; 11. This is because the given data is abstracted by the learning 
algorithms. 

4.3 Knowledge Source 3: Graphical Similarity Specification 

The method presented now demands a minimum of explicit knowledge. The expert is 
asked for an exemplary visualization of his understanding of the similarity between 
objects. By means of a computer, this visualization is abstracted towards a graph, from 
which a similarity measure is computed. No additional knowledge is demanded from 
the expert, i. e., this method can always be applied. 

Again let A = {A1, . . . : A,) be the set of axes. The expert manually defines a 
layout by specifying a function p : A + N x N, which defines a two-dimensional 
position for each axis. The similarity of two axes Al ,  A2 is defined by: 

where / x !  y 12 denotes the Euclidean distance between the positions of x and y.  

Good overviews can be found in [ 2 , 5 ] .  
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The following points distinguish this knowledge source from the previous one: 

- The graphical definition of similarities is closer to the mental model of the user than 
is the definition of a classification function c. 

- By placing n objects, $ similarities are defined. 

A difficulty of the graphical similarity specification is that by placing one axis, 
the distances to n - 1 other objects must be taken into account. To simplify this layout 
problem, only object distances up to certain maximum distance are considered. For this, 
the layout is clustered in a first step, say, groups of closely related objects are identified. 

5 Learning and Results 

Input for the learning step (cf. Figure 2) was a set of rated axes pairs {(A1, A2. 
siin(f (Al), f (A2))), (A3, A4, sim(f (Aa), f (A4))), . . .), which was used to find 
values for the weights w, of the similarity function sim(f (Al), f (An)) = C:> w, . 

1 f: - f : 1 .  Learning was done by applying least-square regression and by means of 
neural networks. Details can be found in [3,18,25,10]. 

The acquisition methods described in Subsection 4.2 (knowledge source 2) and 4.3 
(knowledge source 3) have been implemented and applied to the learning of similarity 
measures for fluidic axes. 

- Knowledge Source 2. 67 fluidic axes were classified into 9 classes by a domain ex- 
pert. Using the method described on Page 8, a similarity measure was constructed. 
The error rate was defined as the percentage of axes pairs whose similarity was 
assessed incorrectly by the learned measure. The error rate on the learning set2 
was 12%, while the error rate on a test set' was 16%. Obviously, a good similarity 
measure has been constructed. 

- Knowledge Source 3. A graphical arrangement of circuit documents, which has 
been proposed by the domain expert, was analyzed and similarity measures were 
constructed. To evaluate the quality of the learned measures the Mean Square Error 
(MSE) was used: 

A, and Aj denote fluidic axes, simt denotes the similarity as predicted by the 
learned similarity measure, and sime denotes the empirical similarity measure de- 
fined by the manual layout. On a test set, an MSE of 0.22 has been achieved. All 
similarity values are from the interval [O. 11, hence the MSE defines an average 
variation from the correct similarity. I. e., also with this knowledge source a good 
similarity measure could be constructed. 

The learning set comprised axes pairs used for the learning process. 
' The axes pairs in the test set have not been used for the learning process. 
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Abstract. In this paper, we present a new algorithm based on the nearest
neighbours method, for discovering groups and identifying interesting
distributions in the underlying data in the labelled databases. We introduces the
theory of nearest neighbours sets in order to base the algorithm S-NN (Similar
Nearest Neighbours). Traditional clustering algorithms are very sensitive to the
user-defined parameters and an expert knowledge is required to choose the
values. Frequently, these algorithms are fragile in the presence of outliers and
any adjust well to spherical shapes. Experiments have shown that S-NN is
accurate discovering arbitrary shapes and density clusters, since it takes into
account the internal features of each cluster, and it does not depend on a user-
supplied static model. S-NN achieve this by collecting the nearest neighbours
with the same label until the enemy is found (it has not the same label). The
determinism and the results offered to the researcher turn it into a valuable tool
for the representation of the inherent knowledge to the labelled databases.

Keywords: clustering, supervised learning, nearest neighbours.

1. Introduction

In the area of the supervised learning there are several techniques to classify a new
example from the labelled database from which the inherent knowledge has been
obtained. The form in which it estates the knowledge is dependent on the technique
(decision rules, decision trees, association rules, etc.); however, some methods do not
provide that knowledge limiting themselves to carry out the classification (neuronal
networks, Bayesian model, nearest neighbours, etc.).

From the works of [3], [5], [9], [6], [7], [4], [10], [11], or more recently [12], [8],
and [1] the research has been mainly focused on the convergence of the method, the
search of prototypes or surfaces of separation, the techniques of editing and
condensing and in the acceleration of algorithm. However, there has not been any
interest on providing to the technique of the nearest neighbours a form to represent
the inherent knowledge to the information.

Clustering, in Data Mining, is a useful technique for grouping data points such that
points in a single cluster have similar characteristics (or are close to each other).
Traditional clustering algorithms are applied in the area of the learning non-
supervised.

S-NN employs a novel hierarchical clustering algorithm based on the nearest
neighbour techniques. S-NN stars with each input as a separate cluster and at each
successive step merges the clusters with identical neighbours. We collect all the
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neighbours that their distances are shorter than the first enemy, that is to say, with not
the same label.

The remainder of the paper in organised as follows. In section 2 and 3, we survey
basis contents of the theory of the nearest neighbours’ sets. These hard definitions
allow us apply the supervised clustering algorithm. The step involved en clustering
using S-NN are described in Section 4. In Section 5, we present the results of our
experiments. Section 6 concludes and presents our ideas for future work.

2.  Basic Concepts

Before beginning to describe the near set theory, we have to mention the concepts of
the classic theory of sets that are necessary for the development of that theory. We
will use the operations known on sets: ³, ,  ¬ and # (cardinal of a set). Also we will
use the logic operations on the set {F, T} (false and true): ¾, ¿, and ½; and the
following generalisations: " (universal quantifier) and $ (existential quantifier),
where

)(...)()().(: 21 nxExExEExDiz ÙÙ”"= )

)()()()·(: 21 nxExExEExDiz ÚÚÚ”$= K

(1)

and z is T if all the expressions (if some of the expressions) E(xi) are T in the domain
D for ),...,( 1 nxxx = , if we consider the universal quantifier (existential quantifier).

Definition 1 (Sequence): a sequence is a finite or infinite collection of elements with
an inherent order of access (sequential). It is always begun by first and to accede to
any element i, it will be necessary to pass through i-1 previous. Since its definition is
inherited of sets, it also inherits the operations associated to these ³, , ¬, - and #.

Likewise, we defined the following operations for sequence S of elements of T
type: <>:�S (empty sequence); _+_:S�T �S (insertion of an element in the end of
the sequence); [_]:S� N �T (access to ith element of the sequence, with

i ³{1... #S}); and E·D:i+ (generalised concatenation of sequences), where

s(k) ...s(2)s(1))(}·..1{: +++=+ iski
(2)

with s(i) sequences. By convenience, it will be written as )(
1

is
k

i=
+ .

Definition 2 (Ordered Sequence): a sequence s, of size #s is ordered if it satisfies:

[ ] [ ]1}·1)..(#1{: +£-" isissi T
(3)

where �T is an established relation of total order between the elements of T type of the
sequence.
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3.  Definitions

Definition 3 (Attribute): attribute A is defined by a set of values. The attribute can be
continuous or discrete. If the attribute is continuous, the set of values will be limited
by the extreme values of an interval, forming therefore the rank of values for the
attribute. If the attribute is discrete, the set of values of this one will appear like an
enumeration of the possible values of the attribute. We will name C the set of values
that can adopt the label.
Definition 4 (Example): an example E is one row formed by the Cartesian product of
the attributes of condition and decision. Likewise, we defined the following
operations to get to the attributes of condition or their label.

CE:etiqANE:atr fifi· (4)

Definition 5 (Universe): the universe U is a sequence of examples. We will say that a
database with n examples, each one of them with m attributes (the last one is
denominated label), will form the particular universe from this moment. Then
U=<u[1]...,u[n]>.

Since we will model the database with a sequence, the access for an example of the
database will be made by means of the access to the sequence, that is to say, the
sequence is s, then s[i] represents the example ith of the database.  To accede to jth
attribute of the example, since we have modelled to this one with one row, one will
become atr(s[i],j), and to know its label, etiq(s[i ]).
Definition 6 (Distance): the distance between two examples is a function that fulfils
the properties of a metric space, that is to say,

{ }0: ¨´fi· +EEd (5)

with the following properties: reflective, defined nonnegative, symmetrical and
transitive.

Since the examples belong to a sequence, we can redefine the distance basing on
the position that these examples occupy in the sequence, therefore, compute the range
between two examples ei and ej, we will do d(i,j).
Definition 7 (Sequence of Distances): sequence SD(i) formed by the distances of an
example i to all the others, and is defined by

)),(,()(
#

1
jidjiSD

s

j=
+=

(6)

In the universe U, the sequence associated for the first example will be:
SD(1)=<(1,d(1,1)),(2,d(1,2)),(3,d(1,3))> and each element of the sequence are a pair
formed by the position of the example for which it is wanted to compute the range
and the value of the distance. Hence, in the expression (j,d(i,j)) the first coordinate is
the index of an example and the second coordinate is the distance of an example i for
the example whose index is indicated in the first coordinate.  In order to access to
each one of the two coordinates easily we defined two operations on the pair:

´fi´·fi´· N:distNN:ind (7)
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Definition 8 (Ordered Sequence of Distances): as of a sequence P of pairs (index,
distance), we can obtain a sequence Q ordered by the distance if this one fulfils the
following property:

[ ]( ) [ ]( ) [ ]( ) [ ]( )jQindkPind}·P..#1{:k}·Q..#1{:j1jQdistjQdist}·1Q..#1{:j =$"Ù+£-" (8)

that we can be resumed like ordered(Q,P). A ordered sequence OSD(i) of distances
fulfils ordered(OSD(i), SD(i)).
Definition 9 (Relation of Neighbourhood): two examples whose positions in the
ordered sequence are i and j are neighbours to a third k if in the ordered sequence of
distances of example k, OSD(k), any example between i and j does not exist (or
between j and i) whose label is different from which they have i and j. Therefore, if
examples i and j do not have the same label, are not neighbours. The relation can be
defined of the following way:

Rk={(u[ind(OSD(k)[i])],u[ind(OSD(k)[j])])³U2|"h:{min(i,j)+1..max(i,j)-1})
·(etiq(u[ind(OSD(k)[i])])=etiq(u[ind (OSD(k)[j])])=etiq(u[ind(OSD(k)[h])])}

(9)

For example, it is OSD(1)=<(1,0),(4,1),(5,2),(34,3),(3,4)>, we will say that
examples 4 and 3 are neighbours of 1 if examples 4 and 3 have the same label and all
the examples that are between these (5 and 34) have the same label that those too.
Definition 10 (Class of Neighbours of an Example i respect to another Example
k): class of neighbours of an example i is defined respect to another k like all those
that in the ordered sequence of distances of k can be grouped around i in a region of
examples of the same class. The class is defined from the neighbourhood relation as it
follows: [ i]k={j³N | u[i ] Rk u[j]}

This class of neighbours can also be understood like a sequence, because
intrinsically an order relative to the distance exists [2].
Definition 11 (Ordered Subsequence of Order k respect to an Example i): given
to the relation of neighbourhood and the definition of class of neighbours, we can
construct the ordered sequence of distances of an example i from the concatenation of
ordered subsequences, that is to say,

OSD(i)=OSD(i)1+OSD(i)2+... +OSD(i)k+... +OSD(i)z (10)

where every subsequence OSD(i)k is constructed from the classes of separates
examples in relation to i. This way, each OSD(i)k is a class of examples whose
attribute of decision is the same one, but that differs from the decision attribute of the
classes OSD(i)k-1 and OSD(i)k+1. Therefore, we could represent the database (together
with the information relative to the distances) of the following way:

OSD(1)=OSD(1)1+OSD(1)2+... +OSD(1)k1

OSD(2)=OSD(2)1+OSD(2)2+... +OSD(2)k2

………………………….…………………
OSD(n)=OSD(n)1+OSD(n)2+... +OSD(n)kn

(11)

where Ki ³{1..n};  however, if some Ki were 1, all the examples would belong to the
same class, and the more it approaches n, in principle, the more homogeneously
distributed will be the examples of the same class in the database.

Since the sequence OSD has got associated with each element an example and the
distance to it, we are going to do without the distance now to associate for each
example of the database a sequence of classes, where the concatenation of all of them
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will group the total of examples of the database. Hence we will have associated for
each example (preceding to the symbol  ) an indefinite number of classes in a specific
order that implicitly contains the information about the "proximity" of these for the
example of the beginning. Then,

[1]  [1]1+[1]2+…+[1]k1

[2]  [2]1+[2]2+…+[2]k2

……………………………………

[n]  [n]1+[n]2+…+[n]kn

(12)

it indicates that example k has a class of neighbouring examples [k]1 whose labels are
the same ones that the one of k. Afterwards, there is another class of neighbouring
examples [k]2 whose labels are different that those of the previous class [k]1 and the
later class [k]3. And so on. To these classes, [i]j, we will denominate classes j-
neighbours of an example i.

From a mathematical point of view, we have obtained the joint quotient according
to the relation of neighbourhood R for each example of the universe:

{ } [ ] ( )
R

iOSDiUi =×" ..#1:
(13)

For example, if OSD(1)=<(1,0),(4,1),(5,2),(34,3),(3,4)> + <(73,5),(2,6),(31,7)>+
...  we are indicating that examples 1, 4, 5, 34 and 3 have the same label (values 0, 1,
2, 3 and 4 would be the distance of each example for example 1), that in addition
differs from the one to examples 73, 2 and 31. From this we can here construct the
class [1] of the following form: [1] [1,4, 5, 34,3]+[73, 2, 31]+.…The class 1-
neighbour of 1 is [1, 4, 5, 34,3]; the class 2-neighbour of 1 is [73, 2, 31]; and so on.

Definition 12 (Class of Order k j-Neighbour of an Example i): the class of order 0

is defined 1-neighbour of an example i, [ ]0

1i , like the class of neighbours of an example
i respect to itself. That is to say, since in the ordered sequence of distances of an
example i, OSD(i), the first example always will be the own i, since the distance to
itself is 0, the class of order 0 1-neighbour of example i will be the set of
neighbouring examples of this one whose label is the same one, or of another form,
they will be those that belong to OSD(i)1.

On the other hand, the class of order 0 j-neighbour of an example i will be [ ]0

ji . We

are specially interested on the classes of order k 1-neighbours. We define then the
order class 1 1-neighbour like:

[ ] [ ] [ ]
[ ]
U

0
1

0

1

0

1

1

1

ik

kjjii
˛

˛¨= (14)

The interpretation of this expression is the following one: since i contains all the
examples with the same label than i that is nearer to it (including it) until finding

another example of different label, the class [ ]1

1i  has to those contained in [ ]0

1i  plus the

1-neighbours of them. For example, in Fig. 1 we have [ ]0

1i =<i,1,2,3,4,5> (the 6 does

not belong to it, it has another label).
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i

5

3

2

1

4

6

Fig. 1.

In general, the class of order k 1-neighbour of an example i is defined as:

[ ] [ ]U
kj

jk ii
<£

=
0

11
(15)

And, therefore, the class of order k j-neighbour of an example i is defined as:

[ ] [ ]U
kh

h

j

k

j ii
<£

=
0

(16)

By convenience, we will speak of k-class instead of class of order k, and therefore,
k-class j-neighbour, instead of class of order k j-neighbour. In particular, we are
interested on the k-classes 1-neighbours, and when we will speak about them we omit

subscript 1, that is to say, instead of [ ]ki 1 we will write [ ]ki . Only when the

neighbourhood order is different from 1 we will express this order.
Definition 13 (Equality of Classes): two classes are equal when both contain exactly
the same examples, although in different order. Formally,

[ ] [ ] [ ] [ ] [ ] [ ]( )iejejeieji ˛Þ˛"Ù˛Þ˛"Û= (17)

Definition 14 (Set of k-Classes 1-Neighbours): we define the set of k-classes 1-
neighbour like the set formed by the k-classes 1-neighbour for each example.  Also,
by convenience, k-set of neighbouring classes will be named, instead of set of k-
classes 1-neighbour, and it will written like SNk 

 
where

[ ] [ ] [ ]{ }kkkk nSN ,...,2,1= (18)

Definition 15 (Reduced k-Set of Neighbouring Classes): we define k-set reduced of
neighbouring classes as the set of k-classes 1-neighbours where there are not two
equal classes. Formally,

[ ] [ ] [ ] [ ]{ }kkKkkkk jijiSNjSNiRSN „Þ„×˛"˛= (19)

We will identify the reduced sets of neighbouring classes with the examples that
have been reduced so that we do not lose information, that is to say, if the class [i] and
the class [j] are equal, since their neighbours are the same [w1...,wk],  then [i, j] has as
neighbours to [w1...,wk].
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4. Algorithm ‘‘Similar Nearest Neighbour" (S-NN)

Once seen all the necessary definitions that support the theory that we present in this
work, we describe the details of our algorithm in figure 2.

S-NN (U: Database) ret (RSN: Set of Classes)
0‹i

{ }‹iSN1

For each example j de U

[ ]{ }iii jSNSN 111 ¨‹

{ }‹-1

1

iRSN (by convenience RSN1
-1)

While 1

11

-„ ii RSNSN

( )ii SNreductionRSN 11 ‹

{ }‹+1

1

iSN

For each [ ] ii RSNj 11 ˛

For each [ ]ijk 1˛

[ ] [ ] [ ]iii kjj 11

1

1 ¨‹+

[ ]{ }1

1
1

1
1

1

+++ ¨‹ iii jSNSN

1+‹ ii

Fig. 2. Algorithm

The Input parameters are the U database, containing n examples with m attributes.
As we mentioned earlier, starting with the individual points as individual clusters, at
each successive step the clusters with identical neighbours are merged. The process is
repeated until we can not simplify the set of clusters.

S-NN treats each input point as a separate cluster, in each iteration of the while-
loop, until we can not simplify the set of clusters, we compute the neighbours of each
cluster member.

reduction (C:Set of Classes) ret (RSN:Set of Classes)
CRSN ‹

For each (x,y) con x, y ³ C
If [x]=[y] ([x]=[x][y]=[x]¬[y])

{ }yRSNRSN -‹
yxx ¨‹

Fig. 3. Reduction

The expression )i
1

(SNreductioni
1

RSN ‹  invokes to the following algorithm

shown in figure 3, whose assignment is to simplify the set of classes by means of the
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elimination of those classes that have exactly the same neighbours.  If there are two
classes x and y and they have the same neighbours, then the examples of y are added
to those of x, which both, will have exactly the same neighbours.

5. Results

5.1.   Iris

We have used the database Iris to illustrate the complete results of the method
because they are possible to be included in the article. However, we regret not to be
able to include, by lack of space, the intermediate results (set SN and RSN for each
order of iterations).

The next table contains two types of rows:
� odd rows: [class, examples of the class, neighbours of the examples of the class].

The first value refers to the class or labels; the second indicates how many
examples belong to the class that has the mentioned label; and the third value
corresponds with the number of neighbours that have got that class.

� even rows: the example of the class are placed on the left column, whose cardinal
corresponds with the second number of the previous row;  and in the right column
the neighbours of the examples of the class are placed, of the left column, and has
got as cardinal the third value of the previous row.

[A,50,50]
1, 6, 10, 18, 26, 31, 36, 37, 40, 42, 44, 47, 50, 51, 53, 54, 55,

58, 59, 60, 63, 64, 67, 68, 71, 72, 78, 79, 87, 88, 91, 95, 96,
100, 101, 106, 107, 112, 115, 124, 125, 134, 135, 138, 139,
143, 144, 145, 149, 136

1, 95, 106, 55, 36, 64, 125, 88, 107, 112,145, 134, 72, 67, 63, 37, 100,
31, 54, 135, 50, 47, 68, 6, 18, 101, 144, 78, 42, 143, 149, 139, 53, 51,
26, 115, 40, 10, 44, 96, 60, 124, 91, 58, 79, 138, 87, 59, 136, 71

[C, 47, 48]
2, 4, 17, 21, 23, 24, 39, 41, 45, 73, 80, 89, 102, 110, 126, 7,

13, 15, 20, 35, 27, 49, 104, 56, 57, 74, 148, 77, 81, 83, 111,
122, 123, 127, 131, 132, 146, 16, 75, 32, 34, 46, 52, 62, 82,
108, 137

2, 57, 122, 83, 131, 4, 15, 132, 13, 35, 81, 27, 41, 111, 123, 74, 17,
102, 23, 20, 127, 148, 34, 7, 80, 146, 46, 32, 75, 16, 5, 56, 49, 77, 126,
52, 104, 110, 73, 24, 62, 45, 108, 137, 82, 39, 21, 89

[B, 47, 49]
3, 28, 113, 8, 11, 14, 76, 85, 86, 116, 109, 121, 129, 19, 29,

30, 43, 66, 70, 99, 33, 98, 48, 133, 38, 61, 119, 65, 69, 84, 150,
93, 92, 94, 97, 103, 105, 114, 141, 118, 120, 140, 128, 130,
142, 22, 147

3, 92, 141, 113, 142, 119, 61, 29, 128, 11, 117, 103, 130, 28, 118, 147,
22, 69, 30, 105, 114, 76, 86, 66, 94, 19, 121, 43, 99, 116, 85, 65, 8, 109,
14, 33, 140, 98, 133, 70, 48, 129, 93, 38, 9, 150, 97, 84, 120

[C, 1, 1]
5 5

[B, 1, 1]
9 9

[B, 1, 1]
12 12

[C, 1, 1]
25 25

[C, 1, 1]
90 90

[B, 1, 1]
117 117

 
 For the database Iris 4 iterations have been needed, in each one of which the

cardinal one of set RSN has been: 98, 62, 19 and last the 9 that is in the table.
 The method offers a very valuable information because it provides:
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� The number of regions: 9.
� If the examples of the class agree with the neighbours (fact that happens for the

class A) then the region is clearly separable of the rest.
� Which are the examples that make difficult the classification (5, 9, 12, 25, 90 and

117), therefore, we could extract them from the database for a later classification.
� An estimation of the error rate on the training file (let us take into account that if

we keep the three first regions we would be around 96%, that is approximately
what they provide other good sort keys).

5.2.   Breast Cancer

For this database (with the 683 examples without noise), and needing 5 iterations we
have obtained 44 regions.  The regions calculated in each iteration are:  440, 308, 142,
45 and 44.  The two first are stops A (427 examples) and for B (210 examples), which
means that only with these two we would be around the 93,26% of the information.

Regarding the computational cost of the algorithm, the executions have been made
in a PC Pentium 550 MHz and for the database Iris it uses less than 1 second;  for the
breast cancer database it uses 2 minutes.

6. Conclusions

The definitions presented in this article base the theory that it supports on algorithm
S-NN. The algorithm, besides does not need parameters is determinist. As for the
information that it provides, in the example Iris it is demonstrated that it is able to
obtain: a geometric idea of the distribution of examples of the database; an estimation
of the number of regions (possible rules); an estimation of the difficulty of
classification of the database; and which are the examples that make difficult the
learning of the database, with a view to eliminate them in the phase of learning.

On the other hand, algorithm S-NN allows some interesting directions, which we
are studying, as far as the reduction criterion is concerned (it see point 2,1 of the
reduction algorithm). Three criteria of reduction exist:  a restrictive criterion (the one
that at the moment is applied, that is to say, they will be reduction if the two classes
are exactly equal);  a moderate criterion (there will be reduction if one of the classes
is included in the other);  and, finally, a relaxed criterion (there will be reduction if the
intersection of the classes is not empty).  These criteria provide different solutions, as
much more numerous as for regions, as restrictive is the reduction criterion. The
characteristics of the contributed solutions as well as their differences, both analytical
and geometrically, will be object of next works.  In the same way, another interesting
line is the use of the set of classes of neighbours like sort key.
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Abstract. This paper describes a machine learning method, called Regression
by Selecting Best Feature Projections (RSBFP). In the training phase, RSBFP
projects the training data on each feature dimension and aims to find the
predictive power of each feature attribute by constructing simple linear
regression lines, one per each continuous feature and number of categories per
each categorical feature. Because, although the predictive power of a
continuous feature is constant, it varies for each distinct value of categorical
features. Then the simple linear regression lines are sorted according to their
predictive power. In the querying phase of learning, the best linear regression
line and thus the best feature projection are selected to make predictions.

Keywords: Prediction, Feature Projection,  Regression.

1 Introduction

Prediction has been one of the most common problems researched in data mining and
machine learning. Predicting the values of categorical features is known as
classification, whereas predicting the values of continuous features is known as
regression. From this point of view, classification can be considered as a subcategory
of regression. In machine learning, much research has been performed for
classification. But, recently the focus of researchers has moved towards regression,
since many of the real-life problems can be modeled as regression problems.

There are two different approaches for regression in machine learning community:
Eager and lazy learning. Eager regression methods construct rigorous models by using
the training data, and the prediction task is based on these models.  The advantage of
eager regression methods is not only the ability to obtain the interpretation of the
underlying data, but also the reduced query time. On the other hand, the main
disadvantage is their long train time requirement. Lazy regression methods, on the
other hand, do not construct models by using the training data. Instead, they delay all
processing to prediction phase. The most important disadvantage of lazy regression
methods is the fact that, they do not provide an interpretable model of the training
data, because the model is usually the training data itself. It is not a compact
description of the training data, when compared to the models constructed by eager
regression methods, such as regression trees and rule based regression.

In the literature, many eager and lazy regression methods exist. Among eager
regression methods, CART [1], RETIS [7], M5 [5], DART [2], and Stacked
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Regressions [9] induce regression trees, FORS [6] uses inductive logic
programming for regression, RULE [3] induces regression rules, and MARS [8]
constructs mathematical models. Among lazy regression methods, kNN [4, 10, 15] is
the most popular nonparametric instance-based approach.

In this paper, we describe an eager learning method, namely Regression by
Selecting Best Feature Projections (RSBFP) [13, 14]. This method makes use of the
linear least squares regression.

A preprocessing phase is required to increase the predictive power of the
method. According to the Chebyshev’s result [12], for any positive number k, at least
(1 – 1/k2) * 100% of the values in any population of numbers are within k standard
deviations of the mean. We find the standard deviation of the target values of the
training data, and discard the training data whose target value is not within k standard
deviations of the mean target. Empiricaly, we reach the best prediction by taking k

as ¥¬
2.

In the first phase, RSBFP constructs projections of the training data on each
feature, and this phase continues by constructing simple linear regression lines, one
per each continuous feature and number of categories per each categorical feature.
Then, these simple linear regression lines are sorted according to their prediction
ability. In the querying phase of learning, the target value of a query instance is
predicted using the simple linear regression line having the minimum relative error,
i.e. having the maximum predictive power. If this linear regression line is not suitable
for our query instance, we keep searching for the best linear regression line among the
ordered list of simple linear regression lines.

In this paper, RSBFP is compared with three eager (RULE, MARS, DART) and
one lazy method (kNN) in terms of predictive power and computational complexity.
RSBFP is better not only in terms of predictive power but also in terms of
computational complexity, when compared to these well-known methods. For most
data mining or knowledge discovery applications, where very large databases are in
concern, this is thought of a solution because of low computational complexity. Again
RSBFP is noted to be powerful in the presence missing feature values, target noise
and irrelevant features.

In Section 2, we review the kNN, RULE, MARS and DART methods for
regression. Section 3 gives a detailed description of the RSBFP. Section 4 is devoted
to the empirical evaluation of RSBFP and its comparison with other methods. Finally,
in Section 5, conclusions are presented.

2 Regression Overview

kNN is the most commonly used lazy method for both classification and regression
problems. The underlying idea behind the kNN method is that the closest instances to
the query point have similar target values to the query. Hence, the kNN method first
finds the closest instances to the query point in the instance space according to a
distance measure. Generally, the Euclidean distance metric is used to measure the
similarity between two points in the instance space. Therefore, by using Euclidean
distance metric as our distance measure, k closest instances to the query point are
found. Then kNN outputs the distance-weighted average of the target values of those
closest instances as the prediction for that query instance.



An Eager Regression  Method Based on Best Feature Projections         219

In machine learning, inducing rules from a given train data is also popular. Weiss
and Indurkhya adapted the rule-based classification algorithm [11], Swap-1, for
regression.   Swap-1 learns decision rules in Disjunctive Normal Form (DNF). Since
Swap-1 is designed for the prediction of categorical features, using a preprocessing
procedure, the numeric feature in regression to be predicted is transformed to a
nominal one. For this transformation, the P-class algorithm is used [3]. If we let {y}
be a set of output values, this transformation can be regarded as a one-dimensional
clustering of training instances on response variable y, in order to form classes. The
purpose is to make y values within one class similar, and across classes dissimilar. The
assignment of these values to classes is done in such a way that the distance between
each yi and its class mean must be minimum. After formation of pseudo-classes and
the application of Swap-1, a pruning and optimization procedure can be applied to
construct an optimum set of regression rules.

MARS [8] method partitions the training set into regions by splitting the features
recursively into two regions, by constructing a binary regression tree. MARS is
continuous at the borders of the partitioned regions. It is an eager, partitioning,
interpretable and an adaptive method.

DART, also an eager method, is the latest regression tree induction program
developed by Friedman [2]. It avoids limitations of disjoint partitioning, used for other
tree-based regression methods, by constructing overlapping regions with increased
training cost.

3 Regression by Selecting Best Feature Projections (RSBFP)

RSBFP method tries to determine the feature projection that achieves the highest
prediction accuracy. The next subsection describes the training phase for RSBFP, then
we describe the querying phase.

3.1 Training

Training in RSBFP begins simply by storing the training data set as projections to
each feature separately. A copy of the target values is associated with each projection
and the training data set is sorted for each feature dimension according to their feature
values. If a training instance includes missing values, it is not simply ignored as in
many regression algorithms. Instead, that training instance is stored for the features on
which its value is given. The next step involves constructing the simple linear
regression lines for each feature. This step differs for categorical and continuous
features. In the case of continuous features, exactly one simple linear regression line
per feature is constructed. On the other hand, the number of simple linear regression
lines per each categorical feature is the number of distinct feature values at the feature
of concern. For any categorical feature, the parametric form of any simple regression
line is constant, and it is equal to the average target value of the training instances
whose corresponding feature value is equal to that categorical value. The training
phase continues by sorting these regression lines according to their predictive power.
The training phase can be illustrated through an example.
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Let our example domain consist of four features, f1, f2, f3 and f4, where f1, f2 are
continuous and f3, f4 are categorical. For continuous features, we define minvalue[f]
and maxvalue[f] to denote the minimum and maximum value of feature f, respectively.
For categorical features,  No_categories [f] is defined to give the number of distinct
categories of feature f. In our example domain, let the following values be observed:

minvalue[f1] = 4,  maxvalue[f1] = 10
minvalue[f2] = 2,  maxvalue[f2] = 8

No_categories [f3] = 2  (values: A, B)
No_categories [f4] = 3  (values: X, Y, Z)

For this example domain, 7 simple linear regression lines are constructed: 1 for f1, 1
for f2, 2 for f3, and finally 3 for f4. Let the following be the parametric form of the
simple linear regression lines:

Simple linear regression line for f1: target = 2f1 - 5
Simple linear regression line for f2: target = -4f2 + 7
Simple linear regression line for A category of f3: target = 6
Simple linear regression line for B category of f3: target = -5
Simple linear regression line for X category of f4: target = 10
Simple linear regression line for Y category of f4: target = 1
Simple linear regression line for Z category of f4 : target = 12

The training phase is completed by sorting these simple linear regression lines
according to their predictive accuracy. The relative error (RE) of the regression lines
is used as the indicator of predictive power: the smaller the RE, the stronger the
predictive power. The RE of a simple linear regression line is computed by the
following formula:

RE = 
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actual target value of the ith

 training instance. The MAD (Mean Absolute Distance) is
defined as follows:
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Here, t̂ (qi) denotes the predicted target value of the ith training instance according to
the induced simple linear regression line.

We had 7 simple linear regression lines, and let’s suppose that they are sorted in the
following order, from the best predictive to the worst one:

f3=A  >  f4=X  >  f2  >  f1  >  f4=Y  >  f4=Z  >  f3=B
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This shows that any categorical feature’s predictive power may vary among its
categories. For the above sorting schema, categorical feature f3 ’s predictions are
reliable among its category A, although it is very poor among category B.

3.2 Querying

In order to predict the target value of a query instance ti, the RSBFP method uses
exactly one linear regression line. This line may not always be the best one. The
reason for this situation is explained via an example. Let the feature values of the
query instance ti be as the following:

f1(ti) = 5,    f2(ti) = 10,    f3(ti) = B,     f4(ti) = missing

Although the best  linear regression line is f3=A, this line can not be used for our
ti , since f3(ti)  „ A. The next best linear regression line, which is worse than only
f3=A, is f4=X. This line is also inappropriate for our ti. No prediction can be made for
missing feature values (f4(ti) = missing). Therefore, the search for the best linear
regression line continues. The line constructed by f2 comes next. It is again not
possible to benefit from this simple linear regression line. Because f2(ti) = 10, and it
is not in the range of f2, (2,8). Fortunately, we find an appropriate regression line in
the fourth trial. Our f1(ti), which is 5, is in the range of f1, (4,10). So the prediction
made for target value of ti is (2 * f1(ti) - 5) = (2 * 5 - 5) = 5. Once the appropriate
linear regression line is found, remaining linear regression lines need not be dealed
anymore.

4 Empirical Evaluation

RSBFP method was compared with the other well-known methods mentioned above,
in terms of predictive accuracy and time complexity. We have used a repository
consisting of 26 data files in our experiments. The characteristics of the data files are
summarized in Table1. Most of these data files are used for the experimental analysis
of function approximation techniques and for training and demonstration by machine
learning and statistics community.

10 fold cross-validation technique was employed in the experiments. For lazy
regression method k parameter was taken as 10, where k denotes the number of
nearest neighbors considered around the query instance.

In terms of predictive accuracy, RSBFP performed the best on 9 data files among
the 26, and obtained the lowest mean relative error (Table 2).

In terms of time complexity,  RSBFP performed  the best in the total (training +
querying) execution time, and became the fastest method (Table 3, 4).

In machine learning, it is very important for an algorithm to still perform well when
noise, missing feature value and irrelevant features are added to the system.
Experimental results showed that RSBFP was again the best method whenever we
added 20% target noise, 20% missing feature value and 30 irrelevant features to the
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system, by having the lowest mean relative errors. RSBFP performed the best on 7
data files in the presence of 20% missing  feature value, the best on 21 data files in the
presence of 20% target noise and the best on 10 data files in the presence of 30
irrelevant features (Table 5, 6, 7).

5 Conclusions

In this paper, we have presented an eager regression method based on selecting best
feature projections. RSBFP is better than other well-known eager and lazy regression
methods in terms of prediction accuracy and computational complexity. It also enables
the interpretation of the training data. That is, the method clearly states the best feature
projections that are powerful enough to determine the value of the target feature.

The robustness of any regression method can be determined by analyzing the
predictive power of that method in the presence of target noise, irrelevant features and
missing feature values. These three factors heavily exist in real life databases, and it is
important for a learning algorithm to give promising results in the presence of those
factors. Empirical results indicate that RSBFP is also a robust method.

Table 1. Characteristics of the data files used in the empirical evaluations, C: Continuous, N:
Nominal
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Table 2. Relative errors (REs) of algorithms. Best REs are shown in bold font

Table 3. Train time of algorithms in milliseconds. Best results are shown in bold font
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Table 4. Query time of algorithms in milliseconds. Best results are shown in bold font

Table 5. REs of algorithms, where 20% missing feature value are added. Best Res are shown
in bold font (* Means result isn’t available due to singular variance/covariance matrix)
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Table 6. REs of algorithms, where 20%  target noise are added. Best REs are shown in bold
font

Table 7. REs of algorithms, where 30 irrelevant features are added. Best Res are shown in bold
font (* Means result isn’t available due to singular variance/covariance matrix)
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Abstract. In this paper a combined use of reinforcement learning and simulated
annealing is treated. Most of the simulated annealing methods suggest using
heuristic temperature bounds as the basis of annealing. Here a theoretically es-
tablished approach tailored to reinforcement learning following Softmax action
selection policy will be shown. An application example of agent-based routing
will also be illustrated.

1   Introduction

Agent-based solutions for certain kinds of problems have become quite popular nowa-
days. The main advantage of all of these approaches is that an agent system is created
to be able to cope with dynamically changing environment. Most of the agents capable
of learning, apply reinforcement learning (RL). RL approaches maintain preference
values or, simply, values (state values, action-state values) which are some estimations
of environment's possible future honor or dishonor. Action selection policy can be
defined over these preferences, i.e. what action the agent should choose in order to
maximize the long-run reward given by the environment. In order to set up prefer-
ences, the agent must gain as much experience from interacting with its environment
as possible. This behavior is called exploration. When the agent uses its knowledge it
does exploitation. However, balancing between exploration and exploitation is funda-
mentally a difficult task and in the literature [10] only heuristic solutions have been
suggested for solving it.

In this article some theoretical considerations of combining action selection policy
with simulated annealing will be provided. It will be shown that the exploration as
well as the exploitation properties can be approached with any small error and finite
temperature values can be assigned to the two extreme behaviors marking a possible
cooling (or in this context, balancing) domain.

2   The Problem

Suppose that there is a decision-making agent (either a human being, or a computa-
tional agent), having n action choices denoted by a1, a2, … , an in a certain situation. To
each action a finite preference value is assigned, which represents the “goodness” of
that choice. The higher this number, the higher the preference. Preferences are denoted
by Q1, Q2, …, Qn. and nQQQ £££ ...21 . Suppose that the agent follows Boltzmann
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action selection policy, i.e. defines a probability distribution on the full action set,
assigning probabilities to actions according to the formula as follows:
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In the formula above, a non-negative real-valued parameter T, which is called tem-
perature, controls the action selection policy. (Note that in statistical mechanics the

exponential of both the numerator and the denominator was 
kT

Ei- where Ei is the po-

tential energy, k is Boltzmann’s constant.)

3   Convergence of Boltzmann-Formula

Theorem 1: If T temperature approaches to infinity, the action selection probability of
all of the actions approaches to the uniform distribution; if T goes to zero the prob-
ability of selecting the strictly highest Q-valued action goes to 1, while the selection
probability of others’ goes to 0. If there are k numbers of maximal equally preferred

actions, the probability of making selections from among these actions goes to 
k

1
 as T

goes to zero1. 

Let us prove the above principles. First a transformation of the Boltzmann-formula
is required serving as the starting point of all proofs through the rest of the paper.
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The parameters’ domain is set to

Z],[ maxmin Ì˛ QQQi , ni ,...,2,1= ,

R]1,0[ Ì˛ip , ni ,...,2,1= .

Here Z denotes the set of integers and R denotes the set of real numbers.

                                                          
1 Note that T may never reach 0. Also note that if T goes to 0, the action selection becomes

more deterministic.
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The case of temperature approaching infinity has, therefore, been proven.
In the second case, when temperature approaches to zero, there are two sub-cases:

the first one is when there is only one maximal preference value, and the second one is
when there are k equal and maximal preference values.
Before deriving the limes expressions, equation (2) should be further transformed.
Since j runs from 1 to n, it is necessary that j = i be satisfied at least once. Thus,
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4   Accuracy of the Approach

It has been proven that Boltzmann’s formula converges to uniform distribution as T
goes to infinity and to the greedy distribution2 as T goes to 0. It is also an interesting
question that in case the Q-values are let constant, to what degree the formula ap-
proaches the extremities when the T parameter changes. The question can also be
posed in the following way: can a maximal temperature be found so that the pi prob-
abilities approach uniform distribution with any small error, say e, and also can a
minimal temperature be determined from below reaching the greedy distribution is
also guaranteed with a small error. The answer to both questions is positive, and the
following theorem provides the values of these temperature bounds.

Theorem 2: Given an 0>e , small positive number, and an upper and a lower limit of
Q-values, Qmax and Qmin. The following inequalities are held under these circumstances:
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(Note that d is the minimal difference between the highest and second highest Q-
value, and due to the discrete nature of Qs, this difference is minimally 1. Also note
that more than one maximal and equal Q-values are excluded from this examination.
                                                          
2 Greedy distribution is used as a synonym for a distribution in which the probability of one

action is 1 and of the others are 0.
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Also note that the minimal T for which the inequality (a) is satisfied will be referred
to as Tmax (or exploration temperature) and the maximal T for which inequality (b) is
satisfied will be referred to as Tmin (or exploitation temperature) throughout the rest of
the paper. ) 

It is a simpler task to establish (a), since the upper bound of temperature comes
from the limitation of Q-values. The goal is as follows:
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It comes from the preconditions that ],[, maxmin QQQQ ji ˛ , which can be written as

maxmin , QQQQ ji ££ , for ji," . So it is easy to see that
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Putting inequalities (5) and (6) together, a lower bound on pi is received. Following
similar calculations, also an upper bound can be determined, and the two bounds for pi

can be written as
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e value must be found for which the bounds of equation (4) could be held to the
bounds of equation (7) as well. Hence, a stricter property is formulated as
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As for part (b) of Theorem 2, the theoretical lower bound of the temperature is
naturally 0, but using zero temperature causes division by zero error during numerical
computations. So, in practical applications the lower limit of the temperature must be
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slightly higher than zero, even high enough to avoid floating point errors, but small
enough to guarantee greedy probability distribution on a certain error level.

Since the probability pi can never be larger than 1, instead of equation e<- ip1 ,

equation e<- ip1  is considered. It was clear in part (a) that bounds on pi values

must be found, but in this special case only the lower bound of pi is to be examined.
Taking the form of equation (3) of the Boltzmann-formula, the lower bound can be set
as
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for some d. Getting denominators disappeared, the previous inequality is held if
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Returning to e<- ip1 , the inequality must also be held, if the value pi is replaced by

a stronger constraint, by the left-hand side part of inequality (9). So,
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Property 1: Since e is a small positive error, it is reasonable to suppose that
5.0<e , in which case the argument of the logarithmic expression falls between 0

and 1, yielding the whole logarithmic expression to be negative.

Due to the division by a negative number, the relational signal turns over, and the
lower temperature bound is expressed as
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Notice that, due to the negative sign of the numerator and also to Property 1 (negative
sign of the denominator), the temperature will be positive. 

5   Implementation Experiences of Temperature Bounds

The use of temperature bounds emerges when the preferences are changing in time
and there is a balance problem between exploitation of agent’s current knowledge and
exploration of new, supposedly better actions. If the preference values change in time,
the agent should raise its temperature up to Tmax in order to let actions be selected with
equal probability. Then, cooling to Tmin is required according to some cooling function
[6].

It is easy to see that the theoretical values of Tmax and Tmin are useful. In practice,
however, it is also satisfactory letting “exploration temperature” (i.e. Tmax) slightly
below and “exploitation temperature“ slightly above the theoretical values.

A concrete implementation of the temperature bounds' theorem is carried out in
agent-based Internet packet routing protocol assignment. In this example a network of
routers is represented by a directed graph and the task is to transfer data packet from a
source node to a sink node, on the shortest possible path in time [1][8]. Each agent
maintains a routing table, which is defined as a preference table with rows indicating
possible next-hop routers, and columns stating the known destinations, and table slots
maintaining the preference values. The routing decision is about to assign a next-hop
machine to each incoming data packet provided that its destination is known. (This
type of routing is referred to as destination-based routing in networking technology.)
A router must make its decision locally. Two extreme behaviors of router agents are
distinguished: the router tries to find new routes and wishes to deliver data via known
routes. The temperature parameter is used to balance the agent between the two ex-
treme behaviors and temperature bounds are used to mark the possible domain of
balancing. By implementing temperature-based models it is also possible that each
agent has its own temperature value and, therefore, its own capability of finding new
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routes. This feature is particularly important when the network is large, and re-
calculating routes for the whole network, due to some change in the environment,
would be infeasible.

A routing simulator has been implemented in Java, and a network-level temperature
model has been created. An automatic cooling and re-cooling algorithm was used
based on the theoretical temperature bounds, which provided good results in the sense
of dynamic behavior on a large variety of test-topologies.

Conclusions

In the paper reinforcement learning algorithm that uses Boltzmann’s action selection
policy has been shown. A crucial question of all reinforcement learning approaches is
how exploration and exploitation can be balanced. The paper has given theoretical
limits of the balancing domain by using temperature parameter and bounds familiar
from simulated annealing.

An application example of re-learning shortest paths on large-scaled networks was
also mentioned.
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Abstract. Materialized views speed up query response time at the cost
of view maintenance and data duplication. However, for some systems,
the use of materialized views is restricted by factors like space availability
and query response time. Not all possible views for a multidimensional
cube can be materialized because the number of views grows exponential
to the number of cube dimensions. The system must decide which subset
of materialized views produce the maximum benefit in terms of some
constraints. There are many algorithms in the literature that address
this problem, BPUS and PBS algorithms address the problem of view
selection in multidimensional database using a benefit metric based on
space availability. This paper presents a design and implementation of a
tool for view selection for multidimensional databases.

1 Introduction

Queries on OLAP systems need a great amount of aggregation (i.e. summa-
tion, average, count, etc.) on the fact table for all the possible combinations
of dimensions. Aggregations in databases take a lot of computational time and
people using OLAP systems for decision support can’t afford that. If these ag-
gregations are precalculated an stored in the database as materialized views,
the query response time decreases since the system doesn’t need to recalculate
all the aggregations every time a query is asked to the OLAP system. How-
ever, depending on the data configuration, the number of possible materialized
views grows exponentially with the number of dimensions of the cube, making
impossible to materialize all possible views due to system (or user) restrictions.

In general, a cube with n dimensions has 2n possible views. System restric-
tions like space availability make impossible to store and maintain so many views.
However, this is not an all-or-nothing problem. Only a subset of the views can
be materialized and the rest of the views can be calculated using a rewritten
expression based on the materialized ones. But one question arises: What subset
to materialize? The answer is the views that produce the best benefit given some
system/user restrictions. For 256 views, the number of possible subsets is 2256.
So it’s impossible to try to attempt an exhaustive search for the best subset, it’s
just impracticable.
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The problem of view materialization can also be seen as a search problem (like
search problems in artificial intelligence) where the search space is all the possible
subsets of views and the goal state is the subset that maximizes/minimizes the
restriction. As in all search problems in AI, the search process must use some
kind of heuristic to boost the speed and performance of the search. This is why
most of the algorithms in the literature for view materialization selection use
some kind of heuristics (depending on the restriction) to drive the search. These
algorithms don’t produce the best subset but instead a subset that achieves
some degree of performance (63% in the case of the PBS algorithm). A general
framework for view selection problems is detailed in [1]. The framework identifies
the view selection problem as the problem of selecting views to materialize based
on the satisfaction of different design goals. Goals can be a minimization of a
cost function (e.g. query evaluation cost, view maintenance cost, operational
cost, etc.) or system/user constraints (e.g. space available, query response time,
etc.).

This paper uses as a design goal a benefit metric defined in [2] that can be
catalogued according to [1] as a system constraint: space availability. The subset
of views to be materialized has to produce the maximum benefit to the system [2].
The trade-off between available space for materialized views and query response
time is explained in detail in [2] and [3]. Different algorithms have been proposed
to address the problem of view selection on multidimensional databases. Some
of them, like the BPUS [5], the PBS [2] and the Modified PBS [4], are based on
a benefit metric that the algorithm has to maximize in order to select the subset
of views with better query response time vs. space availability.

This paper presents the design and initial implementation of a general tool for
view selection problems in multidimensional databases. It is organized as follows.
The tool functionality is presented first, describing all the features implemented
in this version of the tool. Then, the tool architecture and modules are described
in section 3. Section 4 introduces some implementation details like algorithms
and data structures. Section 5 introduces the user interface. Finally, conclusions
and future work oriented to the enhancement of the tool for the next version is
discussed in section 6.

2 Tool Functionality

The tool has a modular design where every module can be replaced as needed.
For example, the module responsible of the view benefit calculation, which by
defaults, is based on the PBS [2] algorithm, can be replaced for a different module
implementing any other benefit based algorithm like BPUS [5] or Modified PBS
[4], in the case of space availability, or any other algorithm that uses different
goals as view selection conditions. The input to the tool is metadata describing
a star/snowflake schema. The metadata includes: description of the fact table,
dimensions, aggregation operations against the fact table, and statistics about
the data. Statistics about the data include cardinality of the dimensions domain,
number of tuples in the fact table as well as expected number of tuples for each
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view in the multidimensional cube. This metadata can be entered to the system
in three ways: (1) the user can specify an input data file containing the required
metadata following a specific XML format, (2) the user can interactively specify
the metadata using a graphical user interface for that purpose, or (3) the user can
use one of the integration modules to obtain the metadata from data dictionaries
on databases like Oracle and MSSQL Server OLAP Server.

Once the tool analyzes the metadata, the user is provided with important
information, like for example: total number of possible views to materialize,
total space required in case all views are materialized, and any other relevant
information that can be derived about the fact table and dimensions attributes.
Also, a graphical implementation of a lattice for the views and the star/snowflake
schema is presented to help the user visualize the problem. The system explains
to the user why the subset chosen is the best subset using different criteria like
time required vs. space used or number of tuples to scan saved. The system
presents to the user a selection interface where the user can interactively modify
and expand/contract the view selection conditions. For example, in the case of
space availability, the user can increase/decrease the amount of space available
while the system calculates the views to select in real time.

The system also provides the functionality that, given a set of views to mate-
rialize indicated by the user, it calculates the benefit of that set compared with
the optimal solution as calculated by the view selection algorithm. The details
about this feature are explained in the implementation details in section 4. Fi-
nally, the system must explain what assumptions, if any, where considered to
obtain the results.

3 System Architecture

The system architecture for the view selection tool is presented in figure 1.
The main two modules for the tool are the Metadata Analyzer Module and the
Calculation Module.

The job of the Integration Module is to retrieve the metadata about the
fact table and dimensions, as well as statistics about dimension cardinality and
number of tuples. As explained in section 2, metadata can be retrieved from
input data files, interactively using a GUI or from database data dictionaries.
In order to accommodate for heterogeneous database systems, wrappers must
be defined for each DB. For the specific implementation of the tool, Java JDBC
is used as a universal wrapper. JDBC has a wide range of interoperability with
the most common databases, so it’s not needed to implement new wrappers.
For further information about wrappers refer to [3]. The Integration Module
is also responsible to pass the metadata information in the proper format to
the Metadata Analyzer Module. This module is responsible of the metadata
interpretation. It also creates an abstraction level between the format used as
data input and the format required by the calculation algorithm residing in
the Calculation Module. Using this approach is easy to replace the calculation
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Fig. 1. System Architecture for the view selection tool

algorithm without affecting the front end of the tool. The metadata analyzer
also serves information to the Metadata Visualization Module.

The job of the Metadata Visualization Module is to provide to the user a
graphical representation of the metadata, currently represented as a lattice and
the star/snowflake schema representation of the fact table and dimensions. The
Explanation Module is responsible of presenting the technical justification of
the set of views chosen by the tool to the user. Every algorithm plugged in the
tool needs to provide different “explanation” sets, like for example, an explana-
tion of the selection goal used by the algorithm, an explanation of the metrics
used to accomplish the goal, set of statistics used, etc. The job of the Interac-
tive/Statistics Module is to manage statistics calculation for the representation,
like for example, in the case of an algorithm that uses space constraints, a graph
of space vs. query response time [2]. It also allows the user to manipulate this
statistics and the result set of views to see differences in view selection criteria.

Finally, the most important module, the Calculation Module is responsible of
the calculation of the optimal set of views that maximize the benefit. Although
the current algorithm used for this module is the PBS algorithm of [2], this
module can host multiple algorithms that can be applied to the same metadata
to see differences in algorithm response time and result set. As explained before,
to allow for the implementation of multiple algorithms, this module retrieves the
data from the Metadata Analyzer Module.

4 Implementation Details

4.1 View Selection Algorithm

The most important requirement for this tool is to allow working with any
kind of view selection algorithm. Using Java interface declaration, an interface
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for a generic algorithm is defined which every algorithm plugged in the tool
must implement. The following is a subset of the methods declared by the in-
terface: getAdvantageMeasure(), getBenefitTable(), findOptimalViews(),
getBenefitExplanation(), getAdvantageMeasureExplanation().

The Algorithm interface defines the signature required by algorithms to be
plugged in to the tool. The findOptimalViews method is used to calculate the
set of views to materialize using a benefit table (in case the algorithm uses
some kind of benefit metric to satisfy the condition, like in the case of the PBS
algorithm [2]). The getBenefitTable method returns a table representation
of the benefit table to be displayed in the statistical module of the tool. The
getBenefitExplanation method returns a string that represents an explana-
tion of the benefit function used by the algorithm to calculate the subset of
views to materialize, this method is used by the explanation module to display
explanation information to the user. Finally, the findOptimalViews method is
the principal and most important method in the interface. It encapsulates the
implementation of the algorithm to calculate the optimal set of views to be ma-
terialized. The findOptimalViews method can use information encapsulated in
a Lattice and Database structure to calculate the set of views. It can also make
use of the benefit table in case the algorithm requires it.

The getAdvantageMeasure method is used when a performance compari-
son between the views selected by the algorithm and the views selected by the
user is necessary. For the case of the PBS Algorithm the advantage measure
represents the number of rows saved to scan for a particular set of material-
ized views. The advantage measure can represent different comparisons values
depending on the algorithm used in the implementation. With the use of the
method getAdvantageMeasureExplanation, is possible to present to the user
an explanation (either quantitative or qualitative) of the advantage measure. For
the PBS Algorithm the advantage measure is calculated as follows:

advantage =
∑

i∈lattice

f(i), where f(i) =
{

tuples(i) if i is selected
tuples(j) if i is not selected (1)

In the formula above, tuples(i) is the number of tuples that the element i has in
the lattice. The element i is selected if it belongs to the set of materialized views
selected by the algorithm or selected interactively by the user. The j represents
the parent of the element i that is selected and has the minimum number of tuples
among the parents. If the element i has no selected parent then the parent is the
upper most element in the lattice.

The tool allows the dynamic load and unload of different algorithms, however
only one algorithm can be active at any given time. Future work will be focused
on the implementation of and MDI (Multi Document Interface) so the user can
have multiple instances of the same problem and apply different algorithms and
measures to each instance. Algorithms are loaded/unloaded using the concept
of a plug-in. Plug-ins are added to the tool in a dynamic fashion using a Plug-in
Manager. A plug-in is basically a .class compiled Java file that implements the
algorithm interface described earlier. When a plug-in is loaded, the file name
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(without the .class extension) is used as the plug-in name. Every time an
algorithm needs to be executed the system checks for the current selected plug-in.
In order to dynamically create class instances at run time, the createInstance
method in the Class.forName(<plug-in>) class is executed. Using this method,
the tool is not tied to a particular algorithm.

The benefit table is a table identifying the benefit metric as given by the
specific algorithm and obtained from view materialization per every possible
materialization combination. For the PBS Algorithm, the benefit for each ele-
ment is given by [2]:

benefit = (tp − te) ∗ (sb + 1)/te (2)

where tp is the number of tuples in the upper most element of the lattice, te is
the number of tuples for the current element, and sb us the number of subsets
of the current element.

Most of the methods in the interface use an implementation of a lattice
structure that contains the set of all possible views to materialize. The lattice
structure defines methods to traverse the lattice, to obtain the top element of
the lattice, to select or deselect a lattice element, and methods required by the
visualization model to display a graphical representation of the lattice.

The tool implements the PBS Algorithm defined in [2] for which pseudo-code
for the main method in the interface is given below:

findOptimalViews(Lattice lattice,double space)
LatticeElement e=lattice.topElement();
e.setSelection(true);
Iterator i=benefitTable.iterator();
while(space > 0 && i.hasNext())

smallest=i.next();
if((space - smallest.tuples) >= 0)

space-=smallest.tuples;
e=lattice.findLatticeElement(smallest);
e.setSelection(true);

else space=0;

Note that the specific implementation of the PBS algorithm for this tool always
selects the top view (the view that includes all the dimensions) to be part of
the optimal set of materialized views. This is because any other view in the
lattice can be represented as a rewritten expression of the top view. The space
constraint represents the total number of tuples available for materialization of
views excluding the top view, e.g., if the space is n tuples, then the total number
of tuples in the set of materialized views cannot exceed n tuples. Although the
algorithm defined in [2] uses number of tuples as the space metric, the tool
modifies the algorithm to consider a most realistic metric representation for the
space constraint: the actual physical storage space (in bytes) of a view in the
RDBMS. The tool can retrieve this information from RDBMS statistics since
every data dictionary contains the type and size in bytes for every column in the
fact table and the dimensions attributes.



A View Selection Tool for Multidimensional Databases 243

With this metric, the benefit table presented earlier adds a fourth column
that represents the size in bytes of the materialized view. The size in bytes is
given by the following formula:

Nb =


 ∑

i∈dimension

size(d1) +
∑

i∈fact

size(fi)


 ∗ tuples (3)

where Nb is the size in bytes of the materialized view, size(x) is the size in
bytes of an attribute in a DB, and fact and dimensions correspond to the set
of attributes in the fact table and dimensions of the fact table. Currently the
number of tuples for each materialized view is estimated and given as input,
however, future work is oriented in the calculation of this approximation using
statistics obtained from the DB like the cardinality of the attributes.

4.2 Data Structures

Most of the methods implemented by the algorithm interface use a special im-
plementation of a lattice and database structure. A lattice is generated given a
set of dimensions used in the view materialization algorithm. Figure 2 presents
the lattice representation of an example view selection problem. Every element
in the lattice is represented by a LatticeElement structure, which defines a
set of methods and attributes to allow the manipulation and display of the
lattice element. The most important attributes of a lattice element are: the
set (which defines the subset of the dimension represented by the element, e.g.
{storeID, quarter}), the tuples (the number of tuples in the materialization
of the view represented by the lattice element), the size in bytes of the mate-
rialization, and the selected attribute (which indicates if a lattice element was
selected by the view selection algorithm).

Fig. 2. A lattice representation of a view problem
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Every lattice element is represented as a binary string of the size of the
dimensions. Using this binary format, a 1 in position i indicates the presence
of the attribute i in the lattice element, while a 0 represents the absence of the
attribute. For example, and reusing the lattice of figure 2, the size of the binary
string is 3 since there are only three dimensions and the order of the attributes is
cmy. With this attribute order, the string 111 represents the top most view and
the string 000 represents the lower most view. Other elements in the lattice are,
cy, represented by 101, and m represented by 010. This binary representation
of a lattice element speeds up operation in the view calculation algorithm, like
for example: calculate if a specific view is “child” of another view. Particularly
a view is a child of another if the following condition is true:

Va ⊆ Vb ⇐⇒ B(Va) ⊗ B(Vb) ≤ B(Va) (4)

where Vi represents the i view and B(x) is the binary representation of view x.
The ⊗ operator is the binary AND operator. The binary representation is then
transformed to its integer value and compared with the “child” view.

Using a binary representation of a lattice element is easy to know in what
level in the lattice the element resides (which is useful to construct the level
index explained later). Calculating the level of the element in the lattice is just
counting the number of 1s in the binary representation of the element.

The lattice structure also uses two index structures to store the lattice. The
first structure is an array of views indexed by the binary representation of the
view. Figure 3 shows an example of the index for the lattice in figure 2. The other
index structure represents the levels of the lattice; it stores the integer represen-
tation of the binary string for every materialized view. Even if the level of an
element in the lattice can be calculated as explained before, the precalculation
of this information stored in an index improves the speed of certain operations
(specially graphical operations). This second structure is used mostly for graph-
ical purposes even if it is also available to the algorithm interface methods in
case the algorithm needs to have access to the levels of the lattice. Using the
second index can improve calculation time in case of lattice with a high number

Fig. 3. Index structure for a lattice
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of dimensions, since the algorithms don’t need to calculate the hierarchy of the
lattice. Both index structures are calculated the first time the lattice is loaded
and don’t need to be maintained by the algorithms for view selection calculation.

Another data structure used by the tool is the Database structure. This struc-
ture is created by the integration module and it constitutes the middle interface
between the calculation module and the RDBMSs. The database structure is
designed to accommodate any type of RDBMS. This is basically a hierarchi-
cal structure where all the metadata information about a database is stored.
This structure allows storing the information about only one server at a time; if
the bases/dimensions tables reside in more than two servers then two database
structures are required. When the tool connects to a RDBMS the user needs to
specify which table constitutes the fact table and which table(s) constitute(s)
the dimension table(s). Future work is oriented to adopt a broader specification
for the database structure allowing different fact tables and fact table attributes
as dimensions (e.g. Time dimension).

5 User Interface

The interface was entirely created using the Java Swing UI library. Figure 4
presents the interface of the View Selection Tool. The figure is a snapshot of the
tool after the PBS Algorithm is applied to an example lattice retrieved from a
database. Note how the PBS Algorithm chooses the views marked in red in the
lattice displayed on the visualization panel. Note also how the explanation panel

Fig. 4. A snapshot of the View Selection Tool after the PBS algorithm is applied
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and the statistical panel are updated with the relevant information returned
by the implementation of the PBS Algorithm. The messages displayed in these
areas will vary with every implementation of a view selection algorithm plugged
into the tool.

Different panels comprise the tool. Panels like the lattice panel, star schema
panel, statistics panel and SQL views of the materialized views selected present
different alternatives to the database administrator to work with the view selec-
tion problem.

6 Conclusion

This paper presents an implementation for a view selection tool. The modular
design of the architecture and the implementation of the algorithm interface
allow for the use of multiple view selection algorithms using different goals and
metrics for the view selection problem. Even though the algorithm used by the
tool is the PBS algorithm, other algorithms like the BPUS and Modified PBS
can be used as well.

Future work is directed to the implementation of additional features pro-
posed in this paper. This includes the implementation of different view selection
algorithms to be plugged into the tool as well as the comparison module to al-
low statistical and metric comparison between different algorithms in the same
category or different categories. Future versions will also focus on the problem of
view selection for object oriented or object-relational oriented databases. More
work will be oriented to enhance the DB interoperability between the tool and
the JDBC interface to the different databases. Although most of the metadata
is retrieved automatically from the database connection, the user still needs to
specify some information in order to be able to run the algorithms in the tool.
Data, like expected number of tuples for each materialized view, will be auto-
matically calculated from the database.
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Abstract. A text mining system using domain-dependent dictionaries
efficiently analyzes text data. The dictionaries store not only impor-
tant words for the domains, but also rules composed of some impor-
tant words. The paper proposes a method that automatically acquires
the rules from the text data and their classes by using a fuzzy induc-
tive learning method. Also, in order to infer a class corresponding to
new text data, the paper proposes an inference method based on the
acquired fuzzy decision tree. Moreover, the efficiency of the methods
is verified through numerical experiments using more than 1,000 daily
business reports concerning retailing.

1 Introduction

Recently text mining techniques[1][2][3] that process directly reports have at-
tracted attention. One of the techniques[2] classifies daily business reports by
using two kinds of knowledge dictionaries and shows only the reports included
in a class of interest to us. In the case of this technique, the knowledge dictionar-
ies are important and have a great influence on classification results. However,
since the dictionaries are created through trial and error, it is difficult to apply
the technique to numerous problems. In this paper, section 2 introduces the text
mining system in [2], section 3 proposes a learning method and an inference
method of a knowledge dictionary, section 4 shows numerical experiments using
daily business reports, and section 5 shows summary and future works.

2 Text mining system

The text mining method in [2] classifies daily business reports by using two
kinds of knowledge dictionaries. One is called the key concept dictionary. The
dictionary is composed of three layers. The first layer is called the concept class
and shows a set of concepts that have a common feature. The second layer
is called the key concept and shows a set of expressions that have the same
meaning. The third layer is called the expression and shows important phrases
and words concerning a target problem. In this layer, the phrases and the words
are described in consideration with the inflection. For example, Figure 1(a) shows
a key concept dictionary in retailing. On the other hand, the other is called the
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concept relation dictionary. The dictionary is composed of condition part that
is a conjunction of key concepts and result part that is a text class. The text
class shows a viewpoint that classifies reports concerning a target problem. For
example, Figure 1(b) shows a relation described in a concept relation dictionary
in retailing.

Concept class Key concept Expression

Sales Good sales

V.S. last year

sell out

sell well

Bad sales remain unsold

do not sell well

Text class

Best practiceandSample

Key concept Key concept

Good sales

(a)Key concept dictionary (b)Concept relation dictionary

Fig. 1. Knowledge dictionary

The method decomposes the reports to words by lexical analysis. Each word
is checked as to whether it is registered in the key concept dictionary. If the word
is registered in it, the key concept corresponding to the word is assigned to the
report. The method also puts reports that have a concept relation into a group;
the relation is registered in the concept relation dictionary and is composed of
some key concepts and a text class. A reader reads the reports classified in classes
where each class represents her/his interests and looks through the trend of the
key concepts for all reports. Therefore, he/she efficiently utilizes the information.

3 Automatic acquisition of a knowledge dictionary

3.1 Learning method

A relation stored in a concept relation dictionary shows a meaning that occurs
by combining key concepts and is regarded as a kind of rule. On the other
hand, if it allows us to regard key concepts extracted by lexical analysis of a
daily business report as attribute values, their concept classes as attributes, and
a text class given by a human as a class of a training example, the example is
generated from the report. Thus, an inductive learning method[4][5] acquires the
relation from examples. It is necessary for the method to deal with the examples
that consist of attribute values with fuzziness and have some classes, because
the report usually includes fuzzy descriptions and the human may allocate some
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classes to the report. So, the IDTF shown in Table 1 is adapted as the method,
because it solves these problems based on the fuzzy set theory.

Table 1. IDTF algorithm.

1. Allocate a training example set to a new node and stack up the node.
2. Pick out a node from the stack. This algorithm is over, when you cannot do it.
3. Evaluate whether classes with degree of certainty should be allocated to the node.

Return to the step 2, when it is decided that the classes should be done.
4. (a) Create such fuzzy sets that represent an attribute for each attribute Ai, where

the sets are called by fuzzy class items.
(b) Calculate evaluation values of the attributes according to their items and the

training example subset allocated to the node.
(c) Select an attribute with the best evaluation value and allocate the attribute

to the node.
(d) Decompose the training example subset into new subsets according to its items

and allocate each subset to a new node.
(e) Create such branches that connect the original node to each new node and

allocate each item to its corresponding branch.
(f) Stack up the new nodes and return to the step 2.

The IDTF acquires rules, described by a fuzzy decision tree shown in the
left of Figure 2, from the examples. In this figure, each intermediate node de-
scribed by a shaded circle stores an attribute, each terminal node described by a
highlighted circle stores classes with degree of certainty, each branch described
by a line between nodes stores a fuzzy class item, and a course from the top
intermediate node to a terminal node shows a rule. That is, the tree has three
rules shown in the right of Figure 2.

3.2 Inference method

A fuzzy decision tree utilizes such an inference method that does not take into
consideration the fuzziness and such an inference method that do it. In the
former method, a class of an evaluation report is regarded as impossibility or
default class, when an attribute value of it is not equal to any fuzzy class items
on lower branches corresponding to a node. On the other hand, in such case, the
latter method transfers the report with degree of certainty to nodes immediately
below the node, evaluates both their degree and the degree of certainty of the
text classes in terminal nodes, and decides a text class corresponding to it by
total of results of the evaluations. The latter method utilizes attribute values of
the report more efficiently than the former one.

249Inductive Learning of a Knowledge Dictionary for a Text Mining System



Good reputationBad reputation

Sales

Good salesBad sales

Reputation(Missed opportunity,1.0)
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T1

T2 T3
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(1)If “Sales” is “Bad Sales”, then
the class is “Missed opportunity”
with 1.0.
(2)If “Sales” is “Good Sales” and
“Reputation” is “Bad reputation”,
then the class is “Other thing” with
0.8 and the class is “Best practice”
with 0.2.
(3)If “Sales” is “Good Sales” and
“Reputation” is “Good reputa-
tion”, then the class is “Best prac-
tice” with 1.0.

Fig. 2. Fuzzy decision tree

4 Numerical experiments

4.1 Training examples

The text mining system[2] classifies daily business reports concerning retail-
ing into three text classes: “Best practice”, “Missed opportunity”, and “Other
thing”. The system has a key concept dictionary composed of 13 concept classes
and a concept relation dictionary composed of 349 rules. In this experiments,
142 attributes are generated by structurizing the classes to keep their indepen-
dence. Also, reports with some key concepts belonging to the same attribute are
deleted, because the reports contain contradictions. Thus, 780 training exam-
ples are generated from 1,044 daily business reports, where the number of “Best
practice”, “Missed opportunity”, and “Other thing” are 47, 50, and 683.

4.2 Evaluation examples

Using the knowledge dictionaries and random numbers generates evaluation ex-
amples. That is, at first, an attribute value corresponding to each attribute is
decided by selecting either “nothing” or a key concept included into the attribute
based on the random numbers. Next, a class corresponding to a generated at-
tribute value set is decided by evaluating the concept relation dictionary. Thus,
an evaluation example is composed of a pair of the value set and the class. In
this experiments, 10,000 evaluation examples are utilized.

4.3 Evaluation method

In this experiments, it allows us to generate a concept relation dictionary from
training examples, infer classes of evaluation examples based on the generated
dictionary, and evaluate whether a class based on the dictionary given by a
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human and a class based on the generated dictionary are equal. Here, the de-
composition ratio changes 0%, 10%, and 20%, and the prune ratio changes 85%,
90%, 95%, and 100%. These parameters are parameters of the IDTF which con-
trol size of a fuzzy decision tree, the former parameter shows the minimum ratio
of training examples included in a terminal node for all training, and the lat-
ter parameter shows the minimum ratio occupied by the maximum class in a
terminal node. On the other hand, the inference methods are changed in an in-
termediate node and a terminal node. That is, the method in the intermediate
node is performed both in a case in which fuzziness is taken into consideration
and in one in which fuzziness is not taken into consideration. Also, the method
in the terminal node is performed both in a case in which priority is accorded
to the classes “Best practice” and “Missed opportunity” and in one in which
priority is not accorded to the classes.

4.4 Experimental results

Table 2 shows accuracy in the case that the prune ratio is 100%, the decompo-
sition ratio changes 0%, 10%, and 20%, and four inference methods are used. In
this table, “Deco. ratio = 0”, “10”, and “20” show results in the case that the de-
composition ratio is 0%, 10%, and 20%, “Propagation” and “Non-propagation”
show results in a case in which fuzziness is taken into consideration in an in-
termediate node and in one in which fuzziness is not taken into consideration,
and “Priority” and “Non-priority” show results in a case in which priority is
accorded to the classes “Best practice” and “Missed opportunity” and in one in
which priority is not accorded to the classes.

Table 2. Accuracy for daily business reports

Deco. ratio=0 Deco. ratio=10 Deco. ratio=20

Non-priority/Non-propagation 85.34 88.65 75.03

Non-priority/propagation 100.00 99.61 75.03

Priority/Non-propagation 85.34 86.04 100.00

Priority/Propagation 100.00 100.00 100.00

4.5 Considerations

This section shows that the proposed methods are efficient in terms of size of
fuzzy decision trees, accuracy, and selected attributes.

(1)Size of fuzzy decision trees: The maximum size of fuzzy decision trees is 90
and is composed of 37 intermediate nodes and 53 terminal nodes. The number
of rules included in the tree is 53. The number of the rules is much smaller than
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the 349 rules given by a human. Thus, we consider the learning method acquires
a compact concept relation dictionary.

(2)Accuracy: In the case of “Propagation” and “Priority”, each fuzzy decision
tree infers the appropriate class regardless of the decomposition ratios. The tree
also does so regardless of the prune ratios, however we do not show the table in
this paper. Thus, we consider that the learning method acquires fuzzy decision
trees with high accuracy and the inference method infers a class for an evaluation
example appropriately. Here, one reason is that “Propagation” has an effect
such that makes good the loss of training examples and the other reason is that
“Priority” has an effect such that makes good the loss of rules for “Other thing”.

(3)Selected attributes: The learning method selects “Sales” as the top at-
tribute in all cases. The result corresponds to the intuition that “Best practice”
and “Missed opportunity” have a strong relation with “Sales”. Thus, we consider
that the method acquires a concept relation dictionary coinciding with human
intuition.

We consider that the methods acquire a compact and accurate concept re-
lation dictionary and infer an appropriate class for each evaluation example by
these considerations.

5 Summary and future works

The paper proposed the learning method that acquires a concept relation dictio-
nary for a text mining system and the inference method using the dictionary. The
paper also verified the efficiency of the methods through numerical experiments
based on daily business reports concerning retailing.

In future works, we intend to try to acquire a key concept dictionary, because
it is time-consuming for a human to create it. Also, we intend to try to analyze
a questionnaire. The analysis is more difficult than the one concerning retailing,
because a questionnaire includes a lot of contents and is described with many
kinds of forms.
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Abstract. The goal of this article is to prove that the mixture of differ-
ent classification and mining techniques coming from so different areas
such as the numeric and the symbolic worlds can combine their mutual
advantages in order to produce a significant enhancement of the overall
classification and retrieval performance in a Data Mining or Information
Retrieval context.

1 Introduction

The goal of this article is to prove that the mixture of different classification
and mining techniques coming from so different areas such as the numeric and
the symbolic worlds can combine their mutual advantages in order to produce
a significant enhancement of the overall classification and retrieval performance
in a Data Mining or Information Retrieval context. We will first present the
models. Then we describe three different heuristics to combine them. We end
with the definition of criteria to evaluate the quality of the different results.

2 The Models

The numerical model used in our experiment is the MicroNOMAD multiSOM
4 model, which represents itself a significant extension of the classical Kohonen
SOM topographic map model 3. Conversely to the original Kohonen model, the
MicroNOMAD multiSOM model is abble to manage the communication between
several topographic maps. In the following section we will nevertheless not focus
on the MicroNOMAD multiSOM specific capabilities but rather on its direct
exploitation of the classical SOM principles. The SOM approach considers that
a data classification can be viewed as a non linear mapping on a 2D neuron grid
in which neurons establish predefined neighborhood relation. After the classifi-
cation process, each neuron of the map will then play the role of a data class
representative.

The symbolic approach to Database Content Analysis is based upon a Galois
lattice1. An element in the lattice will be call formal concept to distinguish
it from the notion of Kohonen class previously introduced. The analysis which
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results from the overall symbolic process is composed both of a set of formal
concepts structured in a hierarchy (the Galois lattice) and of a set of association
rules.We will focus, in this article, on the hierarchical structure of the lattice.

3 The Complementarity of the Two Approaches

Each approach has its own strength and weakness that we underline in this sec-
tion. The results of topographical classification methods such as MicroNOMAD
results lead to interpretation problems due to the fact that the profile of the
obtained classes are mostly complex weighted combination indexes extracted
from the documents. The main characteristics of the classes are therefore dif-
ficult to highlight to the user and could cause shortcomings or mistakes in the
interpretation of the database content.

The usually high number of classes of a lattice, its hierarchical structure and
the lack of any topological structure makes of course harder its visualization and
decrease the global readability of the analysis. Even if building a lattice is a time-
consuming process with a high complexity, their interests in information retrieval
and in text mining activities relies on their incrementality, the possible extraction
of association rules and the possible integration of background knowledge.

4 The Experiment

The core experiment consists in building both the Kohonen topography and the
lattice using the same initial data set. It has been carried out on the iconographic
database of the ”Art Nouveau” period managed by the biban server. biban is
a research prototype for iconographic Digital Libraries. The biban database
contains approximately 300 images related to the various artistic works of the
Art Nouveau School. The images are associated to a bibliographic description
containing a title, keywords and author information. Each image constitutes an
individual and each of its keywords is considered as a property.

4.1 The Methodology

To study the complementarity of the numerical and symbolic models, we will
adopt a three-level approach:

1. projection: we first project each Kohonen class onto one or more formal
concept of the lattice. “Projection” designates either the process of calcula-
tion or, for a given Kohonen class, the formal concept(s) it has been projected
on. We aims at defining criteria to evaluate the quality of the pairs (kc, fc)
where kc is a Kohonen class and fc its projection.

2. grouping: grouping is not a process but uses the structure provided by the
projection process. Instead of evaluating the pairs (kc, fc) we will study the
pairs (

⋃n
i=1 kci), fc) where kci are the different classes projected onto fc.
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3. agglomerating: the agglomeration algorithm associates to the formal con-
cept fc2 the set of Kohonen classes associated to his sons by projection or
by agglomeration. Agglomeration is supposed to answer the question “how
could we group Kohonen classes into areas, and areas into bigger ones?”.

The definition of the heuristics to project a Kohonen class onto a formal con-
cept and the quality of this projection is of course crucial for further observations.
We tested three of them :

The subsumption: The subsumption is the first heuristics coming to mind to
projet a Kohonen class onto a formal concept in the lattice. It is in complete
accordance with the lattice building principle. The major problem comes from
the fact that a Kohonen class is characterized by a number of properties –
sometimes with a very low weight – much higher than the formal concepts in
the lattice. Carpineto 2 kept the k first properties, k being the average of the
properties in the numeric method. We adopted the notion of treshold and tested
four different ones: 0.0 – keeping all the properties of the Kohonen class, 0.1
keeping properties which value is under 0.1, then 0.2 and 0.3. Using subsumption,
a Kohonen class is generally projected onto more than one formal concept.

The definition of a distance: In order to prune the structure obtained by the
subsumption projection and to obtain an easier-to-read hierarchical structure
with less formal concepts, another heuristics for the projection is based upon
the definition of a distance between a Kohonen class and a formal concept. The
Kohonen class is then projected onto only one formal concept, the closest one.As
the weights of the profile of the individuals have been normed in the Kohonen
model, the cosine distance C has been choosen for the comparison :

C =
T.K

‖T‖ ∗ ‖K‖

where K and T represent respectively the weighted vector of the Kohonen class
and of the formal concept. N is the length of these vectors.

Combining subsumption and distance: This method searches for all the sub-
sumants to the Kohonen class and then choose the closest one following the
distance.

Heuristics for agglomeration: Starting from the Kohonen map, groups de-
fine a first level of areas. Then, these areas are agglomerated into larger ones
until all the map is grouped into a single vaste area. The hierarchical structure
of the lattice seems a good structure to build these areas. The first heuristics
for agglomeration is the most immediate. Each formal concept fci groups one
or more Kohonen classes. Agglomeration propagates this set of classes to the
immediate fathers of fci. And so on, until being at the top of the lattice which
is though associated to the whole set of Kohonen classes. However, because of
multiple inheritance in the lattice, this heuristics “activates” a great number of
nodes. The second heuristics uses the same principle except that we only keep
one father among all the fathers in the lattice. We keep the closest one to fci
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using the cosine distance. That is the heuristics we will use in the rest of the
paper.This heuristic leads to a tree structure. In this case, a only partial in-
heritance from top to leaves of the tree is preserved as the partial order is not
preserved.

4.2 Comparative Analysis of the Results of the Different Heuristics
and Distances

We present in this section a comparative analysis of the experiments depending
on the heuristics for the projection and for the agglomeration. We choose two
criteria to evaluate the final structure obtained. The first uses the well known
recall-precision measure issued from Information Retrieval, completed by ele-
mentary measures for evaluating the quality of the projections. The second one,
more subjective, is concerned by how Kohonen classes are grouped together and
agglomerated. It relies on the mesure of the connexity of Kohonen classes (how
closely related are these classes). Both aims at defining which final hierarchical
structure is better-suited for a user to analyse the content of the data set. We
have explored six types of projection : subsumption with a treshold at 0.0, 0.1,
0.2 and 0.3, cosine and, finally, subsumption at 0.0 combined with cosine.

The initial set of data is composed of 162 individuals characterized by 191
properties. The lattice built upon these data has 307 formal concepts; the Ko-
honen map has 100 classes. The lattice has 11 level including top (level 0) to
bottom (level 10). The level for a formal concept is defined as being the shorter
way from the top to itself.

Recall and precision. In Information Retrieval, recall (R) is the proportion
of relevant materials retrieved and precision (P) is the proportion of retrieved
materials which are relevant. We will use these two indicators to evaluate each
projection of a Kohonen class onto a formal concept as well as to evaluate the
groups and agglomerations of Kohonen classes onto a formal concept. R and P
are calculated upon extensions: P = |K∩T |

|T | , R = |K∩T |
|K| , where K and T represent

(resp.) the extension of the Kohonen class and of the formal concept.
Two other kinds of measure can be used with benefit to measure the quality

of the projection.The average projection level (APL) in the lattice give an in-
formation that is complementary to the precision for measuring the accuracy of

Table 1. Indicators for projection

Subsp0.0 Subsp0.1 Subsp0.2 Subsp0.3 Cos. Subsp-Cos
Nb of fc involved in a projection (InvP) 180 108 20 9 44 41
Nb of selected pairs (kc,fc) (Nbp) 360 75 20 31 29 29
Average projection level (APL) 3.83 3.26 1.5 1.33 4.20 4.51
Average Recall (AR) 0.05 0.28 0.87 0.99 0.52 0.25
Average Precision (AP) 0.26 0.59 0.35 0.17 0.81 0.86
Average Group Recall (AGR) 0.06 0.28 0.75 0.99 0.49 0.35
Average Group Precision (AGP) 0.73 0.63 0.70 0.61 0.82 0.94
Average Agglomeration Recall (AAR) 0.15 0.40 0.78 0.99 0.61 0.54
Average Agglomeration Precision (AAP) 0.88 0.72 0.84 0.69 0.83 0.88
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the projection and also its generalization sharpness. The discriminating power
of a projection can be directly estimated by comparing the number of Koho-
nen classes to be projected with the number of formal concept involved in the
projection (InvP).

Recall and Precision on the extension of the groups of Kohonen classes. Let
Ki for i=1,n be the n Kohonen classes projected over one formal concept of the
lattice C. Group Recall (GR for group recall) and Group precision (GP) are
defined as follows:

GP =
| ⋃n

i=1{Ki} ∩ T |
|T | , GR =

| ⋃n
i=1{Ki} ∩ T |

| ⋃n
i=1{Ki}|

Recall and Precision for agglomerations. Agglomeration recall AggR and preci-
sion AggP are calculated upon the same basis as GR and GP but for each formal
concept which is associated to Kohonen classes when coming back up to the top
of the hierarchy.

Recall and Precision: conclusions. Cosine and Subsumption-cosine are stable on
projection, grouping and agglomerating (up in the lattice) with good values for
R and P. Subsumption 0.2 and 0.3 has lower values for projection but higher for
groups or agglomeration. However, recall and precision measures should be con-
sidered as unperfect measures for estimating the intrisic quality of a projection
method. Indeed, they do not permit to explicitly highlight which is the nature
of the properties of the Kohonen classes that are dropped out by the projection
process, either important ones or marginal ones. It appears clearly that the risk
of eliminating important properties during the projection process is minimized
by the cosine method as compared to the pure subsumption methods. The for-
mer one is indeed the only one that takes directly into account the property
weights in the projection process.

Connexity and agglomerations. The hierarchical structure obtained by ag-
glomeration can be evaluated through its global characterics like its number of
nodes, the number of different levels, the balance between the levels. Another
important criteria is the connexity : how closely related are the Kohonen classes
which are grouped or agglomerated onto the same formal concept. The idea is
that if agglomeration enables us to relate Kohonen classes which are topolog-
ically close, then we suppose that it will be easier for an expert to comment
the hierarchical structure. In the same way, if the connexity is verified through
all the agglomeration process, the property of the formal concepts belonging to
the agglomeration could then be automatically used to generate explanation of
different order of magnitude on the Kohonen maps.

The analysis the table 2 leads to the conclusions that the cosine-based mea-
sures give the best results: the hierarchy corresponding these measures is well
balanced and the three formal concepts which do not correspond to closely re-
lated Kohonen classes are distributed on two level.
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Table 2. Connexity among the different step of agglomeration. The bold values rep-
resent the number of connexe classes for each projection method and for each level of
agglomeration

heuristics Subsp 0.0 Subsp 0.1 Subsp 0.2 Subsp 0.3 Cos Subsp-Cos
level 0 126/138 76/80 14/14 6/6 36/36 38/39
level 1 33/41 22/27 5/5 2/2 11/12 8/11
level 2 17/21 7/10 1/1 1/1 5/7 2/4
level 3 9/11 4/5 - - 3/3 3/3
level 4 4/6 1/1 - - 1/1 1/1
level 5 1/1 1/1 - - - -
level 6 0/1 1/1 - - - -
level 7 1/1 1/1 - - - -

5 Conclusion

Cosine seems to be the best criteria to project the Kohonen classes onto formal
concepts of the lattice. The agglomeration process coming back up to the top
of the lattice enable us to simplify the hierarchy and to obtain a well-balanced
hierarchical structure.

Combining both numerical and symbolic approaches can be sucessfully ap-
plied to Digital Librairies. It provides the user with an intelligent way of analyz-
ing, of visualizing the data set including some generalisation operations. It also
brings some new elements that each method could not separately provide. The
first results of our experiment tends to prove that our techniques can be used
with strong benefits to highlight properties from the most specific to the most
general ones which can be derived from larger area of the Kohonen map. This
can be performed considering the conservation of the topographic coherence of
the merged classes when coming back up to the top of the lattice.
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Abstract. This paper describes the result of our study on neural learning to
solve the classification problems in which data is unbalanced and noisy.  We use
multidimensional Gaussian distribution to analyze the separation of different
class samples in a training data set, and then generate artificial noise samples in
the training set using a noise modeling algorithm.  The noise analysis allows us
to identify special densities in the feature space that are prone to prediction er-
ror.  We argue that by properly generate extra training data samples around the
noise densities, we can train a neural network to have stronger capability of
generalization and control the classification error of the trained neural network.
In particular, we focus on the problems that require a neural network to make
favorable classification to a particular class.  The noise modeling algorithm has
been implemented to solve a classification problem of good(pass) and bad(fail)
vehicles in test sites of automobile assembly plants and a multi-layered Back
Propagation neural network has been used in our experiments.  The experimen-
tal results showed that the noise modeling algorithm was very effective in gen-
erate extra data samples that can be used to train a neural network to make fa-
vorable decisions to a minority class and to have increased generalization capa-
bility.

1   Introduction

Neural networks have been applied to various problems including engineering
diagnosis, pattern classification, intelligent manufacturing and control problems
[1, 2, 3].  There has been much progress in developing methods for training com-
plex configurations of these networks, but little was known about the general
learning properties of neural networks [4].  Our research is focused on the fol-
lowing three major issues within the problem scope of pattern classification:
neural learning from unbalanced data samples, neural learning from noise data,
and making intentional biased decisions.  In many application problems, the
training data for each class is extremely unbalanced.  One example is to classify
defect products at the end of manufacturing lines such as automobile assembly
plants.  One thing in common in manufacturing environment is that most products
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are good and only a few are defects.  If we further divide the defect products into
classes of different defect types, we will have far more data samples from the
“good” class than any one of the defective classes for neural learning.  This
problem has been referred to as classification under unbalanced training data.  Lu
et al showed in [1] that different neural networks have different degree of abili-
ties in learning from unbalanced data.  If the training methods are not proper, the
features representing the classes that have small number of samples in the train-
ing set may likely be ignored by the neural networks.  This problem is caused by
the overwhelming number of learning samples in one class input to the learning
system that partially undo the training effect on the small learning samples of a
different class.  This problem is more serious when data set has high level of
noise.  Data noise in classification problems can be generally described as data
samples of different classes inseparable in the feature space.  In another word, if
a data set is considered noisy, the class boundary to separate different class sam-
ples in the feature space is almost impossible to draw.  Noise in training and test
data rises from a number of sources, the set of features used for classification is
not sufficient to draw class boundaries, data samples are miss labeled, poor data
acquisition processes, etc.  These problems are inevitable in many engineering
applications.  In particular in cases where the data samples in each class are un-
balanced, the classification features of the minority classes are often ignored
during neural learning [1].
In this paper, we present a noise modeling algorithm that uses the multidimensional
Gaussian distribution to analyze the separation of difference class samples in a train-
ing data set.  Based on the analysis it generates artificial noise samples to add in to the
training set in order to train a neural network that can make more favorable classifica-
tion decision to a particular class and, more important, a neural network that can gen-
eralize.  Our approach is based on the following hypothesis: in supervised learning, the
noise model or distribution in the unknown test data set is not grossly different from
the training data and the ability of generalization of neural networks is very much
depending on the data noise along the class boundaries.  We applied the noise model-
ing algorithm to a multi-layered neural network with Back Propagation.  The perform-
ance of the neural network trained using the data generated by the noise model algo-
rithm is presented and compared with the networks trained with conventional meth-
ods.

2   Noise Estimation and Modeling

The problem under the study is two-class pattern classification.  For a given data sam-
ple si in a given class, if we assume the noise is in the Gaussian distribution, data sam-
ples of opposite class distributed around si can be modeled as random vectors Z that
have the density function:
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where M is the dimension of each data sample and S is the covariance matrix of si and
its M nearest neighbors. We can further decompose S as

TQQL=S      (2)

where the diagonal entries of L and the column vectors of Q are the eigenvalues and
eigenvectors of S respectively.  Since S is symmetric, all eigenvalues and eigenvectors
are real.  According to [5], if covariance matrix S is positive definite and symmetric,

there exists a unique lower triangular matrix C such that such that TCC=S .The ran-
dom vector Z can be represented as:

isCYZ +=      (3)
where Y=(y1,y2,…yM) is a random vector generated by a Gaussian function with
zero mean and identity covariance matrix. The jth column vector of Q, qj, j = 1,
2,…, M, is computed recursively using the following formulas:
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The initial vector is computed using b1 = a1 – si, where a1 is the nearest neigh-
bor of the opposite class of si.  The successive column vectors can be computed
recursively. The eigenvalues of L can be obtained by
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for j = 1, 2,…, M, where r is the radius of a hypersphere that the probability of
the hypersphere enclose the local density is v.  Musavi et al showed that for a
given v, there is a fixed function relation between r and M, and the values of r for
M = 1, …, 10 can be found in [6].

The eigenvectors of Q are the principal axes of the ellipsoid of the constant
potential surface (CPS) of the Gaussian distribution function, and the square roots
of the neural networks the eigenvalues define the lengths of the principal axes of
the ellipsoid.  The M nearest neighbors of the opposite class are all on the surface
of the hyper-rectangle round si.  We use Figure 1 to illustrate the CPS and its
relationship to class boundary in the 2D space.  In the figure, A is a sample data
from one class, B and C are its two nearest neighbors of the opposite class.  B
and C are on the boundary of larger rectangular bounded by 2||bj||, for j = 1, 2.
The classification boundary between the two classes can be drawn by the smaller
rectangle, which is bounded by ||bj|| and encloses the CPS ellipse. The new ran-
dom vectors Zj generated use formula above are mostly located within the ellipse
shown in green “x”s.  In our implementation, we chose v = 0.9545, with M = 2, r2

= 6.18 according to [6].
The shape of the hyper-ellipsoid is controlled by the distribution of the M

nearest neighbors of the opposite class of the sample data si.  We use Fig. 1 and
the three examples in Fig. 2 to analyze the relationship between the distribution
of the data samples in the feature space and the Gaussian CPS.  In each example
in Fig. 2, we have one sample data illustrated in blue color, and its two nearest
neighbors of opposite class marked as neighbor 1 and neighbor 2 illustrated in
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RED.  One hundred new data samples were generated by the procedure described
above and are represented by green “x”’s in all examples.

It is clear that the newly generated data samples form an ellipse centered at the
selected data sample.  The principal axes are proportional to the two eigenvalues.
In both Fig. 2(a) and (b), the two nearest neighbors of the are located in the same
direction, and the resulting ellipse is long and narrow.  In both Figure 1 and Fig.
2(c), the two nearest neighbors of each data sample are located in different direc-
tions in the feature space, more than 90o apart, the resulting ellipses are more like
a circle, which means that the two eigenvalues in each example have very close
values.  Table 1 illustrates the eigenvalues, eigenvectors and the Euclidean dis-
tances between every sample data to its nearest neighbors.  The characteristics of
the eigenvalues and eigenvectors of the CPS are summarized as follows.

Fig. 1. Illustration of Gaussian local density. A is a data sample from one class, B and C are its
two nearest neighbors of the opposite class. The generated random vectors are green “x”’s
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Fig. 2. Three examples of different Gaussian CPS generated by different distributions of sample
points

1. According to its definition, the first eigenvalue l0 is a monotonically in-
creasing function of the distance between sample data and its nearest neigh-
bor of the opposite class.  This is verified by our experiment result shown in
Table 1.
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2. If the nearest neighbors are located in the same orientation with respect to the
sample point, the CPS ellipsoid is long in the principal axis but narrow at the
others, and the new data samples have high density in the ellipse.  In Fig. 2
(a), the two nearest neighbors are close and at the same direction with respect
to the sample data, and in (b), the two nearest neighbors are in the same di-
rection but quite apart.  However the two CPS’s in Fig. 2(a) and (b) are
similar in shape, and the new data samples have high density in the both el-
lipses.

3. If the neighboring samples are far away from one another in terms of direc-
tion with respect to the sample data, the corresponding principal axes in the
Gaussian CPS should be similar in lengths and the CPS is more like a circle.
Both Fig. 1 and Fig. 2(c) along with Table 1 show this property of CPS.
Quantitatively, this property can be measured by the ratio of li i =0, 1.  The
difference between eigenvalues can help us to understand the distribution of
the samples of the opposite class.  For example, if li is much larger than all
of the other eigenvalues li (I=1,2,…M-1), most of the data samples of the
opposite class concentrate in the direction of the eigenvector corresponding
to l0.  If all of the M eigenvalues are very close to each other, the samples of
the opposite class distribute evenly (to some extent) in a hyper-sphere around
the sample.

These properties of eigenvalues and the corresponding CPS ellipsoid are used
to guide our training of neural networks.

Table 1. The Euclidean distances d
i
, eigenvectors, q

i
, eigenvalues, l

i
 for i = 0, 1 of the examples

shown in Fig. 1 and 2

Fig. 1 Fig. 2(a) Fig. 2(b) Fig. 2(c)
d

0 0.1211 0.9727 0.224 0.26

l0
0.0049 0.0393 0.00906 0.0105

E
0 [0.2873, -0.9578] T [-0.6438, 0.7652] T [-0.873, 0.488] T [-0.1961, -0.9806] T

d
1 0.3600 1.10269 0.933 0.6678

l1
0.01336 0.000059 0.000045 0.0228

E
1 [-0.9578, -0.2873] T [0.7652, 0.6438] T [0.488, 0.873] T [-0.9806, 0.1961]T

3   Neural Learning from Unbalanced Training Data

This section describes the neural learning method that utilizes the Gaussian CPS
distribution described in the last section.  We attempt to train a neural network to
learn the classification features from the data samples of a minority class in the
training set and to make more favorable decisions to the minority class.  For the
convenience of description, we referred to the two classes of data as minority and
majority classes respectively.  In many applications, if error is inevitable, a neu-
ral network is expected to err on one particular class rather than the other.  For
example, in the classification of good/defect products in a manufacturing line, if
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a product is classified as a defect, it will be checked and repaired if necessary.
Therefore, it is better to misclassify good products as defect rather than the other
opposite type of error.  Lu et al[1] showed that in the case of unbalanced, noisy
training data samples, multi-layered backpropagation network(BP), Radial-Basis
Function(RBF) and FUZZY ARTMAP all ignore the minority class, namely mi-
nority data samples are often misclassified.  The algorithm we investigated was to
generate new minority data samples near the classification boundary using the
Gaussian CPS and add these new data samples to the training data.  The neural
networks trained on this set should make more favorable decision to the minority
class with the minimization of misclassification of the majority class and have
increased generalization capability.

For every data sample s of the minority class in the training set, we attempt to
generate p new data samples around s subject to its local Gaussian distribution of
the opposite class.  Let us assume the input vector is M dimensional.  The noise
modeling algorithm first finds the M data samples of the majority class that are
closest to s, t1, t2, …, tM, from which we construct the MxM covariance matrix of
the Gaussian probability density function described in the last section., and ob-
tain M eigenvalues of the covariance matrix l0, l1, .. lM-1.

We need to be cautious about generating new noise samples.  If we generate
unnecessary ones, we may weaken the classification capability of the neural net-
work on the majority class.  For example, if l0 is large, it implies that s is quite
apart from the majority class, and a neural network may easily learn the classifi-
cation boundary around s.  If we artificially generate more minority samples, we
may force the trained neural network to make more classification error on the
majority class than necessary.  The noise modeling algorithm generates new data
samples only at the locations where it is difficult to differentiate minority data
samples from the majority samples, and adding noisy random vectors does not
affect too many majority samples.

Based on the properties of Gaussian CPS, we developed the following rules.
Let r1 and r2, the number of majority and minority samples falling within the
hyper bounding box R of sample data s and s, t1, t2, …, tM respectively.  Specifi-
cally, R is equal to ||s-t1||x||s-t2||x…||s-tM||.

Rule1: If r1, the density of majority class samples around s, is large, do not
generate noisy data around s.

Rule2: If r2, the density of minority class samples around s, is small, do not
generate noisy data around s.

Rule3: If l0, the 1st eigenvalue of Gaussian covariance matrix, is large, do not
generate noisy data around s.

For a minority data sample s, only if s does not satisfy any of the three rules,
the noise modeling algorithm will generate p new data samples around s.  The
value p can be determined based on the ratio of the number of data samples in the
majority and the minority class.

Another important issue is to limit the noise random vectors in the hyper
bounding box R.  As we discussed in the last section that the random vectors fall
within the CPS ellipsoid with the probability of v.  However with the probability
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of 1-v, the new random vectors may fall outside the Gaussian CPS.  Furthermore,
the CPS ellipsoid may exceed the hyper bounding box R due to the symmetry of
Gaussian distribution.  Since we have no knowledge of what beyond these data
samples, the noise modeling algorithm discard the new noise data samples gener-
ated beyond the hyper bounding box(see Fig. 3).  Therefore, the noise modeling
algorithm accepts a random vector as a noise data sample only it belongs to the
conjuncture of the rectangular and the ellipse(see Fig. 3, where the rectangular is
the bounding box equal to ||s-t1||x||s-t2||.)

Fig. 3. Only the data samples that are within the conjuncture of the bounding box and the ellipse
are accepted as new training data samples

4   Experiments and Performances

In this study, we conducted neural training using the noise modeling algorithm on
a BP neural network[7] of three layers and a FUZZY ARTMAP neural network.
The BP neural network has nodes 5-4-4-1, Momentum =0.90, Tanh function, and
epoch size=16.  A FUZZY ARTMAP network consists of two interconnected
layers of neurons, F1 and F2.  The input leads to activity in the feature detector
neurons in F1, which is also called short-term memory activity.  The short-term
activity passes through connections to the neurons in F2.  Each F2 neuron adds
together its input from all the F1 neurons and generates an output.  A measure
will be taken over all the neurons in F2 and the output of one neuron will be se-
lected as the system output, i.e. Winner-take-all.  A major characteristic of a
FUZZY ARTMAP network is that it allows a top-down feedback from F2 to rein-
force the activity in F1.  A learning algorithm of an FUZZY ARTMAP network is
to determine wij, the top-down weight from winning node j in the F2 layer to a
node i in the F1 layer, and zij, the corresponding bottom-up weight.  The detail of
the learning algorithm can be found in[8, 1].

The data used in the experiments are the vehicle test data acquired at the end-
of-assembly lines in the Ford Motor Company.  The two neural networks are
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trained to classify whether a given vehicle is “good” or “bad” using input vectors
in five dimensions.  Since new vehicles manufactured by Ford Motor Company
are mostly in the “good” class, the data samples in both the training set and test
set are unevenly distributed.  The data sets used in our study were downloaded
directly from assembly plants in the Ford Motor Company.  To illustrate the algo-
rithm, we particularly chose the data samples from one particular vehicle model
that contains high level of noise.  We randomly separate the entire data samples
into training and test with the ratio of 2:1.

One way to estimate the noise level in a data set is to count the number of the
opposite class samples within the hyper-bounding box of a given class.  In the
training set, we have total 727 good vehicle samples and 136 bad vehicle sam-
ples.  We found that 96% good data samples are inside the hyper bounding box of
bad vehicle class, and 88% of bad data samples are within the hyper bounding
box of good vehicle class.  In the test set, we have 356 good vehicle samples and
121 bad vehicle samples.  We found that 93.3% of good vehicle samples are
within the bad vehicle hyper bounding box and 85.7% bad vehicle samples are
within the good vehicle hyper-bounding box.  It can be interpreted as follows.  In
the training set, if we want to classify bad vehicles 100% correctly, we may be
able to classify correctly only 4% of good vehicles; if we want to classify good
vehicles 100% correctly, we may be able to classify correctly only 12% of bad
vehicles. Similarly in the test set, if we want to classify bad vehicles 100% cor-
rectly, we may be able to classify correctly only 6.7% of good vehicles; if we
want to classify good vehicles 100% correctly, we may classify correctly only
14.3% of bad vehicles. These figures can be used as the performance metrics for
a classifier: a neural network must give better performance than these figures.

The experiment results of the two neural networks are shown in Table 2.  The
first experiment was conducted on the original training and test set.  As we see
from the first entry in Table 2 that the BP neural network was not at all capable
of learning the features of the minority class from the training set, and as a result,
the BP network fail to classify any bad vehicles in either the training nor the test
set.  The FUZZY ARTMAP was better than the BP at learning the minority class
features.  It has achieved much better performance than the BP network on the
minority class in both the training and the test data.  The second experiment was
conducted on the new training set obtained by duplicating every bad vehicle sam-
ple in the original training set 10 times and adding the newly generated ones to
the training set.  The BP network was able to classified a few of the minority
class samples with the price of misclassifying a large number of good vehicle
samples.  FUZZY ARTMAP did not learn more about the minority class on this
set of training data.  Instead its performance on the minority class in the test set
has dropped from the first experiment, even though its performance on the train-
ing data was very good.  The third experiment was conducted on the new training
data set generated using the noise modeling algorithm described in this paper.  In
the implementation, if the Gaussian CPS of each selected bad samples contained
less than three good vehicle samples and more than one bad vehicle samples, then
the noise modeling algorithm would generate ten random data samples around
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each of the selected bad vehicles were generated and added to the training set.
The result of this experiment showed that both the BP network and the FUZZY
ARTMAP network were able to learn from this new set of training data the clas-
sification feature of the minority class, and both gave much better classification
capability on the minority class.  The improvement of classification performance
of the BP network is particularly interesting.  While trained on the original train-
ing set, the BP network fail to classify any bad vehicles.  After the training on the
new training data, the BP network was able to classify more than 66% of bad
vehicles on the training data and more than 45% on the test set, which is compa-
rable to the FUZZY ARTMAP network.  The FUZZY ARTMAP has in general
better capability of learning the minority class features than the BP network as
shown in the first two experiments.  When the FUZZY ARTMAP network was
trained on the new data set generated by the noise modeling algorithm, it gave
better performance not only on the minority class but also on the majority class.

Table 2. Experiment results of BP and FUZZY ARTMAP

Data sets
BP network:

correctly classification rate
FUZZY ARTMAP:

correctly classification rate
Training set Test set Training set Test set

Original Training set GV: 100%
BV: 0%

GV: 100%
BV: 0%

GV: 87.3%
BV: 91.91%

GV: 69.66%
BV: 45.45%

Duplicate 10 GV: 45.94%
BV: 28.67%,

GV: 48.31%
BV: 32.47%

GV: 90.51%
BV: 94.12%

GV: 75.28%
BV: 41.56%

Training data generated
by the Constrained
Gaussian CPS algorithm

GV: 48.56%
BV: 66.77%

GV: 48.88%
BV: 45.45%

GV: 88.72%
BV: 94.25%

GV: 71.91%
BV: 48.05%

GV: Good Vehicles; BV: Bad Vehicles.

5   Conclusion

We have presented an algorithm, noise modeling algorithm, for training a neural net-
work to learn the classification features from unbalanced data samples.  The algorithm
was developed based on the Gaussian CPS theory to generate random noise over the
classification boundary for a given training set with the aim of increasing classifica-
tion features of a given class and the capability of generalization for the neural net-
works.  We showed through experimental results that the noise modeling algorithm is
effective in the training of both BP and FUZZY ARTMAP neural networks.  We
speculate that the algorithm can be extrapolated to the general classification problem
of P classes within which the p classes are to be emphasized, where p < P.  By gener-
ating noise data samples along the classification boundaries for these p classes using
the noise modeling algorithm, the trained neural network would have increased classi-
fication capability and generalization ability over the p classes.
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Abstract. In industry there are many complex modeling tasks where the most of
the available information is in the form of input-output data. In such cases only
black box modeling can be used, where the model can be built using learning
methods. In black-box modeling one of the most important tasks is to obtain
good training data. However, in most real world problems the available data are
imprecise, contain noise or some distortion. This paper discusses some problems
of neural model building based on noisy training data. Two methods - the er-
rors-in-variables training method (EIV) and the support vector machines
(SVM)- are introduced and compared to the performance of the traditional neu-
ral network solution. The performance of the SVM method is also tested on a
real industrial problem, namely on the modeling of a Linz-Donawitz steel con-
verter.

1 Introduction

In industry many complex modeling tasks can be found where the main knowledge
which can be used to build a model is experimental – measured – data. If other infor-
mation cannot be obtained only input-output models (black-box models) can be con-
structed. For black-box modeling neural networks are good means as they are univer-
sal approximators, however to obtain an accurate model, first of all a reliable database
must be formed.

In forming a proper database the following main problems have to be considered:
• the problem of dimensionality,
• the problem of uneven distribution of data,
• the problem of noisy and imprecise data,
• the problem of missing data,
• the effects of the correlation between consecutive data.
This paper discusses only the questions arising because of using noisy data. For

obtaining accurate models based on noisy data, the applied methods must be able to
compensate the effects of the noise somehow. Some of these methods may utilise
some kind of preprocessing of the data (e.g. filtering) or they may use certain model
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building approaches which take the main features (e.g. distribution, or at least the most
important statistical parameters) of the noise into consideration.

In this paper two different approaches will be examined. The first one, the errors in
variables (EIV) training method is a general way to handle noisy data. It was proposed
many years ago for noisy linear systems and it has received considerable interest in
system identification [1]. Recently it was reconsidered as a possible way for neural
modeling using noisy training data [2].

The second one - the support vector machine (SVM) approach - is an entirely new
approach to learn from data and it is based on statistical learning theory. Both statisti-
cal learning theory and the construction of support vector machines were suggested
and mainly developed by Vapnik [3].

The paper presents the results of an extensive experimental study of these two ap-
proaches in model building with noisy data. First the two approaches will be shortly
introduced, than in a simple nonlinear approximation problem the effects of noisy data
will be shown. The results of these two approaches will be compared to the results of
the classical neural network-based black box model building. After concluding some
general consequences from these experiments the SVM approach will be applied for a
real complex industrial modeling problem. The results will also be compared to that of
a previously developed modeling system, which applies hybrid-neural approach.

2 Noisy Data

Before the description of the Errors In Variables method let us take a short look at the
analysis of noise effects on the training of neural networks.

Output noise - The samples, {(x, y)i} (i=1, …, N), used for the training neural net-
works are generated in optimal case by the y=f(x) formula, where x is the input vector,
y the output vector and f(.) is the function to be approximated. If the samples contain
noise this expression changes to y=f(x)+h,  the available set of data contains (x,y+h)
input -output samples, where h is the noise, generally with not known distribution, but
independent from the input and output. (In many cases h can be considered as a zero
mean Gaussian or uniformly distributed noise. The error function of the training with
noiseless samples has the following form:
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Taking the expected value of the cost function
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because the expected value of the noise is zero, E[h
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variance of the noise. Therefore the two cost function differ only in a constant term
which is the variance of the output noise. So training with noisy output samples leads
to the same solution as the training with noiseless samples.

Input noise - It may happen that the output data are noiseless but the input data are
noisy. In this case the samples are the (x+h, y) pairs, where y=f(x) as before and the h
is again the noise with zero mean value. In our study it is also assumed that the noise
is independent from the input and output data.

This case must be considered more exactly, because this happens if one uses the
often-proposed method of adding jitter to generate new samples for having more
training data. [5] According to this method, if only a small number of original samples
are available, new samples are generated by slightly changing the input while suppos-
ing that the output does not change too much.

All studies in this area have reached the conclusion that the input noise in the
training samples leads to a different performance than training without noise. A
weight-dependent term modifies the original cost function. However, there are differ-
ent views of this modification. It can be viewed as a measure of the sensitivity of the
network output for small changes in the input [4], [5]. So the resultant network will be
less sensitive to the small changes in the input and the possibility of overfitting will be
smaller. In case of noisy inputs the cost function will have the following form:
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and by using the Taylor expansion of the neural network function
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it can be written in the form:
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It can be seen that in comparison to the original function some new, higher order
derivatives of the neural network function appear. At this point one could say that this
new term is a penalty, which has the effect that the realised function of the network
will be less changing. A better analysis can be done if we bring the formula to the
following form:
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where the first part is the original cost function, the second and the third parts are the
terms with the derivatives. Because the output error has zero mean value the effect of
the second term is smaller than that of the third one and this way a smoothing effect
appears.

An other possibility to interpret the input noise is to transform it to the output of the
network by the following way:

• Let y=f(x) again and the training samples let be given in (x+h, y) pairs
• Let n=f(x+h)-y, so the  training samples can be written as (x, y+n), where n is

an output noise.
This way it is easy to see, that n is no more an additive noise term with zero ex-

pected value and that it is not independent from the input any more. This can easily be
followed on the next figure (Fig.1).

Maxi(f(x))

f(x)

Fig. 1. Transforming the input noise to the output

On the figure the dashed, thick (grey) line represents an original function (f(x)), the
thin black functions represent the distribution of the input noise and the thick black
lines represent the distribution of the transformed output noise. The expected value of
the function - that is modified with this output-noise - is smoother than the original
one. As it can be seen the density functions of the transformed noise are chopped off
by the local extreme values of the original function, so the expected value of this noise
is not zero. Therefore the modified function can change only in a smaller interval than
the original - the expected value of the noisy function will be below the original one in
the maximum points and over the original one in minimum points -, but it has the
same number of extreme points, so we get the smoothing effect.
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3 The Errors in Variables Training Method

The Errors In Variables training method was introduced to reduce the negative effects
originating from the errors in the training samples [2]. The goal of the method is to
reach the best possible approximation of the original, not noisy – and naturally not
known – function. The idea behind the method is that knowing some properties of the
error, the training process can be modified to compensate the error effects. The new
cost function of the method is the following:
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where 2
,ky  and 2

,kx  are the variances of the input and output noise respectively, and

where the original, noiseless and naturally not known inputs (xk) are also used.
Because these values in a real world problem are generally not known these must

be estimated during the optimisation process. The weight modification and the ap-
proximation is done through the following formulas [2]:
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where ),(ˆ, kNNkky f xwye -= ,  kkkx xxe -= ˆ,  , m is the learning factor and wj is a

weight vector.
In general it can be stated that the EIV training results in a slightly better approxi-

mation than the standard backpropagation, however to reach this better result good
approximation of the noise properties is important. An other problem with the EIV
training is, that it is more prone to overfitting, than the standard backpropagation
method [2]. This side effect can be avoided using some early stopping method during
the training, however some extra care must be taken when early stopping is used in
EIV training. As the validation set is built in the same way as the training set, the
validation set consists of similarly noisy samples. The performance on the noisy test
samples is the best, when the network approximates the expected value of the samples,
and the goal of the EIV method is to reach an approximation - different from the ex-
pected value. To get reliable validation results the true input values (xk) must be esti-
mated prior to the evaluation of the cost function, which needs an extra learning proc-
ess each time a validation is performed.
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4 Overview of Support Vector Machines

In this section a brief introduction to Support Vector Machines (SVM) is given. In the
case of noisy learning data, the use of traditional neural networks (NN) raises the
problem of poor generalisation, as a result of its learning method that may result in
overfitting and lead to a deformed system model. Support Vector Machines incorpo-
rate some useful features that make them favourable in the above-described situations.
While a traditional neural network minimises the error rate on the training points, the
SVM minimises the upper bound on the ‘generalisation error’. To learn a classifica-
tion or regression problem, the NN adapts the parameters of a predefined, fixed struc-
ture. The SVM ‘automatically’ designs both the structure and parameters of the net-
work. This can result in a quite large model, but with better generalisation capabilities.
The construction of an SVM incorporates the idea of Structural Risk Minimisation
(SRM). According to the SRM principle, the generalisation error rate (error rate on
test data, which was never seen before) is upper bounded by an expression depending
on the Vapnik–Chervonenkis (VC) dimension. By minimising this, an SVM may
provide better, or at least more predictable generalisation results then the classical NN
systems [6], [7].

Support Vector Machines can be used for both classification and regression prob-
lems. The classification approach is easier to understand, and more historic, but our
problem concerns regression, therefore we discuss briefly only this in the sequel. A
detailed description can be found e.g. in [6], [7], [8]. We are given the {(x1, d1),...,(xN,
dN)} training data set, where xi˛ Rp represents a p dimensional input vector and d˛ R is
the scalar target output. Due to the noisy inputs and output our data represent a relation
like: d=f(x+hi)+ ho, where hi and ho stands for the input and output noise respectively.
A loss function must also be defined, which for every xi input, represents the cost of
the deviation from the target output di. We are using the e–Insensitive loss function
(Le):
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In this case approximation errors smaller than e are ignored, while the larger ones
are punished in a linear way. Other (e.g. non–linear) loss functions, can be found in [3]
and [6]. Our goal is to give an y=f(x) function, that captures the dependence of the
output d from the input x. Let’s define the form of this function as formulated below:
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The j0 (x) basis function is assumed to be 1, therefore w0 represents the bias b. In
our experiments j(x) is a Gaussian function; therefore this definition is equivalent to
the classical RBF (Radial Basis Function network) structure.
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Under certain conditions, defined in [6], [7] the risk may be defined by an empiri-
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The slack variables describe the penalty for the training points lying outside the e
boundary. The measure of this cost is determined by the loss function. This con-
strained optimisation can be solved by minimising the
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cost function, subject to the four inequality constraints described above. The first term

stands for the minimisation of 
2

w , while the C constant is the trade–off parameter

between this and the minimisation of training data errors. The user defined parameters
C and e, controls the VC dimension of the resulting function. One must also choose
the parameters of j(x). In our RBF structure it means the selection of a suitable  for
the Gaussian function.

In practice, it is very hard to determine the optimal values for these three parame-
ters, because there is no universal approach so far. Another problem is that SVM
learning is very slow, especially for large problems [9]. There are several solutions to
speed up this process [9], [10]. In our experiments we used the method described in
[10] along with the SVM software provided to it. The training of an SVM requires the
solving of a constrained quadratic optimisation. When it comes to large dimensional
inputs along with a large number of sample points, the usual solution techniques be-
come highly memory and time consuming. In [9] this problem is solved by decom-
posing the optimisation to smaller tasks. The result is an iterative training algorithm,
where each iteration solves a smaller optimisation problem.

5 The Comparison of the EIV and SVM Methods

This section gives some results of an extensive experimental comparison of the EIV
and the SVM approaches for regressional problems. In this experimental study more
function approximation problems were solved using both methods where in all cases
the approximations are based on noisy samples. These experimental tasks were chosen
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in such a way, that functions with different characteristic properties (with different
smoothness) were approximated. Here only the results of the sinc function approxi-
mation will be presented, however, similar consequences can be obtained solving
other problems. The EIV method was used with an MLP network of 1 input, 6 hidden
neurons and 1 output – this network size seemed the best fitting from several other
configurations. The shown results are also the best from some different learning pro-
cedures. The results were also compared to that of a same size network trained with
standard backpropagation algorithm. (In this case also many different NN structures
were trained and this structure was also among the best ones.)
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EIV-SVM comparison
f(x)=sin(x)/x
Training points
Support vectors
Training result of the SVM
Training result with EIV
Training result with MLP

Fig. 2. Comparison of the neural, EIV and SVM approximation of the simple noisy sin(x)/x

Figure 3. presents that all three methods provide a reasonably good approximation,
in spite of the low number and the poor quality of the training data. None of the gen-
erated functions are perfect, but the results produced by the methods have different
characteristics. It can be seen, that the SVM is less sensitive to the misleading data
points, i.e. points with large noise, therefore as expected, SVM also shows the best
generalisation characteristics. In other words, it means, that the approximation seems
to behave better on areas, where only a few and extremely erroneous data points are
available. In such places the function provided by the SVM stays “flat”. This flatness
is mainly controlled by the C parameter. To visualise the effects of parameters , C
and e to the result, the mean error is plotted as a function of  and C (for a fixed
e=0.1). It can be seen, that if  and C are chosen properly, then the changes of these
parameters don’t have significant effects on the performance. This means that the
error surface is quite smooth. Similar behaviour could be observed in other artificially
created function approximation test (e.g. sin, two–dimensional sinc, etc.).
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Fig. 3. The mean error plotted as a function of  and C, for the sinc function

6 Experiments with an Industrial Problem

Based on the experimental study presented in the previous parts the SVM approach
was applied for a complex industrial problem, where the task is to build reliable model
for a Linz-Donawitz steel converter. Linz-Donawitz converter steel making. (Basic
Oxygen Steelmaking, BOS) is one of the most important production process of steel,
where to build a reliable and high accuracy model is crucial for efficient control of the
production.

Description of the process - Steelmaking with an LD converter (Linz-Donawitz steel
converter) is a complex physico-chemical process where many variables have influ-
ences on the quality of the resulted steel. The complexity of the whole process and the
fact that there are many effects that cannot be taken into consideration make this task
highly difficult. The main features of the process are the followings: a large (~150-
ton) converter is filled with recycled steel scrap (~30 tons), molten pig iron (~ 110
tons) and many additives, then this fluid compound is blasted through with pure oxy-
gen to oxidise the unwanted contamination (e.g. silicon, most of the carbon, etc.). [12],
[13]

The blasting with pure oxygen is the main part of the whole process. At the end of
the oxygen blowing the quality of the steel is tested and its temperature is measured. If
the main parameters are within the acceptable and rather narrow range, the whole
process is finished, the steel and the slag is tapped off for further processing.

The quality of the steel are influenced by many parameters, however the amount of
oxygen used during blasting is the main parameter that can be controlled to obtain
predetermined quality steel. To determine the necessary amount of oxygen, a model of
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the steel production process has to be built. The inputs of the model are formed by all
available, measured data (e.g. mass, temperature). The outputs are the most important
parameters of the steel produced, namely the temperature and the carbon content at the
end of the blasting.

In our case the most important part of the knowledge about the process is the rela-
tively large database that contains information about a few thousand previous
blastings. One of the best ways to utilise these data is to apply neural networks.

The main feature of this task is that the data available from this industrial problem
is relatively high-dimensional (30-50), noisy and sparsely and nonuniformly distrib-
uted in the problem space. This means that all difficulties mentioned in the introduc-
tion can be found in this modeling task. The most critical feature of the data available
is that the measured parameters are corrupted by measurement noise, where even
approximate information about the noise is hard to obtain. So this industrial problem is
a typical example of such a task where both input and output data are noisy and where
relatively few data can be used to construct the model.

  This means that for our real-life task it makes sense to apply the EIV and SVM
methods and compare the results with those obtained from a large project using classi-
cal neural approach [13], [14], [15].

There are many practical difficulties to use EIV method for this LD modeling
problem. The most important one is that EIV is rather sensitive to the exact values of
the noise variances, and in this task only a very rough estimation of the noise parame-
ters can be obtained. Thus only the SVM approach has been studied.

Application of SVM for modeling the industrial problem. Although the parameters
of the SVM method also depend on the noise level, and since there is no algorithm to
determine the optimal, or even the near optimal parameters, our only alternative was
to take a rough guess, and then try to fine-tune these parameters by a cross–validation
method. This is of course very time-consuming, since it requires several test runs, i.e.
teach and test cycles. In the sequel we will show some results we got for our data set.
To get a rough approximation for the C, e and  parameters test runs where done. To
increase speed, smaller training sets were used in these test runs. The exact parameters
were then fine-tuned, with the use of the whole data set. Experiments show that once
the correct parameters are found, the small changes in these do not have a large effect
on the performance. To validate the model a performance measure can be determined.
This performance measure depends on the temperature error at the output of the model
if the predicted oxygen is applied. For the temperature error a relatively narrow inter-
val is defined as a tolerance interval, and if the real error is within this interval than
the prediction can be accepted otherwise cannot. The performance measure is the ratio
of the accepted cases and all cases.

The results of this experiment are shown in the next table. Two different data sets
where used, which differ both in the number of data points (A~3000,B~4500) and
noisiness (the seemingly misleading data points where filtered out in the first case).
The model has 53 inputs and 1 output.
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Table 1. The results of the SVM on two different industrial data sample

Parameters Number of points relative
to the tolerance interval

Percentage of
good results

# e s C Above Under Inside Hit (%)
1 0.01 1 1000 94 58 450 74.75
2 0.01 1.2 1000 95 56 451 74.92

A

3 0.01 1.4 1000 96 59 447 74.25
1 0.01 1.2 1000 203 241 653 59.53
2 0.01 1.4 1000 204 239 654 59.62

B

3 0.01 1.5 1000 202 242 653 59.53

The best result was obtained by the use of parameters shown in line A-2 and B-2.
From this table it can be seen that the parameters have effect on the performance of
the model, however once these parameters are in the right domain, this effect is not
too significant. These results can be compared to that of a classical MLP-based neural
model, where two-hidden-layer networks were trained with 12 and 10 hidden neurons
respectively. This architecture was chosen as a result of an extensive study where
many different size networks were trained and tested with different but similar data
bases. For comparison the best MLP was trained and tested with the same database as
the SVM and 70.18% and 57,5 % hit rate could be achieved for the case A and B
respectively.

7 Conclusions

The paper presents the problem of noisy data in neural system modeling. This problem
is common in many complex industrial black-box identification tasks. To reduce the
effect of noise two different approaches are considered, the EIV and the SVM ap-
proach. Both methods can result in slightly better solutions than the classical NN;
however, both methods have parameters, which have to be chosen according to the
variance of the noise of the data. While in most cases this variance is not known, the
parameters of the methods can only be chosen using an estimate of the noise variance.
Based on an experimental study it seems, that the EIV method is more sensitive to this
estimate, so only the SVM method is used in the industrial modeling task. The first
results in this steel converter modeling problem with SVM are rather encouraging,
however to reach a final conclusion more experiments with much more data must be
done.

All three of the discussed (SVM, EIV, and NN) solutions have generalisation, and
certain noise reducing properties, but the EIV method, that theoretically gives better
results, is quite prone to overfitting, and to realise some early stopping further optimi-
sations are needed. The use of a classical NN raises the problem of determining the
optimal structure. The SVM method solves this problem, but it still requires some
parameters to be defined. Fortunately it seems that these choices are not to critical
once the right domain is found. Another disadvantage is the slow learning process, but
this drawback is not too significant in case of slowly changing industrial processes.
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Abstract. It is hypothesised that conventional back propagation networks have
limitations arising at least, from the simplicity of the artificial neuron model
that is used. A more complex neuron, called a micronet, to distinguish it from
the conventional neuron, is introduced.  The architecture and heuristic of the
micronet are described.  Visual examples of the complex decision surfaces that
can be produced by a single micronet in response to a range of problems are
presented.

1 Introduction

Biology interposes a synapse between the axon of one neuron and the dendrite of
another.  The synapse is the chemical conduit of signal conduction between the
neurons [11] and the site of parallel modes of non-linear neurotransmission.

The artificial neural network analogue of the synapse is the weight.  This
configuration has worked well in multi-layered architectures as the conduit of signal
conduction.  However, such networks have definite performance limits and the
authors contend that this is, in part, due to the over simplistic artificial neurons that
are used.  It is widely accepted that conventional MLP’s are universal approximators.
The authors suggest that more complex synaptic analogues between artificial neurons
are desirable and that this increased architectural complexity may lead to neurons and
therefore networks capable of better approximation over far more complex feature
spaces.

In extending his seminal ideas on artificial neurons, McCulloch developed neurons
capable of satisfying the XOR proposition twelve years before Minsky and Papert
[14].  This was accomplished by incorporating second order product terms into the
input activations to overcome the limitations of the linear discriminants observed in
traditional McCulloch-Pitts or Rosenblatt neurons.

The simplest way to implement product terms into conventional multi-layer
architectures is to place two conventional weights in series in such a way that they
cannot be mathematically decomposed to a single weight entity.  This condition will
not be realised if both the weights are conventional.  In a micronet, a conventional
weight is placed in series with a control element.  Product terms are introduced that
yield a non-linear discriminant suitable for difficult classification.

Control elements have properties that render them distinct and separate from
conventional weights.  To fully appreciate this, an explanation of their biological
inspiration is needed.  Although the neural metaphor is liberally disseminated in this
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field as the source of artificial neural computation, consideration of some of the other
components of the synaptic neuropil are paid little attention.

Cells such as astrocytes in the cortical grey matter are examples of glia.  Although
glial processes are not fully understood, it is believed that they form an intimate and
necessary co-existence with neurons [1].  Glial membranes interpose or sheathe
synapses in the mammalian central nervous system.  Once thought to be the cellular
support of neurons and devoid of signal transfer, glia are now thought to be capable of
signaling through complex, intracellular calcium dynamics [8].

To attempt an artificial neural architecture which includes artificial glia would be
over ambitious without a more complete understanding of the structure and function
of the biological congener.  However, an artificial scheme that uses the output of a
single node, or network of nodes, to generate control elements is possible.  These
secondary structures, biologically inspired if not fully biologically plausible, can
differ from the output neurons by their architecture, learning rates and transfer
functions.  This heterogeneity may also be extended to the heuristic used to train these
structures.

Control elements, in series with conventional weights, can form a number of
parallel independent channels that combine to be the path from an input to the output
neuron.  Under differing conditions these channels behave like an ensemble of
domain experts, each knowledgeable over a subset of input space [7].

Fig. 1. The substitution of a micronet into MLP architecture is possible at the neuronal level

2 Duality in Utilisation of Micronet Architecture

Figure 1, above, shows the familiar representation of a conventional MLP (on the
right).  This network has two inputs, a single hidden layer containing three neurons
and an output layer, containing a single neuron.  All the neurons are conventional,
McCulloch-Pitts neurons.  The network is maximally connected.

A micronet is depicted encircled by the dotted line.  The micronet has two inputs
and a single conventional, McCulloch-Pitts, output neuron.  Two separate channels,
each consisting of a conventional weight and a control element connect an input to the
output neuron.
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The control neuron, receives activation from both inputs and a bias.  All three
activations are summed and transformed through a sigmoid transfer function.  The
resultant output is the value of the control element.  The control element ensures that
the weight values from channels on the same input cannot be mathematically
combined.

The product of the weight and the control element provide a single activation to the
output neuron.  In this example there are four input activations and a bias supplied to
the output neuron. All five activations are summed and transformed through a tanh
transfer function.  The resultant output is the micronet output.  The micronet output
can be used to calculate a global error, which can be backpropagated.  In this way this
micronet can be trained.

The micronet depicted can be substituted for any or all of the conventional neurons
in the hidden layer of the MLP.  This because the micronet has the same input
requirements as the conventional neuron and similarly, provides a single output.  The
advantage being the non-linearity introduced by incorporating micronet architecture
into the MLP.  As long as there is a global error, with some minor modifications,
credit assignment by backpropagation should train the hybrid MLP.

3 Channels of Control Elements and Weights in Micronets

A typical input activation in a conventional artificial neural network connects an
input, i, to a neuron through a weight, w. Let e(ia) be the error in the internal activation
and h be the learning rate of the neuron.  By Hebbian learning the weight change, Dw,
to be made to weight w will be,

( )iaeiw h=D (1)

Micronet architecture defines the effective value of the channel as the product of a
conventional weight, w, and a control element, c.  Figure 2 is a simple channel in
which the value of the control element is set by the output of a single control neuron,
connected to all inputs and a bias.

A more complex channel may have the value of the control element set by the
output of a complete subservient control network.  The control neuron or network has
conventional weights.

Training of a channel ensemble requires a cascaded or ‘trickle through’ approach.
The steps involved are.  For the first example calculate the output of the control
neuron (or network.)
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Let o(a) be the actual output of the network and o(d)the desired output of the
network.  The output error of the network for this example is therefore

)()( ad ooeo -= (4)

The error, eo(ia), in the internal activation of the output neuron is calculated as:

( )( ))()( ’ aofee oiao = (5)

Fig. 2. A single channel, ’s’ in a micronet with ’r’ inputs.  In this instance input (1) has a single
channel but multiple channel configurations are possible for this path

The error, Dc, in control element, c. is estimated to be:

),()()()(),( srproiaosr wiec h=D (6)

The error, ec(ia), in the internal activation of the control neuron is therefore:

( )( )),(),()( ’ srsriac cfce D= (7)

Thus far, training has followed the back propagation heuristic exactly with the
estimate of the error in the control element being that predicted by basic Hebbian
learning. However, the neuron that sets the control element has an associated learning
rate that effectively attenuates the error, ec(ia).  As a result the actual change that is
made will only be a fraction of that required to reduce the output error by the amount
required.  A forward pass through the control neuron (or network) is now made, using
the same inputs, to set the value of the control element to the new value c’

(r,s).
The error in the path weight Dwp, is estimated, since it contains the value c’

(r,s).
Thus, it too has been attenuated, and written to reflect this as the partial error, ¶wp(r,s).
This change is made to the weight wP.
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)(),()()(),( ’ rsroiaosrp icew h=¶ (8)

The bias weight associated with the output neuron is updated conventionally by

)()()()( biasoiaobio iew h=D (9)

This completes the training process for this example, the next input vector can now
be applied and the process repeated until satisfactory convergence is realised.

4 Results

The results presented were obtained by randomly initialising a single micronet and
training.  In the case of the rings, two spirals and four shapes, training continued until
a desired tolerance was achieved across all the members in the training set.

Table 1. Two concentric rings.  The training data is shown on the left with the micronet output
surface on the right

Table 2. Twin spirals.  The microonet output surface is on the right
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Table 3. Four shapes.  The micronet output surface is on the right

The mouse is a qualitative demonstration of the complex feature space a single
micronet can learn.

Table 4. A complex feature space.  The micronet output surface is on the right

5 Discussion

Non-linear approaches to classification problems are not new [2, 9, 12,].  Digital
classification problems with bounded regions were chosen to demonstrate the ability
of a micro-net to generate non-linear discriminators.  To visually represent this
phenomenon the problem sets have a two-dimensional input space.  This allows their
output space to be mapped and sampled as the micronet learns.

The four problems whose results are shown in this paper form a set that, amongst
other things, tests for sensitivity of the micronet to symmetry.  The two concentric
rings (Table 1) is a complex problem but symmetrical, the two spirals problem (Table
2) has a high degree of symmetry. The four shapes set (Table 3) has high local
symmetry for each shape but is asymmetric in total.  Finally the image of a well-
known mouse (Table 4) has high symmetry about the vertical axis, but no symmetry
about the horizontal axis.
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All but the two spirals data set have been learned successfully by modular neural
network ensembles [13].  This provides the micronet with a direct comparator to
gauge learning efficiency and generalising capability.

As these problems are all but impossible for single backpropagation networks to
solve, it can be inferred that any solution found by a micronet is found purely as a
result of the architectural enhancements.

A conventional neuron can only produce open decision boundaries, albeit curved.
By adding multiple paths whose relative importance varies as a result of the data
input, these open decision boundaries may be combined to form closed decision
boundaries of almost arbitrary complexity.  This can be seen in the results where very
good approximations to both circular and straight-line edges can be generated.  In the
contour plot of the mouse (Table 4), complex closed regions are quite reasonably
reproduced, although the fine detail of the eye area has proved too much for the
network architecture used.

Table 5. A comparison of resources.  (n.a. - not available)

Ensemble network results Micronet results
networks Largest

hidden layer
Smallest

hidden layer
weights Channels Control

nodes
weights

Two
rings

25 7 1 293 10 3 281

Twin
spirals

- - - - 12 12 1201

Four
shapes

39 13 1 539 12 10 1009

Mouse 208 n.a. n.a. n.a. 12 12 1201

Table 5 illustrates the efficiency of learning with respect to the weight resource.
The micronet and the ensemble approach are comparable in the instance of the 2 rings
data set.  The 4 shapes data set required a micronet with almost double the number of
weights an ensemble required.  An ensemble starts with a single network and learns
what it can.  If error reduction is not observed a second network is initialised and
begins to learn what the first network could not.  In this manor, each network
becomes knowledgeable over a region of the input space.  A micronet attempts much
the same thing.  The difference is that the ensemble has an adaptable topology where
the micronet topology is essentially fixed.  The result may reflect a micronet that is
over resourced.  In the case of the 4 shapes a micronet with more compact control
networks may have been just as effective.

In the instance of the 2 spirals, a number of neural network approaches have been
tried [3, 4, 5, 10, 15], but because of the differences in architecture, these results are
not directly comparable to the micronet.  Backpropagation can learn the shape but
fails to recognise the spatial relationship between the spirals [6].  The micronet has
demonstrated that its enhanced architecture can recognise the curvature of the shape
as well as the spatial relationship between the two spirals.

The results for the mouse data set are included in Table 5.  Again comparisons
between the micronet and ensemble networks are only qualitative.  This is because the
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ensemble consisted of neural networks and evolved polynomials.  208 networks were
required in the ensemble because of the curved features prevalent in the feature space.
A micronet with the same resources as the one that learned 4 shapes has made
considerable progress.

6 Further Study

The true value of micronet architecture will be realised when it is incorporated into
conventional networks.  It is possible to replace all neurons in a multi-layered
perceptron with micronets, alternately a mixture of conventional neurons and
micronets can be assembled.  Control networks within a micronet can themselves be
assembled from micronets or combinations of micronets and conventional neurons.

This research was aimed at developing viable architectures and a robust training
heuristic.  The task of optimisation is yet to be fully addressed.  A single micronet
yields numerous possibilities of adaptation. The sensitivity of the system to initial
conditions, the addition and pruning of channels, the adaptation of learning rates,
deciding on the size of the control networks and the nature of the transfer functions
employed will all effect the quality of solution.  All of these issues must be evaluated
before the possibility of an adaptive topology can even be considered.

7 Conclusion

The product terms introduced by the unique architecture of the micronet have yielded
non-linear discriminators that are capable of learning complex data with a two
dimensional input vector.  Continuing investigation into the generalising ability of the
micronet is continuing.
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Abstract.  Estimation of short-term traffic volumes is an important issue in the
development of intelligent transportation systems (ITS). This paper uses genetic
algorithms to maximize statistical correlation for selecting connections between
input and hidden layers of a time delay neural network for inter-city traffic
volume estimations. The predictions for high traffic volume hours using
proposed approach reflect a high degree of accuracy.

1. Introduction

Neural networks have proven to be useful in developing models for non-linear
systems. A variant of neural networks called the time-delay neural network (TDNN)
has proved especially useful for modeling time series. Hansen, et al. (1999) showed
that the TDNNs designed using genetic algorithms can provide better time series
predictions than conventional statistical time series techniques for non-linear time
series. Hansen et al.’s approach is not computationally feasible for a large time series
model such as the one used in this study. The present study applies a variation of
Hansen, et al.’s approach for inter-city traffic forecasting. The approach proposed in
this study combines a statistical measure with evolutionary and neural computing.
The proposed approach is computationally less intensive than Hansen, et al.’s
approach.

Advancements in computer and communications technologies are making it
possible to address several challenges in transportation, such as safety, productivity,
and mobility. One of the ways of alleviating the congestion problems is to redistribute
the traffic over the highway network. This redistribution can be spatial as well as
temporal. If travelers have advance information about the traffic conditions, they can
reschedule or reroute their trips. One of the important issues in an Advance Traveler
Information System (ATIS) is accurate forecasting of traffic conditions in the short-
term future.

Most of the earlier research on short-term traffic volume forecasting
compared the results of models developed based on traditional statistical models with
advanced techniques like neural networks. Smith and Demetsky (1997) developed
historical average, time-series, neural network, and non-parametric regression models
for Northern Virginia's Capital Beltway. Hua and Faghri (1994) concluded that neural



Time Delay Neural Networks Designed Using Genetic Algorithms         291

networks provide most techniques needed in some ITS implementation domains such
as real time traffic forecasting, neural networks are found to be superior to
conventional techniques. Zhang and Ritchie (1997) developed a multi-layer feed-
forward artificial neural network to model the freeway traffic system. Park et al.
(1998) applied radial basis function (RBF) neural network for time-series forecasting.
Cheu (1998) developed multilayer feedforward neural networks to predict freeway
conditions at I-880 Freeway in the San Francisco Bay Area.

Many of the above studies illustrated the advantages of using neural
networks. Some studies favored statistical models (Smith and Demetsky, 1997). This
study deals with neural network models. Neural networks are considered clever and
intuitive, because they learn by example rather than by following programmed rules.
They are good at pattern recognition. They learn the trends from the data and develop the
ability to categorize, imitate, and generalize. Their other characteristics are adaptability,
plasticity, self-organization, dynamic stability, convergence, fault tolerance, and
normalization. These properties can be applied to most types of artificial neural networks.

Even though the majority of previous studies are restricted to urban highway
networks, some of the researchers have conducted experiments with other categories of
highways (Dougherty and Cobbett, 1997). Highway agencies, such as Minnesota
Department of Transportation, have clearly stated their intentions of extending ATIS to
other categories of highways over the next few years. Dougherty and Cobbett (1997)
studied the use of  backpropagation neural networks for short term traffic forecasts of
inter-urban traffic in Netherlands. They identified the vast number of possible input
parameters as one of the major problems. Dougherty and Cobbett used stepwise
reduction to reduce the size of the network. This paper proposes the use of genetic
algorithms to address a similar problem, namely the design of connections from the input
layer to hidden layer in a time-delay neural networks for modeling an inter-urban traffic
volume time series in Alberta, Canada. The results are compared with other models that
were developed based on intuitive understanding of the time series.

          Fig. 1.  Time Delay Neural Network Design

2. Time-Delay Neural Networks

The network used in this study consists of three layers: input, hidden, and output. Figure
1 shows the network used in this study. The input layer receives data from the outside
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world. The variant of neural network used in this study is called Time-Delay Neural
Network (TDNN) (Hecht-Nielsen, 1990). Figure 1 shows an example of a TDNN, which
are particularly useful for time series analysis. The neurons in a given layer can receive
delayed input from other neurons in the same layer. For example, the network in figure 1
receives a single input from the external environment. The remaining nodes in the input
layer get their input from the neuron on the left delayed by one time interval. The input
layer at any time will hold a part of the time series. Such delays can also be incorporated
in other layers.

The input layer neurons send information to the hidden layer neurons. The
hidden neurons are all the neurons between the input and output layers. They are part of
the internal abstract pattern, which represents the neural network’s solution to the
problem. The hidden layer neurons feed their output to the output layer neurons, which
provide the neural network’s response to the input data.

Neurons process input and produce output. Each neuron takes in the output
from many other neurons. Actual output from a neuron is calculated using a transfer
function. In this study, a sigmoid transfer function is chosen because it produces a
continuous value in the range [0,1]. It is necessary to train a neural network model on a
set of examples called the training set so that it adapts to the system it is trying to
simulate. Supervised learning is the most common form of adaptation. In supervised
learning, the correct output for the output layer is known. Output neurons are told what
the ideal response to input signals should be. In the training phase, the network constructs
an internal representation that captures the regularities of the data in a distributed and
generalized way. The network attempts to adjust the weights of connections between
neurons to produce the desired output. The backpropagation method is used to adjust the
weights, in which errors from the output is feedback through the network, altering
weights as it goes, to prevent the repetition of the error.

3. Genetic Algorithms

The origin of Genetic Algorithms (GAs) is attributed to Holland’s (1975) work on
cellular automata.  There has been significant interest in GAs over the last two
decades.  The range of applications of GAs includes such diverse areas as: job shop
scheduling, training neural nets, image feature extraction, and image feature
identification.  This section gives a brief overview of GAs.

Parents

Offspring

Fig. 2. Crossover operation
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GAs follow the principles of evolution through natural selection.  The domain
knowledge is represented using a candidate solution called an organism.  In most
cases an organism is a single chromosome represented by a vector of length n:

)1|( nicc i ££= , where ci is called a gene.

A group of organisms is called a population.  Successive populations are called
generations.  A GA starts from an initial generation G(0), and for each generation
G(t) generates a new generation G(t + 1).

The genetic algorithm is based on two fundamental evolutionary concepts:
1) the  Darwinian notion of fitness, which describes an organism’s ability to survive;

and
2) genetic operators, which determine the next generation’s genetic makeup based

upon the current generation.
Conventionally, (2) consists of crossover and mutation operators.  The crossover

operator creates new organisms called offspring by recombining the genetic material
of two existing organisms, the parents.  Parents are chosen to „pass on“ their genes to
the next generation based on their fitness.  Such crossovers ensure the exploitation of
successful subspaces of the solution space.  Figure 2 depicts a crossover operation.
As shown in the figure, the offspring contain some of the genes from one parent and
the rest of the genes from the other parent.  The mutation operator randomly alters
one or more genes in an organism.  Mutations add genetic diversity to the population.
Figure 3 shows the mutation operation, where the value of a randomly chosen gene is
altered.  Through mutation, GAs search previously unexplored sections of the solution
space, consequently ensuring that the entire search space remains connected.
Through the combination of crossovers and mutations, GAs are able to
simultaneously explore new subspaces and exploit successful ones.

3.1 Genetic Algorithms for Designing Neural Networks

Many researchers have used GAs to determine neural network architectures. Harp, et
al. (1989) and Miller, et al. (1989) used GAs to determine the best connections among
network units. Montana and Davis (1989) used GAs for training the neural networks.
Chalmers (1991) developed learning rules for neural networks using GAs.

Hansen, et al.(1999) used GAs to design time-delay neural networks
(TDNNs), which included determination of important features such as number of
inputs, number of hidden layers, and number of hidden neurons in each hidden layer.

Original chromosome

Mutated chromosome

Fig. 3. Mutation operation
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Hansen, et al.(1999)  applied their networks for modeling chemical process
concentration, chemical process temperatures, as well as Wolfer sunspot numbers.
Their results clearly showed advantages of using TDNNs configured using GAs over
other techniques including conventional Autoregressive integrated moving average
(ARIMA) methodology as described in Box and Jenkins (1970).

Hansen et al.’s approach consisted of building neural networks based on
the architectures indicated by the fittest chromosome. The objective of the evolution
was to minimize the training error. Such an approach is computationally expensive.

Another possibility that is used in this study is to choose the architecture of the input
layer using genetic algorithms.

4. Study Data and Design of Experiments

The rural primary highways in Alberta experienced increased traffic volumes in the
past years (Gopalkrishnan, 2000). During 1997, they experienced an increase in
traffic volume of 7.1% over 1996 levels and in 1998 increase in traffic volume
amounted to 3.9% over 1997 levels. This increase is primarily resulting from the
growing economy leading to increased movements of goods by truck as well as
increased tourism. Highway No. 2 between Calgary and Edmonton is one of the
strategically located primary highway in Alberta. Traffic along this section has
increased considerably over the years. This highway also forms part of the Canada-
America-Mexico (CANAMEX) Project under consideration.

The study focuses on the development of short-term traffic prediction
models along Highway No. 2 between Calgary and Edmonton. Figure 4 gives a
schematic sketch of the four main counters between Calgary and Edmonton. The
counters are identified based on the importance of their location with respect to
Highway No. 2 and their access roads. They are also identified based on their traffic
volumes, i.e. Annual Average Daily Traffic (AADT). The data used for this study are
from years 1996 and 1997. The data are available in three files for each counter. Two
of the files contain volume for each direction of travel and the third file contains the
traffic volume for both directions.

The analysis (Gopalkrishnan, 2000) of traffic data clearly showed that except
for the counter at Airdrie, three other locations experience a steady traffic flow
throughout the day. The location at Airdrie clearly indicated a presence of commuter
traffic in the form of distinct morning and evening peaks. For all the locations, the
traffic volume variation remained very similar on all days except on Fridays, where
the volume registered is a little higher than other days. Like other provincial highways
in Canada, the summer months of June, July and August recorded higher traffic
volumes.

Edmonton CalgaryRed Deer Olds Airdrie

190
Km

Fig. 4. Highway No. 2 (Between Calgary and Edmonton)
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4.1 Models

The objective of the study was to test the feasibility of using genetic algorithms for
selecting connections from the input layer to the hidden layer of a TDNN. The inter-
urban traffic from Edmonton to Calgary was the focus of the study. The assumption
was that previous traffic volumes from all the four locations would influence the
prediction of nth hourly traffic volume. Previous studies have used manual pattern
analysis to decide the appropriate neural network design (Gopalkrishnan, 2000). This
study uses genetic algorithms for designing the connections between input and hidden
layers.

Figure 5 shows the model used in this study. To test the effectiveness of the
proposed technique it was decided to predict the hourly traffic volumes at Airdrie,
which has the highest traffic volumes among the four counters. Four time series from
the four counters are used to form the time-delayed input layer. Each time-series is
delayed 168 times corresponding to one-week worth of history. This results in

6724168 =·  input neurons. If all of the neurons were connected to the hidden
layer, it will result in an unwieldy neural network. Such a large neural network will
take extremely long training time. Moreover, large number of connections can also
result in deterioration in the learning ability of a network.

The data from 1996 and 1997 was used for creating the pattern files for each
hour. A total of 17,112 observations comprised the training set. As mentioned before,
Hansen, et al. (1999), used the training performance of neural networks as an
objective of search for the best neural network architecture. However, given the size
of present training set, such an objective is computationally infeasible. It was decided
to use the maximization of linear correlation between the input layer variables and the
output layer variable as the objective of the search for appropriate connections
between input layer and hidden layer neurons. Note that all the 672 neurons will still
have to be part of the input layer as they are used for the delay links. The genetic
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selection will be used to determine which input layer neurons will feed their input to
the hidden layer. A careful design of neural network can be used to make sure that
keeping all the 672 neurons in the hidden layers does not cause additional overhead in
the neural computations.

Genetic algorithms were used to identify 50 variables from input layer that
have highest linear correlation with the output variable. Each chromosome consisted
of 50 genes. The input variables were labeled from 1 to 672 depending upon their
position in the input layer as shown in figure 5. Each gene was allowed to take a value
from 1 to 672. The chromosomes with higher values of linear correlation were
selected for creating the next generation. The population size was set to 110, meaning
that for each generation the genetic algorithm would retain the top 110 solutions. The
genetic algorithms were allowed to evolve for 1000 generations. The crossover rate
was set at 90%, and the probability of mutation was set to 1%. The best chromosome
from 1 to 1000 generations was used as the final solution of the search. The
connections selected by the genetic algorithm were used to design and implement a
neural network.

The results from the GA designed neural network were compared with a
simple TDNN that used connections from a total of last 50 hourly traffic volumes
from the four counters. That means the simple model used last 13 hours from the
counters at Leduc and Red Deer, and last 12 hours traffic from counters at Olds and
Airdrie. Both the neural networks used twenty-five hidden layer neurons.

5. Results and Discussions

The genetic algorithms attempted to maximize the linear correlation between the output
variable and 50 of the 672 input layer variables. Figure 6 shows the distribution of the 50
selected input variables according to the counters. Two upstream counters at Olds and
Red Deer seemed to have the most influence on traffic at Airdrie. The historical traffic at
Airdrie contributed to the next most populous set of input variables. The farthest highway
section at Leduc contributed smallest number of variables.
The predictions from the simple and GA designed TDNNs were compared using
absolute percentage error calculated as:

Table 1. Comparison of Simple and GA designed TDNNs

Error measure Simple TDNN GA designed TDNN

Average 15.29% 12.63%

50th percentile 6.53% 5.92%

85th percentile 33.85% 20.25%

95th  percentile 66.27% 47.67%
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The key evaluation parameters used for comparison consisted of average, and 50th,
85th, and 95th percentile errors. Table 1 shows the comparisons of these four measures

for the simple and GA designed TDNN. As can be seen from table 1, the GA
designed neural network has lower errors than the simple TDNN. The average error
for GA designed TDNN is 2.5% lower than the simple TDNN, while the median (50th

percentile) error is reduced from 6.53% to 5.92%. The difference between these two
networks becomes more pronounced for 85th and 95th percentile errors. The 95th

percentile error is reduced from 66% to 48% by adopting GA designed architecture.
Even though the average error of 12.6% for the GA designed TDNN seemed

rather high, the median (50th percentile) error of 5.9% was significantly lower than the
average error. This anomaly seemed to indicate that there are a few hours, which are
contributing large percentage errors. It was hypothesized that these hours may
typically be the low-volume or silent hours from late night to early morning.
Typically, these low traffic volume hours have unstable traffic patterns. Moreover,
even small variations in these low numbers can result in large percentage errors. A
more detailed study of actual and estimated traffic volumes confirmed the hypothesis.
A summary of the investigations appears in table 2.

The highest hourly traffic volume was 2754. The data set was analyzed using
three types of hours. The first category consisted of hours with traffic volumes greater
than 1377 (or 50% of the highest volume). These hours have some of the highest
congestion found at that highway section. Accurate predictions of hours from this
type is an important issue. There were a total of 2223 hours belonging to this
category. The average error for this important first category was only 3.7%. The
second category subsumes the first category and includes hours with traffic volumes
greater than 689  (or 25% of the highest volume). In addition to the 2223 hours with
high interest, this category may include an additional 7554 hours that may be less
interesting to a road user. The average error for such an expanded category was also
relatively low at 4.7%. On the other hand, 7335 hours had traffic volumes less than
689. The predictions for these hours are not critical, due to smooth traffic flow. The
percentage errors for these hours were higher with an average of 22.9%. Such a high
error still doesn’t result in high absolute error for low traffic volumes. For example,

Figure 6. GA Assigned variables
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percentage error of 23% for a traffic volume of 689 will result in an absolute error of
158 vehicles per hour. The traffic conditions are likely to be similar for traffic
volumes of 689 or 847.

In summary, it can be said that the average errors for high traffic volume errors
are in 3-4% range. These errors are comparable or smaller than previous elaborate
models developed for the same data (Gopalkrishnan, 2000). Gopalkrishnan (2000) used a
detailed manual analysis of traffic patterns and developed neural network and regression
models for the daytime hours. He found that developing different models for each hour
increased the accuracy of predictions. The model developed in this study is universally
applicable for any hour. Further refinement that excludes silent late night hours may
improve the efficiency. One of the disadvantages of using a universal model is that the
weights from the hidden layer have to adjust to different types of traffic hours. Using
different hidden layer for different times of the day can further improve the accuracy of
predictions. Such refinements will require an extensive set of experiments. Results of
these experiments will be presented in a future publication.

6. Summary and Conclusions

This paper proposes a computationally feasible approach for designing large time
delay neural networks. The study used four time series from different traffic counters
on highway 2 to predict inter-urban traffic near Calgary, Alberta, Canada. The
connections from time delayed input layer were chosen using genetic algorithms. The
objective of the genetic algorithms was to maximize the linear correlation between
output variable and fifty of the 672 variables from the input layer. The average
prediction errors for important high traffic volume hours were found to be in the 3-4%
range. Further experiments will be carried out to develop models that take into
account the time of day to further improve the accuracy. The technique will also be
tested for other locations on the same highway.
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Abstract. This paper proposes a new way of digital hardware imple-
mentation of nonlinear activation functions in feed-forward neural net-
works. The basic idea of this new realization is that the nonlinear func-
tions can be implemented using a matrix-vector multiplication. Recently
a new approach was proposed for the realization of matrix-vector mul-
tiplications which approach can also be applied for implementing the
nonlinear functions if the nonlinear functions are approximated by sim-
ple basis functions. The paper proposes to use B-spline basis functions
to the approximate nonlinear sigmoidal functions, it shows that this ap-
proximation fulfills the general requirements on the activation functions,
presents the details of the proposed hardware implementation, and gives
a summary of an extensive study about the effects of B-spline nonlin-
ear function realization on the size and the trainability of feed-forward
neural networks.

1 Introduction and Motivations

Many modeling, control, pattern recognition, etc. tasks can be solved using neu-
ral networks. The motivations behind this general applicability are the universal
capabilities and adaptive nature of neural networks. Feed-forward neural net-
works (FFNNs) are universal approximators and classifiers [1], which means
that a properly constructed FFNN can approximate any continuous function
with arbitrary accuracy or can solve any classification task. On the other hand
neural networks are parallel distributed systems and as a consequence rather
high speed operation can be achieved if they are implemented in parallel hard-
ware form. A relatively large segment of the possible applications needs this
high-speed operation. Real-time recognition of different patterns (e.g. printed
or handwritten characters), certain control tasks, etc. [2], [3] require embedded
solutions, where relatively small-size, high-speed implementation can be applied
only. This paper deals with a new digital hardware implementation, which is
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based on a recently suggested efficient matrix-vector multiplier architecture [4] ,
[5]. The main advantage of this multiplier architecture is that - if at least one of
the multiplicands is constant - it can be built into the architecture and a bit-level
optimization process can be performed which results in a more simple hardware
structure.

Feed-forward neural networks implement nonlinear mappings between input
and output data:

y = W2f(W1x) (1)

where W1 and W2 are the weight matrices of the hidden and the output layer,
respectively.

From the viewpoint of hardware realization the critical operations of the
neural mapping are the multiplications required in the calculation of linear com-
binations, (e.g. Wx) and the elementary nonlinear mappings denoted by f(.) in
Eq. 1. The recently proposed multiplier architecture is a partly parallel partly
serial structure. Using this architecture all required multiplications can be cal-
culated in parallel, while every multiplier implements bit-serial operation [4],
[5].

The second critical operation in a feed-forward neural network is the elemen-
tary nonlinear mapping that is realized by the activation function in an MLP.
The activation functions, which must fulfill certain conditions to obtain univer-
sal approximator neural networks, are usually implemented by look up tables
[6]. This paper proposes a new solution that is also based on the efficient hard-
ware multiplier architecture. In this solution the activation functions - usually
logistic or hyperbolic tangent functions - are approximated by B-spline basis
functions and these B-spline based activation functions are realized using the
proposed multiplier structure. The application of this multiplier structure for
implementing both critical operations, the multiplications and the elementary
nonlinear mappings makes it possible to get efficient hardware implementation of
FFNNs using field programmable gate arrays (FPGAs) or ASICs. FPGA-based
neural realizations are ideal solutions for relatively low-cost, medium/high-speed
embedded systems, especially if a prototype or a small series of the product is
needed.

The paper gives a short review of the general requirements of the activation
functions, shows that the B-spline based solution fulfill these requirements and
details the proposed hardware architecture. The general requirements on an
activation function to get the universal approximating capability are rather weak.
However, these requirements usually do not deal with the question of the size
of the neural network (the number of the hidden neurons) and with the relation
between the activation function and the size of the neural network. Moreover,
from practical point of view a further important question if a neural network with
the required approximating capability can be reached using standard gradient-
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based error back-propagation training. Whether a selected activation function
let the network efficiently trainable or not cannot be determined easily. Also, to
determine the optimal size of the network using a selected activation function is
a hard task that theoretically has not been solved so far. The paper - in addition
to the new way of implementation - gives the results of an extended experimental
study for determining the effects of the implemented activation function on the
size and the trainability of the network.

2 Requirements against the Activation Function

Several theorems and different approaches exist in the literature, which prove
the universal approximation capability of single hidden layer MLP. Good surveys
can be found for example in [7] and [8]. These results are different in more points:

– They use different conditions and constrains for the activation function
and/or they use different error measures.

– The proof of a theorem can be constructive or non-constructive. A proof is
constructive if it gives an algorithm for computing the appropriate weight
set (or it is proved that the weight set is computable on a Turing machine).
Unfortunately, even if an algorithm exists it is not sure that the widely used
gradient learning algorithms find the solution.

– They do not give practically useful results about the optimal size of the
network (at most they can give a - usually too pessimistic - upper limit).

Now just the most important theorems are cited from the literature which prove
that the presented implementation method is suitable for FFNNs and a network
with such activation function has the universal approximation capability.

Theorem 1 ([9]). Let σ(.) : R → R be any function. Denote Σ3
σ,d the functions,

which can be realized by the three layered d dimension FFNN with σ(.) activation
function. Then Σ3

σ,1 is dense in C(R) if and only if Σ3
σ,d is dense in C(Rd) for

every positive integer d.

This theorem is important, because it states that the results, which are achieved
for a one-dimensional network can be generalized to higher-dimensional net-
works. However, the theorem is not constructive.

Theorem 2 ([10]). Let σ(.) : R → R be a locally bounded piecewise continuous
function. Then Σ3

σ,d is dense in C([0, 1]d) for all positive integers d if and only
if σ(.) is not an algebraic polynomial.

Theorem 2 is a comprehensive interpretation of Leshno et al.’s theorem by
Ku̇rková in [8]. It proves the universal approximation capability of the three
layered FFNNs under very weak conditions on the activation function. Similar
results, or ones with even weaker conditions can be found in [11] using different
error norms. It is clear that the key property of the activation function is the
non-polynomiality.
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3 B-Spline Based Hardware Implementation of the
Activation Function

3.1 Implementation Technique

Our main goal is to find an efficient way for implementing the activation func-
tions. It will be shown in the sequel that an efficient implementation can be
obtained if the nonlinear mappings of the activation functions can be expressed
as matrix-vector multiplications. In the proposed solution a special spline ap-
proximation of the activation functions will be used. In the rest of the paper
the approximated activation function will be called spline activation function.
A spline function which is a piecewise polynomial function is formed as a linear
combination of B-spline basis functions. The univariate B-spline basis functions
can be defined by different ways [12]. A simple definition can be obtained using
a recurrence relationship. Denoting the j-th univariate basis function of order k
by bk

j (.), it is defined by:

bk
j (x) =

(
x − λj−k

λj−1 − λj−k

)
bk−1
j−1 (x) +

(
λj − x

λj − λj−k+1

)
bk−1
j (x) (2)

b1
j (x) =

{
1 if x ∈ Ij

0 otherwise
(3)

where the λ(i) i = 1, 2... form the so called knot sequence which partitions the
x axis, and Ij = [λ(j − 1), λ(j)) is the j-th interval of the partitioned x axis.

On each interval the basis function is a polynomial of order k, and at the knots
the polynomials are joined smoothly. The basis functions become smoother as the
order increases. B-splines are good candidates for implementing the activation
functions as:

– The B-spline-based construction fully fulfill the requirements detailed in sec-
tion 2, so a FFNN with spline activation function can approximate any con-
tinuous functions with arbitrary accuracy under some very weak conditions.

– B-spline is a smooth function, so any function composed of B-splines is also
a smooth function. If the order of the spline is k the first k − 1 derivatives
of the spline exist and under a certain condition (spline has only knots with
multiplicity one) the derivatives are continuous. This makes it possible to
use gradient learning rules in the training of the network.

– B-splines are basis functions with final support. If the knot (breakpoint) se-
quence is equidistant all basis functions are similar. This feature is important
from the viewpoint of efficient hardware implementation.

The properties of the realized sigmoidal function are determined by the
knot sequence, the order of the polynomials and the way the spline coefficients



304 T. Szabó and G. Horváth

are computed. The more segments are used the better approximation can be
achieved, however, as it will be shown later efficient hardware implementation
can be obtained if not too many segments are used. Next the spline approxima-
tion of the activation function will be presented.

The basic concept of the proposed activation implementation method applies
equidistant knot sequence. If equidistant knot sequence is used the B-spline basis
functions will be similar disregarding their displacements. The basis functions
have finite supports, which means that for a given x input a finite number -
exactly k - basis functions will be activated, and that for any input value the
approximated activation function will be composed of this k basis functions.
On the other hand the support of a basis function contains exactly k + 1 grid
points which partitions the basis functions into k segments. This segmentation
will be found in the approximated activation function too. This means that the
activation function to be approximated will also be partitioned into segments. As
all segments of the activation function will be formed as the weighted sum of all
basis function segments, first these basis function segments must be calculated,
than the weighted sums have to be computed with the predetermined weight
values. To compute the basis function segments an alternative expression of the
B-splines have to be used. Instead of using the recurrence relationship given in
Eq. 3. every segment of a B-spline basis function can be written as a polynomial.
The polynomial expressions depend on the order of the B-spline basis function
and the knot sequence. For cubic splines (the order of the spline k is 4, which
means that 3rd degree polynomials are used) with equidistant knot sequence the
equations are as follows:

b4
0(x) =




x3

6 0 ≤ x ≤ 1

−3x3+12x2−12x+4
6 1 ≤ x ≤ 2

3x3−24x2+60x−44
6 2 ≤ x ≤ 3

−x3+12x2−48x+64
6 3 ≤ x ≤ 4

(4)

As these segments will be used in the activation function approximation, effi-
cient implementation of the segments is also important. For this implementation
a slightly modified version of the previous segments will be used. The modifica-
tion will shift all segments into the first interval (into the [0, 1] interval). These
modified segments - which we call standard segments - are shown in Fig. 1 b).
The modified segments can also be computed as a result of a matrix vector
multiplication where a vector of properly chosen powers of the input variable
is multiplied by a matrix. The elements of this matrix can be calculated from
Eq. 4 if we take into consideration that all segments are shifted into the [0, 1]
interval.
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Fig. 1. a) Activated basis functions; b) Piecewise polynomial activation function; Knots
are denoted by circles

Now as all standard segments are computed the approximation of the ac-
tivation function can also be determined. As it was mentioned the activation
function will also be partitioned into segments. To determine the value of the
approximated activation function for a given input value first the proper segment
must be selected then this segment must be evaluated according to the relative
position of the input value within this segment. This means that the input values
will be separated into two parts: one for the segment selection and the remaining
part for determining the relative position within the selected segment. Assuming
that Bx-bit binary representation form is used, the first several (Bxh) MSB bits
will be used for segment selection and the remaining number of bits (Bxl) are
used as a relative coordinate of the basis function. Certainly, Bx = Bxh + Bxl.

In order to work with unsigned digits we will apply a simple displacement
transformation: x̆ = x + 1. Thus,

y = f(x̆) = 1−e−8x̆+8

1+e−8x̆+8 ; x̆ ∈ [0, 2] (6)

is the function to be approximated.

To follow the activation function construction let see an example. Let Bxh = 3
and thus Bxh = 5. This means, that 2Bxh = 8 segments will be used. See Fig. 1 a).
Every segment will be formed as a weighted sum of the previously implemented
B-spline basis function segments.
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Bx

Bxh = 0..(2Bxh− 1)Bxl = 0..1

x̆h x̆lx̆

Fig. 2. Arranging the bits of x

ŷ = f̂(x̆) =
∑

∀i: x̆∈supp(bk
i )

vib
k
i (x̆l) (7)

vi denotes the weight, and supp(bi) the support of the corresponding basis func-
tion.

The weights of the basis functions can be selected from a table according to the
active interval using x̆h as an address. This is a solution of the problem and the
block diagram of the necessary hardware is discussed in 3.2. However, we can go
a step further and compute all the output values parallel:

ŷ = V




b4
IV (x̆l)

b4
III(x̆l)

b4
II(x̆l)

b4
I(x̆l)


 =




v1 v2 v3 v4
v2 v3 v4 v5
v3 v4 v5 v6
...

...
...

...
v2Bxh v2Bxh+1 v2Bxh+2 v2Bxh+3







b4
IV (x̆l)

b4
III(x̆l)

b4
II(x̆l)

b4
I(x̆l)


 (8)

This Eq. 8 and the previous Eq. 5 can be combined as

ŷ = VB




1
(x̆l)1

(x̆l)2

(x̆l)3


 = VB




1
(x̆l)1

(x̆l)2

(x̆l)3


 (9)

One can see that both the V and B are constant matrices, thus their multiplica-
tion (VB = VB) can be computed in advance. In the final step, the “real” output
can be chosen based on x̆h. As it was mentioned, a cost effective matrix-vector
multiplier architecture had been developed earlier which can also be used here-
with providing an efficient implementation for the non-linear activation function.
It is discussed in the next section.

3.2 The Hardware

The previous section depicted an implementation idea for activation functions
using B-splines computed in a form of matrix-vector multiplication. The elements
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of the matrix are constant, while the vector is composed from the different powers
of the input. The upper part of the input word is used as an address, which selects
the active spline piece and puts its value to the output. As one can see, if a k-
order B-spline is used the first k − 1 powers have to be computed. Fortunately,
these powers must be computed for x̆l which is formed from just the several lower
bits of the input signal x̆. After all, two possible block schemes are presented
depending on whether

1. the whole VBx̆l matrix product is computed, where the result will be a
vector and the output is the properly selected element of this vector(Fig. 3),
or

2. only the necessary vector-vector (inner) product is computed (the fix co-
efficients are selected). This way directly results in the required activation
function value, however in this case non-constant vectors must be multiplied
(Fig. 4).
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Fig. 3. Implementation using dedicated matrix-vector multiplier

X2
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x

X3

f(x)

x̆h

x̆l

memory address
Coefficient LUT

Fig. 4. Implementation using coefficient look-up table

The implementation with look-up table requires complex variable-variable mul-
tipliers and a memory, which can provide k coefficients in the same time and
stores k2Bxh values. The optimized matrix-vector multiplier depending on the
size of the matrix can efficiently replace them.

In the implementation a further question may arise: what type of arithmetic
should be used in the realization, as so far no bindings were taken on the arith-
metics. Either bit-serial, bit-parallel or digit-serial arithmetics can be used. The
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decision depends on the required speed, the accessible amount of hardware and
the number of B-spline basis functions. If we have more basis functions,

– the B-spline approximation gives more accurate result,
– this may allow in some cases to decrease the order of the spline (k),
– which results in simpler hardware, because only lower powers of the input

variable have to be computed,
– less bits remain for x̆l, that is the computation of its powers is simpler,
– more coefficients have to be stored (in the look-up table, or to built into the

special matrix-vector multiplier)

In practice higher order (k > 4) splines are rarely applied, because the accuracy
of the spline approximation does not increase rapidly for larger orders (see the
spline literature, e.g. [12], [13]). Above these qualitative deliberations it is very
hard to set up more accurate guidelines. Some empirical experiences should be
made in order to choose the good setup respecting the required output accuracy.

4 Effect of the Application of Spline Activation Functions

Theorems presented in section 2 show (necessary and) sufficient conditions for
the universal approximation capability of a feed-forward neural network. These
theorems do not ensure that a gradient type learning algorithm, like back-
propagation - finds the appropriate weight set. Moreover, they are usually ex-
istence theorems, that is they usually do not provide any point regarding how
large the hidden layer should be constructed in order to reach a given approxi-
mation error. At most, there are upper bounds (or order of magnitude) for the
number of hidden neurons for special cases. The two most important properties
the activation function must have from the viewpoint of gradient learning rules
are the existence of the first derivative and the monotony. There is no problem
with the derivatives, as B-splines have k − 1 derivatives. However, monotony is
not automatically ensured. According to the knowledge of the authors there is no
result in the literature, which proves that monotony of the activation function is
necessary for gradient type learning algorithms. Nevertheless, a simple example
can be considered: if the first derivative of the activation function changes its
sign, the correction term in the learning algorithm goes to wrong direction. We
can accept that such disturbances make the error surface more complex with
more and more local minima. One knows well, that the convergence of the learn-
ing process can stuck at in such local minima or at least they slow the learning
procedure. This is an experimental result, which warns us to beware of using
non-monotone activation function.

Our implementation method does not tell anything about the derivation of
the weights for the spline basis functions. General methods (for interpolating
and least-squares splines) can be found in the basic spline literatures ([12], [13]).
Unfortunately, these methods do not yield necessarily monotone splines. Due to
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the page limit (and while this does not influence the implementation method)
we do not pay attention on the computation of monotone spline coefficients,
the necessary results can be found in (e.g. [14], [15], [16], [17]). Hereafter simple
interpolating splines are used, which may have just tiny non-monotony.

The other problem is the optimal number of hidden neurons. In order to
clarify the picture the main results of an extensive simulation are presented. for
this simulation experiments the teacher-student concept is used [18]. Simulations
are done with the following conditions:

– Single input, single output teacher net using 5 hyperbolic tangent neurons in
the hidden layer is applied. Theorem 1 makes it possible to examine only one
dimensional cases and generalize to higher dimensions. However, this theo-
rem does not tell anything about the number of hidden units. Nevertheless,
here just the one-dimensional case is discussed, our further task to prove the
results for higher dimensional nets.

– There were 200 training and 2000 test points selected randomly from a Gaus-
sian distribution. Standard back-propagation training was used with λ = 0.1
learning rate using the SNNSv4.2 neurosimulator ([19]).

– Activation functions are built up using interpolating splines. The splines
approximate the hyperbolic tangent function in the [−4, 4] interval, the ap-
proximated activation function is constant outside this interval (zero first
derivative). The splines have equidistant knot sequences without knot mul-
tiplicity using three different number of pieces: 4, 8 and 16. The order of the
splines is in the range of k = 2..4. The use of the interpolating spline approxi-
mation results in that the activation function will be slightly non-monotonic
close to the saturated region. However, this non-monotonous behavior is
small -it is in the range of the LSB.

– While all of our spline activation functions approximate the hyperbolic
tangent activation function the derivatives were computed according to
f

′
(x) = 1 − (f(x))2 as if the activation function would be the original hy-

perbolic tangent function. This makes sense, because its computation is very
easy and this approximate derivative hides the tiny non-monotonous behav-
ior of the spline activation function.

– Number of the hidden neurons is selected as 5,7,9,...15. For each cases we
have 10 trial runs.

4.1 Simulation Results

Figure 5/a shows the performance of the student network. The lower curve al-
ways means the average mean squared error (MSE) in the 200 training points,
while the upper curve is for the 2000 test points. All the MSEs are normalized
by the number of points as it is provided by the SNNSv4.2 simulator [19]. 10
runs correspond to a given network size. A fare stage denotes the variance of the
10 runs, the upper and lower ends are for the worst and best errors respectively.
The limits of the box are at the 2nd worst and best runs, while the horizontal
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Fig. 5. Using conventional tangent hyperbolic function a) and cubic B-spline b)
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b) k = 2 order spline, i = 8 pieces
Fig. 6. Using B-spline activation functions I

line in the box is at the middle between the 5th and 6th elements of the ordered
errors. A line joints the points in the boxes, which represent the mean values
of each 10 runs. We can say that the limit of the precision of the simulation is
around < 10−8 in term of MSE at training points and < 5∗10−6 in term of MSE
at test points. This performance limit is mainly due to the applied precision at
the representation of the input and desired output point pairs in the simulator or
more exactly at the import and export of these points to and from the simulator.

The following experiments can be seen from the simulation results on
Fig. 5 . . 7:

Concluding remark 1. Nets with B-spline activation functions have poorer
performance at the same network size, but increasing the complexity of the net-
work we can decrease the error. This means that more neurons can compensate
for the less “nice”activation function.
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Fig. 7. Using B-spline activation functions II

Concluding remark 2. The higher order the B-spline is the better error per-
formance can be obtained at the given network size.

Concluding remark 3. The more pieces in the activation function the better
error performance can be obtained at the given network size.

Concluding remarks 1 and 2 are straightforward. Let we assume a piecewise
linear activation function built up from 3 pieces including constant ones. The
number of the neurons determines the number of pieces in the approximation
provided by the whole net. If there are more neurons this means more pieces for
the approximation provided by the whole net. However, this is not so plausible
for the remark 3, because if the number of the basis functions is increased in the
construction of the B-spline activation function, the number of the independent
pieces does not increase regarding the function approximated by the network.
This is why the “slope”, the position and the “active region” of a neuron (the
influence of its activation function) can be controlled by the weights and we
have no more free parameters if just the number of basis functions for the B-
spline activation function is increased. Let we see for instance piecewise linear
activation functions. The function represented by the network is also piecewise
linear one. The input weights of the neuron in the hidden layer determines the
distance between two breakpoints at the output of the net which are originally
correspond to the breakpoints of the B-spline activation function. Let we choose
the ith neuron in the hidden layer. Let the input weight value for this neuron is
10 and its bias is −1 while the output weight value is −2. This means that the
effect of this neuron at the output of the net is in the interval x ∈ [−0.3, 0.5]
outside it gives a constant −2 or +2. This ith neuron provides breakpoints in
this x ∈ [−0.3, 0.5] interval equidistantly, that is the linear pieces due to the
piecewise polynomial activation function of the ith neuron have always the same
length and well determined slope. Nevertheless, the shape which has more pieces
is closer to a smooth arch and this arch can be controlled by the weights but
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keeping the pieces of the arch equidistant and correlated. Correlation means
here that the ratio of the derivatives of these pieces are fixed (by the B-spline
constants).

Conclusion

This paper suggests a new and efficient neural network implementation method.
A recently suggested efficient matrix-vector multiplier architecture is cited as the
basic building block of the NNs. Here it is proved that the nonlinear activation
function can also be realized in the form of a matrix-vector multiplication using
the B-spline function approximation method. The application of these architec-
tures for both critical operations, the multiplications and the nonlinear mappings
results in an efficient dedicated hardware implementation of NNs. Theoretical
background of the usage of B-spline activation functions is also discussed and an
empirical study was made on the effect of B-spline activation functions to test
the performance of the neural networks.
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Abstract. We present a method for inducing a set of rules from time series data,
which is originated from a monitored process. The proposed method is called
MAPS (Mining Aberrant Patterns in Sequences) and it may be used in decision
support or in control to identify faulty system states. It consists of four parts:
training, identification, event mining and prediction. In order to improve the
flexibility of the event identification, we employ fuzzy sets and propose a
method that extracts membership functions from statistical measures of the time
series. The proposed approach integrates fuzzy logic and event mining in a
seamless way. Some of the existing event mining algorithms have been modi-
fied to accommodate the need of discovering fuzzy event patterns.

1 Introduction

An industrial process is a series of operations performed in manufacturing or some
other industrial activities. Monitoring is used in time dependent industrial processes in
order to ensure that the process is effective. Monitoring is particularly important in
aligning the process with other processes and ensuring that the process operates ac-
cording to the specifications. Many variables are measured during monitoring. Such
variables may include pressure, temperature, humidity etc., and are called process
attributes here. Measurements are made on some constituent parts of the industrial
process, which are considered critical for the operation and stability of the process.
Those attributes participating in monitoring are chosen carefully, so that the monitor-
ing is effective in identifying important aspects of the process. The monitoring is ac-
complished by frequently sampling the values of the temporal attributes. The fre-
quency of sampling is user defined and it can range from a few milliseconds to many
days. Suppose we are given such a process P with n temporal attributes a1, a2, ..., an,
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each of which is sampled every t time units (one time granule) at time points t1, t2, ...,
tj, ..., where  tj=jt. Then, the observation data may be viewed as time series. Each
attribute observation constitutes a single time series. A data element d(i,j) indicates the
value of the attribute ai at time point tj.

One of the challenges is to discover important events hidden in this time series data.
Consequently the question becomes: how is it possible to utilise this time series data in
such a way that we are able (1) to identify abnormal events in a process and (2) to
describe or predict the behaviour of a sequence of such abnormal events that may lead
to failures? Therefore, the main goal focuses on the development of a systematic way
to identify and predict abnormal events and event patterns in time sequences. We are,
in particular, interested in methods that require no a priori knowledge and allow us to
obtain the above goal by studying monitoring information acquired by measuring time
varying attributes. This paper describes a method (named MAPS - Mining Aberrant
Patterns in Sequences) that determines the necessary steps, we need to perform, in
order to develop a knowledge-based system, which is able to identify abnormal events
and deduce rules for describing or predicting the behaviour of such abnormalities. The
knowledge is acquired from observed (aberrant) behaviour during the lifetime of the
industrial process. No a priori knowledge is required. The proposed method provides
fully adaptable mechanisms that allow the knowledge base to be enriched during the
lifetime of the process. Our main goal focuses on discovering knowledge concerning
abnormal behaviour. Towards this goal, we start directly with data sequences, which
represent measurements of various attributes of the monitored process. The MAPS
method employs a fuzzy set technique to identify aberrant events and generate event
sequences. An event sequence is then mined for interesting patterns and rules are
extracted from these patterns. Prediction is obtained by matching the most recent
events of the sequence with the antecedent part of such rules.

The rest of the paper is organised as follows: in Section 2, we present an outline of
the MAPS method and discuss briefly its constituent components. Section 3 contains
discussion of related work. In section 4, we present how regular behaviour is captured
in time series by employing fuzzy sets; and then how these fuzzy sets are utilised for
identifying abnormal events. In Section 5, we introduce the event mining technique we
use to discover frequent fuzzy event patterns as well as the method for extracting rules
that involve event patterns. In Section 6, a method for predicting aberrant events is
presented. We conclude in section 7 by summarising the contributions and pointing
out some further work to be done.

2 Outline of the Method

The proposed method employs fuzzy sets for identifying aberrant events and event
mining techniques for extracting rules from the event sequences. The method is di-
vided into four steps. Each step constitutes a separate unit. The outline of the MAPS
method is shown in Fig. 1. The four units are as follows:

Training unit: It collects statistical information from measurements. Based on this
information, the training module defines the membership functions of the fuzzy sets
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that describe the regularity of the attribute values. The membership functions of the
fuzzy set are stored in the database of the training unit.

Identification unit: The membership functions of the fuzzy sets in the training unit
are used to identify abnormal values that may cause aberrant events. Each aberrant
event is identified by its type, its occurrence time and its intensity. An aberrant event
is a fuzzy event whose intensity specifies the level of abnormality. Sequences of such
fuzzy events are stored in the database of the identification unit.

Event mining unit: This unit has two constituent parts; the first one identifies fre-
quent event patterns in the event sequences stored in the identification unit and the
second one extracts rules from the set of frequent patterns. Once the most frequent
patterns are known, they are used to obtain rules that associate closely related event
patterns. The rules are stored in the rule base of the event-mining unit.
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Fig. 1. Layout of the MAPS method.

Prediction unit: It predicts a possible future event pattern by studying the occurrence
of the event patterns during the last few observation windows. That is, if an event
pattern occurs in one of the most recent windows, then the predicting module checks
whether such a pattern matches the premise of a rule in the rule repository; and if so, it
suggests the conclusion of the matched rule as a possible future behaviour.

The arrows in Fig. 1 represent data or information flows. The dotted arrows depict
temporal flows, which are active only when the receiving module needs data for ac-
complishing its task. Information does not continuously run over dotted flows.  For
example, the flow connecting the industrial process and the training unit is active only
during a training session when measurement data is used for determining the member-
ship functions of the fuzzy sets. Upon completion of the training, this flow becomes
inactive. The data flow from the identification unit to the event-mining unit is active
when further mining in event sequences is necessary to update or refine the rule re-
pository. Solid arrows depict continuous flow of data between connected modules.
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3 Related Work

A lot of work has been done in the area of Artificial Intelligence for discovering pat-
terns in sequential data (see for example [3, 6]). In the context of databases, the prob-
lem has been studied in a number of recent papers [1, 8, 2]. Our work with respect to
mining event sequence is more related to [8] where event sequences are searched for
frequent patterns. We use the same concept of windows for estimating the frequency
of the patterns. However, we have extended the notion of pattern occurrence by intro-
ducing the concept of fuzzy events and fuzzy patterns. In order to deal with fuzzy
patterns, we have introduced a new definition of pattern frequency. Our algorithms for
finding the set of the most frequent patterns are based on those in [8]. However, the
algorithms have been adapted to deal with fuzzy events and fuzzy patterns. In [1] the
problem of discovering sequential patterns is considered over a customer transaction
database. The strategy in [1] is similar to that in [8] and it starts with simple sub-
patterns and incrementally builds longer sequence candidates for the discovery proc-
ess. In [2] the discovery process considers more complex patterns where events may
be in terms of different granularities and patterns may include temporal distances.

In the context of event identification, there has been recently an effort in Knowl-
edge Discovery and Data mining (KDD) research area, which aims at generating such
event sequences [4, 5, 7]. In [4], the problem of activity monitoring is discussed and a
framework for evaluating activity monitoring is proposed for applications such as
cellular phone fraud detection. However, in [4] the focus is on defining the functions
used for scoring false alarms. The proposed approach in [5] focuses on how to detect
events from phenomena with dynamic behaviour. This seems to be close to our goal,
however, in [5], the authors investigate the potential to identify the time points at
which the behaviour changes (change-point detection). Towards this, they suggest that
there is a need to determine the number of change points and then to find the functions
that match the behaviour between two successive change-points. In our approach
change points are identified automatically by using the minimum, maximum and sta-
tistical mean values of an attribute, which are obtained during a training session. The
idea of using fuzzy sets for mining association rules and frequent episodes is also
discussed in [7]. However, the approach in [7] is based on attributing the events in a
similar way as a customer transaction is attributed by items. In that sense, an event is
not atomic, as it is in our approach, but rather a vector quantity whose elements are
assigned a membership degree.  This approach is close to detecting abnormal behav-
iour (fraud or intrusion) over a customer transaction database. Our approach considers
the incoming data as time series data and assigns event types to each time series.
Then, an abnormal event is generated by the occurrence of an abnormal value of a
single attribute. This helps to quickly identify the abnormality in the industrial process
by studying the type of the event occurred, and it may be used to suggest possible
future abnormal events that might be caused by abnormal values of the corresponding
attributes.
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4 Fuzzy Identification of Abnormal Behaviour

The identification of abnormal events is obtained by way of training the system using
measurement data. The result of a training session is a group of fuzzy sets used to
identify abnormal values. The membership functions of the fuzzy sets are particularly
employed for identifying these abnormal values, which consequently yield the occur-
rence of aberrant fuzzy events whose membership values determines the level of ab-
normality.

4.1 Training the System for Event Identification

The aim of training is to extract fuzzy sets from observation data collected during the
normal operation of an industrial process. Each fuzzy set describes the normal behav-
iour of an attribute of the process. The method described in this section constitutes the
main procedure of the training module in Fig. 1. The observation data of each attribute
is viewed as a time series. The duration of the training period is M time granules and it
is called training session. During the training session every single value of each attrib-
ute is observed and registered in a time sequence. Fig. 2 shows the time series ob-
tained by observing the attribute ai during a training session of M time granules. For
each attribute ai, three values are maintained at the end of the training session. These
are the minimum value (ai

min), the maximum value (ai

max) and the mean value (ai

mean) of
the attribute ai, which are defined as follows:
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Fig. 2. Observation of the attribute a
i
 during a training session of M time granules.

These values form an indicator that is used to identify acceptable values of an attrib-
ute. In some industrial processes we encounter cases where some exceptional values
occur beyond the maximum or below the minimum value. These exceptional values
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are called outliers and they are treated as noise in our case. A pre-processing is needed
to remove this noise during the training session. The set of values {ai

min, ai

max, ai

mean} of
an attribute ai is called the index of ai. Each attribute index is stored as an entry in a
relation in the database of the training unit (see Fig. 1). The schema of this relation is:
AIndex(a, amin, amax, amean).

The index of the attribute ai is used to describe acceptable values of ai. For exam-
ple, values of ai, which are within the interval [ai

min, ai

max], are considered perfectly
normal, while other values of ai are considered abnormal. The level of abnormality is
expressed by a fuzzy membership function, which assigns a number between 0 and 1
to such an abnormal value of ai. The more distant the value of ai is from the interval
[ai

min, ai

max], the more abnormal the value of ai is. The generation of such a membership
function is performed as follows:

First, a fuzzy set that describes the normal behaviour of the attribute ai is defined
by using the index of the attribute ai and a threshold 0£J£1. The threshold J deter-
mines how the intensity that characterises abnormal values changes with respect to ai.
Knowing the index of an attribute ai (i.e. ai

min, ai

max, ai

mean) and the threshold J, one can
form a fuzzy set Ai, which describes the regularity of the values of the attribute ai. Fig.
3 shows a triangular membership function of the fuzzy set Ai. In fact, the membership
function of the fuzzy set Ai may be any unimodal function like trapezoidal or bell
typed. For the sake of clarity we employ only triangular membership functions in this
paper. The triangle Ai is formed by considering the following points: (ai

min, J), (ai

mean,1)
and (ai

max, J).
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max], the more intense the aberrant event is.

Then, a second fuzzy set Ii that describes the intensity of an abnormal value of ai is
defined by using the following membership function:
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Where, ai(t) is the value of the attribute ai at time t, Ii(ai(t)) is the membership value
that expresses the level of abnormality of ai(t), and Ai(ai(t)) is the membership value
that expresses the level of regularity of ai(t).
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Fig. 4. Fuzzy sets A
i
 and I

i
 when (a) J=0 and (b) J=1.

Fig. 4-a shows the membership functions of Ai and Ii when J =0. In this particular
case, Ii fuzzy set converges into a crisp set, which identifies all the values of ai, which
are outside of the interval [ai

min, ai

max] as fully abnormal (with membership value equal
to 1). If J =1, then constantly, for all t, Ai(ai(t))=1 and consequently Ii(ai(t))=0 (see
Fig. 4-b). This means that none of the values of ai is abnormal when J =1. The pa-
rameter J specifies the sensitivity of the system in identifying abnormal values. When
J =1 the system is fully indifferent; none of the values is identified as abnormal, no
matter how far away from the normal level the value is. When J =0 the system is fully
sensitive, which means that if a value of the attribute ai appears to be outside the inter-
val [ai

min ,  ai

max], no matter  how far away, then  the value of ai is considered abnormal
with maximum intensity ( i.e. 1). The value of J usually is between 0 and 1 excluding
the end points.

As we have previously mentioned, the aim of the training module is to observe the
attribute time sequences for a given time period (training session) and then derive the
attribute indices at the end of the training session. The threshold J and the attribute
indices are then used to define the membership functions of the fuzzy sets Ai and Ii

(1£i£n). The fuzzy set Ii is then used to identify the intensity of abnormal events asso-
ciated with the attribute ai. The following section discuses how this identification is
performed.

4.2 Event Identification

Let’s assume that the industrial process can be observed by monitoring a set of n tem-
poral attributes A={a1, a2, ..., an}. At the end of the training session, we are able to
specify a set of membership functions I={I1, I2, ..., In}, where Ii (1£i£n) describes the
extent to which a value of ai is abnormal. Let E={e1, e2, ..., em} be a set of event types,
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which represent distinct kinds of abnormal behaviour. We may define a mapping f
from A to E that assigns one or more attributes to one or more events. For example, if
f={(a1, e3), (a1, e4), (a2, e3), (a3, e2), ...}, it means that an abnormal value of a1 causes a
concurrent occurrence of the events e3, e4 and the event e3 may occur due to an abnor-
mal value of either a1 or a2. A fuzzy event is identified by using the following crite-
rion:

A value ai(t) of the attribute ai causes the occurrence of an
event ej if only if (ai, ej)˛  f and Ii(ai(t))>w, where 0£w£1.

The threshold w indicates the minimum intensity that an abnormal value must have in
order to cause the occurrence of an event. This has been introduced to disallow the
occurrence of events of a very low intensity. However, if we want to allow the occur-
rence of events of any intensity level, then we may define w=0. Upon the occurrence
of an event, the system registers the data relevant to the event in a database in the
identification unit (see Fig. 1). The event record includes the following data: (ai, ej, t,
Ie), where ai is the attribute whose abnormal value causes the occurrence of the event
of type ej (i.e. ej=f(ai) ),  t is the time of occurrence, which may be an integer indicat-
ing the time granule at which the event occurred and Ie= Ii(ai(t)) is the event intensity.
It suffices to represent such a fuzzy event as a triple (ej, t, Ie). The database in the
identification unit stores all the event occurrences forming in that way sequences of
fuzzy events. Each event in a sequence has occurred due to abnormal attribute meas-
urements of the industrial process.

The next step is to examine this sequence of events and extract useful knowledge
from it by identifying frequent event patterns. This is discussed in the following sec-
tion.

5 Event Mining Unit

The event-mining unit concerns itself with the discovering of rules that associate fuzzy
event patterns. It is divided into two parts; the first one deals with the discovering of
the most frequent fuzzy event patterns and the second one deals with the extraction of
rules that associate closely related fuzzy event patterns.

5.1 Discovering Frequent Event Patterns

A fuzzy event is a triple (ej, t, I(ej)), where ej˛ E is an event type, such that ej=f(ai), t is
the time at which the event occurs and I(ej)=Ii(ai(t)) is the intensity of the event. An
event sequence is a triple (s, Ts, Te), where s is an ordered set of events whose first
event occurs at Ts and the last event occurs at Te (Te‡Ts). An event pattern p is a partial
order (B,<), where B˝  E. A pattern p matches a sequence s, if all of the events in p
occur in s in an order respecting the partial order. The event sequence (s1, Ts1, Te1) is
contained in the sequence (s2, Ts2, Te2) if only if Ts1‡Ts2 Te1£Te2 and s1˝  s2. Two typical
sequences of such events are shown in Fig. 5.

The algorithms used to identify frequent event patterns in an event sequence are
based on the sliding window algorithms [8]. However, we use a different definition of
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the frequency of the event patterns. Our definition takes in to account the intensity of
the fuzzy events. In [8], the events are crisp (there is no indication of the event inten-
sity, an event is fully present if it occurs) and consequently the frequency of an event
pattern (episode) is defined as the fraction of the windows in which the pattern occurs.
Our definition aims at estimating the uncertainty introduced by the occurrence of the
fuzzy events. In our case, the events are not crisp, but they occur with an intensity,
which is a measure of the abnormality of the attribute value. So, consecutive events
appearing in two different patterns may have different effects if they occur with dif-
ferent intensities. It is obvious that the definition of the pattern frequency as the frac-
tion of the windows in which the pattern occurs, does not suffices in the case of pat-
terns consisting of fuzzy events. Therefore, we propose a new definition of pattern
frequency, which is based on the intensity of the fuzzy events. Given a window of
width l, the frequency of a pattern p in a sequence of fuzzy events s is defined as fol-
lows:
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Where wi is the i-th window in s, Ip(wi) is the intensity of the pattern in the i-th window
and |W(s,l)| is the total number of windows on the sequence s. The width l of the win-
dow is an  integer specifying the number of time granules  The intensity of a pattern p
is given by
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Where I(ej) is the intensity of the event ej in the pattern p in the window wi. This
means that the intensity of a pattern, which occurs in a window wi is equal to the
minimum intensity of the events, which occur in the pattern of this window. In the
case where the fuzzy events are crisp (i.e. J=0), then the above definition converges
to the one given in [8], since the numerator converges to the number of the windows
where the pattern occurs. In this sense, the above definition is viewed as a more gen-
eral one that extends the notion of pattern occurrence in order to deal with uncertainty,
which is expressed through the pattern intensity.

An event pattern p is considered frequent if its frequency frp is greater than or equal
to a threshold s, which is known as the minimal support. The identification of frequent
event patterns is based on the principle that if an event pattern p is frequent, then all of
its sub-patterns are frequent as well with a frequency, which is greater than or equal to
that of the pattern p.  For example, if the frequency of the pattern in Fig. 5-b is fb‡s,
then the pattern in Fig. 5-a is also frequent and its frequency fa‡ fb‡s. This principle is
used to prune out non-frequent event patterns. The following algorithm is used to
extract the set of frequent event patterns from a sequence of fuzzy events.
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Fig. 5. Two event sequences. Sequence (b) contains sequence (a).

Algorithm 1. Extraction of frequent patterns

Input: An event sequence S
Output: The set F containing all frequent fuzzy event patterns in S
Method:

Let T be a temporary set of fuzzy event patterns. Let Ci be the candidate set of fuzzy
event patterns containing i fuzzy events. First i=1 and C1 is the set containing singleton
fuzzy event patterns. Each of such a singleton fuzzy event patterns contains an event
type occurring in the sequence S.

While Ci „˘  do
T=˘
for all x˛ Ci do

compute frx in S and if frx‡s  then
find all the patterns that extend x by a single
event and add these patterns in T.

Ci=T

The set of frequent patterns is used to obtain rules. The following section discusses
how a rule base may be constructed by a set of frequent patterns.

5.2 Rule Extraction

Once the frequent patterns are known, they are used to obtain rules. A rule associates
two closely related event patterns where one contains the other. Let F be the set of
frequent event patterns. The frequency of a pattern p˛ F is greater than or equal to the
minimal support s. Let A and B be two frequent event patterns, A˛ F and B˛ F, such
that A is contained in B (i.e. A˝  B). Then the confidence of the rule AfiB is given by

the fraction 
A

B
BA fr

fr
c =fi . Literally, cAfiB is the strength of the rule and it is an estimate

of the conditional probability of occurrence of B in a window, given that A occurs in
this window. The rule is considered valid and it is added to the rule base if its confi-
dence is greater than or equal to a confidence threshold e, which is known as the
minimal confidence. The following algorithm is used to extract rules from the set of
frequent event patterns F.
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Algorithm 2. Rule extraction

Input: set of frequent patterns F
Output: set of rules R (rule base)
Method:

R=˘
for all p˛ F and q˛ F such that p˝ q do

cpfiq =frq/frp
if cpfiq ‡e  then

add the rule pfiq to the set R with membership value
equal to the confidence cpfiq

od

The set of rules R is stored in the rule repository in the event mining unit (see Fig. 1).
The prediction unit guesses future events by using the rules of this repository. The
prediction of future events is discussed in the following section.

6 Predicting Aberrant Events

Given a set of rules and a recent event sequence of k windows width, the goal is to
guess future possible event patterns and to form a fuzzy set whose membership func-
tion assigns a likelihood value to each of the possible future event patterns. Let’s de-
note antecedent(rj) the premise of the rule ri, consequence(rj) the conclusion of rj and
c(rj) the confidence of the rule rj. The algorithm for predicting event patterns is the
following:

Algorithm 3. Prediction of event patterns

Input: the most recent k windows in the sequence
Output: the fuzzy set G of event patterns, which are likely to occur in the future
Method:

for all the most recent windows wi do
for all rules rj in the rule base do

if the antecedent(rj) is present in the window wi then
add the pattern consequence(rj) to G with membership
value equal to the confidence c(rj).

The members of the fuzzy set G are the event patterns guessed whose membership
values represent the likelihood that the event pattern will occur.

7 Conclusions

Given a time series originated from an industrial monitoring process, MAPS method is
able to identify marginal cases in the sequential data and automatically extract the
fuzzy sets that describe the regularity of data. These fuzzy sets are then used to iden-
tify aberrant behaviour and generate relevant events. Such events are registered and
they usually form event sequences. Event mining is then used over these sequences to
discover frequent fuzzy event patterns and deduce rules that associate closely related
frequent fuzzy event patterns. The antecedent part of such rules is used as a knowledge
pattern that may match current event sequences. In case of a matching, we are able to
predict future sequences of aberrant events that may affect the industrial process. The
MAPS method employs fuzzy sets and seamlessly integrates fuzzy logic and event
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mining providing a more flexible way for identifying and predicting abnormal events.
The contributions of this paper are summarised as follows:
• It introduces fuzzy logic for identifying abnormal events in observation data.
• It provides a new definition for frequent event patterns, which is based on the

intensity of the event patterns. The intensity of events is defined as a membership
value of the fuzzy set that describes the abnormal behaviour.

• It points out the way to define fuzzy membership functions in terms of some sta-
tistical measures (minimum, maximum and mean) of the sequential data.

• It modifies existing event pattern mining algorithms in order to accommodate the
fuzzy metrics.

• It shows how prediction may be applied by utilising a rule base and the most
recent event patterns in the sequence.

• It seamlessly integrates event identification, event pattern mining and event pat-
tern prediction into a single system.

In this paper, we have utilised some statistical measures to construct fuzzy sets that
describe the regularity of a sequence. However, other statistical measures such as
standard deviation and variance may be also used in shaping the membership func-
tions.  Another important issue that may be considered in extracting such fuzzy sets is
the utilisation of higher order metrics of the sequence (first derivative etc.). In rapidly
changing time sequences, we may need to take into account such metrics in order to
capture more accurately the regular behaviour of the sequence.
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Abstract. The quadratic programming (QP) and the linear programming (LP)
based method are recently the most popular learning methods from empirical
data. Support vector machines (SVMs) are the newest models based on QP al-
gorithm in solving the nonlinear regression and classification problems. The LP
based learning also controls both the number of basis functions in a neural net-
work (i.e., support vector machine) and the accuracy of learning machine. Both
methods result in a parsimonious network. This results in data compression.
Two different methods are compared in terms of number of SVs (possible com-
pression achieved) and in generalization capability (i.e., error on unseen data).

Keywords: support vector machines, neural networks, linear programming,
quadratic programming, learning from experimental data

1. Introduction

Support Vector Machine (SVM) is a new type of learning machine that keeps the
training error fixed (i.e., within given boundaries), and minimizes the confidence in-
terval, i.e., it matches the machine capacity to data complexity. SVM that uses quad-
ratic programming (QP) in calculating support vectors has very sound theoretical
basis and it works almost perfectly for not too large data sets. When the number of
points is large (say more then 2000), the QP problem becomes extremely difficult to
solve with standard methods and program solvers. Recently, a lot of work was done
on implementing an LP approach in support vectors selection. Kecman (1999) sug-
gested optimal subset selection by using LP in solving regression tasks by minimizing
the L1 norm of the output layer weight vector w. Hadzic and Kecman (1999) imple-
mented such an LP approach to classification problems. Zhang and Fuchs (1999) pro-
posed an LP based method for selecting the hidden neurons at the initialization stage
of the multilayer perceptron network. The LP approaches in solving regression prob-
lems have been implemented since 1950ties (see Charnes, Cooper and Ferguson 1955,
Cheney and Goldstein 1958a, Stiefel 1960, Kelley 1957, Rice 1964). These results
follow from minimizing L1 norm of an error. (Interestingly, the first results on the L1

norm estimators were given as early as 1757 by Yugoslav scientist Boskovic, see
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Eisenhart, 1962). The summary and very good presentations of mathematical pro-
gramming application in statistics were given by Arthanari and Dodge (1993). An
early work on LP based classification algorithms dates back to the middle of 1960s
(see Mangasarian 1965). Recently, a lot of work has been done on implementing LP
approach in support vectors selection (Smola et all 1998, Bennett 1999, Weston et all
1999, and Graepel et all 1999, Kecman and Hadzic 2000). All these papers originate
from the same stream of ideas clustered around controlling the (maximal) margin.
Hence, they are close to the SVM constructive algorithms.
We state the LP based approach by using the regression example and we compare the
results obtained by approximating function by LP and QP based learning. The slight
difference between the two methods mentioned is that instead minimizing L2 norm
||w||2 (QP approach in the standard SVM learning) of the weight vector w, we mini-
mize L1 norm ||w||1 in an LP approach. In Section 2, we state the method for solving
regression problems by LP (Kecman, 2001). In Section 3, the LP and the QP ap-
proaches are compared and some conclusions are drawn in Section 4.

2. Linear Programming in Regression

Minimization of the 2L  norm equals minimizing wTw = w w w w
ii

n

n

2

1 1

2

2

2 2= + + +
=å L

and this results in the QP type of problem that leads to a maximization of a margin M
(Vapnik, 1995). Here, instead minimizing an L2 norm of the weight vector w we will
minimize its L1 norm. The geometrical meaning of the L1 norm is not clear yet but the
application of the LP approach for a subset (support vectors, basis functions) selection
results in a very good performance of NN and/or SVM. At the same time there is no
theoretical evidence either that, the minimization of the L1 norm or L2 norm of the
weight vector w produces superior generalization.

Regression tasks could be formulated in many different ways. Here we show one ap-
proach. More can be seen in (Kecman and Hadzic, 2000). Our problem is to design a
parsimonious NN containing less neurons than data points. Such a sparseness of an
NN or SVM results from minimizing L1 norm of the weight vector w. At the same
time, we want to solve y = Gw such that || Gw – y || is small for some chosen norm.
In order to perform such a task we formulate the regression problem as follows - find
a weight vector

w = arg min||w||1,  subject to, | Gw – y ||¥  £ e, (1)

where e defines the maximally allowed error (that is why we used L¥  norm) and corre-
sponds to the e-insensitivity zone in an SVM learning. This constrained optimization
problem can easily be transformed into a standard linear programming form. First,

recall that min||w||1 = min
1
| |

P

pp
w

=å , and this is not an LP problem formulation

where we typically minimize cTw = 
1

P

p pp
c w

=å  and c is some known coefficient vec-

tor. (P denotes the number of training data). Thus, in order to apply the LP algorithm
we use the standard trick by replacing wp and | wp | as follows
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wp = 
p

w+  - 
p

w- 2a) |wp| = 
p

w+  +
p

w- (2b)

where 
p

w+  and 
p

w-  are the two non-negative variables, i.e., 
p

w+  ‡ 0, 
p

w-  ‡ 0. Note, that

the substitutions done in (2) are unique, i.e., for a given wp there is only one pair (
p

w+ ,

p
w- ) which fulfills both equations. Furthermore, both variables can not be bigger than

zero at the same time. In fact there are only three possible solutions for a pair of vari-

ables (
p

w+ , 
p

w- ), namely, (0, 0), (
p

w+ , 0) or (0, 
p

w- ). Second, the constraint in (1) is not

in a standard formulation either and it should also be reformulated as follows. Note
that || Gw – y ||¥  £ e in (1) defines an e-tube inside which should our approximating
function reside. Such a constraint can be rewritten as

y - e 1 £ Gw £ y + e 1 (3)

where 1 is a (P, 1) column vector filled with ones. Equation (3) represents a standard
set of linear constraints and our LP problem to solve is now the following. Find a pair

(w+
,w-

)=arg min ( )w w
p p

p

P
+ -

=

+å
1

, subject to, y - e 1£G(w+
 - w-

) £ y + e 1, (4a), w+ ‡ 0, (4b),

w - ‡ 0, (4c)

where w +  = [
1 2

, , ,
P

w w w+ + +
L ]T and w-  = [

1
w-  

2
w-   . . . 

P
w- ]T. LP problem (4) can be

presented in a matrix-vector formulation suitable for an LP solver as follows:

min
w

cTw, i.e.,

min
w

1 2 1 2
               P  

 1  1 ... 1    1   1 ... 1
T

P P
P columns columns

w w w w w w+ + + - - -Ø øØ øº ßŒ œº ß    L L subject to,
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wG G y 1

G G y 1w
, (5)

w+ ‡ 0,  w- ‡ 0,          (6), (7)

where both w and c are the (2P, 1)-dimensional vectors. c = 1(2P, 1), and w = [w+ T

w- T]T.
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The QP based method which is the learning method in SVMs design is well known
and it can be found in (Vapnik, 1995, 199) and (Kecman, 2001).

The basic crucial design constraints in a QP approach is that we must use exactly P
basis functions placed at the training data. In the case when we use Gaussian kernels
this means placing each Gaussian basis (kernel) function at each data in input space.

Unlike in QP, the greatest advantage in applying the LP base learning is that there is
no constraint in terms of the number of basis functions placed at each training data (or
elsewhere). In this case the constraint matrix on the left hand side of (5) will be rec-
tangular having more columns than rows. However, this does not increases the com-
plexity of the calculation (or, the computing time), because the constraining factor in
an LP solver is the number of rows of the constraints matrix in the first place.

3. Simulation Example

NONLINEAR REGRESSION

We first comment the basic differences between the QP and LP approach in solving
regression problems while placing one Gaussian kernel at each data point in both ap-
proaches. We investigated sinus function polluted with 20% noise. In a QP solution,
an insensitivity zone was chosen to be e = 0.1, C = 20×106 and the Gaussian bells pa-
rameter s = 3Dc, (i.e., kS = 3). Simulations were repeated on randomly selected data
set one hundred times. Comparison of QP and LP based training algorithms shows
that as number of training data increases computational time becomes significantly
smaller for LP then for QP and that the number of chosen support vectors for LP is
almost half their number for QP. At the same time, however, accuracy is slightly bet-
ter for QP based algorithms.

The next modeled function was the Hermitian one shown in Fig 1 (LP method). How-
ever, the more interesting case is to exploit the full capacity of an LP based method.
By ‘full capacity’, we mean the above-mentioned possibility to use more Gaussian
basis functions than data available having various shapes. In this case, as it will be
shown below, the LP approach shows stronger capabilities in modeling variously
changing function above the input domain. We use the 1D Hermitian function here
because it varies heavily along the input x, having at the same time both the smooth
and the‘hairy’ portions. (See results in Fig 1).

In Fig 1, the SVs selection based on an LP learning algorithm (5) is shown for a Her-
mitian function f(x) = 1.1(1 – x + 2x2)exp(-0.5x2) + 5. The training set contained 41
training data pairs and the LP algorithm (out-of-820 basis functions offered) has se-
lected 7 data points as the SVs shown as encircled crosses. Basis functions are Gaus-
sians G(xi, cj = xj) =exp(-0.5|| xi - cj||

2/(s)2) where s = kSDc where Dc denotes the av-
erage distance between the adjacent centers of the basis functions. kS varied between 2
and 15 for the LP algorithm, and it was fixed as 5 for the QP method. Table 1 shows
the basic differences between the LP and QP methods:
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Table 1. Comparison between the LP and QP function approximation.

he results in Table 1 are the best ones obtained after a dozen simulation runs for
ach method. The LP method outperformed the QP one due to the fact that during the
arning, a set of 820 Gaussians bells was ‘offered’ to model the data. (In fact, 20
aussians per data points have been placed having variable width factor i.e., standard
eviation s). After the learning the following sigmas have been chosen:

s = [0.7216    0.7104    5.0818    5.2054    0.9671    0.8646    0.7293]

Number of SVs Maximal/minimal
weights |w| Error

LP 7 12.1 / 1.9 0.087 or 8.7%

QP 12 3902 / 40 0.101 or 10.1%
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This means that the width factor i.e., standard deviation s of the first Gaussians was
0.7216, of the second one 0.7104, and so on. The QP method is much more rigid and
all 12 Gaussians chosen (or, all 12 SVs selected) have the same width factor i.e., stan-
dard deviation s  = 1.7500.

4. Conclusions

In this paper, we present an LP approach for solving nonlinear regression tasks and
we compare it with the QP method. The approach and results show that an LP based
learning (that resulted from the minimization of the L1 norm of the weight vector w)
produces sparse networks. This may be of particular interest in modern days applica-
tions while processing a huge amount of data (say several dozens of thousands) that
can not be processed by the contemporary QP solvers. The basic advantage of the LP
based learning is that we can use much more kernel functions than the number of the
experimental data. The results presented here are inconclusive in the sense that much
more investigations and comparisons with a QP based SVs selection on both real and
‘artificial’ data sets should be done. Despite the lack of such an analysis yet, our first
simulational results show that the LP subset selection may be more than a good alter-
native to the QP based algorithms when faced with a huge training data sets. Saying
that we primarily refer to the following possible benefits of applying LP based learn-
ing: a) LP algorithms are faster and more robust than QP ones, b) they tend to mini-
mize number of weights (meaning SV) chosen, and c) they naturally incorporate the
use of kernels for creation of nonlinear separation and regression hypersurfaces in
pattern recognition and function approximation problems respectively and c) they can
use more kernel function having variable shapes. In this way, the selection of the ba-
sis function is data driven resulting in better performance (less SVs chosen and better
generalization capacity).
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Abstract. A fuzzy cognitive map is a graphical means of representing arbitrarily
complex models of interrelations between concepts. The purpose of this paper is
to describe a fuzzy cognitive map based on the random neural network model
called the random fuzzy cognitive map, and to illustrate its application in the
modeling of process. This model is based on the probability of activation of the
neurons/concepts in the network. Our model carries out inferences via numerical
calculation instead of symbolic deduction.

1   Introduction

Fuzzy Cognitive Maps (FCM) was proposed by Kosko to represent the causal rela-
tionship between concepts and analyze inference patterns [5], [6]. FCM is a hybrid
method that lies in some sense between fuzzy systems and neural networks. So FCM
represent knowledge in a symbolic manner and relates states, processes, policies,
events, values and inputs in an analogous manner. FCM have gained considerable
research interest and have been applied to many areas [3], [6], [7], [8], [9]. The Ran-
dom Neural Network (RNN) has been proposed by Gelenbe in 1989 [4]. This model
calculates the probability of activation of the neurons in the network. The RNN has
been used to solve optimization and pattern recognition problems [1], [2]. The prob-
lem addressed in this paper concerns the proposition of a FCM, using the RNN. We
describe the Random Fuzzy Cognitive Map (RFCM) and illustrate its application in
the modeling of process. We shall use each neuron to model a concept. In our model,
each concept is defined by a probability of activation, the relationships between the
concepts are defined by positive or negative interrelation probabilities, and the proce-
dure of how the cause takes effect is modeled by a dynamic system. This work is
organized as follows, in section 2 the theoretical bases of the RNN and of the FCM are
presented. Section 3 presents our RFCM. In section 4, we present applications. Re-
marks concerning conclusions are provided in section 5.
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2   Theoretical Aspects

2.1.   The Random Neural Network Model

The RNN model consists of a network of n neurons in which positive and negative
signals circulate [4]. Each neuron i accumulates signals as they arrive, and can fire
according to an exponential distribution of constant rate r(i) if its total signal count at a
given instant of time is positive. Positive and negative signals have different roles in
the network. A negative signal reduces by 1 the potential of the neuron to which it
arrives or has no effect on the signal potential if it is already zero; while an arriving
positive signal adds 1 to the neuron potential. Signals can either arrive to a neuron
from the outside of the network or from other neurons. A signal which leaves neuron i

heads for neuron j with probability p+(i,j) as a positive signal (excitation), or as nega-

tive signal with probability p-(i,j) (inhibition), or it departs from the network with

probability d(i). Positive signals arrive to the ith neuron according to a Poisson process

of rate L(i). Negative signals arrive to the ith neuron according to a Poisson process of
rate l(i). The main property of this model is the excitation probability of a neuron i,
q(i), which satisfy the non-linear equation:

q(i) = l+(i)/(r(i)+l-(i)) (1)

where, l+(i) = å n
j=1 q(j)r(j)p+(j,i)+L(i)      

l-(i) = å n
j=1 q(j)r(j)p-(j,i)+l(i)     

The synaptic weights for positive (w+(i,j)) and negative (w-(i,j)) signals are: w+(i,j)

= r(i)p+(i,j) and w-(i,j) = r(i)p-(i,j). Finally, r(i) = å n
j=1 [w+(i,j) + w-(i,j)]

2.2   Fuzzy Cognitive Maps

FCMs combine the robust properties of fuzzy logic and neural networks. FCM was
proposed by Kosko [6], [7]. A FCM describes the behavior of a system in terms of
concepts, each concept represents a state or a characteristic of the system. Particularly,
a FCM is a fuzzy signed oriented graph with feedback that model the worlds as a
collection of concepts and causal relations between concepts. Variable concepts are
represented by nodes. The graph’s edges are the casual influences between the con-
cepts. The causal relationships are expressed by either positive or negative signs and
different weights. The value of a node reflects the degree to which the concept is ac-
tive in the system at a particular time. This value is a function of the sum of all in-
coming edges multiplied and the value of the originating concept at the immediately
preceding state. In general, a FCM functions like associative neural networks. A FCM
describes a system in a one-layer network which is used in unsupervised mode, whose
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neurons are assigned concept meanings and the interconnection weights represent
relationships between these concepts. The fuzzy indicates that FCMs are often com-
prised of concepts that can be represented as fuzzy sets and the causal relations be-
tween the concepts can be fuzzy implications, conditional probabilities, etc. A directed
edge Eij from concept Ci to concept Cj measures how much Ci causes Cj. In general,
the edges Eij can take values in the fuzzy causal interval [-1, 1] allowing degrees of
causality to be represented: a) Ejk>0 indicates direct (positive) causality between con-
cepts Cj and Ck; b) Ejk<0 indicates inverse (negative) causality between concepts Cj

and Ck; c) Ejk=0 indicates no relationship between Cj and Ck.
In FCM nomenclature, model implications are revealed by clamping variables and

using an iterative vector-matrix multiplication procedure to assess the effects of these
perturbations on the state of a model. A model implication converges to a global sta-
bility. During the inference process, the sequence of patterns reveals the inference
model. The development of a FCM often occurs within an expert group. Each expert
provides its individual FCM matrix, which is then synthesized into a group FCM ma-
trix. The group matrix (EG) could be computed as:

{ }t
ji

t

G
ji EE max= (2)

Where t
jiE  is the opinion of the expert t about the relationship among Cj and Ci.

3   Our Random Fuzzy Cognitive Maps (RFCM)

Our RFCM improves the conventional FCM by quantifying the probability of activa-
tion of the concepts and introducing a nonlinear dynamic function to the inference
process. The value of Wij indicates how strongly concept Ci influences concept Cj. W

+

ij

>0 and W-

ij=0 if the relationship between the concepts Ci and Cj is direct, W-

ij >0 and
W+

ij=0 if the relationship is inverse, or W+

ij=W-

ij=0 if doesn’t exist a relationship
among them. To calculate the state of a neuron on the RFCM (the probability of acti-
vation of a given concept Cj), the following expression is used:

{ }{ })(),(max),(min)( jjrjjq -+= ll (3)

where { }{ }),(),(min
,1

max)( jiWiq
ni

j +
=

=+l

{ }{ }),(),(min
,1

max)( jiWiq
ni

j -
=

=-l

Such as, L(j)=l(i)=0. In addition, the fire rate is:

{ }),(),,(
,1

max)( jiWjiW
ni

jr -+
=

= (4)

The general procedure of the RFCM is the following:
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1. Design the configuration of the FCM. Experts determine the concepts and causal-
ity.

2. Initialize the number of neurons (concepts).
3. Call the Learning phase
4. Call the Simulation phase.

3.1   The Learning Procedure

In this phase we must define the weights. The weights are defined and/or update as:
- Based on expert’s opinion: each expert defines its FCM and the global FCM is

determined according to the equation (2). The next algorithm determines the

weight from a group of experts: a) If i„j and if Eij>0, then { }t
ij

NEt
ij EW

,1
max
=

+ =  and

0=-
ijW , b) If i„j and if Eij<0, then { }t

ijE
NEtijW

,1
max
=

=-  and 0=+
ijW ; c) If i=j or

if Eij=0, then 0=-=+
ijWijW . The causal relationship (Eij) is caught from each

expert using the next set: E= {no relationship=>0, Slight=>0.2, Low=>0.4,
Somehow=>0.6, Much=> 0.8, Direct=> 1}.

- Based on measured data: In this case we have a set of measures about the system.
This information is the input pattern: M={D1, …, Dm} = {[d1

1, d1

2, …, d1

n], …,
[dm

1, dm

2, …, dm

n]}, where dj

t is the value of the concept Cj measured at time t. In
this case, our learning algorithm follows the next mechanism:
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h is the learning rate.

3.2   The Simulation Phase

Once constructed the RFCM of a specific system, we can perform qualitative simula-
tions of the system. The RFCM can be used like an auto-associative memory. In this
way, when we present a pattern to the network, the network will iterate until generate
an output close to the information keeps. This phase consists on the iteration of the
system until the system convergence. The input is an initial state S0= {s1, …, sn}, such as
q0(1)=s1, …, q0(n)=s1 and si˛ [0, 1] (set of initial values of the concepts (S0=Q0)). The
output Qm={qm(1), …, qm(n)}is the prediction of the RFCM such as m is the number of
the iteration when the system converge. The algorithm of this phase is:

1. Read input state Q0
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2. Calculate the fire rate r(i)
3. Until system convergence

3.1 Calculate q(i)

4   Experiments

In this section we illustrate the RFCM application. A discrete time simulation is performed by
iteratively applying the equation (4) to the state vector of the graph.  At the beginning, we must
define an initial vector of concept states, and the simulation halts if an equilibrium state is
reached. In our experiment, we discuss a simple model to determine the risk of a crisis in a
country. The operative concepts are: a) Foreign inversion (C1): the presence of a strong foreign
inversion; b) Employ rate (C2): The level of employ on the country; c) Laws (C3): the presence
or absence of laws; d) Social problems (C4): the presence or absence of social conflict on the
country; e) Government stability (C5): a good relationship between the congress, the president,
etc. The edge connection matrix (E) for this map is given in table 1.

Table 1. The edge connection matrix for the first experiment.

C1 C2 C3 C4 C5

C1 0 0.8 0 0 0

C2 0 0 0 -06 0.8

C3 0.4 0 0 -0.8 0

C4 0 0 0 0 -0.8

C5 0.6 0 0 0 0

The table 2 presents the results for different initial states. Clamping two antithetical
concepts allows to test the implications of one or more competing concepts. To illus-
trate, we begin by clamping C1 and C4 (S0=(1 0 0 1 0)) – a strong foreign inversion can
generate more employment. Despite of the foreign inversion, we have an unstable
government due to the social problems (the system reaches an equilibrium state of (1 1
0 0 1)). With S0=(1 0 1 1 0) foreign inversion and social problems remain clamped,
but we also clamp the ability to have a good law system.  The system reaches an equi-
librium state of 1 1 1 0 0 – A peaceful country at the social level but one unstable
government.  Next, we test for S0=(1 1 1 1 0).  In our model, the inference process is:
S1 = (0.8 .0.6 0 1 0.8), S2 = (0.8 .0.6 0 0.8 0.4), and S3 = (0.8 .0.6 0.8 0.6 0). In this
example, we could take advantage of the ability to study the inference process during
execution of the simulation. This example suggests the social problem is the main
factor to have an unstable government. Obviously, our goal in analyzing this model
was not to determine policy choices for a country.  Rather, we tried to illustrate the
advantages of the RFCM to this sort of analysis. Our results indicate that RFCMs
quickly come to an equilibrium regardless of the complexity of the model.

Table 2. The results for the first experiment.
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Input Kosko FCM RFCM Iteration
1 0 0 1 0 1 1 0 1 0

1 1 0 0  1
0.8 0.6 0.2 0.2 0.8 1

2
1 0 1 1 0 1 1 1 1 0

1 1 1 0 0
0.8 .0.6 0.8 0 0 1

2
1 1 1 1 0 1 1 1 1 0 0.8 .0.6 0 1 0.8

0.8 .0.6 0 0.8 0.4
0.8 .0.6 0.8 0.6 0

1
2
3

5 Conclusions

In this paper, we have proposed a FCM based on the Random Neural Model, the
RFCM. We have shown that this model can efficiently work as associative memory.
Our RFCM exhibit a number of desirable properties that make it attractive: a) Provide
qualitative information about the inferences in complex social dynamic models; b)
Can represent an unlimited number of reciprocal relationships; c) Facility the model-
ing of dynamic, time-evolving phenomena and process. Another important character-
istic is its simplicity, the result of each RFCM’s cycles is computed from the equation
(4). Further on, we will study the utilization of the RFCM in modeling the behavior of
distributed systems and dynamic systems. In addition, we will test our unsupervised
learning approach.
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Abstract. A fuzzy logic base synthetic damage assessment method which
attempts to perform an objective and synthetic conclusion for various damage
diagnostic results, subject to each test RC beam from the neural networks
(NNs) is developed in this paper. Various damage diagnostic results are resulted
from a feasible diagnostic model for the RC test beam through the ANN
technique, based on four kinds structural response, i.e., acceleration time
history (ATH), displacement time history (DTH), natural frequencies (NF), and
static displacement (SD), are separately serve as the input characteristics of the
NN in the diagnostic model. Fuzzy logic is then applied to reduce differences
between situations and linguistically state the final diagnostic results.
Therefore, this paper successfully fabricates a synthetic damage assessment
method, which will be needed for real world damage assessment applications.

1  Introduction

Concrete has been widespread in structural engineering during a long time period.
However, several defects in RC structures include the formation of honeycombs,
cracking, scaling, corrosion, fatigue and lower than criteria material strength, all of
which are induced by improper construction and maintenance. Improper treatment of
these defects might cause loss of human life and property in the event of a natural
disaster. Therefore, civil engineers must promptly diagnose and repair these defects to
prolong structural life span and prevent collapse of RC structures following disasters.

The artificial intelligence (AI) diagnostic model as proposed by the author in the
series study of this diagnostic work focuses mainly on developing a damage
assessment technique based on a back-propagation network (BPN) and then performs
it by applying it to a simply-supported RC beam, with a span of 4 meters and a
rectangular cross section. Training and testing numerical examples then comprise
variously assumed damage conditions and several different structural responses i.e.,
ATH DTH NF and SD of the defected beams, respectively. Two stages of diagnostic
procedure are then used for the NN application to identify the relevant structural
damage. So, initially, in the so-called category identification, the NN is used to
identify which category the damage belongs to (damage to steel member or concrete
only, or damage to both steel and concrete). The NN is then used to thoroughly
identify the damage matching condition in each category.
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Moreover, to demonstrate that the proposed damage diagnostic model can be
effectively applied to real RC structures, ten sets of test beams with assumed damage
and the same sectional area of the numerical examples are also constructed on a full-
scale. The ten sets of test beams are used to diagnose the damage scenario separately
by the well-trained NN according to the structural responses. Finally, the degree of
different or contradictory phenomena within the NN’s damage diagnostic results and
real situation of the test beam will be reduced by fuzzy logic. The ambiguous
situations between four kinds of damage diagnostic results of NN will become a
natural linguistic statement clarifying the damage case subject to each test beam or the
damage level subject to a certain location in the test RC beams, respectively. Herein, a
feasible and efficient AI damage diagnostic model is established for the RC structures.

Details of main tasks, numerical and experimental test results, and stages of
diagnostic procedure within the ANN base diagnostic model, has been presented in the
relative proceedings [1,2], journals [3] and dissertation [4] as listed in the reference,
respectively. Therefore, this paper only focus mainly on recommending the part of
synthetic damage assessment via the fuzzy logic for the RC structure as shown in the
following section.

2  Applications of Fuzzy Logic

Fuzzy logic technique is based on the mathematical model of fuzzy sets, which can be
applied not only to practical problems involving ambiguity, confusion, vagueness, and
uncertainty, but also to conventional mathematical models can not be solved
efficiently. Owing to its inherent characteristics of high nonlinear processing and fault
tolerance ability, fuzzy logic resembles the artificial neural network (ANN) technique.
Among the extensive applications of fuzzy logic include pattern classification,
automatic control, decision making, optimization, and diagnosis in diverse areas such
as engineering, financial management, and medical science. Notably, many
researchers concentrated on developing automatic engineering in the control area via
the fuzzy logic technique and obtained numerous significant performances and
advanced commercial products over the past decade. In civil engineering, fuzzy logic
is mainly applied to pattern recognition, prediction, diagnosis, and structural control.
However, of these several tasks, diagnosis is by far the most popular application of the
fuzzy technique. For instance, Ross et al. [6] developed a damage assessment code,
formed as a rule-based expert system based on fuzzy set theory, to assess the structural
integrity of a buried concrete box structure. Meanwhile, Chao and Cheng [7] provided
a diagnostic model based on cause-and-effect diagramming and fuzzy pattern
recognition to examine the effectiveness of the model in diagnosing crack formations
in RC structures. Moreover, Chen et al. [8] proposed the approach to effectively
handle uncertainty in the conventional SPT-based liquefaction evaluation of the soil by
using the fuzzy numbers model.

This investigation presents an ANN base damage diagnostic model to detect
damage in RC structures. Some of the assumptions or parameters used in this model
consist of the ambiguity and uncertainty that might accompany each process.
However, owing to ANN having a high fault tolerance ability in nature, the
complicated damage diagnostic problem can then be feasibly solved by ANN
techniques. In this investigation, using several approaches must results from different
final damage results. These results are represented by the damage index and may be
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identical or different, even having serious contradictions. The best synthetic damage
assessment can not be subjectively recognized or analyzed and obtained using the
conventional mathematical method. Thus, efficiently integrating these results into an
objective synthetic damage assessment, and must coincide with the principles
commonly used to classify the degree of experience subject to a certain human event.
Therefore, this paper attempts to apply fuzzy logic techniques which are also robust
and fault tolerant to solve this problem, as mentioned before. In doing so, a
meaningful solution can hopefully be obtained for practical implementation.

3  Method of Synthetic Damage Assessment

This section recommends methods of synthetic damage assessment based on the fuzzy
logic technique. The underlying concepts of this method are based on Mau’s [9]
proposal for a quick post-earthquake building damage assessment method using
recorded data. Furthermore, some fuzzy concepts and methodology used herein, such
as relation matrix, fuzzy term, and fuzzy logic operation and so on, were also
suggested and developed by Zadeh [10-12]. Details of five major tasks within the
method are introduced separately as follows. Further details and how to yield the
object of these tasks will be demonstrated and expressed in the example, as presented
in the next section.

l Determine the fuzzy relation matrix R of the damage state depending on each
damage state associated with its membership function.

l Define the fuzzy term “probability” by its membership function.

l Establish the fuzzy rules (multi criterion rules).

l Denote the probability state vector for the damage states by P, and complete the
final probability membership function F according to Eqs.(1).

{ F }  =  { P }[ R ]                                                        (1)

l Defuzzify the final probability membership function and obtain a more definite
concluding statement.

4 Example for the Case which Identifies the Category to which
Damage Belongs

Example for the test beam related to first diagnostic classifiers that are used to
examine the performance of the method proposed herein. Test beams that will identify
the category to which the damage belongs (i.e., purpose of first classifier), include
a61, a62, a63, b61, b62, b63, c81, c82, c83, B2. A portion of Table 1 summarizes the
identification results of these test beams using four structural responses with the ANN
technique. The major aim of the method of synthetic damage assessment is reduce
vague or even seemingly conflicting damage state situations, founded as shown in
Table 1. For example, an a61 test beam was adopted herein to illustrate the
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effectiveness of the proposed method. The real state of this test beam is the case of
damage only occurring in concrete, then the damage index is 1 in concrete and 0 in
steel. However, during ANN base damage, diagnostic approaches used different
structural responses to classify whether damage belongs to concrete or steel, and to
obtain the initial diagnostic result. According to Table 1, the damage index is 1 in
concrete and 1 in steel for the ATH approach, 0.995 in concrete and 0.069 in steel for
DTH, 0.999 in concrete and 0.114 in steel for NF, and 0.931 in concrete and 0.322 in
steel for SD. Clearly, these data contain ambiguities. Therefore, the proposed the fuzzy
logic base method was adopted to attempt to transform ambiguous situations into
clearer damage state expressions.

Table 1.  Summary of diagnostic results based on ANN techniques and fuzzy synthetic
assessment for first classifier

Test beamDamage
diagnostic
approach

Material and
damage state

a61 a62 a63 b61 b62 b63 c81 c82 c83 B2

Concrete 1 1 1 0 0 0 1 1 1 0
Real state

Steel 0 0 0 1 1 1 1 1 1 0

Concrete 1 1 1 0.002 0.002 0.031 1 1 1 0.007

ATH

Steel 1 0.065 0.000 1 1 0.831 0.998 0.998 0.997 0.010

Concrete 0.995 0.999 0.999 0.001 0.000 0.007 1 0.999 1 0.999
DTH

Steel 0.068 0.116 0.275 0.979 0.971 0.070 0.895 0.570 0.939 0.4

Concrete 0.999 0.999 0.999 0.953 0.999 0.995 0.908 0.996 0.999 0.999
NF

Steel 0.114 0.023 0.028 1 0.027 1 1 1 0.994 0.024

Concrete 0.931 0.932 0.930 0.93 0.67 0.915 0.93 0.933 0.929 0.003

ANN
base

damage
diagnos-

tic
results

SD
Steel 0.322 0.525 0.177 0.178 0.82 0.439 0.178 0.529 0.073 0.988

No damage
occurred in
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On the other hand, other test beams utilized the same process and membership
functions of the damage state and multi criterion rule used in this example to obtain
final synthetic damage state assessments, and are listed at the bottom of Table 1.

l Determine the fuzzy relation matrix R of the damage state.

Since this example identifies the category the damage belongs to, the universal set
“damage state” only includes two fuzzy set, i.e., “No damage occurred in this
material”(first state) and “Damage has occurred in this material” (second state).
Then, Fig. 1 illustrates the membership functions of these two fuzzy sets. The
elements of these two fuzzy sets are discrete variables ranging from 0 to 1 with
increments of 0.1. From this figure, the overlapping area can reflect the
characteristic of this problem, i.e., a portion of these damage indexes represents
whether the damage states are identical or different, or even whether severe
contradictory phenomenon exist. Thus, the element of relation matrix of these two
damage state R2· 2 can be defined according to the conditional probability and sigma
count [11]as shown in eqs(2)

Where

For instance, R12 denotes the probability of the first state occurring when the second
state has occurred, and can be calculated as follows.

The other elements in matrix R2· 2 are given depending on the method as
mentioned above, therefore
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l Define the fuzzy term “probability” by its membership function. A fuzzy term
“probability” that includes “Unlikely”, “Not Likely”, “Likely”, and “Very Likely”
is proposed by Zadeh [10] and is combine with the damage state to form the
probably damage statement. The membership function of these four fuzzy terms
is illustrated in Fig. 2. Some of their mapping relationships are defined in Eqs. (3)
and (4).

l Establish the fuzzy rules. As mentioned earlier, ANN outputs four kinds of
damage index (due to four kinds of structural response) that are displayed by
discrete value, ranging from 0 to 1, to demonstrate the diagnostic results which
classify damage belongs to. Then, fuzzy rules used in this example are extended
from typical fuzzy rules as “IF antecedent THEN conclusion” and can be
fabricated as follows.

IF I1 > 0.75
THEN  It is Very Likely that there is Have Damage Occurred in This
Material
AND   It is Unlikely that there is No Damage Occurred in This Material
IF 0.5£ I1 £0.75
THEN  It is Likely that there is Have Damage Occurred in This Material
AND   It is Not Likely that there is No Damage Occurred in This Material
IF 0.25£ I1 £0.5
THEN  It is Not Likely that there is Have Damage Occurred in This
Material
AND   It is Likely that there is No Damage Occurred in This Material
IF I1 < 0.25
THEN  It is Unlikely that there is Have Damage Occurred in This Material
AND   It is Very Likely that there is No Damage Occurred in This Material

Where I1 is a damage index that represents the damage statement and these
indexes are outputted from four kinds of approach. The principle of setting
boundary values in each rule is based on the quantitative method. Sixteen fuzzy
rules can be obtained in this example. According to these rules and damage index
in Table 1, the damage state of a61 test beam can be concluded as displayed in
Table 2.

l Perform the probability state vector for the damage states by P1· 2 as indicated in
Eqs.(5) and complete the final probability membership function F1· 2 as indicated
in Eqs.(6). Herein, the weighed methodology is utilized to achieve the probability
membership function combination illustrated below.

{ P }1· 2 = { PNo  PHave }                                                   (5)

{ F }1· 2 = { FNo  FHave }                                                   (6)

( )31  LikelyNotLikely mm -=

( )4)( 2
 LikelyLikelyVery mm =
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Where subscript “No” and “Have” in Eqs.(5) and (6) represent “No damage occurred
in this material” and “Have damage occurred in this material”, respectively.

For concrete material,

For steel material,

Thus, final membership function F1· 2 can be carried out as below via Eqs. (1).
For concrete material,

For steel material,
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Table 2. Summary of damage assessment results of damage state with sixteen fuzzy rules

ANN base diagnostic approaches
Damage state in

concrete and steel ATH DTH NFs SD

No damage
occurred in
this material

Unlikely Unlikely Unlikely Unlikely

Concrete
Have damage
occurred in
this material

Very Likely Very Likely Very Likely Very Likely

No damage
occurred in
this material

Unlikely Very Likely Very Likely Likely

Steel
Have damage
occurred in
this material

Very Likely Unlikely Unlikely Not Likely

l Defuzzify the final probability membership function. Figures 3~4 and 5~6 display
the shape of final membership function F1· 2 as obtained from the last step for the
concrete and steel material, respectively. To obtain the best performance, the
ordinary defuzzification method, namely, the center of gravity (CG) method, is
used to defuzzify the final membership function herein. Then based on the
principle of minimum distance between the CG of the final membership function
and each CG of the probability membership function as indicated in these figures,
the fuzzy base final damage statement which classifies the damage to the a61 test
beam can be determined as below.

The a61 test beam is Unlikely that there is No Damage Occurred in
Concrete Material
And it is Likely that there is Have Damage Occurred in Concrete Material.
The a61 test beam is Likely that there is No Damage Occurred in Steel
Material
And it is Not Likely that there is Have Damage Occurred in Steel Material.

5  Conclusion

This paper demonstrates the effectiveness of the synthetic damage assessment method
for the RC beam structure based on fuzzy logic for the case, which identifies the
category to which damage belongs. Obviously, four kinds of ANN output diagnostic
results within each test beam may be identical or different, even containing severely
contradictory phenomenon, that can be efficiently integrated to produce an objective
synthetic assessment and actually reflect the real state of the test beam via the
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proposed method. Therefore, the synthetic damage assessment method as proposed in
this paper, which will be needed for damage assessment applications in the real world.
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Abstract. Application of the inverse logical inference in the expert systems of
diagnosis is considered. The inverse logical inference allows to restore the
causes by observed consequences using fuzzy relational matrix. Diagnosis deci-
sion finding requires fuzzy logical equations system solution. The genetic algo-
rithm of optimization based on crossover, mutation and selection of the initial
set of chromosomes is proposed for fuzzy logical equations system solving.
Computer simulation illustrates the algorithm efficiency. The suggested genetic
algorithm can find application in expert systems of technical and medical diag-
nosis and quality control.

1  Introduction

Fuzzy sets theory is a handy tool for expert information formalization while simu-
lating cause-effect connections in technical and medical diagnostic problems [1]. The
model of a diagnostic object, as a rule, is built on the basis of compositional Zadeh
rule of inference which connects input and output variables of an object (causes and
effects) using fuzzy relational matrix [2]. The problem of diagnosis can be formulated
in the form of the direct and inverse fuzzy logical inference. The direct logical infer-
ence suggests finding diagnoses (output variables or effects) according to observable
internal parameters of the object state (input variables or causes). In the case of the
inverse logical inference some renewal of causes takes place (of the object state pa-
rameters) according to observable effects (symptoms).

In the majority of fuzzy logic applications to the diagnosis problems the direct logi-
cal inference is used [3-6]. At the same time the inverse logical inference is used in-
sufficiently what is stipulated through the lack of effective algorithms solving fuzzy
logical equations systems [4]. In this article we suggest some procedures of numerical
solution of the fuzzy logical equations systems using genetic algorithm. The suggested
procedures envisage growing of the optimal solution from a set of primary variants by
way of using genetic cross-over, mutation and selection operations [7]. To serve the
illustration of the procedures and genetic algorithm effectiveness study we present an
example of the car engine faults diagnosis.



350         A. Rotshtein and H. Rakytyanska

2  Fuzzy Logical Equations

The diagnosis object is treated as the black box with n inputs and  m outputs:
�[�����[�[� Q��=; - set of inputs;

�\�����\�\� P��=<   - set of outputs.

Simulation of the cause-effect “input-output” connections is done by way of inter-
preting the compositional Zadeh’s rule of inference [2]

B = A o  R , (1)

where    and     are fuzzy sets given on the universal sets X and Y:
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Here LD ( Q���L�= ) and ME  ( P��M�= ) are degrees of membership, that is of the

numbers in the diapason from 0 to 1 interpreted as some measures of L[  causes and

M\  effects significances;

R is the fuzzy relational matrix with elements LMU , Q���L�= , P��M�= , where LMU  is

the number in the range of [0,1] characterizing the degree of the cause L[  influence

upon the rise of the effect M\ ;

o  is the operation of max-min composition [2].
The diagnostic problem is set in the following way. According to the known matrix

R and fuzzy set B it is necessary to find some fuzzy set A. It is suggested that matrix R
and fuzzy set B are formed on the basis of expert assessments, for example, by way of
Saaty’s paired comparisons [8].

Finding of fuzzy set A amounts to the solution of the fuzzy logical equations sys-
tem:

�UD�����UD��UD�E QQ �������� ÙÚÙÚÙ=
�UD�����UD��UD�E QQ �������� ÙÚÙÚÙ=

…            …              …                 …

�UD�����UD��UD�E QPQPPP ÙÚÙÚÙ= ���� ,

(2)

which is derived from relation (1). Taking into account the fact that operations Ú  and
Ù  are replaced by max and min in fuzzy sets theory [2], system (2) is rewritten in this
form

( )( )LMU�LDPLQ
Q��L

PD[ME
=

=  , P��M�= . (3)
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3  Optimization Problem

The problem of fuzzy logical equations system solution (3) is formulated in this way.
Vector �D�����D�D� Q��=D  should be found which satisfies limitations of

     ˛LD [0,1] ,  Q���L�= ,     

and provides the least distance between expert and analytical measures of effects sig-
nificances, that is between the left and the right parts of each system equation (3):

( )( )
D

D PLQU�DLQPPD[E��)
P

M
LML

Q��L
M =

œ
œ
ß

ø

Œ
Œ
º

Ø
-= å

= =

�

�
 . (4)

In general case system (3) can have no solitary solution but a set of them. There-
fore, according to [4] we find the fuzzy logical equations system solution (3) in the
form of intervals

[ ]LLL D�DD = Ì [0,1] ,     Q���L�= , (5)

where LD ( LD ) is the low (upper) boundary of cause L[  significance measure.

Formation of intervals (5) is done by way of multiple optimization problem solution
(4) and it begins with the search for the null solution of it. The null solution of optimi-

zation problem (4) we designate in this way �D�����D�D� ��
Q

������ ��
�

�
�

� =D , where

˛��
LD
� [ LL D�D ], Q���L�= . The upper boundary ( LD ) is found in range [ �� �D ��

L ], and the

low one (
L

D )  - in range [ ��
LD�
�� ]. It is shown on the Fig.1 where the arrows corre-

spond to direction of the search.

 

         �N�
LD  …  ��

LD
�             ��

LD
�                                               

                                               ��
LD
�      ��

LD       ….         �N�
LD          

   b) 

   a) 
1 

1 

0 

0 

Fig. 1. Search for upper (a) and low (b) boundary of the interval

Let �D�����D�D� �N�
Q

�N��N��N�
��=D  be some k-th solution of optimization problem

(4), that is ��)��) ���N� �DD =  because for the all values of parameter LD  in the

range [
L

D , LD ] we have the same criteria (4). While searching for upper boundaries
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( LD ) it is suggested that �N�
L

�N�
L DD �-‡ , and while searching for low boundaries (

L
D )

it is suggested that �N�
L

�N�
L DD �-£ . The definition of the upper (low) boundaries is

done according to the rule: if �N��N� �-„DD , then LD (
L

D )= �N�
LD , Q���L�= . If

�N��N� �-= DD  then the search is stopped.

4  Genetic Algorithm

To realize the genetic algorithm of optimization problem solution (4) it is necessary to
define the following main notions and operations [6,7]: chromosome - coded solution
variant; gene - solution element; population - original set of solution variants; fitness
function - criterion of variants selection; cross over - operation of providing variants-
offsprings from variants-parents; mutation - random change of chromosome elements.

Let P(t) be chromosomes-parents, and C(t) – chromosomes-offsprings of the t-th it-
eration. The general structure of the genetic algorithm will have this form:

begin
t:=0;
To set the initial set P(t);
To assess P(t) using fitness function;

while (no condition of completion) do
       To generate C(t) by way of crossing over P(t);

         To perform mutation C(t);
                 To assess C(t) using fitness function;
                 To select P(t+1) from P(t) and C(t);

        t:=t+1;
           end;

end.

We define the chromosome as the vector-line of binary solution codes LD , Q���L�= .

Number of  bits LJ  for variable LD coding is defined according to formula

( ) ����� � -£×-<- LJT
LLLJ GG ,

where [ LL G�G ] is the range of variable LD change, q – required precision, that is the

number of digits after decimal point in LD  solution.

The chromosomes of the initial population will be defined in the following way:

LD [ ]( )���5$1'20= , Q���L�= ,

where [ ]( )���5$1'20  denotes the operation of random number finding, evenly

distributed within the interval [0,1].
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We choose criterion (4) taken with sign minus as the fitness function:

f(v)= - F(v) , (6)

that is the higher the degree of adaptability of the chromosome to perform the criterion
of optimization the greater is the fitness function.

Let FS  be some cross-over factor, that is the share of the offsprings of each itera-

tion performed, and K is the population dimension. Then it is necessary to select

�
FS. ×

  pairs of chromosomes-parents of each iteration.

Selection of chromosomes-parents for cross-over operation should not be per-
formed randomly. The greater the fitness function of some chromosome the greater is
the probability for the given chromosome to yield offsprings. The probability of selec-

tion NS , corresponding to each chromosome NY , .����N = , is calculated according to

formula [7]:
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(7)

Using thus found probabilities we define chromosomes-parents in the following way.
Let us mark row NS  on the horizontal axis (Fig.2).

            �S                            �S                              �S                             �S          …                Kp  

 
0                    z            1

Fig. 2.  Selection of chromosome-parent

We generate random number z, subordinate to the law of even distribution within
interval [0,1]. We select chromosome NY  as the parent, this chromosome correspond-

ing to subinterval NS , within which number z finds itself. For example, in Fig.2 gen-

erated number z defines chromosome �Y  as the parent. Selection of the second chro-

mosome-parent is carried out in similar way.
Operation of cross-over is defined in Fig.3. It is carried out by way of genes ex-

change inside each variable LD , Q���L�= . The points of cross-over shown in dotted

lines are selected randomly.
Mutation operation (Mu) implies random change (with some probability PS ) of

chromosome elements 5$1'20�D�0X L = [ ]( )LL G�G . So as this solution is coded by

binary line then the mutation is reduced to inversion of some separate bits.
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�Y

�Y

�
Y

�
Y

                 a1                      a2                 a3                     a4                       a5

Fig. 3.  Example of cross-over operation performance with n=5

While performing genetic algorithm the dimension of the population stays constant
and equal to K. That is why after cross-over and mutation operations it is necessary to
remove FS. ×  chromosomes having the fitness function of the worst significance

from the obtained population.

5  Example

Let us consider the algorithm performance having the recourse to the example of the
car engine faults causes diagnosis.

Engine fault criteria are: �\   - engine power insufficiency; �\   - difficulties with
engine starting; �\  – smoky exhaust; �\   - oil pressure too low.

Fault causes to be identified: �[    - wear out of crank gear; �[   - valve timing gear
wear out; �[    - carburettor fault; �[   - battery fault; �[   - oil pump fault.

Let expert matrix of fuzzy relations has this form:

�\ �\ �\ �\

�[ 0.8 0.4 0.8 0.3

�[ 0.7 0.3 0.6 0.1

�[ 0.9 0.7 0.3 0.1

�[ 0.1 0.9 0.1 0.1

        R =

�[ 0.5 0.6 0.4 0.9

As the result of the examination the expert defined the following measures of sig-
nificance for the engine fault criteria:

�E = 0.8,   �E =0.6,    �E =0.2,   �E =0.1.

It means that engine power insufficiency and difficulties in starting the engine with
the smoky exhaust and oil pressure being normal were identified.

The system of fuzzy logical equations in this case will appear in this form:

��D���D���D���D���D�E ���������� ������ ÙÚÙÚÙÚÙÚÙ=
 ��D���D���D���D���D�E ���������� ������ ÙÚÙÚÙÚÙÚÙ=

��D���D���D���D���D�E ���������� ������ ÙÚÙÚÙÚÙÚÙ=
 ��D���D���D���D���D�E ���������� ������ ÙÚÙÚÙÚÙÚÙ=  .

(8)



Genetic Algorithm for Fuzzy Logical Equations Solving in Diagnostic Expert Systems         355

To realize the genetic algorithm the initial population was formed as consisting of
seven solutions:

�Y =(0.343, 0.257, 0.489, 0.136, 0.967);  �Y =(0.345, 0.415, 0.848, 0.724, 0.261);

�Y =(0.536, 0.134, 0.677, 0.869, 0.880);  �Y =(0.791, 0.010, 0.411, 0.245, 0.279);

�Y =(0.665, 0.315, 0.631, 0.199, 0.456);  �Y =(0.400, 0.652, 0.943, 0.673, 0.551);

�Y =(0.622, 0.284, 0.992, 0.933, 0.072).

Fitness functions of these solutions found using formula (6) made up this represen-
tation:

�Y�I � = - 0.770;  �Y�I �  = - 0.104;  �Y�I �  = - 0.809;  �Y�I � = - 0.425;

�Y�I � = - 0.362;  �Y�I � = - 0.383;   �Y�I � = - 0.318.

Let cross-over probability be FS =0.3. So as 
�

FS. ×
= �

�
���

»
× �

, then one pair of

chromosomes must be selected to realize cross-over operation. On the basis of formula
(7) the probability of each chromosome selection will make up this representation

�S =0.016; �S =0.283; �S =0; �S =0.154; �S =0.179; �S =0.171;  �S =0.197.

Let us assume that for the chromosomes-parents two random numbers �] =0.183

and �] =0.508 were generated. Then according to the algorithm of chromosomes-

parents selection, chromosomes �Y  and �Y  must be subjected to the cross-over.

To realize cross-over operation we used 5 points of exchange which were generated
randomly in range [1,10] what corresponds to solutions LD  representation using 10

digits. These random numbers made up 4, 3, 5, 4, 1 and defined points of chromosome
exchange shown in Fig.4, where �Y , �Y  are chromosomes-parents, �
Y , �
Y  are

chromosomes-offsprings. Same Fig. depicts mutation operation which implied inver-
sion of the 49-th gene of  �
Y  chromosome-offspring.

2v 0101 011001 011 0011111 11010 10000 1011 010100 0 100000101
5v 1010 011001 010 0111011 10011 10111 0011 000111 0 111001000

2’v 0101 011001 011 0111011 11010 10111 1011 000111 0 111001000
5’v 1010 011001 010 0011111 10011 10000 0011 010100 0 100000101

          1
         1a 2a                    3a        4a                       5a

Fig. 4.   Cross-over and mutation operations performance

Fitness function of chromosomes-offsprings

�
Y =(0.345, 0.443, 0.855, 0.711, 0.456), �
Y =(0.665, 0.287, 0.624, 0.212, 0.263)

made up this representation:
�
Y�I � = - 0.201,  �
Y�I � = - 0.275.
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To maintain the number of the population let us exempt 2 chromosomes with the
worst fitness functions, that is �Y  and �Y . Then the new population will include also

chromosomes: �Y , �Y , �Y , �Y , �Y , �
Y , �
Y . This operation completes one iteration

of the genetic algorithm.
Sequential application of genetic cross-over, mutation and selection operations to

the initial set of variants provides for the growth of the fitness function of the solutions
being obtained. The dynamics of change of the optimization criterion (F) relative to
the iteration number (N) are shown in Fig.5. Table 1 shows the list of chromosomes
which were the best in carrying out some definite iterations of the genetic algorithm.

 0.125

N

F

  0

  0              50              100

Fig. 5.  Dependence of optimization criterion (F) on iteration number (N)

Table 1.  The best solutions of various iterations of the genetic algorithm

Iteration
Number

Solution Optimization
   criterion

1 (0.345, 0.415, 0.848, 0.724, 0.261) 0.10390

4 (0.345, 0.415, 0.848, 0.660, 0.261) 0.09853

6 (0.320, 0.031, 0.784, 0.724, 0.256) 0.07003

7 (0.320, 0.031, 0.785, 0.724, 0.256) 0.07000

24 (0.320, 0.287, 0.789, 0.724, 0.256) 0.06990

27 (0.256, 0.287, 0.789, 0.724, 0.256) 0.04983

35 (0.256, 0.287, 0.789, 0.708, 0.256) 0.04612

43 (0.256, 0.279, 0.797, 0.708, 0.256) 0.04601

54 (0.075, 0.162, 0.808, 0.256, 0.024) 0.02006

61 (0.075, 0.162, 0.800, 0.256, 0.024) 0.02000

Fig.5 shows that after the 61-st iteration the solution doesn’t improve. Therefore,
we choose vector (0.075, 0.162, 0.800, 0.256, 0.024), to which goal function 0.02000
corresponds as the optimal solution.  We obtain null solution

��D��D��D��D��D� ������������ �������������������� �
�

�
�

�
�

�
�

�
�

� ======D

allowing us to arrange for the genetic search for LD  variables significances intervals.

Search dynamics of upper and low solutions boundaries is depicted in Table 2.
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Table 2. Genetic search for low and upper boundaries of intervals

N
�

D
�D �

D �D �
D �D �

D �D �
D �D

1 0.075 0.075 0.162 0.162 0.800 0.800 0.256 0.256 0.024 0.024
10 0.039 0.084 0.151 0.178 0.800 0.800 0.173 0.359 0.010 0.054
20 0.022 0.088 0.085 0.251 0.800 0.800 0.159 0.420 0.004 0.078
30 0.017 0.095 0.043 0.275 0.800 0.800 0.084 0.573 0.001 0.095
40 0.011 0.098 0.028 0.287 0.800 0.800 0.047 0.585 0.000 0.100
50 0.005 0.099 0.016 0.298 0.800 0.800 0.038 0.640 0.000 0.100
60 0.001 0.100 0.008 0.299 0.800 0.800 0.020 0.688 0.000 0.100
70 0.000 0.100 0.003 0.300 0.800 0.800 0.007 0.695 0.000 0.100
80 0.000 0.100 0.000 0.300 0.800 0.800 0.002 0.699 0.000 0.100
90 0.000 0.100 0.000 0.300 0.800 0.800 0.000 0.700 0.000 0.100

100 0.000 0.100 0.000 0.300 0.800 0.800 0.000 0.700 0.000 0.100

Table 2 shows that fuzzy logical equations system solution can be represented in
the form of intervals:

�D ˛ [0,0.1]; �D ˛ [0,0.3]; �D =0.8;  �D ˛ [0,0.7];  �D ˛ [0,0.1].

Thus obtained solution allows to make the following conclusions. The cause of the
observed engine state should be located and identified as the carburetor fault ( �[ ), so

as the measure of significance of this fault is maximal. In addition, the observed state
can be the effect of the battery fault ( �[ ), so as significance measure of this cause is

sufficiently high. Insufficient wear-out of the valve timing gear ( �[ ) can also tell on

engine proper functioning, the significance measure of which is indicative of the
cause. Crank gear ( �[ ) and oil pump ( �[ ) function properly and practically have no

influence on engine fault, so as significance measure of the given causes are small.

6  Assessment of Genetic Algorithm Effectiveness

Dependence of the number of iterations, necessary to obtain optimal solution, on the
population volume (K), frequency of cross-over ( FS ) and mutation ( PS ) was studied

in the course of computer experiment. Dependence of optimization criterion (F) on
iteration number (N) under conditions of various parameters of the genetic algorithm
is shown in Fig.6. It was determined that population volume of K=7 is sufficient for
the system (8) solution. To exclude hitting the local minimum the experiment was
carried out for large values of FS  and PS . Fig.6,a shows that under conditions of

=FS 0.6 and =PS 0.02 about 100 iterations were required to grow optimal solution.

To cut time losses in unpromising fields studies some parameters of the main genetic
operations were experimentally selected. Fig.6,b shows that setting of cross-over fre-
quency at the level of 0.3 allowed to cut iteration number on the average to 75. Re-
duction of the mutation number to 0.01 allowed to cut iteration number to 50 (Fig.6,c).
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Fig. 6. Dependence of optimization criterion (F) on iteration number (N)  under  conditions  of
various parameters of genetic algorithm   a) =cp 0.6, =mp 0.02;    b) =cp 0.3, =mp 0.02;
c) =cp 0.3, =mp 0.01

7  Conclusion

Application of fuzzy relations expert matrix to restore and identify the causes by ob-
served effects requires fuzzy logical equations system solution. In this study the search
for equations system solution amounts to optimization problem. Optimization algo-
rithm is based on solution amounts coding and on the application of genetic operations
of cross-over, mutation and selection to them. The suggested here genetic algorithm
can find application in expert systems of diagnosis and quality control.
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Abstract. There is an increasing trend toward introducing artificial intelligence
into the fault diagnosis of nuclear power plants. However, processing imperfect
information and uncertainty is the art of the fault diagnosis. This paper describes
a fault diagnosis method based on genetic algorithms and fuzzy logic. This
method utilizes the strings in genetic algorithms to simulate the various possible
assemblies of results and updates the results with the evaluation. A new evalua-
tion method in genetic algorithms is adopted. When calculating the fitness of
strings, fuzzy logic is used to process the multi-knowledge: expert knowledge,
mini-knowledge tree model and standard signals. Experiments on simulator
show the advantages of this method in processing illusive and real-time signals,
imperfect diagnosis knowledge and other instances.

1   Introduction

It is very important that the operators in the control room of nuclear power plants
(NPPs) quickly and correctly judge the real fault cause of the abnormality and take the
correct actions in time to reduce its consequence. There is an increasing trend toward
introducing artificial intelligence into the fault diagnosis of NPPs [1,2].

The Genetic Algorithm (GA) described by Holland [3], aims to increase the aver-
age fitness of the individuals over a number of generations. Because of its effective-
ness in solving a wide variety of complex problems [4], it has been quite successfully
applied to optimal control [5], classification [6], fault diagnosis [7].

The theory of fuzzy logic formulated by Zadeh has been considered as an appro-
priate presentation method for uncertainty, imprecision and incompleteness. Fuzzy
systems have been successfully used in many applications including recognition of
handwriting [8], diagnosis [9], and other instances. The genetic-fuzzy approach is
successfully used in mobile robot navigation [10], model and control system [11].

Based on Genetic Algorithms and Fuzzy Logic, A method of fault diagnosis that is
processing related, uncertainty and fuzzy is introduced in the presented paper. This
method utilizes the strings in GA to simulate the various possible assemblies of result.
Restricted by the variational signals, the strings changed with the process of mutation,
crossover and selection.
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This method of fault diagnosis offers some advantage over other classical diagnos-
tic methods, e.g. processing imperfect knowledge over rule-based systems and model-
based systems. In addition, it is a more effective method to integrate multi-knowledge
than that of normal method. Furthermore, it is easy to add other model-based knowl-
edge to this method because of use of Fuzzy Logic.

2 Introduction of Method

This method is applied in the fault diagnosis on the simulator of Beijing NPPs simula-
tion training center. The flow chart of the diagnosis process is shown in Fig.1. The
entire process consists of seven parts: initializing strings, database, calculating fitness,
evolution process (crossover, mutation and selection), termination, and getting result.

Fig. 1. The flow chart of diagnosis process

2.1   Initializing Strings

In fault diagnosis, we use the bit value of a string to denote one fault happens or not.
For example, the value 1 or 0 of a bit denotes the corresponding fault takes place or
not. Suppose the total number of the system faults is n, hence the string whose length
is n bits can denote the state of the system. Usually only one or several faults will
happen at the same time and we suppose that the max number is m, so the state of the

system has m
nC  different instances. m

nC  is a big number when n is large. If one string

denotes only one possible instance, then a lot of strings denoting the various result of
fault diagnosis must be needed. A new method to initialize the strings is proposed:
some (suppose the number is d) bits are set to be 1. In this method the possible result

instances, which a string can denote, are m
n

d
n CC / .
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2.2   Database

The database consists of the expert knowledge, the mini-knowledge model knowledge
[1] and the normal signals produced by the simulator. The structure of the database is
shown in Fig. 2. The knowledge base can be divided into four parts: signal table, event
table, knowledge base of initial events, and knowledge base of non-initial events.

Fig. 2.  The structure of the database

The signal table includes signal’s name, range, normal value, normal state range
and direct corresponding event. The event table consists of event’s name, initial prob-
ability and feedback to signals. The knowledge base of the initial events is used to
describe the various possible reasons of an initial abnormal signal. It consists of some
text files. The content of the files is the name and the probability of the faults. The
knowledge base of the non-initial events is used to describe the various possible rea-
sons of an abnormal signal, which is not accord with the expected signals.

2.3   Calculating Fitness

We use fuzzy integrated evaluation to calculate the fitness based on a four factors (I,
N, S, A) model. The fitness function is:
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1a , 2a , 3a , and 4a  are importance measure of each factor.
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jI  is the effect of the initial event in the thj  string. The effect of the initial event

consists of the expert knowledge and the initial event base of the mini-knowledge tree
model.
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id  is the bit value of a string’s thi  bit; ikI  is the probability that the thk  signal

connects to the thi  fault in initial knowledge base; iP  is the initial probability of the
thi  fault (here iP  is about 10-n (2<n<7)); m is the serial of the signal and n is the serial

of the fault in the system.

jS  is the feedback that the faults give to the signals in the thj string. jS  is ob-

tained from the normal signals in the simulator.
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Here, ks  is the feedback value which thi  fault gives to thk  signal. If the thk  ex-

pected signal of the thi  fault coincides with the thk  actual signal, ks  is positive,

otherwise it is negative. ks  is different according to the degree which they are

coincident or not.

jN  is the effect, which the non-initial event gives to the fitness of thj  string. jN

can be obtained from the non-initial event base of the mini-knowledge tree model.

åå ×d×d=
l

lppl
p

j )N)((N . (5)

ld  is the bit value of a string’s thl  bit and pd  is the bit value of a string’s thp

bit. lpN  denotes the non-initial probability of the thl  fault (initial event) and the thp

fault (non-initial event) in non-initial knowledge base.
*
jA  is an adjustment to the fitness of the thj  string.

 2.4   Evolution Process

Crossover, mutation and selection are three basic processes in GA. The process of
crossover, mutation, and selection, which is restricted by the signals and the database,
changes the strings to march the fault.

When processing the replacement scheme, we use a new method named direct
compare replacement. This method puts the new strings and the old strings together
and selects the better bit directly according to the fitness of every two bit. After the
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replacement scheme, there are 400 strings in the new population. The process of the
GA is shown in Fig. 3.

Fig. 3.  The process of GA in this method

The direct compare replacement has the following advantages. Firstly, the time
that the direct compare replacement costs is much less than that of the normal re-
placement. It will accelerate the process of fault diagnosis. Second, because the occur-
rence of the signals is not instant but progressive, the direct compare replacement can
prevent the strings, which do not include the fault, getting predominate when the num-
ber of abnormal signals is not enough to diagnosis fault.

2.5 Terminations and Getting Result

Fault diagnosis in NPPs is very different from traditional optimization problems in
termination. In typical optimization problems we can terminate the GA process when
one string fits for the condition. In fault diagnosis, we cannot get this string because of
the special initialization.  When determining the fault diagnosis finish or not, we count
the number of every bit whose value is 1 in the 50 strings gotten through the direct
compare replacement. There are two cases: (1) the number of one bit whose value is 1
gets predominance in continuous several cycles; (2) the number of several bits whose
values are 1 get predominance in continuous several cycles. In the first case, the fault
that the bit denotes is the result; in the second case, the several faults that the several
bits denote are the result.

3   Application of Method

Experimentation of fault diagnosis is carried out in the secondary loop of the 950MW
full size simulator in Beijing NPPs simulation training center. The simulator produces
signals every four seconds. There are 128 supposable faults in the second loop of the
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simulator. The length of each string is 128 bits and the number of the initial strings is
400. In each string there are 40 bits whose values are 1, and 88 bits whose values are
0. The bit whose value is 1 or 0 is random in the string. Two GA evaluations are fin-
ished every 4 four seconds. We use four-point crossover and one-point mutation.

Here is a typical fault named “V31FO”: high pressure heater bypass valve V31
fails open. The final result of diagnosis is shown in part A of Fig. 41. The vertical
coordinate axis of this figure denotes the number of bits whose value is 1 in the last 50
strings of the final cycle and horizontal coordinate axis denotes the serial of every
fault in the system. We can see the “V31FO” fault that the 108th fault denotes is the
result of diagnosis.

In order to validate the adaptability to imperfect information and uncertainty, we
change the signals and the database to make imperfect signals, illusive signals and
imperfect knowledge. The work includes three instances: the first is making the value
of all signals to be 0 in a cycle; the second is changing the value of one signal in all
cycles to make the illusive signals; the third is deleting one part of the database to
make the imperfect knowledge. The final result of these instances is shown in Fig. 41:
part B is the process of the first part; part C is the process of the second part; part D is
the process of the third part. We can find the 108th fault is the right result from the
final result of GA.

In addition we change some parameters of GA to see the variation of the process
and the result in diagnosis. The result is shown in Table 1 when the strings’ number is
changed. Table 2 is the result when the evaluation number of each cycle is changed.
The result is gotten as Table 3 when we change the strings’ number that we get result
from.

                                                          
1 Fig. 4 is shown in Appendx.

Table 1. Result changing strings number

Num. Strings 200 400 800

Get right result × v v
Fulfil time require v v ×

Table 2.  Result changing evaluation num-
ber in every cycle

Num. Evaluation 1 2 4 Much more

Get right result × v v ×
Fulfil time require v v v ×

Table 3. Result when changing string num-
ber which get result from

Num. Strings 25 50 100 400

Get right result × v v ×
Fulfil time require v v v v

Table 4. The best parameter in GA

Num.
Strings

Num.
Evaluation

Num. Strings get
result

400 2 50

We find the evaluation usually goes to local optimum due to the large evaluation
numbers when the abnormal signals is not enough to diagnosis. Because the signals of
the simulator change every 4 seconds, we must finish the whole GA process in the
same time. According to these tables we get the best parameters in Table 4. From this
table, we can see the speed of GA is twice every 4 seconds.
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4   Conclusion and Further Work

- This method improves the GA according to the actual problem. There is no addi-
tional restriction when GA is used to resolve the problem. We can choose the con-
crete mode of fitness calculation, selection, termination, and other instances.

- This method has preferable ability to deal with the non-numerical problem and has
some good characteristic in ANN. After the process of the GA, all strings are used
to get the result. This utilizes the information in the strings efficiently and improves
the ability to deal with the problem.

- Integrate the GA and Fuzzy Logic, this method can deal with the signals changed
with time, uncertainty and fuzzy in the fault diagnosis of NPPs.

- Because how to use the strings to model the state of the system determines the
efficiency and speed that the method resolves the problem, it will be discussed fur-
thermore.

- The 0/1-encoded method is adopted in this paper. Different encoded method will be
discussed in future work.
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Appendix: Fig. 4.

Fig. 4.  The final result of GA in various instances
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Abstract. Uncertainty management is necessary for real world applications,
especially spatial data and geographic information systems. The egg-yolk
method has proven useful for representing vague regions in spatial data. Rough
sets have been shown to be an effective tool for data mining and uncertainty
management in databases. In this initial work, we apply rough set definitions for
topological relationships previously defined for the egg-yolk method for
continuous space. We show that rough sets can be used to express and improve
on topological relationships and concepts defined with the egg-yolk model, and
extend it to work for discrete space through the use of rough set indiscernibility.

1 Introduction

A spatial database is a collection of data concerning objects located in some reference
space in the real world, which abounds in uncertainty. Any attempt to model aspects
of the world should include some mechanism for incorporating uncertainty. There
may be uncertainty in the understanding of the enterprise, in the data, or in the  model,
which leads to uncertainty in entities or the attributes describing them. At a higher
level, there may be uncertainty about the level of uncertainty prevalent in the various
aspects of the database.

In relational databases we have shown that uncertainty may be managed via rough
set techniques by incorporating rough sets into the underlying data model [1] and
through rough querying of crisp data [2]. In a previous work [3], we pointed out those
areas of spatial databases and GIS [4] that are in need of uncertainty management, and
suggested ways in which rough sets may be used to alleviate problems, resulting in a
better overall system. In this paper we focus on the problem of uncertainty in
topological structures in spatial data, and in particular, to spatial regions with
uncertain boundaries. We investigate the application of rough sets [5] for improving
the egg-yolk model [6,7], and extending it from continuous to discrete space via
rough set indiscernibility.

2 Background: Rough Sets, Data, and Granularity

Rough set theory, introduced by Pawlak [5] and discussed in greater detail in [8,9], is a
technique for dealing with uncertainty and for identifying cause-effect relationships in
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databases as a form of database learning [10]. It has also been used for improved
information retrieval [11] and for uncertainty management in relational databases [1,2].

Rough sets involve the following:

U is the universe, which cannot be empty,
R is the indiscernibility relation, or equivalence relation,
A = (U,R), an ordered pair, is called an approximation space,
[x]R denotes the equivalence class of R containing x, for any element x of U,
elementary sets in A - the equivalence classes of R,
definable set in A - any finite union of elementary sets in A.

An approximation space defined on universe U with equivalence relation R partitions U
into equivalence classes called elementary sets that may be used to define other sets in A.
Given that X ˝  U, X can be defined in terms of the definable sets in A by the following:

lower approximation of X in A is the set  RX = {x  U   |  [x]R  ˝   X}

upper approximation of X in A is the set R X = {x  U  |  [x]R ˙   X  „  ˘ }.

Another way to describe the set approximations is as follows. Given the upper and

lower approximations R X and RX, of X a subset of U, the R-positive region of X is

POSR(X) = RX, the R-negative region of X is NEGR(X) = U - R X, and the boundary or

R-borderline region of X is BNR(X) = R X - RX. X is called R-definable  if  and  only  if

RX = R X. Otherwise, RX  „ R X and X is rough with respect to R. In Figure 1 the
universe U is partitioned into equivalence classes denoted by the rectangles. Those
elements in the lower approximation of X, POSR(X), are denoted with the letter P and
elements in the R-negative region by the letter N. All other classes belong to the
boundary region of the upper approximation.

Fig. 1. Example of a rough set X

The indiscernibility relation partitions domains into equivalence classes and the lower
and upper approximation regions allow the distinction between certain and possible, or
partial, inclusion in a rough set. The indiscernibility relation allows grouping of items
based on some definition of ‘equivalence’ as it relates to the application domain. We may
use this partitioning to increase or decrease the granularity of a domain, to group items
considered indiscernible for a given purpose, or to “bin” ordered domains into ranges.

In order to allow possible results, in addition to the typical results of querying, we
may employ the use of the boundary region information in addition to that of the positive
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region. The results in the positive region are certain, and correspond to exact matches.
The boundary region contains those results that are possible, but not certain.

Uncertainty prevails in all types of databases systems. Spatial databases and GIS
contain descriptive as well as positional data. The various forms of uncertainty may
occur in both types of data, so many of the issues discussed below apply to ordinary
databases as well [1,2]. These same techniques, including integration of data from
multiple sources, time-variant data, uncertain data, imprecision in measurement,
inconsistent wording of descriptive data, and the “binning” or grouping of data into
fixed categories, may also be employed for spatial contexts [3].

Often spatial data is associated with a particular grid. The positions are set up in a
regular matrix-like structure and data is affiliated with point locations on the grid.
There is a tradeoff between the resolution or scale of the grid and the amount of
system resources necessary to store and process the data. Higher resolutions provide
more information, but at a cost of memory space and execution time.

If we approach the data from a rough set point of view, we can see that there is
indiscernibility inherent in the process of gridding or rasterizing data. A data item at a
particular grid point in essence may represent data near the point as well. This is due
to the fact that often point data must be mapped to the grid using techniques such as
nearest-neighbor, averaging, or statistics. We may set up our rough set indiscernibility
relation so that the entire spatial area is partitioned into equivalence classes where
each point on the grid belongs to a class. If we change the resolution of the grid, we
change the granularity of the partitioning, resulting in fewer, but larger classes.

The approximation regions of rough sets come into play when information
concerning sizes, lengths, and other areal properties of spatial data features are
calculated or displayed. This uncertainty maps naturally to the use of the
approximation regions of the rough set theory, where the lower approximation region
represents certain data and the boundary region represents uncertain data.

If we force a finer granulation of the partitioning (increase grid resolution) a
smaller boundary region results. As the partitioning becomes finer, eventually a point
is reached where the boundary region is non-existent. In this case, the upper and
lower approximation regions are the same—there is no uncertainty in the spatial data.

The egg-yolk method [6] for vague regions in spatial data also uses two levels for
outlining the vague boundary. These regions, called the yolk and the egg, basically
correspond to the lower and upper approximation regions, respectively, of the rough
set theory. The egg-yolk method, however, has no facility for partitioning the domain
into equivalence classes, as does the rough sets indiscernibility relation. In fact, Roy
and Stell [12] discuss the shortcomings of the egg-yolk method if it is to be applied to
discrete rather than continuous space. They suggest that the egg-yolk method can be
used in a multi-resolution context for a finite level of precision and that an extension
to the framework may be appropriate. The idea that rough sets can, in fact, improve
on this framework is the motivation behind this research.
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3 Topological Uncertainty in Spatial Data

 In GIS or spatial databases, it is often the case that we need information concerning
the relative distances of objects. Is object A adjacent to object B? Or, is object A near
object B? The first question appears to be fairly straightforward. The system must
simply check all the edges of both objects to see if any parts of them are coincident.
This gives the certain results. However, often in GIS, data is input either
automatically via scanners or digitized by humans, and in both cases it is easy for
error in position of data objects to occur. Therefore, we may also want to have the
system check to see if object B is very near object A, to derive the possible result. If
so, the user could be informed that “it is not certain, but it is possible, that A is
adjacent to B.” Assume we want to know whether a cliff is next to the sea. If the
system returns the results that it is possible, but not certain, that the cliff is adjacent to
the sea, we may be led to investigate the influence of the tides in the area to determine
whether low beaches alongside the cliffs are exposed at low tide.

The concepts of connection and overlap can likewise be managed by rough sets.
Connection is similar to adjacency, but related to line type objects instead of area
objects. Overlap can be defined in a manner similar to that of nearness with the user
deciding how much overlap is required for the lower approximation. Coincidence of a
single point may constitute possible overlap, as can very close proximity of two
objects, if there is a high degree of positional error involved in the data.

Inclusion is also related to overlap. If an object A is completely surrounded by
some object B, we may conclude certainly that A is included in B, lacking additional
information. If A and B overlap, then it is possible that one object includes the other.
Approximation regions can be defined to reflect these concepts as well.

Both rough set and egg-yolk approaches are useful for managing topological
uncertainty and vagueness such as nearness, contiguity, connection, orientation,
inclusion, and overlap of spatial entities. We consider next some of the topological
relationships associated with vague regions and how they relate to each other.

4 Egg-Yolk Approach

If we are only concerned about the vagueness of boundaries, we may be inclined to
use the egg-yolk approach. In this approach concentric subregions make up a vague
region, with inner subregions having the property that they are ‘crisper’ than outer
subregions. These regions indicate a type of membership in the vague region. The
simplest case, is that of two subregions. In this most common case, the center region
is known as the yolk, the outer region surrounding the yolk is known as the white, and
the entire region, as the egg.

The yolk and egg correspond to the boundary regions of rough set theory, which
has only two approximation regions, unlike the possible numerous subregions that
may make up a vague region in the egg-yolk method. However, because of the rough
set indiscernibility relation, one can vary the partitioning to increase or decrease the
level of uncertainty present, which results in changes to the approximation regions.
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Fig. 2. A sample of the 46 possible relationships between regions X (dashed line) and Y (dotted
line). See [7] for the complete listing.

Consider specifically the results of [7]. They delineate 46 possible egg-yolk pairs
(see Fig. 2), showing all of the possible relationships between two vague regions.
They then relate the egg-yolk configurations to dyadic relations of the type C(x,y),
meaning “C connects x with y”, of their RCC-5 theory of spatial regions. The RCC-5
relations include DR (Distinct Regions with no overlap), EQ (Equal: the regions are
the same), PO (the regions Partially Overlap), PP (Proper Part: the first region is
entirely contained within the second), and PPI (Proper Part Inverse: the first region
entirely contains the second). For egg-yolk pairs a yolk is a PP of its own egg.

The 46 configurations of egg-yolk pairs were then clustered into 13 groups based
on RCC-5 relations between complete crispings (Fig. 3). A configuration of a cluster
can be crisped to the cluster pointed to by the arrow via one of the relationships.

Fig. 3. Clustering of the 46 relations [7] using RCC-5 relations between complete crispings of
the configurations. No hierarchy or order within the clusters is shown here for simplification

5  Rough Set Approach to Egg-Yolk Clustering

We now re-examine the clustering of egg-yolk pairs, noting the relationships for each
cluster based on principles from rough sets. Recall that “crisping” from the egg-yolk
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theory can be related to forcing a finer partitioning on the domain for rough sets. We
first review some rough set definitions that will be used in categorizing the clusters:

Two rough sets X and Y are equal, X = Y, if RX  �RY and R X� � R Y.

The intersection of two rough sets is defined by the approximation regions

as follows:  R(X Y) = RX �RY, and R  (X Y) = R X  R Y.

The subset relationship, X �Y implies that RX �RY and R X� � R Y.

Now look again at Fig. 3, but this time approach the clusters in terms of rough sets.
Let X denote the first egg (dashed line) and Y denote the second egg (dotted line) in
each egg pair. We see that the following hold for the clusters:

A. X �Y = . B.  RX �RY = ;  R X  R Y � ;   RX �R Y.

C. RX �RY = ;   R X  R Y � .    D. RX �RY = ; R X  R Y � ; RY R X.

E. RX �RY � ; R X  R Y � ;  RX � R Y � ; R X  RY � ;  RX �R Y.

F. X �Y � ;   X ��Y.

G. RX �RY � ;  R X  R Y � ;   RX � R Y � ; R X  RY � ;   RY R X.

H. RX �R X  R Y;  RY �R X   R Y.   I.  R X �RY.   J. R Y �RX. K. R X  �RY.

L. RX �RY � ;  RX �R Y;  RY �R X; R X  R Y � �������������M. R Y  �RX.

A comparison of the rough set relationships expressed for each cluster with the RCC
relationships denoted for the clusters in Figure 3 reveals similar properties.

6  Conclusion

Spatial information systems will continue to play an ever-increasing role in spatial
data applications. Uncertainty management is necessary for any of these applications,
and both rough sets and egg-yolk methods are appropriate for the representation of
vague regions in spatial data. Rough sets, however, can also model indiscernibility
and allow for the change of granularity of the partitioning through its indiscernibility
relation, which has an effect on the boundaries of the vague regions, and also allows
the extension of egg-yolk regions from continuous to discrete space.

We have shown how the clustering of egg-yolk pairs by RCC-5 relations can be
expressed in terms of operations using rough sets. We believe that rough set
techniques can further enhance the egg-yolk approach and are investigating the
interrelationships between rough set, egg-yolk, and RCC models.
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Abstract. The use of multiploid structures for individuals in evolutionary
algorithms has been shown to have the advantage of including redundant
information, increasing population diversity and in some cases improving non-
stationary function optimisation performance. These advantages can translate
into improved avoidance of premature convergence and an ability to cope with
complex problems.  However, as multiple information for the same trait is
available, a method of gene selection or activation is required. This paper
describes a dynamic decision method for gene selection, presents proof of
concept results for this type of structure and outlines proposed benefits and
applications.

1. Introduction

Evolutionary algorithms (EA), of which genetic algorithms (GA) are a form, are used
for many search and optimisation applications [7]. However, one of the problems of
many applications is the occurrence of premature convergence to sub-optimal
solutions, particularly for deceptive problems or high dimensional problem spaces
[13], [23]. There are many EA/GA modifications that have been suggested and
implemented to improve performance and avoidance of premature convergence [10].
For example, transformation of fitness functions by scaling and sharing [13], more
effective selection mechanisms like generation gaps [8], ranking [1], island (sub)
populations and distributed equlibria [3], [9], [28],  and maintenance of diversity [23].

Multiploid representation (of which diploid is a multiploid structure of two
chromosomes), along with the concepts of dominant and recessive genes, have been
applied to artificial evolutionary algorithms before. See [13].

More recently, two main areas of work have been based around the avoidance of
premature convergence [3], [15], [29], and applications to non-stationary fitness
functions [14], [22], [24]. Other areas of multiploid applications include global
optimisations [11], multi-criteria optimisation [26], modularity and neural networks
[2] and spatial reasoning [25].
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There are encouraging indicators from evolutionary biology and genetics that
dynamic gene (trait) expression is an important and useful mechanism for rapid
adaptation and robustness of biological systems.   Investigations have presented
evidence for gene regulatory mechanisms [17], and that the nature of gene expression
can be represented as gene regulatory networks [19], Boolean systems and adaptive
automata [20].

This paper is structured as follows.  Section 2 contains an explanation of the
dynamic expression method currently being used.  Section 3 presents initial results
from the implementation of this model, followed by a discussion (section 4) and
concluding remarks (section 5).

2. Method

2.1 Explanation of the Model

The population of the evolutionary algorithm contains individuals that have multiple
chromosomes. Multiple trait types are encoded along a single chromosome (eg
weight, colour, shape).  Each trait instance has two components; its trait value (eg
red) and a trait expression mechanism (EM) (see figure 1). The trait expression
mechanism used for the results presented here is a feed forward artificial neural
network. However, the internal nature of the EM could be changed for different
problems and be uniform or varied for each trait type or chromosome.

The network’s number of hidden nodes and path weight values are evolved
concurrently with the expressible trait values. For simplicity, each network’s
architecture is mostly fixed with a preset number of inputs, outputs and an upper limit
for the number of hidden layer nodes.

Fig. 1. Shows a population of N individuals, each with n chromosomes. Trait Values and
Expression Mechanisms are encoded along each chromosome.

Individual 1

Chromosome 1
Chromosome 2

Chromosome n

Individual 2 Individual N

Population

Trait 1
Value

Trait 1 expression
mechanism

Trait 2
Value

Trait 2 expression
mechanism

Trait 3
Value
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The structure of the finally expressed individual consists of a series of traits, each
one chosen from the multiple values available for that trait type.  One value for each
trait type together with its EM, is stored on each chromosome of the individual.  A
method of trait value selection is therefore required to choose which trait value to
express. This trait value selection process can also be referred to as trait dominance,
with non-selected values considered recessive.

An exclusive selection method is used in this implementation.  All EM instances of
the same trait type contest with each other for the exclusive right to have their
associated trait value expressed. Each EM generates an output based on the current
input vector. The expression mechanism with the largest output of all expression
mechanisms of that trait type ’wins’, and its corresponding trait value is expressed.

Note that, in the work described here, an expression mechanism is only competing
with expression mechanisms of the same trait type (eg. 'Colour' traits don’t compete
with 'height' traits), but inter-trait type interaction is a possible extension in future
work. In a generalised sense, the expression mechanism can respond to any input
from its environment, be it problem space input or alternatives like population fitness
parameters (as in dominance change EA methods) or other currently expressed trait
values.

2.2 Evolutionary Operators

When using multiploid structures most operators remain the same as those used for
typical evolutionary algorithms. However, some operators need to be modified to
work and some can be enhanced to make use of multiploid properties.

Population dynamics, that is the probabilistic selection of parents based on fitness
or rank, the allocation of elites and steriles, and the replacement or generational
addition of new individuals, are implemented as for typical evolutionary algorithms.

Selection pressure could be modified to take advantage of qualities other than
fitness score, such as effective trait utilisation, to bias breeding probabilities.
Strategies to encourage diversity (if desired) can be based on parent genotype
diversity or recessive trait information (at computation expense).

Mutation effects can be hidden by the recessive properties of traits.  How this
modifies the effect of algorithm parameters such as mutation probability and mutation
implementation varies dependent on the multiploid implementation used.

Reproduction and breeding operators are inherently non-standard for multiploid
individuals. The crossover operator is a typical EA/GA method of recombining parent
information to form children. This simplified analogy from biological systems does
not include many of the processes necessary or possible for multiploid individuals.

Many multiploid biological species use a process of gametogenesis and fusion to
generate children. Algorithmically, this is not necessary for an EA or GA breeding
process. Children can be formed by a process of recombination that will 'pick and
choose' genes from any parent and any chromosome. One point, two point, uniform
crossover etc., can be emulated between any number of parents with multiple
chromosomes.

However, given the nature of the implementation of traits, and that units of genes
can posses a functional significance, it would seem prudent to investigate methods
that can promote the reorganisation and recombination of these gene units.  As an
example, uniform crossover could cause a highly disruptive recombination of genes.
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This may be very good for diversity, but possibly highly destructive to convergence
performance.

The biologically inspired alternative to typical EA crossover is the generation of
gametes through a process of artificial meiosis called gametogenesis. Each parent can
generate multiple unique gametes, and each gamete, in a simple form, is an individual
with a reduced number of chromosomes from its parent. For a two-parent scenario, a
gamete will contain half the number of parent chromosomes. It is during the process
of gametogenesis that biological crossover can occur, and thus is also possible in the
artificial case.

In our artificial implementation, where we can use any number of parents in
breeding, each gamete needs to contain an appropriately adjusted number of
chromosomes. This requires special treatment in cases of odd numbers of parent
chromosomes / breeding parent group combinations.

When gametes are combined through a process called fusion, the total number of
chromosomes is that of a normal individual. Artificially, it is also possible to perform
crossover at fusion instead of, or as well as, crossover during gametogenesis.
Crossover during fusion would reorganise genes without altering gene frequencies.
Work with artificial gametes or ’pseudo meiosis’ has been investigated as part of
diploid strategies to improve population diversity [29].

3. Proof of Concept Results

A population of multiploid individuals with dynamic trait expression mechanisms has
been tested on various problems.  These problems are of classification type, and of a
visual nature to allow simple verification and analysis of results, however individuals
are easily adapted for application to n-dimensional problem spaces.

The resultant information is presented as three columns of figures, each figure
using the x and y-axes to represent input variables. Data sets are presented in the first
column, the second column contains the output map of the best individual based on x
and y input parameters and the third column shows trait instance usage (selection)
where each region indicates a different trait instance.

 Data Set Output Map Trait Usage Map

Fig. 2. The 9 point ’cross’ problem.
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Data Set Output Map Trait Usage Map

Fig. 3. The 9 point ’Y’ problem.

Data Set Output Map Trait Usage Map

Fig. 4. The 25 point ’hook’ problem.

 Data Set Output Map Trait Usage Map

Fig. 5. The reduced two spirals problem.

These results show trait decision maps containing straight line segments (fig 2),
curved line segments (fig 4 & 5) and combinations of straight and curved lines that
can result in the formation of simple and complex patterns (fig 4 & 5).

Some decision maps also display regions of bifurcation (’zig-zagged’ or speckled
regions) caused by accuracy quantisation (fig 4 & 5) of similar competing expression
mechanisms.
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From the trait maps we can see large regions intersected by small incursions of
different trait types (fig 3). This would be an excellent situation for a modular
decomposition of a problem where large generalised areas of similarity are divided by
small exception rules.

4. Discussion

Multiploid individuals can have multiple trait values for the same trait type. A method
of gene selection or activation is therefore required. The EM system described in this
work has been shown as a novel and effective means of selecting trait values in
multiploid individuals. Also, because of the nature of the EM’s, this method can be
used for the selection of traits in a dynamic fashion.

The fitness of an individual is based on its ability to express suitable trait values in
response to the input vectors of the test data set. In the above cases, only one trait
value (the colour in the output map) needs to be expressed for each input vector. To
show the generalised expression of traits for an individual, sampling generates the
"output map" and the "trait usage map" across the region of vector space. Each
different area of the trait usage map represents a trait instance on a chromosome

Previous work using multiploid individuals in an EA have used simpler methods of
determining trait expression and these expression mechanisms have typically been
static.  Work into changing dominance, or ’dynamic expression’ as we refer to it, has
been done with respect to a generation perspective - that is, dominance rules or
methods may change between each generation [22], [24]. Our work has employed
dynamic expression within the fitness performance of the individual. In this regard,
individuals are similar to those in ALife research where each individual ’lives’ in an
environment.

Evolutionary selection pressure encourages the use of suitable trait values and the
cooperation of trait expression mechanisms. In this regard the system is coevolving
co-dependent aspects of the problem space.

The ability of the algorithm to created individuals with decision maps composed of
many expression mechanism units is a very flexible method of solution formation. We
believe the potential benefits of this type of algorithm are its good population
diversity and avoidance of premature convergence, the inherent modular nature of
solutions and the decomposition of problem spaces and the simultaneous evolution of
trait values and trait decision surfaces.

With some local heuristic improvement, such as back-propagation and adjustment
of estimated network error or directed random search adjustment of trait values, a
hybrid system could improve solution convergence while the evolutionary properties
of the system generate a diverse supply of new individuals.

Experiments show the application of individuals with dynamic trait expression to
data set classification and the modular decomposition of problem spaces.  The authors
believe that these solutions could be used for rule extraction or generalisation of data
sets.  There are many problems that are modular in nature, including control systems,
schedule allocations and genetic programming.  In general, possible applications are
problems that may be enhanced by a solution that is modular in nature.

As there is an inherent additional operator cost for the multiploid dynamic
expression model, it is reasonable to expect that the application of this method is not
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suitable as a general search or optimisation tool. It is more likely to expect that this
method will have a specific advantage for a particular type of application, as the No
Free Lunch (NFL) theorem postulates [27]. However, through further investigation
and adaptation it should be possible to improve the robustness of this method to make
it more applicable for a wider range of problem types.

The ability of this evolutionary algorithm to find solutions, and the nature of those
solutions, appears to closely depend on the amount of resources available.
Specifically, resources are population size and diversity, the number of chromosomes
per individual, and the number of genes per chromosome. An increase in resources
allows the algorithm to develop more unique solutions. However, this also directly
increases the algorithm operational overheads such as breeding operations and fitness
evaluations.

Solutions can develop that show excessive use of complexity by comparison to the
problem.  This is an understandable phenomenon as there is currently no implemented
mechanism for encouraging minimal use of resources.  Future investigation may look
at evolving the number of chromosomes for individuals, with incentive for minimal
resources to be used so that appropriate numbers are allocated for problems.

The species information can be specified in one of two ways for multiploid
individuals; genotype (gene information) or phenotype (expressed solution
appearance).  We believe that genotype speciation is an essential part of solution
evolution with this method of trait expression.

It is the combination of trait expression mechanisms that produces the final
’decision map’ of trait values for an individual. Two similar phenotype individuals
may be vastly different at the genotype level. In order to refine a particular genotype
species (to converge to optima) reproduction amongst similar genotypes should be
advantageous. As a result speciation convergence methods may be used such as island
population models [16], [28]  or ecological environment models [6].

It is interesting to note that the use and combination of expression mechanism units
is reminiscent of other work. For example, hybrid systems, co-evolving species
(sympathetic and parasitic) [18] and evolved hierarchal structures such as the Messy
Genetic Model [12], Genetic Programming [21] and the Structured Genetic Algorithm
[5]. Application and adaptation of this dynamic expression model with respect to
work of similar nature is being investigated.

5. Conclusions

The dynamic trait expression model presented here is a viable method of dominance
selection for multiploid individuals.

It is the nature of the dynamically expressed solutions that is the expected
performance benefit of this type of algorithm, not the computational costs which can
be more expensive than simpler multiploid EA/GA’s implementations.

The multiploid nature of individuals allows for modified evolutionary operators
that can influence algorithm performance, in particular, the implementation of
artificial gametogenesis and gamete fusion as evolutionary operators.

From the discussion, parallels can be drawn from the model presented here to other
adaptive systems such as hybrid algorithms, co-evolving algorithms or genetic
programming, and it is with application in mind of these fields that future work will
be directed.
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Abstract. The recent development of the Genetic and Evolutionary
Computation field lead to a kaleidoscope of approaches to problem
solving, which are based on a common background. These shared
principles are used in order to develop a programming environment that
enhances modularity, in terms of software design and implementation.
The system’s core encapsulates the main features of the Genetic
and Evolutionary Algorithms, by identifying the entities at stake and
implementing them as hierarchies of software modules. This architecture
is enriched with the parallelization of the algorithms, based on spatially
structured populations, following coarse-grained (Island Model) and
fine-grained (Neighborhood Model) strategies. A distributed physical
implementation, under the PVM environment, running in a local
network, is described.

Keywords: (Parallel) Genetic and Evolutionary Algorithms, Spatially
Structured Populations.

1 Introduction

The unfolding of the Genetic and Evolutionary Computation (GEC) arena has
been remarkable in the last few years. The success of the applications in scientific
and engineering domains is, in fact, an undeniable fact. However, in the processes
of software development and analysis, the success has not been of a similar
nature, being still common that the elaboration of a Genetic and Evolutionary
Algorithm (GEA) may imply the programming of an application from scratch.
The motivation for this work stems from these facts, leading one to foresee
programming environments that will enable programmers to adjust software
modules to be reused.

In order to achieve the proposed aim, the major features of the object-
oriented programming paradigm are used, namely its capabilities to divide and
conquer, reutilization or modularity. Indeed, under the present framework, the
entities that make the building blocks of the the different approaches to GEC
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are identified, in terms of their common background. Each conceptual entity
is, on the other hand, viewed in terms of an hierarchy of abstraction spaces,
augmenting the programmer’s degree of freedom.

The programming environment allows for several kinds of users, depending
on the task’s complexity and on the user’s skills and knowledge. It provides both
a tool for the rapid development of an application, taking advantage on existent
knowledge, and for the possibility of redefining data structures or operators, at
different abstraction levels, thus making room to the advent of more complex
program’s features.

The earlier work in the development of the proposed system contemplated
panmictic GEAs; i.e., with a single evolving population [9]. The system has been
used, both for academic purposes, being the basis for several projects executed
by undergraduate students, and for practical applications, namely in the Com-
binatorial Optimization (CO) field, where it was applied to tasks such as the Job
Shop Scheduling Problem [11], the Traveling Salesman Problem, the 0/1 Knap-
sacking Problem or the Graph Coloring one [12]. It was also object of a process of
fusion with an implementation of Artificial Neural Networks, developed under a
similar methodology, giving rise to some interesting problem solving techniques,
namely in the Machine Learning arena [10].

More recently, new features have been added to the system, namely con-
sidering different computational models for its parallelization, in terms of the
population’s spatial structure. So, new hierarchy levels were added to the en-
vironment, following two basic models: the Neighborhood Model and the Island
Model [3]. In the former, a fine-grained strategy is followed, with a spatial struc-
ture being fed to the populations, by considering coordinates for each of its
individuals in a n dimensional space. In the latter, a coarse-grained approach is
considered, with different sub-populations evolving simultaneously and exchang-
ing individuals at regular intervals. Both models have been implemented, in a
sequential way, considering a single CPU.

Furthermore, a distributed implementation of the latter model is presented,
built under the Parallel Virtual Machine (PVM) [1] environment. This system
allows for the definition of several populations, evolving in different machines,
and exchanging information through a local network infrastructure.

The paper is organized as follows: firstly, an overview of the basic framework
developed for panmictic GEAs is presented; then, the two parallel GEAs models
are defined and their implementation is described; next, the parallel implemen-
tation of the Island Model is uncovered; finally, some conclusions are drawn and
prospective future work is presented.

2 Panmictic Genetic and Evolutionary Algorithms

The term Genetic and Evolutionary Algorithms (GEA) is used to name a family
of computational procedures where a number of potential solutions to a prob-
lem makes the way to an evolving population. Each individual codes a solution
into a string (chromosome) of symbols (genes), being assigned a numerical value
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(fitness), that stands for a solution’s quality measure. New solutions are created
through the application of genetic operators (typically crossover or mutation).
The whole process evolves via a process of stochastic selection biased to favor
individuals with higher fitnesses. Under this scenario, panmictic GEAs are de-
fined as those that allow for any individual to reproduce with any other; i.e.,
there is no isolation by a spatial structure.

The architecture of the GEA’s model is built upon three conceptual levels,
that encapsulate the features and behaviors of the main entities involved: the
individuals, the populations and the GEA itself [9]. Each of these abstraction
levels is materialized by an hierarchy of classes, whose root defines the set of
common data structures and methods, as well as a set of default definitions.
Specific structures and methods are defined when one descends from the root
into the leafs of the hierarchy.

As an example, consider the individual’s hierarchy of classes depicted in Fig-
ure 1. The root class, Indiv, is an abstract one; its role is to define a set of
common procedures and interfaces, to be implemented in its sub-classes. This
class has a template field, that can be assigned, a posteriori, with the respective
type. This field is used to keep the genetic information of an individual, a se-
quence of genes of a given type. Thus, it is possible to consider different types
of representation alphabets. In Figure 1 some of the built-in representations are
shown, but this set can be augmented, when the need arises.

Indiv<float>

RVRIndiv

Indiv<int>

OBRIndiv

Indiv<TGene>

Integer genes

BRIndiv

Representation
Real-valued

Abstract class

Real-valued genes

for individuals

Template instantiation

Sub-class

Order-based
Representation

Binary
Representation

Integer-based
Representation

IBRIndiv

Fig. 1. The individuals hierarchy’s class

Similar strategies are used at the population’s and the GEA’s abstraction
levels. In the former, the selection and the re-insertion procedures are defined,
as well as the methods for creating the initial population. In the latter, the overall
structure of the algorithm is created, being provided a default one, namely those
depicted in Figure 2, to can be used by the programmer or redefined.



386 M. Rocha et al.

BEGIN
Initialize time (t = 0).
Generate and evaluate the individuals in the initial population (P0).
WHILE NOT (termination criteria) DO

Select from Pt a number of individuals for reproduction.
Apply to those individuals the genetic operators to breed the offspring.
Evaluate the offspring.
Select the offspring to insert into the next population (Pt+1).
Select the survivors from Pt to be reinserted into Pt+1.
Increase current time (t = t + 1).

END WHILE
END

Fig. 2. Structure of a GEA

The last bit of the system’s architecture is the Evaluation Module, whose
function is to encapsulate the problem’s dependent decodification and evaluation
processes. This is achieved by an abstract class defining the syntax for the eval-
uation procedure. This class is instantiated whenever a different problem is to
solved by a GEA (the corresponding fitness function is defined at this stage).

One interesting feature of the system under consideration relies on the ge-
netic’s operator handling flexibility. In fact, the user can specify, for a particular
problem, the set of operators he/she may find more adequate, and also state
their frequency of application. The concept of genetic operator was generalized
to endorse both the traditional operators, such as crossover and mutation, and
any kind of operator that may be considered of interest (since it can be stated
as a function that takes n individuals and returns m different ones).

It is also provided a set of classes to configure the GEA, that can be used to
set the values for the parameters in the selection and the re-insertion procedures,
as well as the termination criteria, the population size or other parameters that
control the process of evolution and the system’s interfaces with the outside
world.

One of the major system’s requisites relies in its capability to define hybrid
approaches; i.e., those that take the information of a problem’s instance, and
use it in the design of the genetic operators. The generalization of the genetic
operator concept, and the hierarchy of classes at the individual’s level, that
allows the definition of specific operators and general purpose ones, not only
makes possible to bring such operators into life.

3 The Neighborhood Model

In the Neighborhood Model, each individual in a population is given an unique
location in a n-dimensional space, according to a predefined topology. The posi-
tion of a given individual is given, in this case, by a set of n coordinates, being
required that each possible location is inhabited by one individual [7]. Under
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this scheme, the neighbors of a specific individual can be identified, in terms of
a distance function between each pair of individuals, and a threshold one that
defines the size of the neighborhood. This will be used in order to identify an
individual’s deme; i.e., its possibilities to find reproduction mates.

For instance, consider the case where the population’s topology is that of
a two-dimensional torus. The distance between two individuals can, therefore,
be set, i according to Von-Newmann, as the set of separate consecutive move-
ments in the progression towards a final location, from a predefined one; i.e.,
the d-neighborhood of an individual may be now understood as being the set of
individuals that are located at a distance smaller or equal to d (Figure 3).

Fig. 3. An individual’s 1-neighborhood in a 2D-torus

In terms of implementation, this model implies some major changes on the
abstraction levels described in the previous section, namely on the population’s
and on the GEAs levels, making use of the original individuals classes.

To achieve a spatial structure in the population two new classes have been
created, namely the Space and Position ones. The former enables the definition
of different topologies, while the latter handles the individual’s spatial distri-
bution within the given topology. The topologies of a ring and of a torus, 2
or 3-dimensional, are handled by the system; other geometries are possible, if
needed.

This approach differs from the one that makes use of panmictic GEAs, not
only on the spatial distribution of the individuals, but also on the execution flow
of the algorithms considered, which relies on a individual based engine; i.e., each
individual can be thought to control its own evolution process. Therefore, the
major structure of the algorithm is changed, being shown in Figure 4. In each
generation, every individual in the population collects its neighborhood, selects
from this pool its reproduction mates, applies the genetic operator and creates
offspring. At this stage, an individual must decide on its own replacing offspring,
and if such operation is or is not advantageous.

There are some considerations that must be taken into account when using
this model. The tasks of collecting and selecting among neighbors, as well as the
application of the genetic operators, repeated several times (per iteration) lead
to an increased computational demand on the part of the GEA. So, one is lead
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BEGIN
Initialize time (t = 0).
Generate the individuals of the initial population (P0).
Assign a spatial position and evaluate each individual in P0.
WHILE NOT (termination criteria) DO

FOR EACH individual DO
Select the genetic operator to be applied.
IF (number of incoming individuals in the operator is more than one)

Collect neighbors.
Select individual(s) from the neighborhood for reproduction.

END IF
Apply the genetic operator, breeding the offspring.
Select individual from the offspring to replace current individual.
Decide if new individual replaces its parent.

END FOR
Increase current time (t = t + 1).

END WHILE
END

Fig. 4. Structure of a Neighborhood Model GEA

to the necessity of simplifying the selection procedures in order to maintain an
acceptable computational behavior. A good alternative to this task may rely on
the use of the tournament based selection procedures [2].

Since this model has specific properties that differ from the ones observed
when using the panmictic GEA approach, there is an increase in complexity,
brought in by the use of additional parameters. These include the topology
used, the distance that defines the neighborhood, the method used to select the
offspring or the decision procedure that rules the parent’s replacement by its
offspring or its maintenance in the population. Two options were considered,
namely that of always replacing the old individual by the offspring, or proceed
with the replacement’s operation if it is the case that the offspring presents a
better fitness value.

Due to the use of the object-oriented paradigm, the implementation took
advantage of numerous features of the GEA’s implementation, namely the se-
lection procedures, the evaluation module, the genetic representations and the
genetic operators.

4 The Island Model

The Island Model considers several sub-populations, evolving independently
and exchanging individuals (migrants). The islands are connected by channels,
through which individuals may move from one island to another. The topology
defines the connection architecture of the system; i.e., which sub-populations can
exchange individuals. The topology is defined by the programmer, which has the
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option of selecting an existing one, such as those of a ring or a fully connected
scheme, or to create a new one.

Each island is home to one panmictic GEA, although the setup of the dif-
ferent GEAs is independent, being possible to have heterogeneous populations
evolving simultaneously (e.g., GEAs with different genetic operators). The over-
all structure of the Island Model GEA is depicted in Figure 5.

A class, called server, was implemented in order not only to control the is-
lander’s evolution, but also to manage the migration, to collect the local statis-
tics, and finally to generate the global ones.

BEGIN
Initialize time (t = 0).
FOR (each island)

Generate and evaluate the individuals on the initial population.
END FOR
WHILE NOT (termination criteria) DO

FOR (each island)
Run GEA for mi generations.

END FOR
Exchange individuals between islands using channels.
Collect statistics from each island and generate global statistics.
Increase current time (t = t + mi).

END WHILE
END

Fig. 5. Structure of an Island Model GEA

The exchange of individuals (migrations) occurs at fixed intervals, every mi
generations, when a certain number of individuals goes through the existing
channels in the topology. The migration interval and the exact number of indi-
viduals that migrates, through each channel are user defined parameter.

It is believed that exchanging individuals often and in large quantities accel-
erates the overall convergence of the GEA On the other hand, it contributes to
a greater risk of being stuck in a local optimum. The opposite limits the speed
of convergence and degrades the system’s performance. So, a tradeoff must be
achieved in order to find an equilibrium.

Two different ways of exchanging genetic material are allowed: migration and
pollination. In migration, the individuals are moved from one island to another,
while in pollination the information is simply copied and the individual is main-
tained in its original population. The user can decide what kind of exchange is
more suitable to a specific problem. The programmer may also define how to
select which individuals are the migrants, using one of the selection procedures
inherited from the panmictic GEAs (e.g. Roulette-Wheel, Tournament, etc.).
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5 A Distributed Implementation of the Island Model

Each of the two models here presented of GEAs with a spatial structure can be
carried out either on a sequential or on a distributed architecture. In this work,
and apart from the sequential implementation of both models, a distributed view
of the Island Model was developed. It assumes different islands, that may reside
in different computers, that cooperate in the search of the best solution to a given
problem, by exchanging information (i.e., individuals) through the network. The
environment includes a number of workstations and personal computers, with
Linux or Windows-95/98 operating systems, connected through an Ethernet local
network with a bandwidth of 10 Mbit/s.

This implementation uses the Parallel Virtual Machine (PVM) [1] technol-
ogy, which reduces the difficulty of implementing a distributed processing sys-
tem, while having a reliable communication’s infrastructure. It simulates a single
virtual space in which several processes are executing, possibly in different ma-
chines (Figure 6), providing an ordered, asynchronous and reliable exchange of
messages among them, in a anycast way. It is possible to have processes in dif-
ferent machines with different operating systems exchanging messages.

ProcessProcess 1 n

Process 2

Communications

Virtual Space

Fig. 6. A scheme of the PVM environment

The distributed implementation comprises two new classes, namely the
Server and the Island ones. The former controls the whole process, by instructing
the islands to proceed with their evolution a given amount of time (or gener-
ations), collecting local results, calculating global statistics and handling error
situations. The latter implements the clients, by providing the interface between
the GEA, that makes its core, and the virtual space, handling the communication
with other islands and with the server (Figure 7).

The physical location of the islands and server processes is transparent, al-
lowing the execution of the server in one computer, and of one or more islands
in each computer situated in the local network. Thus, the use of the available
resources can be maximized.
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Virtual World

Island

GEA

Fig. 7. A representation of an Island object

The configuration of the system follows what was said for the Island Model
referred to above. The ultimate purpose is to achieve the same, or better, re-
sults when compared to those of the panmictic GEA, while greatly reducing the
computational time.

6 Conclusions and Future Work

The proposed genetic and evolutionary programming environment, in its first
release, shows itself as a powerful programming tool that makes easier the de-
velopment of GEAs based applications. Furthermore, the system provided high
connectivity, both with the problem’s data structures making possible the de-
velopment of hybrid approaches, and with other problem solving used in the
intelligent system’s design. An example of such endeavor is found in the com-
bination achieved between GEAs and ANNs, both for Machine Learning tasks
[10] and for Time Series Forecasting [5].

With the introduction of spatially structured populations, a new path to-
wards better performances was revealed, allowing both for the better handling
of the diversity in the populations and for the equation of models for the physical
parallelization of GEAs, thus increasing their computational efficiency.

The implementation of the whole system followed the same methodology,
giving a special attention to modularity, incremental development and reutiliza-
tion, but never forgetting computational efficiency. The user with few knowledge
in the area was remembered as well as the expert researcher, and the system fits
the needs of both equally well. Therefore, the environment makes a very powerful
tool for the programming of robust and efficient GEAs.

In the future one intends to extend the physical implementation in order to
consider ways of dynamic load balancing, i.e., by assigning more work to the
more powerful and more available computation nodes. Furthermore, one intends
to study in detail the migration parameters [4] and the configuration of the
GEAs in each islands, taking advantage on the flexibility of the implementation
to achieve a better performance. The idea of developing a system that makes the
migrations depend on each island’s diversity, measured by the fitness standard
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deviation, is also a topic under study [8], as well as the behavior of heterogenous
islands, enhanced for exploration or for exploitation of the search space by using
different genetic operators [6]. Finally, the fact that the framework is highly
integrated makes easy to design hybrid parallel systems, that mix both models.
The idea would is to consider an Island Model at a top level, where each island
would be a Neighborhood Model GEA.
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Abstract. Nowadays, the ability to forecast the future, based only
on past data, leads to strategic advantages, which may be the key to
success in organizations. Time Series Forecasting allows the modeling
of complex systems as black-boxes, being a focus of attention in several
research arenas such as Operational Research, Statistics or Computer
Science. On the other hand, Genetic and Evolutionary Algorithms
(GEAs) are a novel technique increasingly used in Optimization and
Machine Learning tasks. The present work reports on the forecast of
several Time Series, by GEA based approaches, where Feature Analysis,
based on statistical measures is used for dimensionality reduction. The
handicap of the evolutionary approach is compared with conventional
forecasting methods, being competitive.

Keywords: Genetic and Evolutionary Algorithms, Time Series Fore-
casting, Time Series Analysis, ARMA models.

1 Introduction

Time Series Forecasting (TSF), the forecast of a time ordered variable, turns
on into a decisive tool in problem solving, since it allows one to model complex
systems where the goal is to predict the system’s behavior and not how the
system works. Indeed, in the last few decades an increasing focus as been put
over this field. Contributions from the arenas of Operational Research, Statistics,
and Computer Science as lead to solid TSF methods (e.g., Exponential Smoothing
or Regression) that replaced the old fashioned ones, which were primarily based
on intuition.

An alternative approach for TSF arises from the Artificial Intelligence (AI)
field, where one has observed a trend to look at Nature for inspiration, when
building problem solving models. In particular, studies on the biological evolu-
tion influenced the loom of powerful artifacts, such as Genetic and Evolutionary
Algorithms (GEAs), that enriched the potential use of AI in a broad set of scien-
tific and engineering problems, such as the ones of Combinatorial and Numerical
Optimization [9].
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c© Springer-Verlag Berlin Heidelberg 2001
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GEAs are suited for combinatorial optimization problems, where the exhaus-
tion of all possible solutions require enormous computational power, heuristically
finding solutions where other methods seem to fail. The use of GEAs in TSF
is expected to increase in importance, motivated by advantages such as explicit
model representation and adaptive evolutionary search, which escapes from un-
satisfactory local minima.

The present work aims at testing several TSF models, inspired on evolu-
tionary strategies, over a broad range of real TSs. The paper is organized as
follows: firstly, the basic concepts for TS analysis, and GEAs are defined; then,
a description of the different models and experiments is given; finally, the results
obtained are presented and compared with other conventional TSF methods.

2 Time Series Analysis

A Time Series (TS) is a collection of chronologically ordered observations xt,
each one being recorded at a specific time t (period). TSs can uprise in a wide
set of domains such as Finance, Production or Control, just to name a few. A
TS model (x̂t), assumes that past patterns will recur in the near future. The
error of a forecast is given by the difference between actual values and what was
predicted:

et = xt − x̂t (1)

The overall performance of a forecasting model is evaluated by an accuracy
measure, namely the Sum Squared Error (SSE), Root Mean Squared (RMSE),
and Normalized Mean Square Error (NMSE), which are given in the form:

SSE =
∑l

i=1 e2
i

RMSE =
√

SSE
l

NMSE = SSE∑l

i=1
(xt−x)2

(2)

where l denotes the number of forecasts and x the mean of the TS.
A common statistical instrument for TS analysis is the autocorrelation coef-

ficient, defined by:

rk =
∑s−k

t=1 (xt − x)(xt+k − x)∑s
t=1(xt − x)

(3)

in terms of the k’s lag, where s denotes the TS’ size. Autocorrelations can be
useful for decomposition of the TS main components (trend and seasonal effects)
(Figure 2).

One quite successful TSF method is Exponential Smoothing (ES), which is
based on some underlying patterns (e.g., trend and seasonal ones) that are dis-
tinguished from random noise by averaging the historical values. Its popularity
is due to advantages such as the simplicity of use, the reduced computational de-
mand and the accuracy of the forecasts, specially with seasonal TSs. The general
model, also known as Holt-Winters, is defined by the basic equations [10]:
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Fig. 1. Autocorrelation coefficients of typical Seasonal and Trended, Seasonal, Trended
and Non-Trended TS

Ft = α xt

St−K
+ (1 − α)(Ft−1 + Tt−1)

Tt = β(Ft − Ft−1) + (1 − β)Tt−1
St = γ xt

Ft
+ (1 − γ)St−K

x̂t = (Fxt−1 + Tt−1) × St−K

(4)

where Ft, Tt and St stand for the smoothing, trend and seasonal estimates, K
for the seasonal period, and α, β and γ for the model parameters.

The AutoRegressive Integrated Moving-Average (ARIMA) is another impor-
tant TSF methodology, going over model identification, parameter estimation,
and model validation [3]. The main advantage of this method relies on the ac-
curacy over a wider domain of TSs, despite being more complex, in terms of
usability and computational effort, than ES. The global model is based on a lin-
ear combination of past values (AR components) and errors (MA components)
This model can be postulated as an ARMA(P, Q) one, given in the form:

x̂t = µ +
P∑

i=1

Aixt−i +
Q∑

j=1

Mjet−j

where P and Q denote the AR and MA orders, Ai and Mj the AR and MA
coefficients, being µ a constant value. Both the constant and the coefficients of
the model are estimated using statistical approaches (e.g., least squares meth-
ods). Trended TSs require a differencing of the original values and seasonal TSs
involve a transformation of the model. The methodology also contemplates the
possibility of some kind of transformation in the original data (e.g., logarithmic).
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Table 1. Time Series data

Series Type Domain Description
passengers Seasonal Tourism Monthly international airline passengers
paper & Trended Sales Monthly sales of French paper
deaths

Seasonal
Traffic Monthly deaths & injuries in UK roads

maxtemp Meteorology Maximum temperature in Melbourne
chemical

Trended
Chemical Chemical concentration readings

prices Economy Daily IBM common stock closing prices
lynx

Nonlinear
Ecology Annual number of lynx

kobe Geology Seismograph of the Kobe earthquake

For the experiments presented in this work, a set of eight TSs were selected
(Table 1), taken from different origins, the majority of which are related with
real problems, from different domains, ranging from the financial markets to
natural processes [3][10][8] (Figure 2). All TSs were classified into four main
categories that are expected to encompass all major TS types, namely: Seasonal
and Trended, Seasonal, Trended, and Nonlinear.

3 Genetic and Evolutionary Algorithms

The term Genetic and Evolutionary Algorithm (GEA) is used to name a family
of computational procedures where a number of potential solutions to a problem
makes the way to an evolving population. Each individual codes a solution in
a string (chromosome) of symbols (genes), being assigned a numerical value
(fitness), that stands for a solution’s quality measure. New solutions are created
through the application of genetic operators (typically crossover or mutation).
The whole process evolves via a process of stochastic selection biased to favor
individuals with higher fitnesses.

The first GEAs [6], and most of the ones developed so far, make use of a
binary representation; i.e., the solutions to a given problem are coded into a
{0, 1} alphabet. However, some authors have argued that when one is faced
with problems where the parameters are given by real values, the best strategy
is to represent them directly into the chromosome, thus using a Real-Valued
Representation (RVR), which allows the definition of richer genetic operators
[11]. In this work, two genetic operators were adopted. Its picture is given below:

Arithmetical Crossover - each gene in the offspring is a linear combination
of the values in the ancestors’ chromosomes in the same positions [11]. If ai

and bi are the offspring’s genes, and zi and wi the ancestors’ ones, at the
position i, then ai = λ · zi + (1 − λ) · wi and bi = λ · wi + (1 − λ) · zi, where
λ is a random number in the range [0; 1] .

Gaussian Perturbation - this is a mutation operator that adds, to a given
gene, a value taken from a Gaussian distribution, with zero mean.
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4 Evolutionary Forecasting Models

In spite of its youth, in the Evolutionary Computation arena, a stream of new
models and techniques for problem solving are coming into life, being particularly
useful for numerical or combinatorial optimization processes. It is surprising to
realize that the work in applying these techniques to forecasting is so scarce. In
fact, although there are some publications in this area, these are not numerous
nor noticeable. The existent work focuses mainly in some kind of parameter
optimization, under a conventional model such as Holt-Winters [1] or ARIMA
[7][4]. Recent developments such as Genetic Programming (GP) [2] and GEAs
with RVRs [11], are expected to improve the performances of these approaches.

In this work, two approaches to forecasting, both based on GEAs with RVRs,
were followed. In the former one, the forecasting model is a linear combination of
previous values. Under this scenario, the genes in the chromosome code for the
weights by which previous values are multiplied. With the latter, both previous
values and errors are taken into account, following a strategy inspired on the
ARMA models, where the genes code for the coefficients.

Both models make use of a Sliding Time Window (STW) that defines the
set of time lags used to build a forecast, also defining the number of the model
inputs. A STW will be denoted by the sequence STW =< k1, k2, ..., kn >, for
a model with n inputs and ki time lags. The choice of a given STW is crucial
to set the performance of a given model. A large sliding window can increase
the system entropy, diminishing the learning capacity of the model, while small
windows may contain insufficient information. The selection of the relevant time
lags can improve forecasting (e.g., ARIMA models often use the 1, 12 and 13
lags for monthly seasonal trended series).

An empirical approach to the problem is to use information based on the TS
analysis. Four heuristic strategies will be used for STW selection, based on the
autocorrelation values, and stated as follows:

A - a full STW with all time lags from 1 to a given maximum m: STW =<
1, 2, ..., m > (m was set to 13, a value that was considered sufficient to
encompass monthly seasonal and trended effects);

B - a STW with all lags with autocorrelation values above a given threshold
(set to 0.2);

C - a STW with the four lags with highest autocorrelations (in the case of the
seasonal trended series, these were taken after differencing, since trend effects
may prevail over seasonal ones); and

D - the use of decomposable information; i.e.,
– STW =< 1, K, K +1 > if the series is seasonal (period K) and trended;
– STW =< 1, K > if the series is seasonal; and
– STW =< 1 > and STW =< 1, 2 > if the series is trended.

The two models considered in this work are given, in terms of a predefined
STW, by:
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G1 - linear combination based GEA; i.e.,

x̂t = g0 +
∑

i∈{1,...,n}
gixt−ki

where gi stands for the i-th gene of the individuals’ chromosome, and n for
the STW size.

G2 - ARMA based GEA; i.e.,

x̂t = g0 +
∑

i∈{1,...,n}
(gixt−ki + gi+net−ki)

A model is said to overfit when it correctly handles the training data but fails
to generalize. The usual statistical approach to overfitting is model selection,
where different candidate models are evaluated according to a generalization
estimate. Several complex estimators have been developed (e.g., Bootstrapping),
which are computationally burdensome [12]. A reasonable alternative is the use
of simple statistics that adds a penalty that is a function of model complexity,
such as the Bayesian Information Criterion (BIC) [13]:

BIC = N · ln(SSE
N ) + p · ln(N) (5)

where N denotes the number of training examples and p the number of param-
eters (in this case pG1 = 1 + n and pG2 = 1 + 2n).

5 Experiments and Results

The given models (G1 and G2) were tested on the set of TSs from Table 1,
using all the sliding window heuristics, when applicable. Thirty independent
runs were performed in every case to insure statistical significance, being the
results presented in terms of the mean and 95% confidence intervals. The TSs
are divided into a training set, containing the first 90% values and a test set, with
the last 10%. Only the training set is used for model selection and parameter
optimization. The test set is used to compare the proposed approach with other
methods.

In terms of the GEA’s setup, the initial populations’ genes were randomly
assigned values within the range [−1, 1]. The population size was set to 100.
The fitness of each chromosome was measured by the forecasting error (RMSE)
over all the training patterns. The selection procedure is done by converting the
fitness value into its ranking in the population and then applying a roulette wheel
scheme. In each generation, 40% of the individuals are kept from the previous
generation, and 60% are generated by the application of the genetic operators
described in Section 3. The crossover operator is responsible for breeding 2

3 of
the offspring and the mutation one is accountable for the remaining ones. Finally,
the GEA is stopped after 2000 epochs.

For each TS both models (G1 and G2) were applied, considering all possible
STWs. Therefore, each TS has several forecasting candidates. In order to select
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Table 2. Results of the GEA’s approach to the prices series

Model Sliding Training Forecasting
Window RMSE BIC RMSE

G1
A=B 12.13 1673 10.72±0.69

C 9.18 1443 8.24±0.32
D1,2 8.35 1372 7.49±0.05
D1 7.68 1312 7.48±0.00

G2
A=B 8.70 1536 8.78±0.33

C 7.73 1357 7.68±0.10
D1,2 7.63 1325 7.65±0.02
D1 7.68 1318 7.49±0.00

the best one, the BIC criterium was used. As an example, the used methodology
will be explained in detail for the prices series (Table 2). The results of the
last three columns are given in terms of the mean of the thirty runs. The 95%
confidence intervals are also shown for the short term forecasting errors [5]. The
best training RMSE is achieved for the window < 1, 2 > and model G2. The
BIC criterium works better, selecting the model that provides the best forecast.
This behavior occurred consistently in all the TSs.

Table 3. The selected GEAs forecasting models (with lower BIC)

Series Model Sliding Forecasting
Window RMSE

passengers G1 D=< 1, 12, 13 > 20.9±0.7
paper G1 D=< 1, 12, 13 > 56.3±0.9
deaths G1 D=< 1, 12, 13 > 134±1
maxtemp G1 C=< 1, 11, 12, 13 > 0.915±0.008
chemical G1 B=< 1, 2, 3, 7 > 0.343±0.003
prices G1 D=< 1 > 7.48±0.00
lynx G2 C=< 1, 9, 10, 11 > 262±6
kobe G2 A=< 1, 2, ..., 13 > 524±16

Table 3 shows the best GEA models, when adopting the BIC criterium for
model selection. This criterium, which penalizes complexity, selects the G1 mod-
els for the linear series and the G2 for the nonlinear ones, which is a logical
outcome.

A comparison throughout evolutionary and conventional models is given in
Table 4. The error values over the test set are given in terms of two measures,
namely the RMSE and the NMSE ones (in brackets). This last measure is in-
cluded since it makes easier the comparison among the different series and meth-
ods considered. The ES parameters (α, β and γ) were optimized using a 0.01
grid search for the best RMSE, while the ARIMA models were achieved using a
forecasting package (FORECAST PRO).
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Table 4. Comparison between different TSF approaches

Series ES ARIMA GEA
passengers 16.7 (0.71%) 17.8 (0.81%) 20.9 (1.12%)
paper 41.0 (3.1%) 61.0 (6.8%) 56.3 (5.8%)
deaths 145 (43%) 144 (42%) 134 (37%)
maxtemp 0.917 (4.1%) 1.068 (5.6%) 0.915 (4.1%)
chemical 0.354 (51%) 0.361 (53%) 0.343 (48%)
prices 7.50 (0.39%) 7.72 (0.41%) 7.48 (0.38%)
lynx 876 (57%) 504 (19%) 262 (5%)
kobe 3199 (105%) 582 (4%) 524 (3%)

The results of the evolutionary approach are very interesting, with the best
forecasting handicaps in 6 of the 8 TSs. In terms of the different types of TSs
considered the proposed method seems to have its weakness in the seasonal and
trended series, where the ES prevails. In all other kinds of series the results are
very good, specially in the non-linear TSs.

6 Conclusions

The results of the application of GEAs to the TSF field are, at least, encouraging.
In fact, the methodology proposed presents better results than the traditional
methods used in the majority of the TSs considered. Furthermore, the BIC
criterium showed a good performance in model selection, making the approach
easier to automate. In fact, the proposed system does not require complicated
statistical pre-processing, being easy to use by a beginner in the field.

In the future, it is intended to pursue on the automation of the model selec-
tion stage, namely on the process of selecting the best STW. An alternative is to
enlarge the number of different STWs attempted and to find, within this search
space, the best alternative. Since this is an optimization task, the use of a GEA
could be advantageous, thus creating a two-level architecture. Another area of
interest may rely in the enrichment of the forecasting models, by considering the
integration of nonlinear functions (e.g., logarithmic or trigonometric).
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Abstract. The two-dimensional layout optimization problem consists of finding
the minimal length layout of a set of irregular two dimensional shapes on a
stock sheet of finite width but infinite length. The layout should not contain any
overlaps. The present paper solves this problem using a novice heuristic based
on GA. The proposed heuristic uses a simple codification scheme, and a new
placement strategy. The application of this heuristic yields, in reduced
computational times, satisfactory results, that are comparable to those obtained
by human markers.

1 Introduction

The two-dimensional layout problem consists of finding the best layout of a set of
pieces on a stock sheet of finite width and infinite length, subject to a set of
constraints. The garment industry requires the non overlapping of pieces with the
added difficulty that the shapes can be oriented only in certain directions on the cloth.
In this industry, the best layout is one that minimizes the overall length of used
material.

Minimizing overall length and subsequently waste results in sizeable gains as the
cost of cloth is a large proportion of the production cost. It is customary, for cutting
efficiency, to position the layout on a spread fabric with various numbers of layers or
plies. Thus, a minimal length layout in the placement is translated into every ply of
the spread, yielding important savings. For example, in pants manufacturing, sixty is a
typical number of plies, and an improvement of 1% per placement represents an
average gain of $25. A pants manufacturing plant reports that an average
improvement of 0.1% yields yearly savings of $2 million [11].

The layout problem is commonly solved by a human expert, called marker. The
use of computer generated layouts is rare as the layouts generated by the markers are
consistently better than those generated automatically. However, initiating and
training a human expert is a long time process requiring an average 6 to 12 months of
training.

The layout problem is NP hard [12]. Exponential time searches can be carried out
only for a trivially small number of shapes. The problem becomes more complex as
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the number of pieces and / or the number of vertices per piece become large. The
search is made more difficult by a large number of invalid layouts that arise from the
overlap of pieces. Thus, to solve realistic versions of this problem, efficient heuristic
approaches must be used. Most of the so far proposed approaches, reviewed in [7, 3,
6], impose restrictions on the pieces (rectangular, convex, fixed orientation, etc.) [10,
1] or use indirect methods based on shape approximations [5].

Genetic Algorithms (GA) are known for their efficient exploration of the solution
space and their effectiveness in combining solutions. GA based heuristics offer a large
diversity of the solution space making them potentially suited for layout problems. So
far, GA based heuristics adopt representations that can yield invalid (overlapping)
configurations [13, 8, 2, 4]. This generally leads to extensive computation and forces
the search to make trade offs between minimizing enclosure area and minimizing
overlap. Since the solution space grows exponentially with the number of shapes, the
search becomes inefficient when the number of shapes to be nested becomes large. In
addition, the lack of a close mapping to the physical problem domain tends to make
modification operators such as crossover less meaningful. An approach eliminating
the problem of overlap computation and using the cross over operator in a meaningful
manner is proposed. This approach assembles parts in a manner that avoids the
creation of invalid layouts. This GA based placement of two-dimensional irregular
pieces, a direct method minimizing total waste, is the object of this paper.

This paper is organized as follows. In Sect. 2, the sequential placement heuristic is
introduced. In Sect. 3, the GA based approach is proposed. In Sect. 4, the application
of the GA heuristic is illustrated and the results are discussed. A summary and
perspectives are provided in conclusion.

2 Sequential Placement

The proposed sequential placement method follows closely the behavior of the marker
in his/her ordering criterion, and placement strategy. Analyzing his/her strategy, it is
fair to say that every piece is placed at the leftmost of the layout while maximizing
the overall utilization of the width. Each placement minimizes the surface of any
generated holes; taking advantage of perfect fits whenever possible. Certain
placements are temporarily postponed in an attempt to better use existing holes. The
marker considers the pieces according to "size". He/she starts by placing the larger
pieces, and tempts to squeeze the smaller ones into any created holes. As the proposed
sequential placement will be used in conjunction with GA, we will herein focus on the
placement strategy.

Imitating the human marker, the pieces are placed successively starting with the
first piece at the bottom left part of the material. The second piece is placed on top of
this first one if the width constraint is not violated. The second piece is therefore
removed from the list of unplaced pieces and the following piece is considered. If
such a placement is not possible, the following pieces in the list of unplaced pieces
are considered one at a time for such a position (top left of the first piece). Once a
piece is suitable for this position, it is placed and removed form the list. A return to
the top of the list is undertaken and the procedure is repeated. If however, no piece is
eligible for a left top placement, the piece on top of the list of unplaced pieces is
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considered again. It is positioned to the bottom right of one of the pieces marking the
right border of the layout or in a hole created by already placed pieces.

The positioning of a piece with respect to an already placed one is done such that
the two pieces are in contact without superposition. In fact, the polygon is translated
in the vertical and horizontal directions until it comes in contact with a placed piece.
The translation distance is computed using projections of the left and bottom parts of
the piece to be placed on the right and upper parts of the pieces already positioned.

To illustrate the sequential placement method, the layout of Fig. 1 has been
constructed using the length as the ordering criterion of the pieces. The example
corresponds to irregular geometric shapes forming a perfect puzzle. The layout was
built in less than a second.

The proposed sequential method is very fast and gives excellent results when a
good ordering of the pieces is at hand. The length, width, and area ordering provide in
several instances the optimal placement. However, this is not always the case. Ideally,
an exhaustive enumeration of all the possible permutations is needed to identify the
global optimum. As this is impossible in a polynomial time, a selective guided search
through these permutations could yield good results. Such a search is guaranteed by
GA.

Fig. 1. Sequential placement of a perfect puzzle using the length criterion

3 Genetic Algorithms

The performance of GA depends on the adopted coding, evaluation function, and
genetic operators.
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3.1 Coding

The adopted Coding takes into consideration the notion of a piece and of a placement.
A piece is represented with a gene, which corresponds to an alphabetic letter. A
chromosome is subsequently the ordered set of unplaced pieces. The corresponding
layout is obtained by sequentially packing each successive piece following the list
from left to right. The order of a gene in the chromosome is simply its order of
placement on the layout. For example, chromosome ABCDE corresponds to the
placement of Fig. 1, obtained by applying the sequential placement of Sect. 2 to the
ordered set {A, B, C, D, E}. A chromosome is therefore purely symbolic, and defines
the layout uniquely.

3.2 Evaluation Function

The pieces are to be cut from a roll of constant width. The width constraint is
commonly accounted for using a penalty term for its violation. The difficulties
associated with this practice are avoided herein by generating valid layouts only. That
is, the quality of the solution, assessed using Lc, the length of the layout generated by
positioning the chromosome, depends solely on the order of the pieces. The objective
is to minimize the overall length. For consistency with the GA maximization
principle, a fitness criterion is used, where the fitness of a chromosome is given in (1).

Fc = Lmax - Lc. Lmax
(1)

Lmax, an upper bound of the length, is the length of the solution issued by the
sequential placement procedure.

3.3 Genetic Operators

The genetic operators are natural selection, crossing, and mutation.

3.3.1 Selection
The adopted selection strategy is simple GA with roulette selection and an elitist
model. This selection allows the retention of the fittest parents for reproduction. A
parent is selected with a probability Ps.

3.3.2 Crossing
The order crossover avoids the redundancy problem, caused by classical crossover,
while exchanging pieces of information between the chromosomes. It is a two step
operator. First, two crossover points are randomly chosen along the length of the
chromosome creating a subsequence in the parents’ chromosomes. The genes of the
subsequence of each parent are carried into the offspring. The subsequence part of
parent i, i=1,2, is copied directly into child i (i.e., assigned in the same positions to
the child.)

The empty positions of the first child are successively filled with the genes of the
second parent according to a simple rule. If the gene already appears in the child
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chromosome, it is rejected and the following gene is considered. Even tough
obtaining the order from the second parent has little geometric interpretation (more of
a random shuffling of the part of the chromosome than a combination), this operator
is similar in spirit to finding a neighboring solution in simulated annealing and tabu
search. The roles of the parents are then inverted to produce the second child.

For example, consider the two parents ABCDEFG and FDECABG. If positions 2
and 5 are chosen randomly, then the first child will automatically have BCDE fixed in
positions 2 to 5 while the second child will have DECA in the same positions. The
remaining positions of the first child will then be filled successively with F in the first
position, A in the sixth position -after rejecting D, E, and C-, and G in the last one -
after rejecting B-. D, E, C, and B are rejected because they already appear in the
chromosome of the first child. Analogously, the empty positions of the second child
will be filled with B, F, and G. The resultant children are therefore: FBCDEAG and
BDECAFG.

The crossover operator maintains a part of each parent instead of recombining
complementary parts from both parents. Preserving the subsequence of the
chromosome is important as it represents a meaningful part of the chromosome. It is
equally important not to consider a single point crossover yielding the retransmission
of the left part of the chromosome through generations as this will limit the diversity
of the population especially that layouts are highly dependent on the initial pieces that
are placed. Any point in the chromosome divides the layout into two geometrically
distinct regions. During the process of packing polygons, the polygons packed earlier
(those on the left side of the chromosome) affect the packing of those packed later
(those on the right), but not vice versa.

3.3.3 Mutation
Since the crossover maintains parts of the chromosome of each parent, the substrings
are likely to be similar to those in the initial population. The mutation operator offsets
any bias created by the initial population and guarantees the diversity of the
population. It chooses two pieces at random and swaps their locations. For instance,
the mutation of chromosome ABCDE in positions two and four yields the
chromosome ADCBE.

3.4 Initial Population

The initial population is constructed using fit individuals. The sequential placement
procedure of Sect. 3 is used to generate the first member of the population. This
member is subject to mutation with probability Pm in order to generate N new
individuals, subject to crossover with probability Pc.

3.5 Genetic Parameters

A judicious choice of the genetic parameters (N, number of generations, Ps, Pc, and
Pm) guarantees a better exploration of the solution space and a quicker convergence
towards the optimal solution. A good balance between crossover, which allows the
exploration of a wider neighborhood of solutions, and mutation, which allows the
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diversification of the population, is needed. Similarly, a good tradeoff between the
size of the population and the number of generations is necessary to guarantee good
quality solutions in short run times.

A judicious choice of the genetic parameters (N, number of generations, Ps, Pc, and
Pm) guarantees a better exploration of the solution space and a quicker convergence
towards the optimal solution. A good balance between crossover, which allows the
exploration of a wider neighborhood of solutions, and mutation, which allows the
diversification of the population, is needed. Similarly, a good tradeoff between the
size of the population and the number of generations is necessary to guarantee good
quality solutions in short run times.

4 Computational Results

To evaluate the performance of the proposed heuristic, three examples are considered.
For each example, the GA based solution l* is compared to the length of the layout of
the initial solution l0 to assess the improvement due to GA, and to the best available
solution l to assess its effectiveness.

The first example is a perfect puzzle that could not be restored via the sequential
placement heuristic using the usual ordering criteria: length, area, and width. This
puzzle is restored, as illustrated in Fig. 2, in less than 8 seconds, resulting in a length
reduction of 10 units.

Fig. 2. Reconstruction of the perfect puzzle using GA

The second example, extracted from [9], corresponds to the pattern of a single size
woman’s dress with a total of 8 pieces to be displayed on a 59 in wide cloth. The
length of the layout, displayed in Fig. 3, is 13.8 in shorter than the layout obtained in
[9]. It is noteworthy that the sequential placement already yields a better solution than
that of [9].
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Fig. 3. Optimal layout of example 2 using GA

The third and last example, a real pattern obtained from a local industry, has a total
of 21 pieces corresponding to two different sizes of a woman’s jacket. The pieces are
irregular, heterogeneous, and contain concavities. The width of the layout is 1300
mm, as constrained by the width of the cloth used. The length of the yielded layout,
illustrated in Fig. 4, is 2017 mm which coincides with the length of the layout
obtained by an expert marker.

Fig. 4. Optimal layout of example 3 using GA

These results, the run times t in seconds, and the number of generations g needed
to converge to l* are summarized in Table 1. It is noteworthy that the run times
include the input and output phases. They were obtained using a Pentium II 266 MHz.

In conclusion, GA converge very rapidly while yielding satisfactory results,
comparable to those obtained by a human marker. The run times increase as the
number of pieces increases and/or the shapes of the pieces become more complex. In
addition, it is sensitive to the order and subsequently to the number of possible
positions for each piece. For instance, the run time of a chromosome that starts with
smaller pieces is longer than the run time of a chromosome starting with larger ones.
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Table 1. Length of the layout

Example l l0 l
* t(sec) g

1 60 70 60 7 2
2 1560 1425 1422 360 6
3 2017 2069 2017 6828 2

5 Conclusion

The optimal layout problem has been treated as assembling parts into positions,
eliminating the need for lengthy geometric computations involved in detection of
overlaps and/or definition of the minimal enclosure area. The proposed approach is
very fast yielding good results; particularly when an intelligent ordering of the pieces
is at hand. GA directs the search toward improving orderings. The meaningful
chromosome representation adopted herein allows an efficient use of the crossover
operator and reduces the computation time.

To further reduce the computation time, some of the human markers’ techniques
are currently being investigated in order to be integrated with GA. An interactive GA
platform is under construction. The user will direct the selection procedure of GA
during the first generations by eliminating and/or favoring certain combinations. This
procedure should yield better results.
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Abstract. Genetic algorithms can be applied with great success on a wide range
of problems, including scheduling problems.  This paper presents an application
of genetic algorithms to a complex scheduling problem, wherein student
demand for courses and scheduling constraints inform the production of a
course schedule.  The scheduler is currently in use in a decision support system
at the U.S. Army War College, and has produced excellent results for two
academic years.  The problem domain and software solution are described, and
the representations and algorithms used by the scheduler are presented.
Empirical observations about the scheduler’s performance and problem-solving
characteristics are also presented.

1 Introduction

The United States Army War College (USAWC) is the Army’s senior service college,
which prepares senior military leaders to assume strategic leadership roles in military,
national, and coalition operations.  The USAWC Department of Academic Affairs
produces schedules for a significant portion of the curriculum based on students’
priority demands for courses.  This introduces a scheduling challenge, which we have
solved by creating a software component that employs genetic algorithms to generate
course schedules.  This software is a central problem-solving component in a decision
support application currently in use for course scheduling and student assignments.

This paper presents our solution to the scheduling problem at USAWC.  We first
introduce the problem domain.  Then we provide a brief overview of genetic
algorithms.  Next we present our specific application of the technique to the USAWC
scheduling problem.  Finally, we describe the results we obtained with this
application and discuss the implications for further development and broader
application.



An Application of Genetic Algorithms to Course Scheduling         413

2 Problem

A significant portion of the USAWC curriculum is made up of elective courses,
which the students take during two terms (terms II and III) of an academic year (AY).
The USAWC elective curriculum is not fixed, and the course offerings can change
drastically from one academic year to the next.  In addition, the interests of the
student body can be expected to change from one year to the next, influencing the
demand for courses.  In order to provide the most accommodating elective course
curriculum possible under these conditions, the college schedules courses
immediately before an academic term begins, and after students have requested in
priority the courses they would like to take.  These variables made it difficult to
produce a course schedule that adequately anticipates elective offerings and
accommodates student demand.

Prior to each elective term, students indicate ten courses they would like to take in
order of preference, and then the college generates student assignments based on that
data.  Our goal is to satisfy the students’ demand for their highest course preferences
such that at least 90% of the students receive their three or four assignments from
their top five preferences.  We refer to this goal as “student satisfaction”.  We
approach this in two steps.  First we generate a schedule that allocates courses
(typically 82 to 93 in a given term) to time periods (typically 3 to 7 periods,
depending on the term), based on scheduling constraints and student course
preferences. The second step, assignment of students into courses, is accomplished
subsequently as an optimization problem, which takes the schedule resulting from the
first step as input.  This paper describes our use of genetic algorithms to achieve the
goal of the first step -- generate a schedule of elective courses that both reflects
student preferences and conforms to scheduling constraints.

3 Brief Overview of Genetic Algorithms

A genetic algorithm (GA) is a stochastic search method that takes its inspiration from
the Darwinian theory of natural selection.  In biological evolution, better-adapted
individuals thrive and reproduce, passing on their traits to future generations via their
offspring.  Less fit individuals do not thrive and contribute less to the gene pool of
future generations.  Over many generations, the overall quality of the population
improves as the fitness levels of individuals generally improve.

More precisely, a GA draws from the properties of natural selection found in
biological evolution to search for better solutions to complex problems.  Populations
of individuals “evolve” in the search for a very fit individual as the traits of selected
individuals are combined to form individuals in successive generations.  The overall
fitness of the population improves in the course of the search.  Eventually we stop
evolving and select the fittest individual produced thus far as a solution.  As in
biological species, factors such as variation of individuals, selection from across the
entire population, and random mutation prevent the search from prematurely
stagnating at a local optimum.

GA techniques are particularly well suited for search spaces that are very large
and/or difficult to construct ahead of time [5,7].  A predefined search space is not
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needed for GAs, and throughout the search helpful traits are encouraged and
propagated to future generations, leading to the improvement of the population.  The
basic algorithm is straightforward to apply and can yield very good results on a
variety of complex problems, including scheduling [2,8,11,12] and timetabling
[1,3,6,9].

The following is a very general description of GA [10]:

Function: GENETIC-ALGORITHM(population, FITNESS-FN)
  returns: an individual
  inputs:  population, a set of individuals

Fitness-Fn, a function that measures the fitness of an
individual

  repeat
    parents = Selection(population, FITNESS-FN)
    population = Reproduction(parents)
  until some individual is fit enough
  return the best individual in population,
         according to FITNESS-FN

Our problem, the efficient arrangement of elective courses into class periods, is
well suited for this technique.  It is not practical to exhaustively evaluate all possible
schedules because the number of possible arrangements of courses into periods is
exponential in the number of courses. It is also not practical to construct a good
schedule from first principles because we must also observe constraints on the
schedule’s suitability that vary from term to term and complicate schedule generation.
However, we can devise a way to distinguish better schedules from worse ones.  In
addition, it is not necessary to find the optimal schedule in order to create suitable
conditions to produce good assignment results.  GAs do a very good job of finding a
suitable solution in an acceptable amount of time under these conditions.

4 Implementation

While the basic algorithm is straightforward, applying GA to a specific problem
requires selection of appropriate representations and relationships to the properties of
natural selection (e.g., encoding of individuals and their traits).  We must also devise
methods to evaluate the fitness of individuals, select individuals for reproduction,
produce offspring, and introduce random mutation in individuals.

Our goal in constructing a schedule is to determine an arrangement of courses in
some number of periods so that we establish favorable conditions for the assignment
of students into those courses.  We judge schedules to be fit to the extent that they
both minimize the degree to which courses that are requested together are scheduled
together, and follow scheduling rules.  Using this strategy, the scheduler spreads the
highest demand courses throughout the schedule, while observing user-imposed
constraints on schedule acceptability.
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4.1 Representation

Each individual in a population represents a complete schedule (assignments of
courses to periods).  We use an integer representation for the individual.  The
schedule is encoded as an integer array, wherein the position in the array represents
the course and the value in that position represents a period assignment.  For example,
the following individual represents the assignment of 93 different elective courses to a
time period in a 7-period schedule (identified by the integers 1 through 7).

Position (course) 1 2 3 4 5 … 93
Integer value (period) 2 4 1 6 5 … 7

In this individual, the course identified by the first position in the array is assigned to
the time period identified by the integer 2, the next course is assigned to the time
period identified by the integer 4, and so on.

An interesting aspect of the representation used for this GA implementation is that
it varies from one problem to the next.  The size of the array used to represent an
individual varies depending on the number of courses to be scheduled.  The finite
alphabet that is used to represent the traits of an individual (i.e., courses and periods)
varies in that it will be the integers 1 through the number of periods in the desired
schedule for periods, and 1 through the number of courses to be scheduled for
courses.

A set of individuals constitutes a population, over which the GA procedures
operate.

4.2 Algorithm

Prior to evolving, we perform problem setup, which includes initializing a new GA
problem with the needed settings (e.g., population size, mutation rate), data (i.e.,
course offerings, student preferences, faculty assignments), and the scheduling
constraints that restrict schedule acceptability.  This information is passed to the
component from the calling application (i.e., a user-interface in a decision support
system).  Through the user interface, the user can influence the GA’s behavior and
performance by changing parameters such as population size, mutation settings,
crossover type, and selection probabilities.

During setup, the scheduler creates the initial population, and also constructs
several important data structures, which are referenced throughout the solving
process.  One array is built to record the number of times courses are requested
together on the same student preference sheet.  We will describe later how this
“conflict matrix” is used as a basis for evaluating schedules.   A “rank scale” array,
described below, is computed for use in the rank weighting method [7] of selection.
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Following setup, a top-level loop runs the GA:

Function EVOLVE (theGA)
  returns: a GA problem object with its population evolved some number

of generations
  inputs: theGA, an object that contains the GA’s data, settings, and

procedures

  repeat
    RUNGENERATION(theGA)
  until max generations or some individual is fit enough or time limit

reached
End

Problem solving proceeds by invoking RUNGENERATION until the objective has been
met, the maximum number of generations has been reached, or a time limit is reached.

Function RUNGENERATION (theGA)
  returns: theGA evolved one generation
  inputs: theGA

  Population(theGA)  = MAKENEXTGENERATION (Population(theGA),
CrossoverType(theGA))

  APPLYMUTATION (Population(theGA), MutationRate(theGA),
MutationDegree(theGA))

  EVALUATEPOPULATION (Population(theGA), ConflictMatrix(theGA),
Constraints(theGA))

  ASSIGNSELECTIONPROBABILITIES (theGA)
End

The following sections detail the procedures used by RUNGENERATION to implement
reproduction, mutation, evaluation, and selection.

Reproduction.  RUNGENERATION begins by reproducing individuals from the current
population into the next generation.  Replacement is used as the reproduction scheme,
in that offspring completely replace the parents in the following generation.  The
process of passing traits from parents to offspring during reproduction is commonly
referred to as crossover.  MAKENEXTGENERATION can use one of four different
crossover schemes during reproduction – traditional single-point crossover, standard
two-point crossover, variable two point crossover (wherein the section of genes to be
exchanged is randomly chosen), and uniform crossover.  (A basic familiarity with
these crossover strategies is assumed.  An accessible discussion can be found in
Haupt and Haupt [7]).   The single and two-point crossover strategies use randomly
selected crossover points to encourage variation and avoid premature convergence on
a local optimum.
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Function MAKENEXTGENERATION (Population, CrossoverType)
  returns: a new population of Individuals, constituting a new

generation
inputs: Current population, crossover type

 repeat

  Parent1 = SELECTFORBREEDING (Population)
  repeat
    Parent2 = SELECTFORBREEDING (Population)
  until TESTFORSIBLINGS (Parent1, Parent2) = False

  Create NewPopulation
Conduct Crossover of genes (course-period assignments) from Parent1

and Parent2 according to selected CrossoverType to create Child1 and
Child2

  Add Child1 and Child2 to NewPopulation

 until NewPopulation is full
End

Function SELECTFORBREEDING (Population)
returns: an individual
inputs: Current population

RANDOMIZE(n)
So that (0 < n < 1)

For p = 1 to Count(Population)
If RankScale(p) ‡ n then
Return Population(p)

End

We added the TESTFORSIBLINGS check to further encourage variation in the
population by preventing individuals with the same two parents from producing
offspring into the following generation.  Although crossover involves a degree of
chance regarding which traits are inherited from which parent, and the rank style
pairing in SELECTFORBREEDING allows selection from the entire population, we found
that premature convergence on local optima was further discouraged when we prevent
this sort of “incest”.

Function TESTFORSIBLINGS (Ind1, Ind2)
  inputs: individuals: Ind1, Ind2
  returns:  True if the individuals were reproduced from common parents,

False otherwise

TESTFORSIBLINGS =
 Parent1(Ind1) = Parent1(Ind2)

  Or Parent1(Ind1) Parent2(Ind2)
 And
 Parent2(Ind1) = Parent1(Ind2)

  Or Parent2(Ind1) = Parent2(Ind2)
End
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Mutation.  RUNGENERATION next applies mutation across the newly generated
population, according to the mutation settings provided in problem setup.  The
probability that any offspring will undergo mutation is between 0 and 1, inclusive.
The number of genes affected if mutation occurs can be predetermined or
randomized.  A controlled amount of mutation is another important source of
variation needed to overcome convergence on local optima.

Function APPLYMUTATION (Population, MutationRate, MutationDegree)
  inputs: Population of Schedules
          MutationRate: probability that any individual will undergo

mutation
          MutationDegree number of genes that will be affected if

mutation occurs
  returns: Population with zero or more Individuals mutated, depending

on degrees and probabilities played out

  If MutationRate = 0 then
Return

  If MutationDegree = 0 then
    MutationDegree = RANDOMIZE(MutationDegree)
  For Each Schedule In Population

RANDOMIZE(ChanceOfMutation)
  So that (0 < ChanceOfMutation < 1)

    If ChanceOfMutation <= MutationRate Then
      For i = 1 to MutationDegree

RANDOMIZE(aCourse)
So that aCourse is an integer that represents a course to be
scheduled

RANDOMIZE(aPeriod)
So that aPeriod is an integer that represents a period in the
schedule

Assign aCourse to aPeriod
End

Evaluation. Next RUNGENERATION evaluates the individuals in the new population.

Procedure EVALUATEPOPULATION (Population, ConflictMatrix, Constraints)
effects:  Each individual in Population is evaluated according to a

fitness function and violated constraints are identified
for each individual

  inputs: Population of Schedules
          ConflictMatrix, a 2-D array of the number of times courses are

requested together
          Constraints, a collection of restrictions that a schedule must

observe

  For Each Individual In Population
    EVALUATE (Individual, ConflictMatrix, Constraints)
End

For each individual, EVALUATE records the fitness score and flags all rules that are
violated by that schedule. The fitness score determined by EVALUATE is conducted
according to a fitness function, f(S), where S is an individual, which represents a
schedule. EVALUATE combines two important measures: the degree to which courses
that are requested together are scheduled together, and how well the individual
adheres to scheduling rules.
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The first component of the fitness function, which we call the schedule’s “conflict
score”, is a sum of the occurrences that two courses assigned to the same period in the
schedule have both been requested by a single student.  We find that schedules with
lower conflict scores provide better conditions for the assignments model to assign
students to the courses they request thereby increasing student satisfaction.

Each time courses that are scheduled in the same period are found to have been
requested together by the same student, the “conflict score” for that period is
incremented by one.  The conflict in a schedule S, denoted Sc, is defined as:

(1)

where

SC is the conflict score for schedule S,
p is an integer that represents a period (a value the array that represents an

individual, where  1 £ p £ m),
m is the number of periods in the schedule,
Cijp is the number of times course i and course j are requested by a single

student, where both i and j are scheduled in p,
i is a position in the array which represents a course (where 1 < i £ n),
j is a position in the array which represents a course (where 1 £ j < i), and
n is the number of courses to be scheduled.

The conflict matrix, which is computed once during problem setup, is an upper-
triangular two-dimensional array representing the number of times pairs of courses
have been requested by the same student.  References to this table facilitate conflict
scoring.

The second component of the fitness function is the schedule’s adherence to
constraints.   The scheduler accepts guidance on the acceptability of schedules in the
form of scheduling rules, such as pairwise constraints between courses (i.e.,
CourseC1 must be/cannot be scheduled in the same period as CourseC2) and
constraints between courses and periods (i.e., CourseC must be/cannot be scheduled
in Periodp).   The user specifies some of these rules explicitly. In use during AY
1999-2000, some rules were installed to de-conflict courses requiring the same
resources.  Others ensured that select courses met in predetermined periods.

Another important source of constraints is faculty assignments to teach electives.
The scheduler can automatically derive and install all pairwise constraints necessary
to prevent courses that share at least one instructor from being scheduled in the same
period.  Thus the user only has to specify additional constraints by exception.

In addition, the scheduler automatically accounts for constraints that logically
follow from others.  For example, if it is asserted that CourseA cannot be scheduled
with CourseB and it is already asserted that CourseB cannot be scheduled with
CourseC, then the component will infer and install the constraint that CourseA
cannot be scheduled with CourseC.  The scheduler prevents duplication of rules,
keeps track of violated constraints, and flags those that contradict other constraints.
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The penalty for a schedule’s violation of scheduling constraints is based on Sv, the
number of restrictions that are violated in schedule S, defined as:

(2)

where

r is a restriction (i.e., a scheduling rule),
q is the number of restrictions, and
rt is a penalty factor for a restriction (where 1 £ t £ q) defined as {rt = 1 if r

is violated in S, 0 otherwise}.

All rules are considered “hard” constraints in the sense that a schedule is not
considered acceptable if it violates any one of them.  To penalize schedule fitness for
violating the rules, the final fitness function combines Sv with Sc to impose a penalty
proportionate to the number of violations:

 (3)

Because we wish to minimize Sc and encourage Sv to be 0, the GA seeks to minimize
f(S).

Selection. Finally, RUNGENERATION sorts the new population according to fitness and
determines whether a new best individual has been found.

Procedure ASSIGNSELECTIONPROBABILITIES (theGA)
  effects: Population is sorted with the most fit individual in position

1, so that each individual’s position in the sorted
population corresponds to a position in the RankScale of
selection probabilities, and the current most fit individual
is identified

  inputs: theGA

  Population(theGA) = SORTPOPULATION (Population(theGA))
CurrentBest = BestFoundThusFar(theGA)

  BestOfGeneration = Population(theGA)(1)

  If FITNESS(BestOfGeneration) < FITNESS(CurrentBest) Then
    BestFoundThusFar(theGA) = BestOfGeneration
End

This sorted population, together with the rank scale, is used in the next iteration of
RUNGENERATION to perform selection.

We perform selection based on the relative fitness of individuals, rather than
selecting proportionate to the fitness score.  This allows us to control for undesirable
effects that might be introduced by the use of Sc as a measure of schedule quality.  It
also prevents us from disproportionately disadvantaging schedules that violate
scheduling rules (due to the magnitude of the penalty imposed by Sv), but might
nonetheless have valuable traits to pass on to future generations.
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Selection from the sorted population is informed by a rank scale, computed once in
problem setup as previously described.  The rank scale records the cumulative
probabilities for selecting from any position in the sorted population, such that the
probability of selecting the nth candidate is a seed probability, given that the n-1
candidates before it were not already selected.  For example, using a seed probability
of 0.10, the cumulative probabilities for selecting the first 10 individuals are:

Table 1.  Selection probabilities for first ten individuals in a population using the rank scale
method with a seed value of 0.10

Position
Cumulative
probability

Selection
probability

1 0.1 0.1
2 0.19 0.09
3 0.271 0.081
4 0.3439 0.0729
5 0.40951 0.06561
6 0.468559 0.059049
7 0.5217031 0.0531441
8 0.5695328 0.0478297
9 0.6125795 0.0430467
10 0.6513215 0.038742

So the most fit individual has a 0.1 chance to be selected during each pairing, while
the individual ranked 10th has less than a .04 probability.  The last individual is always
selected if none of the previous individuals is selected.

In SELECTFORBREEDING, a random number between zero and one is generated.  The
first position in the rank scale (say, position n) with a cumulative probability greater
than or equal to the random probability generated determines the candidate chosen
from the sorted population (the nth).

The extent to which fitness is rewarded in selection is influenced by the “seed”
probability (i.e., the probability that the most fit individual will be selected) and the
size of the population to be ranked.  The seed value 0.10 works well for populations
of 50-100 in this problem.

The scheduler is now ready to evolve the population again through another iteration
of RUNGENERATION.  EVOLVE ends when max generations, a time limit, or an
objective is reached.

5 Results

The GA application was developed for first use in AY 1999-2000 scheduling, and the
results during that year were excellent.  The power of the GA is provided to the end
user through a graphical decision support system, so that the user can solve the
problem with no knowledge of the problem-solving methodology.  The user is free to
focus on the data and user-defined constraints that bear on the problem.  The user is
also allowed to modify the GA’s settings if necessary.  We had great success in
delivering the solution to technically untrained users.  The ease of use and flexibility



422         J.J. Donlon

of the system that automates this GA component, combined with the scheduler’s
efficient setup and solution of the problem, allowed end users to easily create
schedules in a matter of minutes.  This replaced a process by which analysts
painstakingly constructed and ran scheduling models over a period of days.

When the resulting schedules were used as input to the assignment of students to
courses, the assignment model obtained student satisfaction rates (as defined in the
problem description) of 90% and 96% in terms II and III respectively, under tightly
constrained assignment conditions.  During that process, administrators used this
scheduler to compare alternative schedules in “what-if” analyses of curriculum
decisions such as splitting courses into sections, dropping courses, and imposing or
relaxing constraints.  This improved the final outcome of the assignment process.

The scheduler continues in use at the USAWC, and has scheduled electives for AY
2000-2001 with equal success.

6 Discussion

Effective application of GAs to a practical problem such as this is an empirical
endeavor in that it is difficult to predict in advance what combination of GA settings
will produce the best results for the problem.  We have observed the performance of
this scheduler on available data for two academic years, and have examined a range of
GA settings under these conditions.  Our experiments have resulted in some
observations about the most productive settings for this problem.  The deployed
decision support system takes advantage of those conditions by default, and also
allows the user to modify these settings (e.g., population size, termination criteria,
mutation, selection probability, and crossover strategy) to influence the performance
of the scheduler.

Here we present findings about the performance of the scheduler, as well as the
conditions that seem to yield the best results on this problem.  We illustrate the results
with trial runs from term III AY 1999-2000 scheduling, but consistent results have
been repeated for all elective terms over two academic years.

6.1 Results of Evolution

The scheduler evolves generations at the rate of approximately 6 per second for
populations of 100 individuals, running on a low-end (233mhz) Pentium-II desktop
computer with 64 MB of RAM.  This enables the solver to evolve 500 generations,
normally more than enough to produce excellent results, in roughly a minute and a
half.  Fewer generations are needed in practice to produce satisfactory schedules –
schedules produced during the first 100 generations of evolution are often found to
contribute successfully to a quality assignments result.  The chart in figure 1 shows
the progress made in the first 100 generations of a trial run using the scheduling
conditions encountered in term III AY 1999-2000 -- 71 courses, 7 periods, 66
scheduling constraints.  The GA settings used in this trial were population of 100,
mutation rate of 5%, number of course-period assignments affected by mutation = 1,
rank scale probability = .1, and uniform crossover.
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In this sample run, the fitness of the best individual in the first five generations
ranged between 18,354 and 7504 due to constraint violations (not shown on the
chart).  At 100 generations the fitness of the best individual was 2181 (recall that
lower fitness scores are better because we seek to minimize conflict).  At the end of
5000 generations, fitness had improved to 2061.  Typically, suitable schedules (in that
they do not violate any scheduling rules, and they contribute to high student
satisfaction in the assignments) are obtained within the first 100 generations.

Scheduler trial run -- Term III AY 1999-2000
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Fig. 1.  Example scheduler results

Beyond 100 generations, progress is sporadic and much slower (as is the case at some
point with any GA search).  In our experience, schedules attained within the first 500-
1000 generations consistently provide excellent conditions to enable the assignment
model to achieve high satisfaction rates.  Nonetheless, the user can attempt to improve
the results of the assignments process by resuming the evolution process to further
improve the schedule.

6.2 Impact of Crossover Strategy

The scheduler produces suitable schedules using any of the supported crossover
strategies mentioned earlier.  We found that uniform crossover performed best on our
problem, as measured by progress toward more fit schedules.  We demonstrated this
by running trials under the same conditions as those in the preceding term III test.  In
each trial, the scheduler evolved 500 generations for each crossover strategy ten times
and averaged the fitness scores of the best schedules found in each trial for each
strategy.  We performed ten rounds of these trials.  The average performance of each
crossover strategy in each round is plotted in figure 2.
From the scatter plot, it is clear that uniform crossover performed best in every round.
This is consistent with the findings by DeJong and Spears [4] that uniform crossover
outperforms less disruptive crossover strategies in that it helps smaller populations
overcome inadequate sampling of the solution space.  When the same test is repeated
at population sizes of 500, 1000, and 5000, the advantage of uniform crossover is less
clear; no one crossover strategy performed consistently better than the others at these
populations sizes.
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Comparison of crossover strategies
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Fig. 2.  Comparison of crossover strategies

6.3 Effect of Population Size

In a third experiment under the same conditions, we tested the impact of population
size on the scheduler’s performance.  To do this we established the fitness objective at
2200 and ran trials with the population size varying from 50 to 3000 in increments of
10.  We conducted 20 trials at each population increment and averaged the number of
generations and time in seconds that the scheduler required to reach the goal for each
population size.

Figure 3 illustrates the average performance over 20 trials under these conditions in
terms of time required to solve.  The best times were attained with populations
between 100 and 150, taking on average 10.3 seconds to reach the goal.  Populations
below 100 appear to sample the possible schedules inadequately, requiring a greater
number of generations and more time to reach the goal.  As population size increases
beyond 200, the time required to solve the problem increases linearly, and this
continued to a population of 3000 (the extent of our testing).
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Fig. 3.  Effect of population size on time required to reach goal
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Effect of population size on generations required 
to evolve to a specified goal (fitness = 2200)
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Fig. 4.  Effect of population size on number of generations required to reach goal

As one would expect, the number of generations required to achieve the goal goes
down as populations get larger, as shown in figure 4, but at the expense of time
required to evolve generations of larger populations.

6.4 Mutation

Finally, we observed the effects of mutation by varying both the chance that mutation
will occur in any individual (Mut), and the number of course-period assignments
affected if mutation does occur (MutA).  We tested combinations of these settings
over a wide range for each parameter and found that rate of mutation is consistently
effective in the range .05 £ Mut £ .93.  Amount of mutation has a more pronounced
effect on the scheduler’s progress.  MutA is most effective when it is kept to a small
nonzero value (1 £ MutA £ 3), and consistently performed best at MutA = 1.  Figure 5
shows the effect of mutation on average best fitness where Mut is varied between 0
and .05 in increments of .001, at several MutA settings.  We ran 20 trials for each
increment and averaged the best fitness scores attained.  Other GA conditions were as
previously described.
The results showed that higher values of MutA have a clear disruptive effect on the
search.  Average best fitness becomes steadily worse as MutA gets larger, until the
scheduler’s performance approaches that of random search at MutA  > 20.

7 Conclusion

Our use of genetic algorithms proved to be a very effective technique for the
USAWC, where course schedules are generated based on both traditional scheduling
constraints, and on a measure of quality derived from student demand for courses.
This domain-specific implementation produced excellent results on the practical
problem of scheduling elective courses in support of a curriculum that sees a
significant amount of yearly change in terms of both course offerings and student
interest in the courses.  The scheduler is deployed as part of a successful decision
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support system used by college administrators.  Empirical testing of the component
bears out the solution’s effectiveness and consistency with current theoretical and
applied work in genetic algorithms.
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Fig. 5.  Effect of mutation on scheduler progress

A next step for the development of this solver is to generalize the solution to be
applied to other USAWC scheduling and partitioning problems.  Potential
applications include several scheduling tasks in support of strategic simulations, and
the assignment of students to seminars.
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Abstract. The aim of this paper is to describe a study for the obtaining,
symbolically, of the separation surfaces between clusters of a labelled database.
A separation surface is an equation with the form f (x)=0, where f  is a

function of ´nfi .́ The calculation of function f is begun by the development
of the parametric regression by means of the use of the Genetic Programming.
The symbolic regression consists in approximating an unknown function's
equation, through knowledge of certain points' coordinates and the value that a
function reaches with the same ones. This possibility was propose in [Koza92a]
and its advantage in front of the classic statistical regressions is that it is not
necessary previously to know the form the function. Once this surface is found,
a classifier for the database could be obtained. The technique has been applied
to different examples and the results have been very satisfactory.

Keywords: genetic programming, classification, dynamical systems.

1. Introduction:  Problem Statement

The Evolutionary Algorithms (EA), according to [Goldberg89], are adaptive
procedures for the search of solutions in complex spaces inspired by the biological
evolution, through operation patterns based on the Darwin’s theory about reproduction
and survival of the individuals that better adapt to the surroundings where they live. In
1989, J. R. Koza, in [Koza89], introduced the paradigm of the genetic programming
(GP), which was developed in his texts [Koza92b] and [Koza94] later.

The search space for the GP is the hyperspace of the valid trees, which can be
recurrently created from the composition of possible functions and terminals. The
initial information is made up by a database where each register is composed of two
fields: a n-tuple of real values, that represent the coodinates of a point in a domain Wp,
which we denominated parameters or characteristics, and of a class or label associate
to that point, which takes values in a discreet finite space.  Therefore, we have N
points Pj (j=1..N) in ´n, each one with an assigned label. This is a typical problem of
classification in supervised learning. Multiple approaches to the problem exist in
bibliography: neuronal networks, decision trees, nearest neighbours, etc.

 This simplification to limit itself two regions, which does not constitute a
limitation to a more general classification problem, because if there exist more than
two different regions, is enough with repeating the scheme for all the possible pairs.
It is necessary to consider that to speak about a surface that separates three regions
does not have sense, and to assume a connected region of the space is conformed by
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points of some type. If the points of a same type did not conform an only connected
region, we can calculate the connected regions ( [Riquelme97] exposes an approach to
this problem) and apply the algorithm these.

The evolutionary process will try to find a function f* of ´n in ,́ like optimal
function to approximate to a function f which theoretically defines the surface.
Basically, the method consists of choosing the points of Wp for a training file,
assigning to each point a value of function f that we want to approximate. Thus each
point of Wp becomes one tuple of a training file for the parametric regression. The
training file is organised like N records with the coordinates of each Pj  and the value
of  f (Pj).

An evolutionary process like the GP applied to this file of training obtains that the
parametric regression provides a function, which will tend to separate two subspaces
constituted by two sets of points with different characteristics. This is thus because
the function will have to take positive values for the points from a set and negatives
for those of the other. So, the function f (x0, x1...,xn)=0 will be a separation surface
between the points of both types.

The advantages of the GP as opposed to other techniques of the classification
would be the following ones: With regard to the trees of the decision, we not only can
work with any type of separation surface, also with hyperplanes, which are used
habitually by these techniques. With regard to the neuronal networks, the GP does not
have to find the architecture of the network, nor a parametric equation for the surface,
task that is not simple in a neuronal network. The main disadvantage is the time of
computation, mainly with regard to using decision trees. Nevertheless, the
classification problems usually do not need a learning in real time, although once this
learning are done, its application yes must be immediate, and our technique fulfils this
characteristic.

2.  Proposed Solution

2.1 Representation of the Individuals of the Population

The tree structure will be, with arithmetic operators F={ +, -, *, \ } and operand T =
{ x0, x1...,xn } which are coordinate of the space to classify, the chosen one for the
representation of the individuals of the population. The operands will only appear in
the terminal nodes, whereas the internal nodes will be labelled with the operators.

To generate each tree in the initial population is made through the random
obtaining of a tree with the labelled nodes. It will be begun at random selecting one of
the functions, which will be the root’s label of the tree. We will restrict the election of
this label to the set F because we want to generate a structure hierarchic, not a
degenerated structure only composed of an only terminal.

Whenever a point of the tree is labelled with an operator of F we will generate two
subtrees which will represent the parameters of this operator.  Then, an element is
selected randomly to label those new subtrees. If a function is chosen to be the label,
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then the generation process continues recurrently as we described previously.
However, if a terminal is chosen to be the label in any point, that point becomes a leaf
of the tree and the generation process finishes for that subtree.

Fig. 1. and Fig. 2. Example: Assignment of values to the points of the training file.

2.2 Fitness Function

The notation in this section is as follows: the function f is the searched ideal function,
that is to say, the one that defines the separation surface. This function will be
approximated by a set of individuals fi during the evolutionary process. When this
process has finished, an approach f* will be obtained. And finally, the function j is
defined like the function that measures the error of approach of fi to f.  In other words,
j is the function that must be minimised.

The function f, in each point P of the training file, is defined as follows:  If P is a
point of the Region A, the nearest points to P (Vj j=1..Nv) are calculated, but only if
these belong to B. Then the average value of the points Vj and P is assigned to the
function f in P. Otherwise, if P is a point of Region B, the operation previous is
repeated with the class A neighbours, but the function f take the value of the average
distance but with negative sign. This allocation of values for the training file tries that
the space of points is classified clearly in two subspaces of values (positive and
negative) and where the transition of the points of a type to those of the other is made
gradually (Fig. 1 and 2).

The adjusted function j has to be optimise. This function is inversely proportional
to the average of the errors of the individuals of a generation. This error can be
calculated through two methods:
1. The error of an individual fi in a point Pj in the training file can define itself as the
absolute value of the difference between the functions fi and f for that point. If we
added the error of each point Pj, we obtain a possible function of error that will try to
approach the searched function of separation f by means of fi:
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2. Another possibility is to calculate the error of a function fi based on the number of
incorrectly classified points. If the aim is that the functions fi come near to a function
f, which separates the points of class A of the B, an individual fi commits an error in
Pj if the value of its sign is not equal than the previously assigned sign. That is to say,
if the Pj is of class A, then the values taken by f are positives, and therefore, fi is
punished if it is negative in Pj. And if the Pj is of class B, the opposite happens.
Formally:
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After making diverse tests, we choose a linear combination of both possibilities: on
the one hand, the number of incorrectly classified points which gave rise to the integer
part of the error; on the other, the fractional part that had been formed by the sum of
the differences between the approach fi and f for each point P. This means that,
definitively, the error of a function fi is

)(*10)()( 12 i
m

ii fErrorfErrorfError -+=
where m>1 is selected so that the fractional part is smaller than 1.

2.3 Reproduction Model

We must solve how to produce the next generation of trees (functions) from the initial
population, once well-known the convenience of the same ones. To make this task,
we must choose a reproduction elitist model, is to say, the best individual of the
present generation is duplicated and introduced in the next one. Besides a constant
percentage of the new generation is obtained  by means of copy of the selected
individuals randomly in the previous generation with a probability based on its
fitness. Finally, the remaining individuals of the new generation are obtained through
crossovers between the individuals of the precedent generation.

The sizes of population are 100 and 200. We worked with initial heights from 4 to
5 and with maximum heights between 7 and 9. The passage by the generations 100,
200 and 400 will be analysed. With the percentage of the best individuals that pass
directly from a generation to another one, we can regulate that the generations are
more or less elitist. The values with which we work are 10%, 15%, and 20%.

3. Application

3.1 Iris File

A typical database example for classification problems is IRIS DATA since it was
proposed in [Fisher 36]. This is a file of 150 registers with four parameters and three
labels. The method has been applied for the obtaining of an approach to the surface
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that separates the different labels. The first approach consists of separating the first
type of the other two. This is a easy exercise, because the classes are clearly
separated. The simplest solution is p2-p3=0, that is to say, if p2>p3 then type 1 and if
p3>p2 then type 2 or 3. This solution does not commit any error.

More difficult is to separate types 2 and 3. Nevertheless, the reached solution to
separate these two types has 4 errors (Fig 3. left) or only two errors with a more
complex solution (Fig. 3  right)

Fig. 3. Surfaces for IRIS data

3.2 Basins of Attraction of a Dynamical System

A more complex example of application is to obtain the surfaces that separate the
basins of attraction of a dynamic system. The studied model is a predator-prey
ecological system. The points to classify based on the obtained attractors are 500 with
the following division: 317 points converge to a equilibrium points, 154 points are
limit cycles and 15 points are indetermined attractors. The aim of this example is to
try to find surface that separates the attraction basins, that is to say, the 317
equilibrium points from the 154 limit cycles. The figure 4 shows a projection of the
types of attractors on coordinates y (axis of abscissa) and z (axis of ordinate) of the
initial conditions, where the X represent balance points, the circles represent limit
cycles and the crosses represent the undetermined points.

Fig. 4.  Separation surface.

If we notice the figure 4, the limit cycles are concentrated in a strip determined by
coordinate z and for almost all the values of the coordinate y (except for values very
next to zero). This strip seems a parabola with the axis parallel to the axis of abscissas
and with the almost parallel branches in the represented region. If it is tried to find an
analytical approach to the surface, the found equation with smaller number of errors
(3%) is as follows:

0=yz-z2+y+10yz)+y3z)(4-y-y4+z(3 26223

A graphical approach of this function can be obtained. In the figure 4, these border
points are shown by means of crosses.

0=p-)p+p-p)(pp( 431441 0=p+)p-p)(p2-p+pp+p( 13213432
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4. Conclusions

An application of the genetic programming is shown to find the symbolic expression
of a surface that separates two regions of points of different type. The symbolic
parametric regression can be applied after assigning to a numerical value to each tuple
of points in the space that we want to classify. This value has been chosen like the
average distance of a point to the nearest points of the other type (for some it is
positive and for others it is negative). Therefor, if we demand the continuity of the
function, its value equal to zero provides us the searched surface and, in addition, a
symbolic classifier for any database. The main disadvantage that we found is the time
of computation, mainly if we related it to the decision trees. For example, the
execution with the IRIS file can need about 15 minutes computation in a present PC.
But the obtained error rates are very inferior and the classification is immediate once
the surface is found.
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Abstract. Dynamic constraint satisfaction problem (DCSP) solving is
one of the most important methods for solving various kinds of synthesis
tasks, such as configuration. Todays configurators are standalone systems
not supporting distributed configuration problem solving functionality.
However, supply chain integration of configurable products requires the
integration of configuration systems of different manufacturers, which
jointly offer product solutions to their customers. As a consequence, we
need problem solving methods that enable the computation of such con-
figurations by several distributed configuration agents. Therefore, one
possibility is the extension of the configuration problem from a dynamic
constraint satisfaction representation to distributed dynamic constraint
satisfaction (DDCSP). In this paper we will contribute to this challenge
by formalizing the DDCSP and by presenting a complete and sound
algorithm for solving distributed dynamic constraint satisfaction prob-
lems. This algorithm is based on asynchronous backtracking and enables
strategies for exploiting conflicting requirements and design assumptions
(i.e. learning additional constraints during search). The exploitation of
these additional constraints is of particular interest for configuration be-
cause the generation and the exchange of conflicting design assumptions
based on nogoods can be easily integrated in existing configuration sys-
tems.1

1 Introduction

Dynamic constraint satisfaction is a representation formalism suitable for repre-
senting and solving synthesis tasks, such as configuration [11], [13]. These tasks
have a dynamic nature in the sense that the set of problem variables changes de-
pending on the initial requirements and the decisions taken during the problem
solving process resulting in a reduction of the search space to relevant problem
variables. In this context the notion of activity constraints discussed in [11] is
well suited for stating decision criteria on the activity state of problem variables.

There is an increasing demand for applications providing solutions for con-
figuration tasks in various domains (e.g. telecommunications industry, computer
industry, or automotive industry). This demand is boosted by the mass cus-
tomization paradigm and e-business applications. Especially the integration of
1 This work was partly funded by the EU commission under contract IST-1999-10688.
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configurators in order to support cooperative configuration such as supply chain
integration of customizable products is an open research issue. Current configu-
rator approaches [3] , [7] are designed for solving local configuration problems,
but there is still no problem solving method which considers variable activity
state in the distributed case. Security and privacy concerns make it impossible
to centralize problem solving in one centralized configurator.

As a consequence, we have to extend dynamic constraint satisfaction to dis-
tributed dynamic constraint satisfaction. Based on asynchronous backtracking
[14] we propose an extension for standard distributed CSP formalisms by in-
corporating activity constraints in order to reason about the activity states of
problem variables. In the sense of distributed constraint satisfaction we charac-
terize a Distributed Dynamic Constraint Satisfaction Problem (DDCSP) as a
cooperative distributed problem solving task. Activity constraints, compatibil-
ity constraints as well as variables are distributed among the problem solving
agents. The goal is to find a variable instantiation which fulfills all local as well
as inter-agent constraints. In this context each agent has a restricted view on the
knowledge of another agent, but does not have complete access to the remote
agents knowledge base.

Asynchronous backtracking offers the basis for bounded learning strategies
which supports the reduction of search efforts. This is of particular interest for
integrating configurators. Configurators send configuration requests to their so-
lution providing partners. These partners eventually discover conflicting require-
ments (i.e. nogoods) which are communicated back to the requesting configurator
thus supporting the efficient revision of requirements or design decisions. Based
on asynchronous backtracking we provide a sound and complete algorithm for
distributed dynamic constraint satisfaction where a very limited nogood record-
ing is sufficient.

In the following we give a formal definition for a DDCSP (Section 2) and
show how to employ this formalism for representing a distributed configuration
problem. Following this formal definition we propose an algorithm for solving
DDCSP (Section 3). We analyze runtime and space complexity of this algorithm
and show completeness and soundness. Finally we discuss related work followed
by general conclusions.

2 Distributed Dynamic Constraint Satisfaction Task

Before giving a definition of a DDCSP we recall the definition of a distributed
CSP. A set of agents must find a solution for a distributed set of finite domain
variables. There exist n agents, where each agent ai has m variables xij , i ∈
{1..n}, j ∈ {1..m}. Agent variables have a priority denoted as pij . Each variable
xij is assigned to a domain Dl ∈ Doms = {D1, D2,...}, where Dom (xij) denotes
the domain of the variable xij . Constraints are distributed among agents, where
Cik denotes constraint k of agent ai. A distributed CSP is solved iff ∀xij , ∀Cik:
xij is instantiated with one d ∈ Dom (xij), and Cik is true under the assignment
xij=d.
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In order to formulate constraints on the activity state of problem variables,
[11] propose four major types of activity constraints as follows. Note, that xij /∈
{xpq∧ xvw∧ ... } must hold, where xij , xpq, and xvw are different agent variables.

1. Require Variable ( RV⇒): the activity state of a variable depends on the value
assignment to a set of active variables, i.e. P(xpq,xvw,...) RV⇒xij . P denotes a
predicate determining whether the variable xij must be active or not.

2. Always Require (ARV⇒): the activity state of a variable depends on the activity
state of a set of other variables, i.e. (xpq∧xvw∧...) ARV⇒xij .

3. Require Not (RN⇒): a variable must not be active if a certain assignment of a
set of variables is given, i.e. P(xpq,xvw,...) RN⇒xij .

4. Always Require Not (ARN⇒): a variable must not be active if a set of variables
is active, i.e. (xpq∧xvw∧...) ARN⇒xij .

Based on the above definition of a distributed CSP and the notion of activ-
ity constraints we give a formal definition of a DDCSP. In order to determine
whether a variable xij is active or not we associate a state variable with each
xij denoted as xijstatus, where Dom(xijstatus) = {active, inactive}. Addition-
ally there are two different types of constraints, namely compatibility constraints
(CC), which restrict the compatibility of variable assignments, and activity con-
straints (CA), which constrain the activity state of constraint variables.

Definition 1 Distributed Dynamic CSP (DDCSP)
Given:

– n agents, where agent ai ∈ {a1, a2, ..., an}.
– Each agent ai knows a set of variables Vi={xi1, xi2, ..., xim}, where Vi 6= ∅

and each xij has a dedicated state variable denoted as xijstatus
2.

– Furthermore, Vistart⊆Vi denotes the initial active variables of agent ai,
where Vstart=

⋃
Vistart and Vstart 6= ∅. Additionally, the following condition

must hold: ∀xij: (xij∈{Vistart}) ⇒ xijstatus=active, i.e. trueARV⇒xij.
– A set of domains Doms={D1,D2,...}, where each variable xij is assigned to

a domain Dl ∈ Doms and Dom(xijstatus)={active, inactive}.
– A set of constraints C distributed among agents, where C = CC ∪ CA and

CCik (CAik) denotes compatibility (activity) constraint k of agent ai.

Find:
A solution Θ representing an assignment to variables which meets the follow-

ing criteria:

1. The variables and their assignments in Θ satisfy each constraint ∈ C, i.e. Θ
is consistent with CC ∪ CA.

2. All variables xij∈Vstart are active and instantiated.
3. There is no assignment Θ′ satisfying 1. and 2., s.t. Θ′⊂ Θ.

2 In the following we denote xij as content variable, xijstatus as status variable.
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Following this definition we give an example of representing a distributed
configuration task as DDCSP (Figure 1). A car manufacturer (a1), a chassis
and motor supplier (a2), and an electric equipment supplier (a3) cooperatively
solve a distributed configuration task. Shared knowledge is represented through
variables belonging to common constraints. User requirements are provided as
additional constraints, which are denoted as CR= {(package=standard),(car-
body=4door-limo)}, furthermore V1start = {car-body, package}; V2start =
{transmission, motorization}; V3start = {battery}. A solution for this configura-
tion task is the following: {car-body= 4door-limo, package= standard, transmis-
sion= manual, motorization= 55bhp, battery= medium}. Note that the variables
airbag, front-fog-lights, and electric-windows are not part of the above solution.

Fig. 1. Example: Distributed Configuration

3 Solving Distributed Dynamic Constraint Satisfaction
Problems

In the following we discuss our extensions to asynchronous backtracking [14],
which is a complete, asynchronous version of a standard backtracking algorithm
for solving distributed CSPs. Problem variables are distributed among problem
solving agents, where each agent ai has exactly two variables (xi and xistatus)3.
Each agent variable xi has a unique priority pi, furthermore xi and xistatus al-
ways have the same priority4. We assume that constraints are binary, which is
not limitating, because it is well known that any non-binary discrete CSP can
be translated to an equivalent representation with binary constraints. For this
3 The case of solving a distributed CSP with multiple local variables is discussed in

[15]. In this case multiple virtual local agents (each working on a local variable) try
to find a solution which satisfies all local constraints. The principles of asynchronous
backtracking [14] remain the same for the case of multiple local variables.

4 The lowest value represents the highest priority.
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conversion two general methods are known: the dual graph method [6] and the
hidden variable method [12]. We denote two agents whose variables participate
in the same binary constraint as connected. Furthermore we can say that these
links between variables are directed, because of the unique priority that is as-
sociated with each variable. The agent with the higher priority is sending the
variable value (via ok? messages) after each change of his variable instantiation
to the connected agents. The latter evaluate their local constraints and inform
corresponding agents about local inconsistencies (via nogood messages). Nogoods
represent conflicting variable instantiations which are calculated by applying res-
olution. Their generation is a potential source of inefficiency because of space
complexity5. Variable assignments of value sending agents are stored as tuple
(j,(yj,d)) in the local agent view of the connected constraint evaluating agent,
where yj can either represent a content variable or a state variable.

3.1 Asynchronous Backtracking for DDCSP

Based on asynchronous backtracking we propose an algorithm for solving DDC-
SPs (Algorithm 1 ). The messages exchanged between agents have the following
signatures, where j denotes the index of the message sending agent aj .

– ok?(j,(yj,d)): yj denotes the variable name, and d the actual instantiation
of yj (Algorithm 1 (a)).

– nogood(j,nogoodj): nogoodj is a set of inconsistent variable instantiations
represented as {(k,(yk,d)),...}, where k denotes the index of the agent ak

storing variable yk with value d (Algorithm 1 (b)).

Both, ok?, and nogood messages can contain content information as well as
state information about communicated variables, e.g. ok?(1,(x1status,inactive))
communicates activity information about variable x1, nogood(3,{(1,
(x1status,active)), (2,(x2, 3))}) denotes the fact that either x1status must
not be active or x2 must not be instantiated with 3. If a tuple (i,(xi,d))
(xi is a content variable) is added to the agent view, an additional tuple
(i,(xistatus,active)) is added. If a tuple (i,(xistatus,inactive) is added to the
agent view, the tuple (i,(xi,d)) is deleted from the agent view.

When the algorithm starts, all agents instantiate their active variables xi,
where xi∈Vstart, propagate their instantiations to connected agents and wait
for messages. All other agents aj propagate xjstatus=inactive to connected
agents6. When an agent receives a message, it checks the consistency of its local
agent view (Algorithm 1 (c)). Similar to the ATMS-based approach discussed in
[11] our algorithm contains two problem solving levels.

First, all local activity constraints are checked in order to determine the
Activity State Consistency.

5 In Section 3.3 we show how space complexity can be significantly reduced.
6 This initialization is not included in Algorithm 1.
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Definition 2 Activity State Consistency
Activity State Consistency is given, iff xselfstatus is consistent with

agent view, i.e. all evaluated activity constraints are true under the value as-
signments of agent view, and all communicated nogoods are incompatible with
agent view7.

The variable xselfstatus represents the state variable of the local agent aself
8.

The function ASC (c.1) checks the Activity State Consistency, tries to instan-
tiate xselfstatus with a consistent value if needed, and returns true if Activity
State Consistency is given, otherwise it returns false. If an inconsistent Activ-
ity State is detected, e.g. there is a contradiction between activity constraints,
and xselfstatus can not be adapted consistently, nogoods are calculated including
the domain constraints of xselfstatus and backtracking is done (c.7). If Activity
State Consistency is given and xselfstatus has been changed to inactive, an ok?
message containing the new variable state is sent to the constraint evaluating
agents (c.6).

Second, if Activity State Consistency is given (c.1) and the local variable is
active (c.2), the algorithm checks the Agent Consistency.

Definition 3 Agent Consistency
Agent Consistency is given, iff the agent is in a Consistent Activity State and

xself is consistent with agent view, i.e. all evaluated compatibility constraints are
true under the value assignments of agent view, and all communicated nogoods
are incompatible with agent view.

The variable xself represents the content variable of the local agent aself . The
function AC (c.3) checks the Agent Consistency, tries to instantiate xself with a
consistent value if needed, and returns true if Agent Consistency given, otherwise
it returns false. If no Agent Consistency is given and xself can not be instantiated
consistently, nogoods are calculated including the domain constraints of xself and
xselfstatus, and backtracking is done (c.5). Else, if the value of xself has been
changed, an ok? message is sent to the connected constraint evaluating agents
of aself (c.4).

Algorithm 1 Asynchronous Backtracking for DDCSP9

(a) when received (ok?(j,(yj,d))) do
add {(j,(yj,d))} to agent view;
xselfstatusold ← xselfstatus; xselfold ← xself;
check agent view; end do;

(b) when received (nogood(j,nogoodj)) do
add nogoodj to nogood list10;
if ∃ (k,(xk,d)) in nogoodj:

xk ¬connected11 then

7 Agent view is compatible with a nogood, iff all nogood variables have the same value
as in agent view, xselfstatus, and xself .

8 self denotes the index of the local agent aself .
9 The algorithm does not include a stable-state detection. In order to solve this task,

stable state detection algorithms like distributed snapshots [2] are needed.
10 The nogood list contains the locally stored nogoods.
11 In order to check the nogood, all variables of connected agents part of the nogood

must be represented in the agent view.
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request ak to add a link to self;
add current {(k,(xk,d))} to agent view;

end if;
xselfstatusold ← xselfstatus; xselfold ← xself;
check agent view;
if xselfold = xself ∧

xselfstatusold = xselfstatus then
send (ok?,(self,(xself,dself))) to aj;

end if; end do;
(c) procedure check agent view;
(c.1) if ASC(agent view, xselfstatus) then
(c.2) if xselfstatus = active then
(c.3) if AC(agent view, xself) then

if xself 6= xselfold ∨
xselfstatus 6= xselfstatusold then

(c.4) send (ok?(self,(xself,dself)))
to connected constraint evaluating agents;

end if;
(c.5) else nogoods←{Ks|Ks ⊆ agent view∧

inconsistent(Ks,Dom(xself),Dom
backtrack(nogoods);

end if;
elseif xselfstatus 6= xselfstatusold then

(c.6) send (ok?(self,(xselfstatus,dselfstatus)))
to connected constraint evaluating agents;

end if;
(c.7) else nogoods←{Ks|Ks ⊆ agent view∧

inconsistent(Ks,Dom(xselfstatus))};
backtrack(nogoods);

end if; end check agent view;
(d) procedure backtrack (nogoods);

if ∅ ∈ nogoods then
broadcast to other agents (¬∃ solution);
terminate algorithm;

end if;
∀ Ks ∈ nogoods do
select ak∈ agents(Ks):lowest priority (ak);
send (nogood(self,Ks)) to ak;
remove {(k,(xk,d)),(k,(xkstatus,dstatus))}

from agent view;
end do; check agent view; end backtrack;

3.2 Example: Solving a DDCSP

In the following we give a simple example consisting of three agents a1, a2, and
a3 (see Figure 2 ). We define a set of variables {x1,x2,x3} belonging to the agents
a1, a2, and a3 where Dom(x1)={1,2}, Dom(x2)={3}, and Dom(x3)={2}.

We define sets of initially active variables: V1start= {x1}, V2start= ∅, V3start=
∅. In order to store the variable state of agent variables we define {x1status,
x2status, x3status}, where Dom (x1status) = Dom (x2status) = Dom (x3status) =
{active, inactive}. Finally, we introduce the following activity constraints: CA31:
(x1=1) RV⇒x3, CA21: (x1)

ARV⇒x2, and CA22: (x3)
ARN⇒x2, where CAik denotes activity

constraint k of ai. Figure 3 shows four snapshots of the solving process.
Agent a1 locally instantiates its variables without regarding the instantia-

tions of remote agents: x1=1. Now a1 sends its variable instantiation to the
constraint evaluating agents a2 and a3 , i.e. ok?(1,(x1,1)) . Agents a2 and a3
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Fig. 2. Example: Distributed Dynamic CSP

Fig. 3. Views on the solving process

store these values in their local agent view. Both agent variables are activated,
i.e. the state of x2 and x3 is changed to active. Now agent a3 sends its vari-
able instantiation to agent a2, i.e. ok?(3,(x3,2)). The view (a) of Figure 3 rep-
resents the situation after agent a2 has stored the value change of x3 in its
agent view. Agent a2 detects an inconsistency while checking its Activity State
Consistency, since the activity constraints CA21 and CA22 are incompatible, i.e.
x2 can neither be activated nor deactivated. Agent a2 determines those variables
of the agent view responsible for the inconsistent Activity State and commu-
nicates nogood(2,{(1,(x1status,active)), (3,x3status,active))}) to a3, which is the
lowest priority agent in the calculated nogood (view (b) of Figure 3). This no-
good is stored in the nogoods list of a3. Agent a3 detects an inconsistent Activity
State, since no value of xselfstatus is consistent with the agent view and CA31.
The nogood {(1,(x1,1))} is sent to a1 (view (c) of Figure 3). Note that (x1,1) ⇒
(x1status,active).

Agent a1 is in a consistent Activity State, i.e. no activity constraints are
violated. For achieving Agent Consistency the value of x1 is changed, i.e. x1=2.
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The new instantiation is propagated to a2 and a3. Subsequently a2 and a3 enforce
Activity State Consistency. x3 is deactivated and ok?(3,(x3status,inactive)) is
communicated to a2. Agent a2 removes (3,(x3,2)) from its agent view (view (d)
of Figure 3).

3.3 Analysis

In order to show the soundness of Algorithm 1 we must show that each generated
solution (algorithm is in a stable state, i.e. all agents wait for incoming messages
and no message is sent) satisfies the criteria stated in Section 2. First, the as-
signments satisfy each constraint, since each agent checks all local constraints
after each value change in the local agent view. Second, all variables xi∈Vstart

are active and instantiated in a solution, since xistatus=active is a local con-
straint of agent ai and all active variables are instantiated. Furthermore, xi can
not be deactivated, since xistatus=active holds. Third, the minimality of the so-
lution is guaranteed, since no variable has a solution relevant value, unless it is
active. Each variable has well founded support either through (A)RV⇒ constraints
or through its membership in Vstart. After each change in the local agent view,
the activity state of the variable is checked and updated. If no (A)RV⇒ constraint
is activated, the variables state is set to inactive, i.e. there is no further well
founded support for the variable.

In order to show the completeness of the algorithm we must show that if
a solution exists the algorithm reaches a stable state, otherwise the algorithm
terminates with a failure indication (empty nogood). Let us first assume that
the algorithm terminates. If this algorithm terminates by reaching a stable state
then we have already shown that this is a correct solution. If this algorithm
terminates by deducing the empty nogood then by applying resolution we de-
tected that no consistent value assignment to the variables exists, i.e. no solution
to the DDCSP exists. Finally we have to show that the algorithm terminates.
Sources for infinite processing loops are cycles in message passing and subsequent
searching of the same search space. Infinite processing loops are avoided because
we require a total order of the agents. The ok? (nogood) messages are passed
only from agents to connected agents with lower (higher) priority. Nogoods avoid
subsequent searching of the same search space.

Dynamic constraint satisfaction is an NP-complete problem [13]. The worst-
case time complexity of the presented algorithm is exponential in the number of
variables. The worst-case space complexity depends on the strategy we employ
to handle nogoods. The options range from unrestricted learning (e.g. storing all
nogoods) to the case where nogood recording is limited as much as possible. For
the agents in the presented algorithm it is sufficient to store only one nogood for
each d ∈ Dom(xi). These nogoods are needed to avoid subsequent assignment
of the same value for the same search space. In addition all nogoods can be
deleted which contain a variable-value pair not appearing in the agent view.
Consequently the space-complexity for nogood recording is O(n —D—), where
n is the number of agents and —D— is the maximum cardinality of the domains.
In addition the generation of nogoods is another source of high computational
costs. Note, that in the presented algorithm it is sufficient to generate one nogood.
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This nogood needs not be minimal, i.e. for the nogood generation in the procedure
backtrack even the complete agent view is an acceptable nogood. However, non-
minimal nogoods lead to higher search efforts. The advantages and strategies for
exploiting nogoods to limit the search activities are discussed in [1], [5].

4 Related Work

Different algorithms have been proposed for solving distributed CSPs. In [10]
a distributed backtracking algorithm (DIBT) is presented which is based on
the concept of graph based backjumping. The exploitation of nogoods is not
supported. DIBT is especially powerful if combined with variable ordering tech-
niques. Note that our presented algorithm can use any total ordering, which
takes advantage of the actual problem structure and this algorithm also per-
forms graph based backtracking. However, in practice variable ordering must
take into account that sets of variables are assigned to one agent and that this
assignment cannot be changed because of security or privacy concerns.

Asynchronous weak commitment search proposed by [14] employs a min-
conflict heuristic, where a partial solution is extended by adding additional vari-
ables until a complete solution is found. In contrast to asynchronous backtracking
all detected nogoods must be stored, in order to prevent infinite processing loops.
In many configuration domains the problem size does not permit the storage of
all generated nogoods, i.e. asynchronous backtracking is more applicable.

In [4] an agent architecture for solving distributed configuration-design
problems employing an algorithm based on the concurrent engineering design
paradigm is proposed. The whole problem is decomposed into sub-problems of
manageable size which are solved by agents. The primary goal of this approach
is efficient distributed design problem solving, whereas our concern is to provide
effective support of distributed configuration problem solving, where knowledge
is distributed between different agents having a restricted view on the whole
configuration process.

5 Conclusions and Further Work

The integration of businesses by internet technologies boosts the demand for dis-
tributed problem solving. In particular in knowledge-based configuration we have
to move from stand-alone configurators to distributed configuration. Dynamic
constraint satisfaction is one of the most applied techniques in the configuration
domain and therefore we have to extend this technique to distributed dynamic
constraint satisfaction. In this paper we proposed a definition for distributed dy-
namic constraint satisfaction. Based on this definition we presented a complete
and sound algorithm. This algorithm allows the exploitation of bounded learn-
ing algorithms. Configuration agents can exchange information about conflicting
requirements (e.g. nogoods) thus reducing search efforts. The algorithm was im-
plemented by using ILOG configuration and constraint solving libraries. The
concepts presented in this paper are an essential part of an integrated environ-
ment for the development of cooperative configuration agents, where a concep-
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tual model of configuration agents is automatically translated into an executable
logic representation [8].

Further work will include additional applications of the presented algorithm
to various configuration problems. These applications will help us to gain more
insights in the nature of configuration problems thus providing the basis for
further work on DDCSP strategies. E.g. applications in the telecommunication
domain support the assumption that in configuration domains nogoods tend
to be small in their arity. This suggests the application of constraint learning
techniques to focus the search.

In addition we are investigating extensions of the basic dynamic CSP
paradigm in order to include concepts such as disjunction or default negation as
proposed by [13] and generative CSP representation [9].
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Abstract. Up to now in the field of temporal database systems there have been
investigated 3 kinds of time: valid time, transaction time and indeterminate valid
time. Indeterminate valid time serves to describe the timestamps and possibility
event occurrences in the future. In this paper the author assumes that in
distributed temporal database systems it often happens that for the same event
the sites may associate different scenarios in their fragments. Thus after making
the union of these fragments there may exist such inconsistency that the proper
scenario for the event is not known. The author proposes solving of this kind of
uncertainty by developing a representation of the tuples representing the
scenarios of this event. For this purpose a distance function between tuples
referring to the same event is defined, and the representation choice functions
are proposed and analyzed. Next an algorithm is worked out and some of its
properties are given.

1   Introduction

Up to the present there are two kinds of “time” well known in temporal database
models: valid time and transaction time. Valid time is the time when an event has
place in the reality. Valid time is independent from the system. Transaction time,
however, is connected not only with events, but also with the database. Transaction
time informs us what information at the present is up-to-date. If in given database an
event has transaction time, it means that during this time the information about the
event is current. So valid time is an objective parameter of information, while
transaction time is a subjective one.

Notice that both kinds of time (valid time and transaction time) concern only the
events, which took place in the reality. However we often need to keep in the database
our plans referring to the future and to have the possibility to analyze them. The time,
in which an event probably will take place, we call indeterminate valid time. Such
kind of time is also an objective parameter of information like valid time. The
similarity of valid time and indeterminate valid time is that they indicate the position
of events in the time space, but the difference is that the position indicated by valid
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time is in past and with probability 100%, while the position indicated by
indeterminate time should have smaller probability. If we say „The paper will be
published in this year” we indicate that event „publishing of the paper” will take place
in this year, with consciousness that only with some probability.

The above consideration shows that it is natural to assign to an event which may
take place in the future a time scenario and some probability for its occurrence. So the
information in a database with indeterminate valid time should consist of 4 attributes:
scenario, event, time and (optionally) probability. Attribute scenario refers to the
resource from which the scenario of an event is given; attribute event consists of the
description of the event; attribute time informs when the event will take place, and the
value of probability is the degree of certainty of this statement. Notice that attributes
scenario, event, and time may be complex. Models of temporal databases supporting
valid time and transaction time are worked out by many authors, among others in
[1],[2],[6],[9],[11],[12]. Indeterminacy of valid time has been investigated by Dyreson
and Snodgrass, among others, in works [7],[8]. In [14] the authors defined the notion
of modal time, they proposed a model of databases supporting modal time and
extended SQL for operating this kind of information.

In this paper we deal with another aspect of indeterminate valid time. It sometime
happens that in temporal distributed database systems the same event in different
horizontal fragments [17] is associated with different scenarios, and when we make
the union of these fragments we may obtain an inconsistent result because the proper
scenario for given event is not known. This kind of situations may have various
sources, here we mention some of them: Uncertainty in forecasting (the appointed
time of some process is not known theoretically and it is possible to be determined
only by observations or experimentation); uncertainty in planning (the dates of
completion of some project are often inexactly specified); and missing of unanimity in
diagnosing (a group of experts may have different opinions about the occurrence time
of some events).

This paper presents an attempt of new approach to solving uncertainty in
distributed systems, which refer to determining of proper scenarios of future events.
We propose to solve an uncertain situation, in which an event is associated with
several different scenarios, by determining their representation and treating it as the
proper scenario of the event. Section 2 shows a motivating example. Section 3
presents the model of indeterminate valid time. In section 4 the method for
representation choice is proposed and finally section 5 presents an algorithm for
choice.

2   An Example

In a distributed weather-forecast system, which has local stations located in different
places of the country, the information about the time of sunshine in next day in the
towns given by the stations can be represented by horizontal fragments of a distributed
database in Figure 1. The union of these fragments gives result relation named
Sunshine_for_tomorrow (see Figure 2). In this relation we assume that the attribute
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Station_Id corresponds to attribute Scenario (described in Introduction), and attributes
Town and State to attribute Event. Notice also that in relation Sunshine_for_tomorrow
there are 3 tuples which inform about the tomorrow sunshine state in Opole. These
tuples differ from each other by the time periods. If now we assume that in the opinion
of each station outside the given period there should not be sunshine, then the question
is: What is the sunshine time in Opole next day? As we shall show below, this problem
should be solved by determining the representation of these tuples.

Station s1

Town Weather State Time
Wroclaw Sunshine 9a.m. - 2p.m.

Opole Sunshine 10a.m. - 11a.m.
Station s2

Town Weather State Time
Czestochowa Sunshine 9a.m. - 2p.m.

Opole Sunshine 8a.m. - 4p.m.
Station s3

Town Weather State Time
Katowice Sunshine 9a.m. - 2p.m.

Opole Sunshine 12a.m. - 5p.m.

Fig. 1. Horizontal fragments of weather-forecast database

Sunhine_for_tomorrow
Station_Id Town Weather State Time

s1 Wroclaw Sunshine 9a.m. - 2p.m.
s1 Opole Sunshine 10a.m. - 11a.m.
s2 Czestochowa Sunshine 9a.m. - 2p.m.
s2 Opole Sunshine 8a.m. - 4p.m.
s3 Katowice Sunshine 9a.m. - 2p.m.
s3 Opole Sunshine 12a.m. - 5p.m.

Fig. 2. The union of horizontal fragments

3   Data Model Supporting Indeterminate Valid Time

In this section we present a data model supporting indeterminate valid time. This
model should enable keeping and manipulation of data referring to events, which
probably will take place in the future. The difference of this model from other
temporal models is that it allows storing all the scenarios (often contradictory) of the
same event and relationship between them.

3.1   Time Notion

Time is a dimension serving to chronological sorting events and their occurrences in
the reality. The measurement of time is done by clocks or stopwatches, which have the
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smallest unit (for example a second). A time period should be measured by a number
of units. To define absolute time we assume a begin of time, and every moment t of
time is the number of time units from the begin to t. A point of time is a moment of
time, and an interval  [t1,t2] of time, where t1£t2, is a set of all points t of time such that
t1£t and t£t2  For implementation one should adopt the model of time-line presented in
[7]. Time itself is a line segment (assuming a bounded universe). A point on the
time-line is called an instant. The time-line segment is partitioned into a finite
number of smaller segments called chronons. A chronon is the smallest amount of
time that can be represented in the implementation. The chronons can be consecutively
labeled with the integers 0,1,...,N, where N is the largest number of values that a
timestamp can represent. Most often a chronon is identified by the indicator of time
measure, for example “9a.m. July 22, 2000” (or 9a.m. if the day, month an year are
known). Notice that in the set of chronon labels or indicators there may be defined
relation “‡” and operations “+” and “-“ as the same between integers. The time
between 2 instants is called a time period. A time period is represented as a segment
of time-line, which is denoted by lower and upper chronons. Thus time period p is an
interval p=[p*,p

*] where p*‡ p*. A time period is then a contiguous set of chronons. In
work [14] the authors denoted by symbol NOW an abstract chronon representing the
current instant of time. Thus NOW is a point of time, which represents the current
moment and should be identified by the system.

3.2   Kinds of Events

In this model we distinguish 3 following kinds of events:
- Historical event: it is an event whose valid time is included in interval (-¥ , NOW).
We say that the event took place and is finished.
- Open event: it is an event, which started in the past and is not finished yet. For such
events only part of valid time is determined and included in (-¥ , NOW]. The second
part (non-determined) of valid time called indeterminate valid time should be
included in (NOW,+¥ ).
- Supposed event: it is an event, which has to take place in the future. Such an event
often is assigned with some timestamp of its occurrence and some probability of this
statement. In this paper we assume that the probability is the same for all events.

In a database based on the model there should be 2 segments of data:
- Historical segment containing historical events and historical parts of open events,
- Modal segment containing supposed events.

3.3   Historical Relation and Modal Relation

A temporal relational schema R consists of 2 schemas: historical schema and modal
schema.
Definition 1. For given set of attributes A ={A1,A2.,...,An,From,To} and a set of
attributes’ functional dependencies F, pair RH=(A,F) is called a historical schema if all
the values v of temporal attributes From and To fulfill condition v£NOW. ¤
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Definition 2. For given set of attributes A ={A1,A2.,...,An,Scen,Prob,From,To} and set
of attributes’ functional dependencies F, pair RM=(A,F) is called a modal schema if all
the values v of temporal attributes From and To fulfill condition v>NOW. ¤

Notice that in above definitions the attributes A1,A2.,...,An should describe events,
attributes From and To should represent time period in which an event occurs.
Additionally in modal schema values of attribute Scen should identify the scenarios of
events (in given example in section 2 scenarios are identified by values of attribute
Station_Id), and values of attribute Prob are probabilities of such statements as, in
period of time [From,To] scenario s will take place. In what follows we do not assume
appearing of this attribute. More concrete assumptions were considered in work [14].

A relation is historical if it is an instance of historical schema and a relation is
modal if it is an instance of modal schema. A database is modal if it contains at least
one modal relation.

3.4   Scenarios of Events

A scenario of an event should be represented by one tuple in a modal relation. One
event may have more than one scenario. To determine the relationship between
scenarios we distinguish following groups of scenarios:
1. Scenarios, which exclude themselves: scenarios of this group have the property

that occurring of one of them excludes occurring of others.
2. Scenarios that are alternative: these scenarios may (but do not have to) occur

simultaneously.
3. Scenarios, which are dependent from others: occurring of one of them causes

occurring of another one.
A language for scenario calculus was worked out in work [14]. In this paper we

assume that a temporal relation supporting indeterminate valid time is a set of tuples t,
each of them could be represented by the following form t=(s,e,p), where s represents
the scenario of event e and p is a time period, in which the event e probably will occur.
In other words p is the time period to which the timestamp of event e probably
belongs. We assume that if according to some scenario s event e will take place in
period p then it should not take place outside this time period. Besides the timestamp
should be the indeterminate valid time of e, so p*‡NOW for p=[p*,p

*].
We also assume that in a modal relation to given event there may be associated

more than one scenario, that is more than one timestamp.
The following definition specifies when a temporal relation supporting

indeterminate valid time is consistent.
Definition 3. Temporal relation supporting indeterminate valid time R={t‰t=(s,e,p)}
is consistent if and only if for every 2 tuples t1=(s1,e1,p1) and t2=(s2,e2,p2) if e1 and e2

represent the same event then p1=p2. ¤
If the temporal relation is not consistent then one should choose the representation

of all tuples referring to the same event, and take it as the proper scenario of the event.
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4   Determining Representation Problem

4.1   General Representation Choice Problem

In this section we present the representation choice problem and a method for its
solution. Let Ue be a finite set of objects representing potential scenarios of event e,
and let Ure be the set of all non-empty, finite subsets with repetitions of set Ue. The
calculus of sets with repetitions should be consistent with the one given by Lipski and
Marek [13], below we present some examples of this calculus: Let
X={a,a,b,b}={2*a,2*b} and Y={b,c,c}={b,2*c} be sets with repetitions, then
X Ÿ={2*a,3*b,2*c }, X˙ Y={b} and X\Y={2*a,b}.

Let set X˛ Ure be presented, the choice of representation of set X consists of
determination of some subset Y of set Ue. If the choice is made in a determinate way

then a representation choice function should be defined as R: Urefi eU2 . An element
of set R(X) is called a representation of set X.

The representation choice problem as formulated above has been investigated for
many structures of objects belonging to Ue [4],[5],[15],[16]. These methods are based
on the assumption that the structures of objects are known, and on the basis of these
structures the structure of Ue is defined. Here we assume that the structure of set Ue is
known Let it be a distance function d:Ue· Uefi[0,+ ¥ ). Function d must satisfy the
following conditions: for all x,y˛ Ue  d(x,y)‡0, d(x,y)=0 iff x=y and d(x,y)=d(y,x).

Function d can also be interpreted as a similarity function among the objects
belonging to set Ue.

By R we denote the space of all representation choice functions in space (Ue,d). We
propose 5 axioms for representation choice function:

Let X,X1,X2˛ Ure, for x˛ Ue let d(x,X)= å
˛ Xy

yxd ),( . The axioms are following:

A1.  R(X)„˘ .
A2.  If R(X1)˙ R(X2)„˘  then R(X1)˙ R(X2)=R(X1 Ẍ2).

A3.  For x˛ Ue, xˇR(X) there exists a natural number n such that x˛ R(X {̈n*x})
A4.  If X1˝ X2, x˛ R(X1), y˛ R(X2) then d(x,X1)£d(y,X2).

A5.  If x˛ R(X) then d(x,X)=
eUy˛

min d(y,X).

The above axioms are conditions for representation choice function. Although they
are intuitive we try to give their interpretation. According to axiom A1 every non
empty set X should have its (non empty) representation. Axiom A2 (Condorcet
consistency) says that if some object x is simultaneously in representations of X1 and

X2 then it should be in representation of their sum and only such object can be a

representation of set X1 Ẍ2. For example, if a place is suitable for building a

warehouse for markets’ nets X1 and X2 then it should be suitable for the net being

connection of X1 and X2. According to A3 if any element x does not belong to the

representation of set X then it should belong to the representation of set X’ containing
X and n elements x for some large enough n. In example of expert solution choice,
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every expert solution has a chance to be chosen as the final solution of given problem
if there exists a enough number of experts which proposed the same solution.
According to axiom A4 if shops net X1 is a subnet of shops net X2, x and y are places

for warehouses for X1 and X2 correspondingly, then the sum of distances from x to

shops belonging to X1 should not be larger than the sum of distances from y to shops

of net X2. Axiom A5 requires minimization of sum of distances from element of set

representation to elements of this set. In other words, the representation should be
nearest to the elements of set X.

Each of these axioms treated as a characteristic property of representation choice
function would specify in space R a region (domain) denoted as R1, R2,..., and R5
respectively. Below we will present some results of axioms analysis.
Theorem 1. R1˙ R2˙ R3˙ R4˙ R5„˘ .
Proof.  Let X˛ Ure, we will show that the following representation choice function
R(X)={x˛ Ue: d(x,X)=

eUy˛
min d(y,X)} belongs to all of these domains. It is obvious that R

fulfils axioms A1,A2 and A5. For A3 let ‘s assume that xˇR(X) for some x˛ Ue. Thus
there exists y˛ Ue, y„x such that d(y,x)=

Uz˛
min d(z,x). Let n be a natural number where

n‡(d(x,X)-d(y’,X))/d(y,x) for y’˛ R(X), and let X’=X {̈n*x}, then for each z˛ Ue we
have d(z,X’) = d(z,X) + nd(z,x) ‡ d(y’,X)+nd(y,x) ‡ d(y’,X)+d(x,X)-d(y’,X)=d(x,X)=
=d(x,X’), hence x˛ R(X’). For axiom A4 if  X1˝ X2, x˛ R(X1), y˛ R(X2), and

d(x,X1)>d(y,X2), then because d(y,X1)‡d(y,X2) so d(y,X1)<d(x,X1). It is not possible

because x˛ R(X1), so there must be d(x,X1)£d(y,X2). ¤
Theorem 2.   R1˙ R3˙ R4=R5˙ R1.
Proof.  a) Let R˛ R1˙ R3˙ R4, we will prove that R˛ R5˙ R1. Let X˛ Ure, according to
A1 we have  R(X)„˘ . Let x˛ R(X), y˛ Ue and y„x (assume that eU >1 because for

eU =1 the proof is trivial), if y˛ R(X) then on the basis of A4 we have d(x,X)=d(y,X)

because X˝ X. If yˇR(X) then on the basis of A3 there exists number n such that
y˛ R(X’) where X’=X {̈n*y}. Because X˝ X’, axiom A4 implies that
d(x,X)£d(y,X’)=d(y,X), so for all y˛ U  d(x,X)£d(y,X), it means that R˛ R5˙ R1.
   b) Let R˛ R5˙ R1, then it implies that R˛ R1. We shall show that R˛ R3 and  R˛ R4.
Let xˇR(X) for some x˛ Ue. Then find  y˛ Ue, y„x such that  d(y,x)=

eUz˛
min d(z,x). Let n

be a natural number where n‡(d(x,X)-d(y’,X))/d(y,x)  for  y’˛ R(X). Let X’=X {̈n*x},
z˛ Ue and z„x, we have the following:  d(z,X’)=d(z,X)+(n+1)d(z,x)>d(y’,X)+nd(y,x)‡
‡d(y’,X)+d(x,X)-d(y’,X)=d(x,X)=d(x,X’). It implies that  x˛ R(X’), more strongly
R(X’)={x}, so R˛ R3. Similarly like in the proof of theorem 1 we can prove that
R˛ R4. ¤

Theorems 1 and 2 imply the following conclusions:
1.  R({x,...,x})={x} for x˛ Ue and R˛ R1˙ R3˙ R4 (unanimity).
2.  R1˙ R2˙ R3˙ R4 ˝  R5˙ R1.
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It has been shown that axioms A1, A2, A3 and A4 determine representation choice
functions belonging to region R5˙ R1 which consists of non-empty functions
satisfying axiom R5. The functions of this region are very often used in practice, and
the axioms A1,...,A5 exactly show why.

4.2   Representation of Event Tuples

As mentioned above the temporal relation determined by the union operation on the
horizontal fragments, may be inconsistent. The reason is that there may exit more than
1 tuple which represent the same event but are associated with different modal time
periods. In such case the representation of these tuples should be determined. The
theorems in section 4.1 show that the choice criterion specified by axiom R5 should be
a good one because a representation satisfying this criterion satisfies also other
axioms. Assume that there is given a set Xe of n tuples referring to the same event e,
let Xe={ti‰ti=(si,e,pi), i=1,2,...,n} where pi is a time period and pi=[pi*,pi

*]. Define the

following set with repetitions H;
~

={(e,pi)‰$si (si,e,pi)˛ Xe}. Let Xe

* be the set of all

admissible tuples which may represent the event e, elements of this set consist of 2

values: e and pi, of course H;
~

˝ Xe

*.

Definition 4. Distance between tuples from Xe

* is a function g: Xe

*· Xe

*fiR+, where
g(ti,tj)=‰pi*-pj*‰+‰(pi

*-pi*)-(pj

*-pj*)‰for all ti,tj˛ Xe

*. ¤
The interpretation of the distance function is following: the first component

‰pi*-pj*‰ determines the number of chronons which are needed for moving interval pi

to interval pi so that their lower chronons are covered, and the second component
‰(pi

*-pi*)-(pj

*-pj*)‰ determines the number of chronons needed for moving one upper
chronon to cover the second. It is easy to show the following
Remark 1. Function g is a metric, that is: g(ti,tj)= g(tj,ti); g(ti,tj)=0 iff ti=tj and
g(ti,tj)+g(tj,tk) ‡ g(ti,tk) for all ti,tj,tk˛ Xe

*. ¤
The metric property of function g motivates its using to measure the distances

between the tuples from Xe

*. Of course, there may exit other (possibly metrics)
functions for this aim, but their analysis is not the matter of this paper. Using now the
general methods proposed in section 4.1 we have the following definition:
Definition 5. By the representation of set Xe we call a tuple t=(e,p)˛ Xe

* satisfying the
following condition:

å å˛ ˛
˛

=
e e

e

Xt Xt
Xt

ttgttg~
’

~
"

’

)",’()’,( min
*

¤

Notice that above definition specifies a choice function which satisfies axiom R5.

5   Algorithm for Event Tuples’ Representation Choice

We now propose an algorithm for determining the representation of set Xe.

Algorithm: DC(Xe) - determining of representation for set Xe.
Data: Given set Xe={ti‰ti=(si,e,pi), i=1,2,...,n}.
Result: An element a of Xe

* which satisfies the condition of definition 5.
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Procedure:
   BEGIN

1. H;
~
:={t’i=(e,pi)‰i=1,2,...,n};

2. If n=1 then  begin a:=t’1;goto END; end
          else
           begin
            s*:=min {pi*‰i=1,2,...,n};

               s*:=max {pi
*‰i=1,2,...,n}; s:=[s*,s*];

           end;

3. S:= å
=

Q

L

LWWJ
�

� )’,’( ;

4. For u:=s* to s
* do

      for v:=i to s* do
begin

a:=[u,v]; t:=(e,a);

if S> å
=

Q

L

LWWJ
�

)’,(  then begin S:= å
=

Q

L

LWWJ
�

)’,( ;a:=t end;

end;
   END.
From the above algorithm one can prove the following properties:
Remark 2. Algorithm DC(Xe) determines correctly the representation t=(e,p) of set Xe

satisfying condition specified in Definition 5.  ¤
Remark 3. The computation complexity of DC(Xe) is O(n*m2) where n is the number
of given tuples and m is the length of interval s defined in step 2 of the algorithm. 

¤
For the example giving in section 2, we can determine the representation of 3 tuples

representing event "sunshine in Opole" as the following:

Town State Time
Opole Sun 10a.m. - 4p.m.

Thus the final sunshine forecast for town Opole for tomorrow should be "from
10a.m. to 4p.m.".

6   Conclusions

In this paper a method for solving problems which arise from missing of unanimity
and certainty in generating of future events’ scenarios has been proposed. This method
should be applied in these situations where there are no tools to verify the credibility
of diagnosing (forecasting) information that is supplied by sites of a distributed
system. One can notice that the solution is presented here with the simplest
assumptions. It can be extended by adding other assumptions, such that the weights of
the sites which represent the credibility degrees of scenarios, or different probabilities
of scenarios’ occurrences. Representation choice methods could also be used in
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reconciling of user preferences in information retrieval [3], agent knowledge states in
multiagent systems [10], or user activities in evaluations of information systems [18].
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Abstract. For supporting recent intelligent applications, high perfor- 
mance and intelligent networks is required to be developed. Here, fault- 
tolerance is one of the most important properties. In addition, a mobile 
computer network is an infrastructure for an intelligent network. This 
paper discusses a hybrid checkpoint protocol. In order to apply the pro- 
tocol, mobile-to-mobile communication in wireless LAN protocols such as 
IEEE 802.11 and HIPERLAN has to be supported. This paper proposes 
a novel logging protocol which requires no additional messages. 

1 Background and Objective 

According to  the advances of computer and communication technologies, many 
kinds of mobile stations like notebook computers and personal data assistants 
(PD-4s) are widely available. Intelligent Transport Systems (ITS) with mobile 
communications are now being developed. A mobile computing system is com- 
posed of fixed stations and mobile stations interconnected by communication 
networks. A fixed station is located a t  a fixed location in the network. A mobile 
station moves from one location to  another in the network. The mobile network 
is divided into multiple wireless cells. A mobile station moves from one wireless 
cell to another and sometimes out of any wireless cell. There is an access point 
(AP) in each cell. APs and fixed stations are interconnected by a high-speed 
wired network. A mobile station communicates with directly another mobile 
station in the same wireless cell. I t  communicates through an AP supporting it 
with a fixed station or a mobile station in another wireless cell. This is realized 
by using wireless LAN protocols such as IEEE 802.11 [5]  and HIPERLAN [4]. 

In a distributed system, applications are realized by cooperation of multiple 
stations. Usually, stations and a network are developed by using a widely avail- 
able products. Mission-critical applications cannot always be implemented in 
such a system. Hence, it is important to discuss how to  make and keep the system 
so reliable and available. Checkpoint-restart [2,6,13,14] is one of the well-known 
methods to  achieve reliable distributed systems. Each station si takes a local 
checkpoint ci where local state information of si is stored in a stable storage. If 
some station fails, si restarts from ci. A set of local checkpoints is required to  be 
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consistent [2]. Fixed stations take consistent checkpoints by synchronous check- 
point protocols [2,6] with low synchronization overhead since they can communi- 
cate with each other through a high-speed wired network and they have enough 
amount of stable storages to  store state information [3,7]. Some papers [8,10] 
discuss synchronous checkpoint protocols for mobile stations. However, it is diffi- 
cult for mobile stations to  take checkpoints by themselves since they have neither 
enough volume of stable storages nor so much battery capacity as to frequently 
access the stable storages [8]. Moreover, it gets more difficult for mobile and 
fixed stations to  take checkpoints synchronously if wireless connections between 
mobile stations and APs are often disconnected. In a protocol in [8], mobile 
stations in a wireless cell take a consistent global checkpoint without commu- 
nication by synchronized realtime clocks and state information is stored into a 
stable storage in a fixed station. However, it is difficult to achieve synchronized 
realtime clocks since message transmission delay among mobile stations are un- 
predicatable. Mobile stations may fail to take local checkpoints due to lack of 
battery capacity or movement to  outside of any wireless cell. In a synchronous 
checkpoint protocol, every station has to give up to  take a consistent global 
checkpoint if a certain mobile station fails to  take a local checkpoint. Hence, 
asynchronous checkpoint protocols for mobile stations [1,9] have been proposed. 
However, in these protocols, each AP is required to  take a local checkpoint for 
a mobile station each time a message is transmitted between them. Thus, high 
synchronization overhead is required. 

In this paper, we newly propose a hybrid checkpoint protocol where local 
checkpoints are asynchronously taken by mobile stations while synchronously 
taken by fixed stations. Mobile stations take local checkpoints by storing state 
information into stable storages in APs. Here, local checkpoints of mobile stations 
are taken when they send a checkpoint request message to  an AP. By combining 
synchronous and asynchronous checkpoint protocols, number of checkpoints is 
reduced. Hence, frequency of accesses to  stable storages is also reduced. Thus, 
our hybrid checkpoint protocol makes mobile systems so reliable that mission- 
critical applications are implemented with less overhead. 

2 System Model 

A distributed system S = (V, C) is composed of a set V = {sl, . . . , s,) of stations 
and a set C V2 of communication channels. A state of si changes at each event 
in si. There are two kinds of events: local events and communication events. At 
a local event, si updates a state by local computation without exchanging a 
message. At a communication event, si communicates with another station by 
exchanging a message and updates a state. There are two kinds of communication 
events: a message sending event s(m) and a message receipt event r (m)  for a 
message m.  

In a mobile computing system, which is a kind of S ,  there are three kinds of 
stations; fixed stations PI, . . . , Ff , mobile stations MI ,  . . . , Mm and access points 
(APs) Al, . . . , A, as in Figure 1. Mi communicates with another station by a 
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Fig. 1. Mobile computing system. 

wireless LAN protocol like IEEE 802.11 [ 5 ] .  Here, each Mi is included in a single 
wireless cell. A message exchanged between Mi and Mk in the same wireless 
cell is transmitted directly by using CSMA/CA (Carrier Sense Multiple Access 
with Collision Avoidance) protocol. Since a wireless LAN protocol is intrinsically 
broadcast-base, a message transmitted from Mi is received by all the stations 
including an AP in the same wireless cell. Messages exchanged between Mi and 
a mobile station in another wireless cell and between Mi and a fixed station are 
transmitted through an AP. These messages are also transmitted by broadcast- 
based communication protocol. Mi does not have enough computation power 
and storage capacity like disk storages. Hence, it is not easy for Mi to  take a 
local checkpoint by itself. 

3 Hybrid Checkpointing 

Synchronous checkpoint protocols have an advantage that stations can restart 
from the most recent checkpoints without domino effect. However, it is difficult 
for multiple mobile stations to  take local checkpoints synchronously. Hence, we 
propose hybrid checkpointing [Figure 21. 
[Hybrid checkpointing] 

0 Fi takes cF, by a synchronous checkpoint protocol. A set c = { c ~ ,  , . . . , c ~ ,  ) 
of local checkpoints taken by the fixed stations is referred to  as a coordinated 
checkpoint. 

0 Mi takes chli by an asynchronous checkpoint protocol. 
At CM,, state information of Mi is stored into a stable storage in an AP Aj. 

Mi fails to  take chli if a wireless connection between Mi and Aj  is disconnected or 
battery power in Mi is exhausted. Thus, Mi takes c ~ ,  only if Mi does not move 
out of a wireless cell and has enough battery power for taking c ~ ; .  Therefore, 
Mi asynchronously takes chli, i.e. independently of the other stations. Mi has 
to  restart from a local state consistent with 6. However, chli is not always 
consistent with 6 since hl, takes chfi independently of fixed stations taking 
C. Hence, a kind of log-based restart protocols [ll, 121 is adopted [Figure 31. 
Messages exchanged between Mi and other stations after chi, are stored into a 
stable storage in Aj. In recovery, Mi restores the state information at c ~ ;  and 
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time 

Fig. 2. Checkpoint in hybrid protocol. Fig. 3. Restart in hybrid protocol. 

the messages from the stable storage in A j .  After replaying a sequence of events 
according to the messages, Mi gets a state consistent with and restarts. There 
is a checkpoint agent process pij for Mi in A?. pij stores state information of 
Mi at C M ,  into a stable log slij. pij also stores m into a message log mlij  on 
behalf of Mi. Since every message m sent and received by Mi is transmitted by 
a broadcast-based wireless LAN protocol, all the mobile stations and ilj in the 
same wireless cell receive m. Thus, pij stores sufficient state information and 
messages to get a consistent local state with 6 in recovery. Here, the order of 
events sending and receiving the stored messages in recovery is significant. Only 
by receiving messages broadcasted from Mi by a wireless LAN protocol, the 
order of events observed by Aj might be different from that really occurred in 
Mi. 

4 Message logging in wireless LAN 

Now, we consider the following two cases for achieving a consistent order of 
events in a mobile station Mi: 

0 A message m is transmitted between hl, in a wireless cell of an AP A j  and 
a mobile or fixed station out of the wireless cell [case 11. 
m is transmitted between two mobile stations Mi and Mk within a wireless 
cell of A j  [case 21. 

[case 11 In A j ,  there exists a checkpoint agent process pij for Mi. First, suppose 
that pij forwards two messages m and m' to  Mi in this order as in Figure 4(a). 
Here, pij knows occurrences of ~ ( m )  and r(ml) in Mi and stores m and m' into a 
message log for recovery. Since pij identifies an order of occurrences of ~ ( m )  and 
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Fig. 4. Message Logging [case 11 

r(ml)  in Mi,  pij gets an ordered message log for recovery. Next, suppose that 
pij forwards two messages m and m' from Mi in this order as in Figure 4(b). 
Here, pij knows occurrences of s(m) and s(ml) in Mi and stores m and m' into 
a message log for recovery. Since, pij identifies an order of occurrences of s(m) 
and s(ml)  in Mi ,  pij gets an ordered message log for recovery. Finally, suppose 
that pij forwards m to Mi and m' from Mi as in Figures 4(c) and 4(d). Here, pij 
knows occurrences of r(m) and s(m') in Mi and stores m and m' into a message 
log for recovery. However, pij does not identify an order of occurrences of r (m)  
and s(m') in Mi. 
[case 21 In A j ,  there exist two checkpoint agent processes pij and pkj for Mi 
and Idk, respectively. First, suppose that Mi sends a message m to Mk and 
pij forwards another message m' to Mi as in Figure 5(a). Here, since m is 
transmitted by a wireless LAN protocol, m is broadcasted in the wireless cell 
and A j  receives m. Hence, pij knows occurrence of s(m) in Mi and stores rn into 
a message log for recovery. However, pij does not identify an order of occurrences 
of s(m) and r (m ' )  in Mi. Next, suppose that Mi sends a message m to Mk and 
pkj forwards another message m' to Mk as in Figure 5(b). Here, since m is 
transmitted by a wireless LAN protocol, m is broadcasted in the wireless cell 
and A j  receives m. Hence, pkj knows occurrence of r (m)  in MI, and stores m into 
a message log for recovery. However, pkj does not identify an order of occurrences 
of r(m) and r(m') in M k .  Finally, suppose that Mi sends a message m to Mk 
and Id,+ sends another message m' to Mi as in Figure 3(c). Here, since m and m' 
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Fig. 5. Message Logging [case 21. 

are transmitted by a wireless LAN protocol, m and m' are broadcasted in the 
wireless cell and Aj receives m and m'.  Hence, pij knows occurrences of s ( m )  
and r ( m 1 )  in Mi and p~ knows occurrences of s ( m l )  and r ( m )  in Mk. Both pij 

and p k j  stores m and m' for recovery. However, pij does not identify an order of 
occurrences of s ( m )  and r ( m l )  and p k j  does not identify an order of occurrences 
of s  ( m ' )  and r  ( m )  . 

Though pij receives all the messages transmitted and received by Mi,  it is 
impossible for pij to store messages into a message log in the same order as Mi 
transmits and receives them by only receiving them broadcasted by a wireless 
LAN protocol. One idea to get correctly ordered message log for Mi is that Mi 
stores messages into a storage temporarily and transmits them to pij for storing 
them into a stable storage. However, a mobile station does not always have 
enough capacity of storage to store the messages. Moreover, additional messages 
are required to be transmitted for carrying the messages from a mobile station 
to an AP. Thus, communication overhead is increased. 

In order to solve this problem, we design a following protocol: 
A message transmitted in a wireless cell is stored into a message buffer mbuf 
for Mi in an AP temporarily. Even if the message is transmitted between 
mobile stations in a wireless cell, an AP can receive the message due to 
broadcast property of a wireless LAN protocol. 
Order information of message sending and receipt events in Mi is piggied 
back to another message transmitted from Mi. Even if the message is trans- 
mitted between mobile stations within a wireless cell, an AP can get the 
order information due to broadcast property of a wireless LAN protocol. 

As a consequence of separation of a message itself and its transmission and 
receipt order information, no additional message is transmitted to store the 
messages in a consistent order into a stable storage in an AP. In this protocol, a 
unique identifier is assumed to be assigned to each message. In addition, Mi has a 
variable Rseqi which holds a sequence of message identifiers. Initially, Rseqi = 4. 
[Message logging in Mi] 

At a message receipt event r ( m )  for a message m ,  a message identifier i d ( m )  
of m is added to the end of Rseqi. m is delivered to an application. 
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,4t a message sending event s(m) for m, Rseq, is piggied back to m. Rseq, = 
4. 

[Message logging in p i j ]  
If A j  receives m destined to  M i ,  pij stores a copy of m into mbufi. pij 
forwards m to Mi if m is from a station out of the wireless cell. 
If A j  receives m from Mi, 
1) pij takes messages, whose identifiers are included in Rseqi which is a 

sequence of message identifiers piggied back to m, out of mbuf i .  
2) pij stores the messages into a message log according to the order of 

message identifiers in Rseqi. 
3) pij stores m into a message log. 
4) pi, forwards m to a destination station if m is destined to  a station out 

of the wireless cell. 0 

[Example] 
In Figure 6, there are three mobile stations M i ,  M j  and Mk in a wireless cell 
of an AP A.  First, Mi sends a message ml to  M j .  Next, Mk sends another 
message m2 to  M j .  Since ml and m2 are broadcasted, a checkpoint agent process 
pj for M j  in A also receives a copy of ml and m2. However, the orders of 
messages received in M j  and pj might be different. Here, M j  receives ml before 
m2 and pj receives m2 before ml . Thus, pj stores ml and m2 in mbuf without 
ordering them. When M j  sends another message ms t o  Mk, an order information 
(( id(ml) ,  id(m2))) is piggied back to m3. Since ms is also broadcasted, pj receives 
this order information and stores ml,  m2 and my into a tentative message log 
tmlj according to the order. 

tml j 

R 

Fig. 6. Message logging. 
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5 Checkpoint protocol 

In our hybrid checkpoint protocol, fixed stations Fl, . . . , Ff take a coordinated 
checkpoint C = {cF1, . . . , C F ~  ) by a synchronous checkpoint protocol while 
mobile stations M I , .  . . , Mm take local checkpoints c ~ ,  , . . . , c ~ , , ,  by an asyn- 
chronous one. Fl, . . . , Fj take a consistent coordinated checkpoint by the 
following protocol: 
[Coordinated checkpoint C] 
1) A coordinator station C S  sends a request message Creq to Fl, . . . , Ff and 

Al ,  . . . , Aa. 
2) On receipt of Creq, each Fi takes a tentative local checkpoint t c ~ ,  . 
3) Each Fi and Aj sends back a reply message Crep to CS. 
4) If C S  receives all the Creps, C S  sends a final message Cfin to  Fl, . . . , Fj 

and Al, . . . ,A,. 
5) On receipt of Cfin, each Fi makes tcF, stable, i.e. takes CF;. 

In order to  avoid orphan messages, each station suspends transmission of appli- 
cation messages while the station has a tentative checkpoint. 

Next, we discuss how each mobile station Mi takes a local checkpoint CM,. 
Here, suppose that Mi is supported by an AP Aj. A checkpoint agent process pij 
in Aj takes a tentative local checkpoint tcMi independently of the other stations. 
State information required for Mi to  restart from tcMi is carried by a tentative 
checkpoint request message TCreq. On receipt of TCreq, pij stores the state 
information of Mi into a tentative state log tslij in a volatile storage of Aj. 
[Tentative checkpoint t c ~ ,  in pij] 
1) Mi sends TCreq to pij. TCreq carries state information of Mi. 
2) On receipt of TCreq, pij takes tcM, of Mi by storing the state information 

into tslij. 

Let (pi) be a sequence of checkpoint agent processes ( ~ 2 ,  . . . , p!) supporting 
Mi where pi has tcM, and p: is a current checkpoint agent process of Mi in 
an AP A:. If A! receives Creq for taking C, pi updates t c ~ ,  to  a stable local 
checkpoint CM, by storing the state information in tslf into a stable state log slf . 
Moreover, each pf (1 5 k 5 c) stores the messages in a tentative message log 
tmlf into a stable message log mlf . The stable logs are stored in a stable storage 
while the tentative logs are stored in a volatile storage. 
[Stable checkpoint c ~ ;  in pf] 

If A; with t c ~ ;  receives Creq, pi stores the state information in tslf into slf 
before sending back Crep. ts12 = 4. 
If At (1 5 k 5 c) receives Creq, pt stores the messages in t m l v n t o  m15 
before sending back Crep. tmlf = 4. 
The checkpoint protocol proposed here has the following properties: 

[Property 11 
Each Mi has one stable checkpoint c ~ ,  for consistent recovery with 6 most 
recently taken by fixed stations. 0 
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[Property 21 
Each Afz has at most one tentative checkpoint tcM,.  
[Property 31 
Necessary and sufficient messages for a consistent local state of Mz with C are 
stored into a stable message log in the same order as >2.li exchanged. 

6 Evaluation 

In this section, we show a brief evaluation of performance of our protocol com- 
pared with a conventional one proposed in [8]. In the conventional protocol, each 
time a mobile station communicates with another station, a message is stored 
into a message log in a stable storage to keep the system consistent. However, in 
the hybrid checkpoint protocol, only when a checkpoint agent process receives a 
Creq message, a set of state information and message log is stored into a stable 
storage. Otherwise, i.e. on receipt of a TCreq message or at a communication 
event, information is stored into a volatile storage with lower access overhead. 
Figure 7 shows numbers of accesses to a stable storage in these protocols. Here, 
in the conventional protocol, an average duration between two successive com- 
munication events in a mobile station is assumed 30 sec. On the other hand, in 
the hybrid checkpoint protocol, the number of communication events is the same 
as in the conventional protocol and a duration between two successive receipt of 
Creq messages is assumed 120 sec. According to this evaluation, our proposed 
protocol achieves fault-tolerance with less stable storage access overhead than 
the conventional one. 

"hybrid" - 
"convent~onal" ------- 

time [sec] 

Fig. 7. Stable storage access overhead. 

7 Concluding Remarks 

It is significant to discuss how to make the system including mobile stations 
more reliable and available. This paper has discussed how the mobile stations 
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and fixed ones take consistent checkpoints and restart from them. We have newly 
proposed the hybrid checkpoint protocol where mobile stations asynchronously 
and fixed ones synchronously take local checkpoints. In addition, mobile stations 
use message logs to get a consistent state. These logs are taken by APs even if 
mobile-to-mobile communication occurs in wireless LAN protocols like IEEE 
802.11 and HIPERLAN. Here, by separating messages and order information, 
communication and synchronization overheads are reduced. 
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Abstract. This paper discusses applications of AI methods in the con-
text of electronic product data management in the automotive industry.
It describes the main characteristics of the rule based legacy product
documentation expert system currently employed by one of the major
car and truck manufacturers in the world. As a basis for investigations of
refinements and alternatives of the current documentation method, the
product data centered business processes are analyzed.

1 Introduction

In the automotive industry the trend towards highly individualized products is
unbroken [5]. Model class, design line, engine type and capacity, transmission
type and interior are only a few of the most common categories within which a
customer can choose. Even a relatively small number of options combines to a
vast number of different car types. This is, e.g., illustrated by the Mercedes-Benz
C-class limousines which in practice are ordered in tens of thousands of variations
specified from a set of 1,151 options. Rising product value even increases the
extent of individualization. E.g. barely any of the more than 80000 orders one of
the DaimlerChrysler truck manufacturing plants processed in a one year cycle
was produced identically for a second time. No car company can escape this
development without loss of market share especially not in the segment of high
priced vehicles [12].

However, new organizational challenges affecting all company units and even
reaching beyond the single company boundaries have to be met to benefit from
mass customization [11]. These challenges are mainly due to the need for an
effective means to communicate about the set of products a company plans to
offer, manufacture, sell and service in the future. During the engineering and
selling phase the exorbitant number of product variations makes an explicit enu-
meration and processing of all potential product instances impractical. Not all
theoretical combinations of options are feasible nor desirable as are not all as-
semblies of parts. Various technical and legal limitations as well as restriction
? Supported by debis Systemhaus Industry GmbH and DaimlerChrysler AG.
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from the sales department complicate the separation between producible and
not producible orders. While any constraint in its own local context appears to
be intuitive and well justified it has the potential to interfere with any other
constraint from a completely different domain. In a worst case scenario, every
new option or part doubles the complexity of the documentation [10]. Speed of
innovation is a key value to set a company apart from its competitors. Time
for propagation of new product knowledge and quality convergence through re-
finement cycles is limited. Consequently the exact meaning and correctness of
constraints should be obvious in the first place and inconsistencies should be
detected automatically in the second place. Different individuals have in accor-
dance with their intentions differing views, and a representational approach that
seems to be adequate for one view makes knowledge handling unnecessarily dif-
ficult for another view. Philosophies in the four major organizational units of
an automotive company, namely engineering, production, sales, and after sales,
are so different that a product knowledge representation that is not able to ad-
just to their own special way of viewing products would hardly be accepted but
rather forced into the intended view by expensive ad-hoc solutions. Therefore,
efficient handling of customizable products throughout an automotive company
will be crucial for its prosperity, and successful research in this area will lead to
a considerable market advantage [14].

2 DaimlerChrysler’s Product Documentation

Currently DaimlerChrysler1 applies the product documentation system EDS-
BCS/DIALOG for mass production of Mercedes passenger cars and trucks (cf.
[5]). The system was originally modeled after the administrative processes that
were used before the IT infrastructure was employed, and it evolved driven by
user feedback and practical needs. It defines, from a functional as well as from
a aggregational point of view, the complete set of products that can be man-
ufactured and are released for sale. It allows for automated completion and
correctness detection of functional specifications and supports automated map-
ping from functional to aggregational product descriptions. Finally it contains
all relevant data about parts for production and after sales purposes and is the
basis for the generation of sales catalogues and configurators. All data is stored
in a conventional relational data base. Combinatorial information is enforced
only due to adequate post processing.

2.1 Product Instance Description

DaimlerChrysler’s product documentation system reflects different product
views in that it knows a functional and an aggregational way of representing
a product instance.
1 To keep the text readable DaimlerChrysler is used instead of the more precise term

DaimlerChrysler, Stuttgart.
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Functional Description. From a functional point of view products are de-
scribed in terms of codes, which are company wide standardized symbols for
product characteristics. Generally, there is a one to one relation between codes
and product properties appearing in sales language. For Mercedes-Benz passen-
ger cars these codes can be categorized as model class, design line, engine type,
cylinder capacity, steering wheel position, point of sale, color, interior decoration
and supplementary equipment codes as illustrated in Figure 2.1. An order as it is
internally processed consists of a selection of exactly one product characteristic
in each of the first eight categories and an optional list of additional equipment
codes. A basic product type is determined by a list of eight codes from the before
mentioned categories whereas supplementary equipment codes specify modifica-
tions to this basic product type. For historical reasons there also exist symbols
called patterns summarizing model class, design line, engine type, engine capac-
ity and steering wheel position. Codes from these categories are also addressed
as pattern codes. The mapping from patterns to the list of five pattern codes is
defined by an explicit and complete enumeration.

Selection Category Product

Characteristics

Codes

Basic Product Type

Product Pattern

Model Class A-Class C1

C-Class C2

... ...

Desgin Line Limousine D1

Wagon D2

Convertible D3

... ...

Engine Type Fuel Injection E1

Diesel E2

... ...

Cylinder Capacity 2.0 l M1

2.8 l M2

3.2 l M3

... ...

Steering Wheel Position left L

right R

Mandatory Options

Country Germany O1

USA O2

Hungary O3

... ...

Color Red L1

White L2

... ...

Interior Fabric blue I1

Leather I2

... ...

Supplementary Equipment

Upgrade Elegance U1

Esprit U2

Sport U3

... ...

Fig. 1. Codes and patterns

Aggregational Description. Information on how a product is composed from
its parts is represented as a list of part-whole pairs specifying the set of parts
from which to build the product, and for each part instance the location where
the instance is to be fixed. Parts are uniquely determined by a part number
and can themselves be aggregates. In general, instances of a part can appear



468 A. Kaiser and W. Küchlin

in different locations. For passenger cars a location is uniquely described by
a module number which decomposes to main module, basic module, and sub
module, and a position number. Main module, basic module and sub module
are organized in a three level hierarchy according to functional and geometric
considerations. They form a company wide agreed on disposition of passenger car
structure. A module can be part of the aggregational description of any product
instance whereas not any module need to be present in such a description.

2.2 Product Overview

The product overview determines all products that have been released for sale
after their technical feasibility has been verified. For planning purposes it serves
as reference to sales, production and after sales departments while during cus-
tomer order processing it provides the basis for automated order supplementation
and constructibility checking. The instructions for supplementation of partial
orders and for checking order correctness are stored as propositional formulas
over codes. While in principle it is possible to interpret the product overview
as a large, structured Boolean formula implicitly describing the complete set
of feasible and released products, in practice the data base contains declarative
instructions for order processing algorithms, e.g. algorithms scanning the data
base one or several times to apply step by step each rule to an input code list.

Constructibility Checking. Two different types of instructions for con-
structibility checking can be distinguished: model class dependent and model
class independent instructions. The latter ones associate a code with a rule, stat-
ing that independent of the model class specified in an order, it is constructible
only if it satisfies the rules for all codes which are part of the order.

In contrast, model line dependent constructibility information consists of a
model class, group, position, variant, design line, steering wheel position, code
and rule specification. Model line and group form a hierarchical organization
of positions. A code is uniquely determined by model class, group and position
whereas within a model class and group there may be more than one position
relating to the same code. Variants are used in connection with order completion
to uniquely determine single constructibility rules. A constructibility checking
instruction is derived from all lines with identical model class, group, position
and code specifications. The instruction is considered only if model class and
code are part of the processed order. An order is constructible only if it satisfies
at least one of all those rules whose associated design line and steering wheel
position codes matches the corresponding codes within the order. If due to the
filtering effect of design line and steering wheel position no rules remain within
a position the order is rejected. Likewise an order is rejected if it contains a code
that is not mentioned in the data base in relation with the model class specified
in the order.

Order Completion. For sales purposes, special equipment is often offered in
packages like e.g. elegance or luxury. These imply various modifications to a



Automotive Product Documentation 469

Model
Class

Group Position Variant Design
Lilne

Steering
Wheel

Position

Code Rule

C1 G1 P1 V1 L1 R U1 -U2

C1 G1 P1 V2 L1 R U1 M2+-O2

C1 G1 P1 V3 L2 L U1 M2/M3

C1 G2 P2 V1 L3 R U2 I1+M1

C1 G3 P2 V1 L3 L U2 L2+-O3

Fig. 2. Product overview schema

basic product type. These kinds of implications are stored within completion
rules, which are composed from the same information as model class dependent
constructibility checking rules. As for model class dependent constructibility
checking, for one model class, design line and steering wheel position there may
be several rules associated with the same code. But in contrast to model class
dependent constructibility checking, completion rules are interpreted completely
independent of each other. However, during execution of supplementation steps
not only the completion condition but also constructibility is checked in order to
prevent order completion from undermining constructibility. Hence in addition
to a completion rule for code c with group g, position p, variant v, a supplemen-
tation instruction considers the model class independent constructibility rule of
code c and the model class dependent constructibility rule selected by group g,
position p and variant v. Code c is only added if the order satisfies the supplemen-
tation rule and its extension by c complies with the respective constructibility
rules.

The completion algorithm distinguishes model class and code related supple-
mentation instructions. In contrast to the latter the completion rules of the first
is empty and henceforth supplementation is only controlled by the associated
constructibility rules. The completion algorithm scans completion rules three
successive times, where during the first two passes only model class related sup-
plementation is performed while in the third pass code related supplementation
is executed.

2.3 Product Structure

The product structure lists for each model class the set of part-whole pairs that
can appear in one of its instances and uniquely defines for each complete and
constructible specification its aggregational structure. Hence it can be viewed as
a mapping from functional to aggregational product descriptions.

The mapping is stored by model class and organized according to module
and position. Within a model class for each module and position a list of parts
which can possibly fill this position is given. With each part a key called variant,
a design line, steering wheel position and a Boolean formula built over codes
is associated. From those parts whose design line and steering wheel position
are matching the corresponding order information the part for the respective
position is selected. However for a part to be selected it is not enough if the
order complies with the related rule. Rather an extended version of the rule
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which incorporates all rules of alternative parts needs to be satisfied. Basically
the extended version states that the rule associated with the selected part needs
to be satisfied and all rules of alternatives must be falsified. But it also accounts
for the priority of parts in accordance with their ordering within a position.

Model
Class

Module Position Variant Design
Lilne

Steering
Wheel

Position

Part Rule

C1 040210 2000 100 L1 R P1 -U2

C1 040210 2000 110 L2 L P2 M2+-O2

C1 040210 2010 100 L1 L P3 M2/M3

C1 040230 2010 100 L1 R P1 I1+M1

C1 200470 1320 100 L3 L P6 L2+-O3

Fig. 3. Product structure schema

3 Product Data in the Automotive Business

Each of the engineering, production, sales, and after sales departments has its
own characteristic view of a company’s product line. A company wide product
data management solution must be able to integrate their views with minimal
data management effort providing maximal benefits.

3.1 Sales

The sales department shapes the customer’s impression of a company. Therefore
its requirements towards a product documentation system should be handled
with highest priority. In any way the rules that constrain the set of products
should be comprehensible to a sales person as well as to any kind of customer.
During a product selection phase ideally they should only come in contact with
those rules that are relevant to the considered specification. Similarly, details
should only be visible as far as requested by the user. Some customers will
be content with a predefined package, others have more precise conceptions or
may request certain parts to be used. In some cases engineering tasks might be
involved, if customers’ wishes are beyond the anticipated specifications.

To be more precise, from a sales perspective the primary function of a prod-
uct data system is to provide sales personnel and customers with a means to
determine interactively, without the help of an expert, whether a specification
is feasible, why a specification is not feasible, in which ways a specification can
be extended, and some derivable attributes like price, or time to delivery.

3.2 Production

The manufacturing infrastructure forms the backbone of a car company. Any
evidence for an order acceptance or rejection can be derived from its projected
state at the time of production. This projection is by nature only a commitment



Automotive Product Documentation 471

statement and as such can only provide statistical assurance. On the one hand the
production department is concerned with committing only to orders it certainly
can produce. On the other hand it is pulling out all the stops to realize an order
it committed to earlier. A description of all acceptable orders serves as a filter
for incoming orders to guarantee a continuous production process as well as a
basis for production planning. Clearly to avoid costly ad-hoc measures, customer
dissatisfaction and a tarnished company image, a high quality, if not error free,
product documentation is aspired.

Besides filtering and planning, a product documentation can support the
generation of a detailed manufacturing program from a concrete product specifi-
cation. This kind of mapping from product specification to production program
represents one of the immediate cost benefits a product documentation system
can provide. But to take advantage of it program correctness is at least as im-
portant as order correctness. In addition to constraints on the product structure
logistic considerations constrain the practicability of a program and hence the
successful processing of an order. These restrictions appear mainly as time la-
tency on the availability of some intermediate product.

3.3 Engineering

A product database of the engineering department gives in the first place refer-
ence to the manufacturing units about the set of products that are scheduled for
sales at a future time period. It guarantees for nothing more than the technical
feasibility of the products based at most on prototype experiments or simula-
tions. The product set is constrained in two ways. On the bottom the collection
of parts bound the range of assemblies to those that can be obtained by arbi-
trary combination in accordance with their interface definition. From the top
the overall functional product conception confines the variety of combinations.

The outermost limits of engineering activities are defined by the laws of ge-
ometry and physics. It evolves at the most with scientific progress e.g. with
respect to product data at a rather slow pace. Engineering in its most general
form explores the in this fashion given space of infinite possibilities. The direc-
tion of these kind of exploration activities are not random but controlled by
conceptions. To reduce the costs of misdirections conceptions are refined in sev-
eral steps and at each step reevaluated in order to backtrack to and modify a
more abstract specification in case of failure. A product knowledge system can
support this activity in several ways. Firstly with the help of systematic stor-
age and retrieval functions reusage of old designs in a copy and modify manner
can be supported. Secondly, designing a bundle of similar objects in analogy to
parameterized programming could be a beneficial option.

Automated verification that a refinement or optimization complies with a
given specification is another functionality to back product engineering. As il-
lustrated above, engineering activities do not end with a concise description of
all the products a company is willing to produce. Rather the set of products is
translated to a manufacturing infrastructure and to programs that should allow
for all the specified products to be manufactured. Hence from an enterprise wide
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perspective the final engineering task is not to design a collection of products
but a set of processes. On this background a comparison with hardware design
and an evaluation of some of the sophisticated methods employed there might
be a promising field of research.

3.4 After Sales

From an after sales point of view information on production processes is com-
pletely irrelevant since product upgrades and failure driven modifications are
too dispersed to be standardized and performed in a central location. There-
fore, after manufacturing, process data is only of interest for analysis purposes
or as a pattern for future process design activities, with the exemption of data
about sources of supply for product parts. In contrast to process data, knowl-
edge about products that have been offered in the past and all their variations
remain relevant as long as service for these products is offered, even though cer-
tain variations of a product may not have been sold yet. What is more, product
variations might grow although mass production has already been terminated.
Thus, in case of alternatives, it must be precisely investigated if produced bene-
fits still justify managing an product data base, which is growing in complexity.
A clear negative answer must result in the deletion of the appropriate product
data and its variations to keep the data base manageable. With respect to algo-
rithms, product upgrading or modification is similar to sales configuration with
the difference that a complete product specification serves as a starting point
and additional restrictions might apply concerning the extent or simplicity of
modifications.

3.5 Synchronization

Obviously there is a need for synchronization of the different departmental views
on product knowledge. The various situations that can come up due to replicated
data in the engineering, sales, production and after sales departments can be
illustrated best along the development over time of a product set with time
independent instances. Such a product set is identified by the time point or
time interval where it is projected to become effective for production. A product
instance is time independent if it is effective for the complete interval associated
with a product set.

The engineering phase has the widest time horizon and lasts until for all
instances of a product set service has been finished. Of course sort and frequencies
of changes mutate over time. After committing the data as technically correct
and providing it to the other departments clearly any modification needs to be
propagated. The production planning phase sets in with product data release by
the engineering department and ends with the exact predefinition of a production
program. In addition to the engineering unit the production unit may commit its
product data to the sales and after sales department to confirm that a product
can not only be produced as prototype but also within the mass production
process. The selling phase may already start in parallel to the engineering or
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Engineering

Production

Sales

After Sales

pre-production phase

production planning phase

sales phase

after sales phase

process planning

future

past

Fig. 4. Interdependencies of the departmental product data views

process planning activities but until engineering and production data has not
been committed product data management efforts might be in vain. For the sales
department product data is only of interest as long as the projected production
and delivery time lies in the future. Hence the time associated with a product set
is for sales coevally its expiration date. Generally the after sales phase spans the
same time period as the engineering phase. But similar to the sales phase only
with a commitment statement of the engineering department after sales product
data receives its reliable basis. In contrast to the other departments the after
sales product data knowledge for a time t consists not only of an extended and
for its special needs modified product set at time t but of the sum of all product
sets that have been offered in the past and are still serviced.

4 Conclusion

DaimlerChrysler’s product documentation is a hybrid of relational database and
rule-based expert system. Its characteristics with respect to knowledge organi-
zation are company wide standardization, hierarchies, propositional rules, time
intervals and simple attributes. Daily usage in a high volume mass production
process proves its indispensability. Data management efforts are substantial,
though, and hence there is demand for further investigations directed towards
improving the product data quality on the one hand while reducing manage-
ment costs on the other hand. While these criteria are easy to measure for a
running system as errors or costs per processed, delivered or offered products,
to compare different documentation methods there is a need for an adequate
translation. Another quality gauge that lacks a direct transformation to theory
is simplicity – a crucial factor due to the sheer number of people without aca-
demic background that come into contact with such a system. Prerequisite for
any method to be accepted in a production environment are guarantees on its
statistically or even better deterministically low complexity.
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Logic and AI have developed various knowledge representation methods span-
ning from propositional logic over first order logic to modal, temporal and higher
order logics as well as semantic networks and frame languages. For a principal
discussion of automotive product documentation these methods need to be evalu-
ated with respect to their applicability for describing product sets from different
points of view. Infinity, inherent incompleteness and default handling are as-
pects for which, at least in the automotive setting, an adequate answer must be
found. Yet, not only product space representation languages, but also ways of
synchronizing, combining, comparing, validating, and organizing product spaces
are of importance. Particularly mapping a functional to an aggregational prod-
uct space, integrating the geometric and technical information from construc-
tion plans, unifying, separating or comparing geometric, electric, legal and sales
spaces, verifying production spaces, and investigating product space exploration
and optimization strategies are some of the issues to mention here explicitly.

The fact that only the simplest knowledge representation methods are used
within DaimlerChrysler’s product documentation system leaves wide room for
alternative solutions. But to improve a running system changes must integrate
well without interfering negatively with the rest of the system. Here one of
the more concrete starting points is the generalization from Boolean to finite
domains. This would allow to eliminate the rules stating mutual exclusiveness of
codes, which grow quadratical in the size with the number of items. Alternatively
one might think of introducing number restrictions into the Boolean language.
Another point are meta rules to extend the idea of model class independent rules
to a more flexible scheme. Investigations on formalization and verification of the
overall system represent another way for quality improvements [12]. But for
such methods to be effective a completely declarative product data description
is desirable. While huge parts of the documentation can indeed be interpreted
in a declarative way, there still remain dozens of exceptions that are wrong with
respect to a global formalization but are deliberately documented to handle
some special cases whose correct specification would have been impossible or
too work intensive. Also due to imperative documentation order completion can
be a source of distraction. The order dependence with respect to interpretation
makes its administration a sophisticated task and verification hard because of
knowledge that is hidden within algorithms.
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Abstract. We designed and implemented a traffic accident analysis sys-
tem (TAAS) in the paper. TAAS is the system faced traffic accident
analysis, which uses the traffic rules (law) as knowledge sources to judge
if the driver is responsible for a traffic accident. TAAS has characteristics
of separating knowledge base and inference engine, using production rule
and backward chaining. Besides, TAAS used predefined text and tracing
program to realize explanation mechanism.

1 Introduction

Expert System itself is a technique for practicality. The production of the tech-
nique methods for expert system’s knowledge representation, knowledge acqui-
sition, and knowledge usage is strongly relying on practice backgrounds [4]. The
new techniques and new methods, that are valuable and at high level, are pro-
duced only through practice. Without practices Expert System is no way to go.
There is an experience in the international, that is, the more specific and narrow
the practice problem is solved by the expert system, the easier and successful[1].
So, for the expert system technologies, first we strengthen the research of the
basis and attach importance to the combination between an expert system and
other new technology; secondly, we attach importance to the technologies, which
are successfully applied to a real domain, practicable, valuable from the features
of the real domain [3]. The research and development of Expert System Develop-
ing Tools provides an efficient and facile means for the construction of an expert
system. It cannot only shorten developing cycle of an expert system and reduce
its developing cost, but also improve its quality. Traffic accidents in our real life
often happen. This is a special domain, which is narrow but practicable. Traffic
accident analysis uses the traffic rules (law) as knowledge sources to judge if the
driver is responsible for a traffic accident. In the paper we designed and imple-
mented a traffic accident analysis system (TAAS) in order to provide a software
tool for the user.
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2 The System Design

TAAS mainly composed of two modules, which are judging responsibility module
and system maintenance module. The system maintenance module is divided into
three sub modules that are rule list maintaining, attribute-value list maintaining
and context list maintaining.

2.1 The System Software Structure

The functions of the system software are described as follows: Knowledge Base
It stores domain knowledge from experts. In the system the knowledge base
consists of three parts: Rule list, Attribute-Value comparing list and Context list.
Database and management Database is used to store the information provided
by the users, the intermediate results and running information. In our system the
database is used to store fact link list, matching rules, belief list and context list.
The system dispatcher may complete to add, to delete, to modify and to search
for data, which is in the database. Explanation Mechanism The explanation
mechanism in our system may answer the question which is proposed by the
user while running the system in order to enhance the system transparency
and credit. It provides a WHY explanation and a HOW explanation. Inference
Engine It is the thought mechanism of the system. It may apply the knowledge
in the knowledge base and data in the database to produce the final conclusion
following the special inference methods and control strategies. System dispatcher
It is the director of the system. It may control the running order of modules.
System I/O According to the command from the system dispatcher, the system
I/O will complete to output the results, to accept keyboard interruption and to
input some related information. Judgement It provides the service for judging
responsibility Maintenance It is used to maintain for Knowledge base. It can
be used to create any list in the database and it also has the functions such as
seeking, inserting, modify, deleting, sorting, etc for the knowledge base.

2.2 The Partition of an Application Domain and Inference
Technological Process

When we develop an expert system, if the application domain is complex, we
should decompose the task according to the task content. After decomposing
completely, the problem becomes several sub-tasks. Based on the analysis, we
can draw a context tree for the problem. The context tree reflects one side of
the domain. An inference flowchart reflects another side of the problem. TAAS
is the system that judges if a driver is responsible for a traffic accident. So, the
driver should be the root of the context tree. The sub-context of the driver is
two locations in which a traffic accident possibly happens. They are respectively
the road and the parking lot. In the road context we can decompose seven sub-
contexts according to the behavior of the driver when the accident happened.
These seven sub-contexts are ”Crossing intersect with traffic signal”, ”Crossing
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intersect without traffic signal”, ”Enter or exit the road”, ”Running on the road”,
”Making turn” and ”Parking aside”. They are independent each other.

TAAS is the system that judges if a driver is responsible for a traffic accident.
So, responsibility should be the goal. The responsibility has three attributes,
which are judging ability, the speed reasonable and driving behavior reasonable.
The speed reasonable is respectively relying on ” the speed reasonable on the
road” in the road context and ” the speed reasonable on the parking lot” in the
parking lot context. Driving behavior reasonable is respectively relying on ” the
driving behavior reasonable on the road” in the road context and ” the driving
behavior reasonable on the parking lot” in the parking lot context. The driving
behavior reasonable on the road is relying on the attributes of child contexts in
the road context. All the attributes are finally relying on the observed attributes.

2.3 The Design of Knowledge Base and Maintenance

2.3.1 The Design of the Knowledge Base

Knowledge base in TAAS consists of three parts: rule list, attribute-Value
comparing list and context list. 1. Rule List It consists of the rule clusters, which
is a set of rules in which the same attribute and value can be deduced. Each
rule cluster has two parameters: the context name and the rule cluster name.
Here the rule cluster name is an attribute name of the attribute value which can
be deduced by the rule cluster. It has the following form: Context name Rule
cluster name Rule 1, Rule 2,....., Rule n. Here, we use production rule method
to represent a rule, that is Premise conclusion Each rule has three parameters:
Rule numbers, Premise operating relation (and / or), a credit of the conclusion.
The credit of the conclusion is an integer between 0 and 100. It has the follow-
ing form: Rule numbers, Premise operating relation, A credit of the conclusion
Premise 1, Premise 2, ... Premise n, Conclusion. Each premise and conclusion
is respectively a triple (context name, attribute name, value) The rule base is
divided into the clusters because our system adopts backward chaining (that is
goal-driven reasoning [2]). The system proposes a hypothesis in the backward
chaining procedure at beginning. In order to verify the hypothesis, the system
needs to find out the rules in the knowledge base and to match. These rules
can deduce the attribute of the hypothesis. After classifying the rule base with
the clusters, we can read the all rules that we need at one time. 2. Attribute-
Value comparing List An attribute can be obtained with three methods: asking
for the user, deducing from other rules and calling a function. The rule itself
does not have the character. In order to obtain the attributes for the system, we
create an attribute-value comparing list. The list consists of nodes of attribute-
value. Each node has following contents: Attribute name, explanation, obtaining
a value method, query form, type of values, the number of values, value 1, value
n. Here, the explanation is a predefined text for explanation mechanism. The
query form is a predefined text for the user query. There are three types of val-
ues. That is Yes-No, input, and enumerable. Only when the value is enumerable
type, the node has the numbers of values and the content of values. 3. Context
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List The context list is set in order to obtain the parameter value of the con-
text. It consists of context nodes. Each context node contains a context name,
a explanation, query 1, query n. Here, the context name is a searching index,
query I is a predefined text for the user querying a parameter value, It is also
the predefined text for a explanation. The explanation is a predefined text for
explanation mechanism.

2.3.2 The Knowledge Base Maintenance
There are three knowledge base maintenance methods, that is, traditional

logic way, the checking method based on Petri net, and TMS techniques[5]. Our
system adopts the traditional logic way. The system realized to create rule base,
to add a rule, to delete a rule and to modify a rule in the rule base. We adopt
the interactive method to realize the functions. The output prompts the user for
data parameters and read them after the user confirmed. The system illustrates
if the functions are completed and the reasons if a function is not completed. It
is convenience for the domain experts and knowledge engineers to create and to
maintain.

2.4 The Design of Database and Management Mechanism

2.4.1 The Design of Database
The database in TAAS has four parts: Fact link list, credit list, Context list

and the rule matched currently. 1. Fact link list It consists of fact nodes. Each
fact node is a 4-tuple (context name, attribute name, value, credit), The fact link
list is used to keep the facts and intermediate results. 2. Credit list It consists
of credit nodes. Each credit node respectively keeps a credit of the premise in
the rule matched currently and a credit of the premise in the rule matched suc-
cessfully. It is used for determining a credit of a conclusion fact when activating
a rule. 3.Context list It consists of context nodes. Each node includes context
name, explanation, parameter name 1, parameter value 1, parameter name n,
parameter value n. It is used for producing a conclusion output text. . 4. The
rule matched currently It is a point which points a rule node. It is used for the
explanation mechanism.

2.4.2 Management Mechanism of the Database
By the system dispatcher the management mechanism of the database may

complete to initialize all the lists in the database, to propagate a list, to search
a node and to add a node. It can cooperate with the inference engine and expla-
nation mechanism.

3 The Design for Inference Mechanism of TAAS and its
Implementation

Inference is one of the hot topics in AI research. Based on the existing conclu-
sions and technologies, AI researchers are working on new inference methods. At
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present time, there are mainly non-resolution method (for example Bledson’ s
natural deduce method [3], Knuth’ s rewrite rule method[2], Boyer and Carth’s
bonded reasoning, Reiter ’s default reasoning, fuzzy reasoning, probability rea-
soning[5], time sequence reasoning[3], etc. An inference mechanism is main part
of an expert system execution mechanism. It is constrained by the knowledge
representation and knowledge base organization. It is also influenced by the com-
mands that the user interface can accept. As in our system we use production
rule method to represent knowledge, our inference mechanism is a rule inference
execution programs.
As for TAAS the problem solving space is small, its goal is providing a reference
opinion for judging responsibility in a traffic accident. So we adopt the backward
chaining inference engine to implement. In this way the system can control the
reasoning direction according to the user ’s query. Here, the matched function for
the premise node of a rule has following called form: Integer type function name
(premise node *p). Its function is depicted as following: Propagating the fact
link list in the database, checking if there is a fact node that has same context
name and same attribute. If yes, comparing the value of the fact node to the
value of the premise node, if equal (successful matched) return 2, if unequal (fail
matched), return 1, if no, return 0. The matched function for the rule has fol-
lowing called form: Integer type function name (rule *p). Its function is depicted
as following: there are two operation relations for the premises: and operation
and or operation. 1. The operation relation for the premises is and operation
Taking a premise of the rule, calling the matched function of premise node, if
return value 0, then saving the premise and return 0. If return value 1, then
return 1; if return value 2, taking the credit of the fact node and adding it to the
credit list, taking next premise condition, calling the matched function of the
premise node. If all the premises are matched successfully, return 2 (successfully
matched). 2. The operation relation for the premises is or operation Taking a
premise of the rule, calling the matched function of premise node, if return value
0, then saving the premise and return 0. if return value 2, taking the credit of
the fact node and adding it to the credit list, return 2, If return value 1, taking
next premise condition, calling the matched function of the premise node. If all
the premises are matched unsuccessfully, return 1 (unsuccessfully matched). In
the activating rule function, we use following algorithm to calculate a credit of
a rule conclusion: (1) When each premise operation relation is and operation
credit = integer part of (MIN (credit nodes in the credit list) * credit of the
rule conclusion /100). (2) When each premise operation relation is or operation
credit = integer part of (MAX (credit nodes in the credit list) * credit of the
rule conclusion /100).
The system outputs the conclusion of the rule and prompts the user to input
0 for querying How to get the conclusion. The system also asks the user if you
want to see the reason Why. The system successfully returns the information for
the user: any contexts and parameters related to the inference procedure. From
the context we can get if the driver is responsible for the accident and reasons.

480 H. Zhang, B. Back, and W.L. Zhou



4 The Explanation Mechanism of TAAS and its
Implementation

The explanation mechanism in our system is realized with the path-tracing
method and Predefined text combining the dictionary base [4]. The system pro-
vides a WHY explanation and a HOW explanation for the user.

5 Summaries and Conclusion

We designed and implemented a traffic accident analysis system (TAAS) in the
paper. The structure and implemented technologies of TAAS are discussed in
detail. TAAS adopts the production rule method to represent knowledge. It is
natural and clearly to modulate. We use the rule cluster form to classify the
rules. In this way it is convenience for managing the rule base. In our system
we have paid attention to maintaining the rule base. TAAS has characteristics
of separating knowledge base and inference engine, using production rule and
backward chaining. Besides, TAAS used predefined text and tracing program
to realize explanation mechanism. Finally we should point out that our system
has some shortcomings, which is needed to improve. As each rule cluster and
attribute-value comparing node is orderly stored in the file, the inference engine
has to start from the beginning to search a rule. It takes too much time. While
the system is executing some function, if the user inputs a error information, it
can be modified in time. Only way the system can do is that after the function
is completed, the error can be corrected, then can execute it again.
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Abstract. The knowledge-based system using rules and cases has been
applied in many fields and studies. This paper introduces knowledge
based system for design of the master pattern to manufacture a shadow
mask(part of CRT). The System gives a useful information for design
on the basis of rules and cases that are made from designer’s know-how
and past design pattern. We used pseudo-hybrid expert system (PHES)
using rule-based reasoning (RBR) and case-based reasoning (CBR) ap-
propriately. So, this system can perform its function by using a variety
of useful knowledge acquisition.

1 Introduction

Recently, case-based reasoning(CBR) and rule-based reasoning(RBR) are used
in various parts as a tool of knowledge acquisition[2],[3],[4],[8],[9]. CBR and RBR
have been used separately. But there are some cases which apply two methods
appropriately for reliability[5],[7].

Each of two reasonings(CBR, RBR) has its drawback. In CBR, various case
data and rule evolution function must be prepared for reliable and accurate
function[6]. Using RBR, it takes much time and efforts to learn and organize
expert knowledge. So, it is desirable to use both methods appropriately in each
case like hybrid type. This paper presents a pseudo-hybrid approach that uses
RBR mainly and makes up for the weak point by CBR.

This research has been implemented to externalize and organize knowledge
in development and design of shadow mask for color display tube(CDT).

2 Knowledge Based Decision Support System

2.1 Shadow Mask Configuration and Development

Electron gun shoots electronic beam to mark information on the screen. The elec-
tronic beam(red, green, blue color) is deflected by deflection yoke(DY). Shadow
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Mask is a steel plate that screens and accelerates the beam to land at the exact
phosphor position. There are two kinds of shadow mask. One is for color display
tube(DSM) and the other is for color pictured tube(PSM).

Fig. 1. CDT(Color Display Tube) configuration

Shadow mask has two sides(front side and rear side). Each side has a lot
of holes. Front side has larger hole than rear side. The difference of both holes
makes two tapers. The taper near center of shadow mask is inner taper(Ti). The
opposite taper is outer taper(To). The size of Ti and To is same at the center.
But the farther from the center, the larger difference of Ti and To size due to
variant beam landing position caused by the deflection. So, Ti is smaller than
To at the corner. The relation between taper and hole size is Formula 1 and 2.

DΦ = dφ + To + Ti . (1)

Taper = To + Ti = DΦ − dφ . (2)

Before shadow mask is developed, customer specification must be prepared.
And then design process is begun considering production factors(etching per-
formance, etching trend and so on). Master pattern(MP) is made by the design
output. So, shadow mask design process is to decide the hole size printed on
MP. Master pattern is copied at working pattern(WP) which is used for shadow
mask. MP and WP are made of transparent glass which be able to transmit
light. Because shadow mask has a negative shape, MP is a negative shape and
WP is a positive one.

Shadow mask is produced through a clearing(removing dirt on WP glass),
light exposure, developing(the shape of WP is copied at steel plate) and etching.
So, it is important to know the production condition related to each process.

2.2 Production Line Knowledge Utilization

Shadow mask development is mainly dependent on production line knowledge.
Etching performance is the most important thing among the design factors. So,
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Fig. 2. DSM Shape

developer must know etching quantity along with steel material, size, thickness,
customer specification, production line and so on. Cross section shape must be
considered as main factor which is the main customer requirement. The cross
section shape is various on the pattern hole size, type and production line con-
dition.

The main factors of production line were classified into several production
knowledge. The effect of the factors was analyzed on the basis of past data(for
example, how much MP type has an effect on the hole). The parts which don’t
have enough data were estimated through experiment(for example, the relation
of production condition and final hole shape).

Knowledge can be analyzed, externalized as qualitative or quantitative type.
But the most difficult thing is to grasp and standardize each developers’ knowl-
edge, because shadow mask is mainly dependent on their tacit knowledge. So,
knowledge acquisition was performed by interview with them. If there were dis-
crepancy or uncertainty between developers, these were solved through consensus
meeting.

2.3 Knowledge Based System Development

Shadow mask design is performed through effect side and non-effect side de-
sign. Developer decides pitch size, DΦ size, taper compensation quantity, etching
quantity and MP size by customer requirements at the effect side design. At the
non-effect side design, cutting line and half etching design are performed.

The design is done by the fixed design rule and similar case. Rule-based
reasoning is mainly used because the rule is organized very well. So, case data
are used as reference due to insufficiency. CBR may be very powerful when it
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has enough data to perform. But if there are not enough data for each model
like this case, much more design data(material, thickness, inch, pitch and so on)
must be prepared for CBR. In this case, it is desirable to use RBR. But CBR
can be used as reference for decision making even though it can’t be directly
applied.

Developers don’t use only rules. They modify the rough design by consid-
ering past experience(maybe, tacit knowledge) and current condition. In this
process, cases are much more helpful for their decision making. So, knowledge-
based system is required to perform multi-dimensional data analysis and retrieve
appropriate similar cases.

Usually, CBR has a cycle(retrieval, evaluation, adaptation and learning). In
this cycle, retrieval is the most important thing. The reuse of experience and the
creation of new development concept are possible through retrieval of similar
cases. The similarity can be measured by distance 1 between two cases.

The RMS(Root Means Square) method is used for similarity measure. And
the number of similar cases is limited to three. The evaluation and adaptation
are performed by the following formula 3. The retrieval process is performed
through several stage.

1. Classify past data into several clusters.
2. Mark the cases by design values.
3. Calculate distance between current design model and past models.
4. Select appropriate cases.

(x̂, ŷ) = Min

3∑

i=1

√
(x − xi)2 + (y − yi)2 . (3)

x, y = New Problem(DΦ, dφ) . (4)

xi, yi = Case(DΦi, dφi), where i = 1, 2, 3 . (5)

KDS(Knowledge based Development supporting System) has seven mod-
ules(customer specification input module, effect side design module, non-effect
side design module, rule management module, case management module, user
management module, line/material/inch code management module). KDS per-
forms effect and non-effect side design by these modules.(Fig.3.)

2.4 System Evaluation

KDS evaluation is performed by two methods(design accuracy and pilot test).
KDS design data is evaluated by qualified data at design accuracy test. In pilot
test, developer’s design and KDS design are applied on the same steel plate and
produced. The test criteria are output quality(hole shape, conformity)
1

√
(x − xi)2 + (y − yi)2
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Fig. 3. Shadow Mask Development Process

In accuracy test, discrepancy is calculated by the absolute difference between
two data. If the discrepancy is negligible, KDS design is accepted. If not, the one
is rejected.

Fig. 4. KDS evaluation(Production test)

After design accuracy test, production test is performed. KDS and developer
design is printed on a steel plate through light transmission. The quality of
shadow mask is evaluated after etching under same condition. Total 25 models
is tested. The number of models within 2 µ(negligible gap) are 23 for front side
and 24 for rear side.
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3 Conclusion

Evaluation result in section 2.4 shows that computer aided decision support
system can be applied to production line. Before KDS was developed, there were
only data about past development experience. So, it was difficult to externalize
tacit knowledge from the data. Without knowledge sharing, developer did the
same error that others had done.

KDS didn’t only automate shadow mask design process but also make the
tacit knowledge visible in applicable form. Developers could reduce fatal error
and spend more time to another creative work by KDS. KDS could replace higher
level work by RBR and CBR. It’ll be also learning tool for the new member.

There are some complementary works to enhance KDS reliability in several
parts.

– Reinforcing CBR with preparing enough case data
– Automating rule evolution
– Enhancing analysis ability(for rule elicitation) by knowledge visualization

Most of all, it is very important that a Knowledge sharing environment must
be instilled among the developers and organization. And developers must be
trained to document and share their experiences. Therefore others can use the
knowledge. KDS is a just tool to help these kinds of works systematically.
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Abstract. This paper describes an expert system for the on-line diagnosis of
blast furnaces. The system analysis more than a hundred parameters in real time
and shows the operator the status of the blast furnace and its behaviour. The
system also gives suggestions and control set-points in order to achieve a better
hot metal quality and aimed analysis, as well as to increase the production in the
blast furnace. In addition to the information given by the furnace, the expert
system also takes advantage of a theoretical model of behaviour of thermal
status and permeability and apply the considerations given by the human experts
in order to solve all the conflicts.

1   Introduction

A modern blast furnace is a complicated system with hundreds of variables that need
to be controlled for its correct and economical running. Currently, the control of this
large amount of variables is a human operation 8assisted by a mathematical model, but
years of experience give rise to fundamental empirical knowledge in said operation. A
new, more modern blast furnace in an iron and steel industry, or the modernisation of
an old blast furnace means that all the knowledge accumulated in the scenarios of
others furnaces becomes useless.
ACERALIA is an iron and steel industry situated in the outskirts of the town of Gijón,
in the North of Spain. The majority shareholder is the ARBED group. Since 1997,
there are two new, modern blast furnaces, where the problem of the old empirical
knowledge of its operators has arisen. The requested task was to construct an expert
system that collects the useful knowledge about the running of old furnaces, and the
experience accumulated in the last one and half year by operators and technicians with
respect to the new furnaces. This knowledge should be sufficiently coherent with the
mathematical model that is used. At the same time, a user-friendly monitoring system
of blast furnace control should be also put into effect. The task is not an easy one. It
entails many problems: incoherent, poor or erroneous knowledge, a very harsh envi-
ronment for software, suspicions on the part of operators due to the typical fear of the
ghost of unemployment, etc. But, finally we were able to construct an expert system
and an interface to control the two blast furnaces, in accordance with the imposed
specifications, and whose main features shall be explained in this paper.
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2   The Expert System Architecture

Most expert systems acquire knowledge about symptoms, faults and corrective actions
through the usual process of codifying human expertise in rules or decision trees.
Their problem is the existence of discrepancies between different operators in fault
diagnosis and decision taking based on their empirical knowledge and perhaps with
insufficient degrees of reliability. A possible solution to this discrepancies should be to
use a model of the process to predict its behaviour or to check consistency among
observed variables [5].

It isn’t relevant to define a general model in the blast furnace, to describe the gen-
eral behaviour, because of its complexity and the intrinsic interdependence of its per-
formance variables, but rather, sub-models of particular aspects of the burning process
and its performance [4] in which theoretical and empirical knowledge is integrated
(Fig. 1).

2.1   Data Management Module

Since the expert system must work with a large number of variables, these variables
were divided into different groups: variables used for making calculations of burden
hangs, drops and slips; those used for displaying the calculated data; variables of the
actions file for preventive actions and hangs; and other internal variables used in the
control of slips and hangs. It is necessary to design a specific module called, in terms
of the specific tool used, the data management workspace. This module makes the
connection between the expert system and the "physical system". By means of this
module, the parameters that define the behaviour of the furnace are periodically up-
dated through its monitoring. All this data can optionally be used during the inference
process by the expert system. Besides those previously referred to, the data manage-
ment workspace also accomplishes the following functions:

- Collecting furnace input data and the maintenance operations carried out by
technicians.

- Adapting the acquired data from the sensors to the expert system format
(G2/Exad requirements through GFI objects).

- Making prior calculations to be used in future malfunction analysis.

2.2   Definition of the Theoretical Models for the Furnace

The monitoring system carries out general control functions in the following areas of
analysis:

- Blast Furnace Thermal Status Control.
- Control of Burden Slips and Hangs.
- Control Variations in CO/CO2 Analysis and Top Temperatures.

The first is now test-running, and is the object of this paper.
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  Fig. 1. Expert System Modules

 Next, we shall present the theoretical construction for the Thermal Status. The cor-
responding models for Burden Slips and Hangs Control and CO/CO2 Variations Con-
trol are analogous.

The implementation of these relationships implies a structured form of knowledge
that permits its description in hierarchical forms [7]. To achieve this, a classical object
network, in which the models are integrated, was defined. This net performs several
essential functions:

- It specifies the variables of the furnace as a set of objects related at different lev-
els of abstraction.

- It inserts the models within the objects that integrate the net.
- It establishes the analytical relationships that will define the behaviour of the

models.
- It provides means of information interchange between the models and the fur-

nace parameters.

2.2.1   Thermal Status of the Blast Furnace
The Thermal Status model simplifies the states space of the blast furnace, where each
state depends on many variables. It is defined according to the most reliable data: the
temperature of the hot metal and the percentage of silicon, due to there being a corre-
lation between both. Then, each pair of values of the hot metal temperature and the
percentage of silicon is identified with a point on the plane Temperature-Percentage of
Silicon and this plane is divided by isothermal status lines into seven areas, one of
which -Thermal Status ET(0)- is the best work area because it includes the targeted
pair, hot metal temperature and percentage silicon.

The percentage of silicon is the result of the general function Si= (Ta - K)/m, which
is the correlation between the hot metal temperature and % Si, for more than 35-40
heats, and for a targeted hot metal temperature. Thus, the typical error is lower when
short periods of time (3 or 4 days) are taken than if you take months, due to the varia-
tions in basicity. Accordingly, the correlation is always calculated dynamically with
the last three days data.

The influence of coke consumption on the % of silicon was estimated. At the same
time, the influence of the hot metal temperature on the coke consumption was also
estimated. Then, the transformation of the specific heat of the hot metal to the specific
consumption of coke was calculated. ET will represent the increase in coke in
Kg./Hmt. and will be called the thermal status.

ET=A(X,Y)(Y-Y0)+B(X,Y)(X-X0) (1)
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where X is the percentage of Si, Y is the temperature in ºC, X0, Yo is the targeted pair
temperature-% silicon.

Then, the isothermal lines, one for each ET, are the following:

X=(222.5ET-20.517Y+34669.25)/(11125-0.445(Y-1500)) (2)

Other considerations are made until obtaining the final equations for the isothermal
lines (Fig. 2).

X=(ET-0.08770(Y-1500)+17.5)/(50.89326-0.000595Y) (3)

In summary, once the targeted temperature and targeted percentage of silicon have
been defined, the isothermal status lines are calculated dynamically. The parameters of
the final functions are the targeted hot metal temperatures and the percentage of sili-
con that results from the correlation Ta / %Si. Moreover, we shall use the increments in
the specific consumption of coke in Kg/Hmt. to indicate the different thermal statuses
and we shall consider the level 0, ET(0), as the targeted temperature and percentage of
silicon. From this level 0, we calculate the different thermal status increasing or de-
creasing the coke. A new thermal status area is defined every two kilograms.

3. Inference Engine

The following subsections present the inference mechanisms used to produce a diag-
nosis.

3.1. Detection of Discrepancies

The first stage in the inference process is the detection of discrepancies between the
behaviour of the machine and the models. To achieve this, a specific set of rules is
available. In premises of rules, the results from the sensors of the monitoring process
are compared with the model outputs. The conclusions of these comparisons are in-
corporated into a list of abnormal working conditions. Since all the discrepancies
between model outputs and the behaviour of the furnace must be found, the process
consists of a classical forward chaining. During this phase, all the possible causes of
failure are included in the list of abnormal working conditions. For instance, if it is
considered that the thermal status of the blast furnace corresponding to the last heat
and its values shows a large decrease of more than 8 units, regardless of the actual
value of the thermal levels, it is necessary to act on the system.

3.2. Failure Identification

The knowledge used in failure identification is also structured in rules. Said rules are
grouped together in workspaces that can be optionally related to one another. Each
workspace comprises the knowledge of failures corresponding to a specific part of the



492         J. Tuya et al.

furnace process. This modular conception of the knowledge base improves inference
efficiency and facilitates the introduction of new knowledge.

The elements in the abnormal conditions list will trigger the inference process in
the corresponding workspace. Considering the past example about the large decrease
in the thermal status, here it is necessary to analyse the value of the last heat in a com-
parative manner with the others and to check if the tendencies are more or less in-
clined. Moreover, it is necessary to check whether the operator had acted to correct the
problem in the system. With all this information, it is possible to decide about subse-
quent action, which may be that of correcting the steam level, the percentage of coal to
be injected (PCI), the O2 variation, the wind temperature or other combined actions.
This will cause a series of actions that could restart the inference cycle. In general,
rule evaluation can trigger the following actions:
- Adding a new hypothesis to the inference engine.
- Consulting the models again.
- Reading from the historical databases.
- Asking the user for additional data.

3.3. Maintenance Plan

During malfunction identification, all the testimonies obtained are stored to be used in
the results output. The maintenance plan is carried out by means of a standard rule
system. These rules were obtained from expert operators in conjunction with a statisti-
cal study of historical databases using techniques of machine learning [1], [2], [9].

Due to the different information sources used to construct the knowledge work-
spaces, it is essential to prove their consistency and completeness. To achieve this, it
was necessary  to identify redundant, unnecessary, conflicting, circular and subsumed
rules, and which must also look for potential gaps, not referenced or illegal attribute
values, unreachable conclusions and dead-end goals [8] . When a discrepancy is de-
tected in the value tables or rules given by the experts with respect to the analytical
models and machine learning induced rules, it is necessary to check the problem
throughout the historical behaviour and to consider the actions performed there. Fi-
nally, of course, all the decisions must be contrasted by the current expert technicians.

The final output of the system consists of:
- The diagnosed malfunction.
- The evidence collected during the identification process.
- The recommendations derived from the maintenance rules.

4. Conclusions

The system proposed in this paper attempts to aid blast furnace operators in the fol-
lowing ways:

- It monitors more than a hundred variables in real time and produces a basic
diagnosis of the furnace conditions.
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- It presents an architecture in which traditional concepts of knowledge-based
systems are fused with model-based diagnosis techniques. Thus, the possible
inconsistency of the former and the complexity of the latter do not appear.

- It combines analytical models with expert rules and methods obtained in his-
torical databases with machine learning algorithms.

Acknowledgements. This work forms part of a European Coal and Steel Community
(ECSC) multi-partner multi-national research project on Intelligent Monitoring
Systems for Ironmaking (INSI) Ref. 7210-PR-002/P3721 with British Steel (UK) as
co-ordinator and the participation of the Centro Sviluppo Materiali (Italy), VDEh-BFI
(Germany) and ACERALIA (Spain). The Informática Department of the University of
Oviedo is working together with ACERALIA in the Intelligent Monitoring of the two
new blast furnaces at the Gijón Factory.
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Abstract. One of the most critical errors is the short circuit in the
manufacturing of printed circuit boards. In this contribution we extend the
already existing solution to more general cases where the errors can be
detected by checking two production layers. The algorithm was tested with
software simulator and 64*64 CNN-UM chip of ALADDIN System.

1  Introduction

Short circuits are serious problems in Printed Circuit Board (PCB) production.
Several algorithms were developed in connection with PCB quality control. [2], [3],
[4], [5], [6], [7], [8] The algorithm is based on the Celluar Nonlinear Network (CNN)
paradigm. [10a], [10b] Due to the local connectivity of the CNN cells, the local layout
errors can detect the errors effectively [1]. Analogic CNN algorithms were developed
to detect new types of layout errors. The CADETWin simulation environment, the
CNN Chip Prototyping System (CCPS) [12], 64*64 CNN-UM [14], [15] and 176*144
CNN-UM [16], [17] were used in the development and test phases of our layout
detection algorithm.

Here we analyze simultaneously two layers of Printed Circuit Boards.
Naturally we can detect some errors with the help of the method on a single layer too.
The analogic CNN algorithm proposed in this contribution can detect all types of short
circuits generated in manufacturing process.

The basic idea of the algorithm is as follows. Two input images are the two
production layers of the PCB production. Two objects are selected on the input
images to test the proper isolation between them. On these images there are two pads
of different equipotential areas. The reference image is the result of the logic OR of
the two marker images. We will analyze these images with some waves starting from
the selected black object, the pad. Based on number and size of the errors, the
production of a given PCB sample may be continued or stopped.

An analogic CNN algorithm is shown in section 2, as a solution to the problem.
The algorithm uses two input pictures: two production layer markers and reference
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images. In the output image of the algorithm only two pads can be seen. In section 3
we can see an example where the algorithm runs on software simulator and on
different types of CNN-UM chips. The size of the test image is 176*144 pixels. The
limits of the method and concluding remarks can be found in section 4.

2  A Short Circuit Detection Analogic CNN Algorithm

The main steps of our short circuit detection analogic CNN algorithm can be seen in
Figure 1.

Load the 
images 

of top + bottom

Load the 
image of marker

Recall.tem on 
top layer

(~200 iterations)

Erosion.tem
(w*3 iterations)

Recall.tem on 
bottom layer

(~200 iterations)

Erosion.tem
(w*3 iterations)

y

Logical AND 
function between 
reference image 
and result image

Are 
there

any pads on 
the PCB?

y

n

O.K.

ERROR

Has 
there been
line yet?

n

*

Load the 
 reference image

w: the line width in pixels

Fitting and average

see in the text

Fig. 1.  The flowchart of the algorithm
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The inputs of the analogic CNN algorithm are the two production layers of a
PCB and the marker images to define the two objects belonging to two different
equipotential nodes. We want to detect short circuits between the two equipotential
areas. In the first step by the algorithm the images are converted into black & white
ones. We start a wave from the marker image to reconstruct the layout elements
belonging to this node. The tracks of the different signals can be found by a wave. The
waves arise on the marker image but the form of the waves follows the tracks of the
current production layer by using “recall.tem” (Figure 2.).

The input images are the marker and the production layer images. By using
the recall template, we can build up the complete net defined on the marker image.

Recall.tem
(some iterations)

Recall.tem
(some iterations)

STATEINPUT

OUTPUT

STATEINPUT

OUTPUT

ORIGINAL 
IMAGE (LAYER)

MARKER
IMAGE

INTERMEDIATE
RESULT

RESULT

Fig. 2.  The operation of the “recall.tem” template

In the 4th step the same algorithm is used for the other production image and
the erosion template to remove the tracks from the reconstructed equipotential net.
(Figure 5.). The number of the iterations is directly proportional to the linear size of
the images.
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Fig. 3.  The marker image             Fig. 4.  The top layer

From the pads (Figure 5.) that we found on the top layer we start the waves
on the bottom layer (Figure 6.).

Fig. 5.  The top layer after erosion           Fig. 6.  The bottom layer

Fig. 7.  The bottom layer after erosion                           Fig. 8.  The top layer

If we substract the image (n-1)th from the image nth and get a white image,
then we do not have to run the wave generation (iteration) again (Figure 9.).

Are there 
black objects?

n

Logical difference 
function between 

image n-1. 
and image n.

*

yBack to recall

Fig. 9.  Are the nth and (n-1)th images equal?
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When we build up the selected signal, the total pads of the signal on the image
can be seen.

Next we download the reference image into a platform. It is a black & white
image and includes some pads of the different signals (VDD, VSS).

We shall compare the pads of the two images by using logic AND function. If
we get several pads on the result image, it means that there is at least one short-circuit
on one of the production layers.

3  Example

In this example we want to detect the short-circuit between the VDD and VSS. We
can see the top layer in Figure 10 and the bottom layer in Figure 11. On the latter layer
there is a short circuit which we would not detect by the previous approach [1]
because even a correct connection may cause this error. The size of the test image is
176*144 pixels. The line width is one pixel and the thicker lines are two-pixel-wide.

         

             Fig. 10.  Top layer          Fig. 11.  Bottom layer

The marker image can be seen in Figure 12. The whole VDD signal is built up
from the marker image on the TOP layer (Figure 13.).

         

    Fig. 12.  Marker image                   Fig. 13.  The intermediate top 
  layer after some iterations
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From the pads of Figure 13 we start the waves on the bottom layer. With this
step we get some additional pads from which we can start some waves (Figure 14).
We can see the additional pads and the VDD signal on the top layer (Figure 15).

         

 Fig.  14. The intermediate         Fig. 15.  The intermediate top
 bottom layer                 layer after some iterations

In Figures 15 and16 we can see the VDD and VSS signals as well as the
pads. (Figure 16).

       

Fig. 16.  The intermediate        Fig. 17. The intermediate top
bottom layer layer after some iterations

The reference image can be seen in Figure 18. The reference image and the
resulting image are compared by logic AND function. If there are some pads (at least
2) on the result image, then an error exists on one of the production layers (Figure
19.). It means that there is a short circuit between the VDD and VSS signals.

If there are more than two pads on the reference image, then we can detect
the short-circuits among several signals.

4  Conclusions

The analogic CNN algorithm was implemented on software simulator and a 64*64
CNN-UM chip as well. The running time of our algorithm depends on the size of the
image. The size of the test images is 176*144 pixels.
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Fig. 18.  The reference image  Fig. 19.  The result image

Table 1. The running times of the algorithm on the simulator and on the different CNN-UM (*
The running time of the algorithm’s core is 30 msec by using 64*64 CNN-UM.)

Simulator on the PC 64*64 CNN-UM
105 sec 90 msec  *

It is supposed that in the analogic CNN algorithm that the track width of a
marked signal is smaller than the pad size of the selected signal.

If we start some waves from several pads of the selected signal, then the
running time is smaller.

In the example that we analyzed two different signals with respect to short
circuit detection. We can detect the short-circuit among several different signals too.

The running time is not dependent on the size of the image if we can
download the whole image on a CNN-UM chip. If the image size is bigger than the
array size of the chip then we have to partition the image. When we use a CNN
simulator then the running time is dependent on the size of the image. In this latter
case the running time of the algorithm is proportional to the PCB area.

Acknowledgements. The helpful comments of Prof. Tamás Roska, László Kék and
Tamás Bezák are kindly acknowledged.
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Abstract. This paper examines the applicability of some learning tech-
niques to the classification of phonemes. The methods tested were arti-
ficial neural nets (ANN), support vector machines (SVM) and Gaussian
mixture modeling. We compare these methods with a traditional hid-
den Markov phoneme model (HMM) working with the linear prediction-
based cepstral coefficient features (LPCC). We also tried to combine the
learners with feature transformation methods, like linear discriminant
analysis (LDA), principal component analysis (PCA) and independent
component analysis (ICA). We found that the discriminative learners
can attain the efficiency of the HMM, and after LDA they can attain
practically the same score on only 27 features. PCA and ICA proved
ineffective, apparently because of the discrete cosine transform inherent
in LPCC.

1 Introduction

Automatic speech recognition is a special pattern classification problem which
aims to mimick the perception and processing of speech in humans. For this
reason it clearly belongs to the fields of machine learning (ML) and artificial
intelligence (AI). For historical reasons, however, it is mostly ranked as a sub-
field of electrical engineering, with its own unique technologies, conferences and
journals. In the last two decades the dominant method for speech recognition
has been the hidden Markov modeling (HMM) approach. Meanwhile, the theory
of machine learning has developed considerably and now has a wide variety of
learning and classification algorithms for pattern recognition problems. The goal
of this paper is to study the applicability of some of these methods to phoneme
classification, making use of so-called feature-space transformation methods ap-
plied prior to learning to improve classification rates. We also present results
with the application of such transformations. In essence this article deals with
the neural network (ANN), support vector machine (SVM) and Gaussian Mix-
ture modeling (GMM) learning methods and with the transformations linear
discriminant analysis (LDA), principal component analysis (PCA) and indepen-
dent component analysis (ICA). We compare the performance of the learners
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with that of the HMM on the same feature set, namely the so-called linear
prediction-based cepstral coefficients (LPCC).

The structure of the paper is as follows. First, we proveide a short review of
the phoneme classification problem itself, and suggest some possible solutions.
Then we briefly describe the acoustic features that were applied in the experi-
ments and examine the feature transformation methods used. The final part of
the paper discusses aspects of the experiments, especially the advantages and
drawbacks of each learning method, the effectiveness of each transformation and
of course the results obtained.

2 The Task of Phoneme Classification

Speech recognition is a pattern classification problem in which a continuously
varying signal has to be mapped to a string of symbols (the phonetic tran-
scription). Speech signals display so many variations that attempts to build
knowledge-based speech recognizers have mostly been abandoned. Currently re-
searchers tackle speech recognition only with statistical pattern recognition tech-
niques. Here however, a couple of special problems arise that have to be dealt
with. The first one is the question of the recognition unit. The basis of the sta-
tistical approach is the assumption that we have a finite set of units (in other
words, classes), the distribution of which is modeled statistically from a large
set of training examples. During recognition an unknown input is classified as
one of these units, using some kind of similarity measure. Since the number
of possible sentences or even words is potentially infinite, some sort of smaller
recognition units have to be chosen in a general speech recognition task. The
most commonly used unit of this kind is the phoneme, thus this paper deals
with the classification problem of phonemes.

The other special problem is that the length of the units may vary, that is
utterances can ”warp” in time. The only known way of solving this is to perform
a search in order to locate the most probable mapping between the signal and
the possible transcriptions. Normally depth-first search is applied (implemented
with dynamic programming), but breadth-first search with a good heuristic is
also viable.

3 Generative and Discriminative Phoneme Modeling

Hidden Markov models (HMM). [10] synchronously handle both the prob-
lems mentioned above. The speech signal is given as a series of observation vec-
tors O = o1...oT, and one has one model for each unit of recognition C. These
models eventually return a class-conditional likelihood P (O|C). The models are
composed of states, and for each state we model the probability that a given
observation vector belongs to (“was omitted by”) this state. Time warping is
handled by state transition probabilities, that is the probability that a certain
state follows the given state. The final “global” probability is obtained as the
product of the proper omission and state-transition probabilities.
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When applied to phoneme recognition, the most common state topology is
the three-state left-to-right model (see fig.1). We use three states because the
first and last parts of a phoneme are usually different from the middle due to
coarticulation. This means that in a sense we do not really model phonemes but
rather phoneme thirds.

observation
sequence

states

state

omission
probabilities

transition
probabilites

1 2 3

o1 o2 o3 oT... ... ... ...

Fig. 1. The three-state left-to-right phoneme HMM.

Because the observation vectors usually have continuous values the state
omission probabilities have to be modeled as multidimensional likelihoods. The
usual procedure is to employ a mixture of weighted Gaussian distributions of
the form

p(o) =
k∑

i=1

ciN (o, µi,Ci), (1)

where N (o, µi,Ci) denotes the multidimensional normal distribution with
mean µi and covariance matrix Ci, k is the number of mixtures, and ci are
non-negative weighting factors which sum to 1.

In the following experiments we apply these Gaussian mixture models
(GMM)[3] not only in HMMs but also in isolation, so as to model the con-
ditional likelihood P (X|C) of a set of features X having been generated by a
phoneme class C.

The final goal of classification is to find the most probable class C. We can
compute the probabilities P (C|X) from P (X|C) given by class-conditional or
generative models like HMM and GMM making use of Bayes’ law. Another
aproach is to employ discriminative learners which model P (C|X) directly. In-
stead of describing the distribution of the classes, these methods model the
surfaces that separate the classes and usually perform slightly better than gen-
erative models. Their drawback in speech recognition tasks is that they cannot
implicitly handle the ”time-warping” characteristic os speech as HMM can, so
on the word-level they have to be combined with some sort of search method.
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From the family of discriminative learners we chose to experiment with the
now traditional artificial neural networks (ANN)[11], and a relatively new
technology called support vector machines (SVM). Rather than describing
this method in detail here we refer the interested reader to an overview in [14].

4 Evaluation Domain

The feature space transformation and the classification techniques were com-
pared using a relatively small corpus which consists of several speakers pro-
nouncing Hungarian numbers. More precisely, 20 speakers were used for training
and 6 for testing, and 52 utterances were recorded from each person. The ratio
of male and female talkers was 50%-50% in both the training and testing sets.
The recordings were made using a cheap commercial microphone in a reasonably
quiet environment, at a sample rate of 22050 Hz. The whole corpus was man-
ually segmented and labeled. Since the corpus contained only numbers we had
samples of only 32 phones, which is approximately two thirds of the Hungarian
phoneme set. Since some of these labels represented only allophonic variations
of the same phoneme some labels were fused together, hence in practice we only
worked with a set of 28 labels. The number of occurrences of the different labels
in the training set was between 40 and 599.

5 Frame-Based and Segmental Features

There are numerous methods for obtaining representative feature vectors from
speech data[10], but their common property is that they are all extracted from
20-30 ms chunks or ”frames” of the signal in 5-10 ms time steps. The HMM
system employed in our experiments was the FlexiVoice speech engine[12] trained
and tested by Máté Szarvas at the Technical University of Budapest. In his tests
he worked with the so-called lpc-based cepstral coefficients (LPCC)[10], so for
comparison we conducted a series of experiments with this feature set. To be
more precise, 17 LPCC coefficients (including the zeroth one) were extracted
from 30 ms frames. The HMM system used the derivatives of these as well, so a
speech frame was characterised by 34 features altogether.

All the other classifiers were tested within the framework of our speech recog-
nizer called OASIS[8][13]. This is a segment-based recognizer which means that
the frames are not evaluated separately and then combined as in the HMM, but
certain segmental features are first calculated. The aim of using these segmental
features is to model the evolution of the frame-based features in time. In our case
the 17 LPCC coefficients were averaged over segment-thirds, and the differences
of these were also calculated to model their dynamics. These derivative-like fea-
tures were also extracted at the segment boundaries. We found that the so-called
modulation spectrum[4] also facilitates the classification process. It was evalu-
ated as the 4 Hz Fourier-coefficient of 250 ms sections of the LPCC trajectories.
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Further segmental features were the variance of LPCC coefficients over the seg-
ment and the length of the segment. Thus altogether 154 features were used to
describe a complete phoneme.

Having found earlier that LPCC is not the optimal representation for our sys-
tem, we also report findings obtained via the bark-scaled filterbank log-energies
(FBLE). This means that the signal is decomposed with a special filterbank
and the energies in these filters are used to parameterize speech on a frame-by-
frame basis. The filters were approximated from Fourier analysis with triangular
weighting as described in[10]. The segmental features were calculated from FBLE
in the same way as from LPCC.

6 Linear Feature Vector Transformations

Before executing a learning algorithm, additional vector space transformations
may be applied on the extracted features. The role of these methods is twofold.
Firstly they can improve classification performance, and secondly they can also
reduce the dimensionality of the data.

Without loss of generality we will assume that the original data set lies
in IRn, and that we have l elements x1, . . . ,xl in the training set and t ele-
ments y1, . . . ,yt in the testing set. After applying a feature space transforma-
tion method, the new data set lies in IRm (m ≤ n), the transformed train-
ing and testing vectors being denoted by x′

1, . . . ,x′
l and y′

1, . . . ,y′
t respectively.

With the linear feature space transformation methods, we search for an opti-
mal (in some cases orthogonal) linear transformation IRn → IRm of the form
x′

i = A>xi (y′
j = A>yj), noting that the precise definition of optimality can

vary from method to method. The column vectors a1, . . . ,am of the n × m ma-
trix A are assumed normalized. These algorithms use various objective functions
τ() : IRn → IR which serve as a measure for selecting one optimal direction (i.e.
a new base vector). Usually linear feature space transformation methods search
for m optimal directions. Although it is possible to define functions that mea-
sure the optimality of all the m directions together, we will find the directions
of the optimal transformations one-by-one, employing the τ measure for each
direction separately. One rather heuristic way of doing this is to look for unit
vectors which form the stationary points of τ(). Intuitively, if larger values of τ()
indicate better directions and the chosen directions needs to be independent in
some ways, then choosing stationary points that have large values is a reasonable
strategy.

In the following subsections we describe three linear statistical methods. Prin-
cipal component analysis (PCA), linear discriminant analysis (LDA) and inde-
pendent component analysis (ICA), which will be dealt with in a unified way
by defining a τ measure. Although some nonlinear extensions of these methods
have been presented in recent years, in this paperwe restrict our investigations
to their linear versions.
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6.1 Principal Component Analysis

Principal component analysis[7] is a ubiquitous technique for data analysis and
dimension reduction. Normally in PCA

τ(a) =
a>Ca
a>a

, (2)

where C is the sample covariance matrix. Practically speaking, (2 defines τ(a) as
the variance of the {x1, . . . ,xl} n-dimensional point-set projected onto vector a.
So this method prefers directions having a large variance. It can be shown that
stationary points of (2 correspond to the right eigenvectors of the sample covari-
ance matrix C where the eigenvalues form the corresponding optimum values. If
we assume that the eigenpairs of C are (c1, λ1), . . . , (cn, λn) and λ1 ≥ · · · ≥ λn,
then the transformation matrix A will be [c1, . . . , cm], i.e. the eigenvectors with
the largest m eigenvalues. Notice that the new data represented in the new
orthogonal basis is uncorrelated, i.e. its covariance matrix is diag(λ1, . . . , λm).

6.2 Linear Discriminant Analysis

The goal of linear discriminant analysis[1] is to find a new (not necessarily
orthogonal) basis for the data that provides the optimal separation between
groups of points (classes). The class label of each point is supposed to be known
beforehand. Let us assume that we have k classes and an indicator function
f() : {1, . . . , l} → {1, . . . , k}, where f(i) gives the class label of the point xi.
Let lj (j ∈ {1, . . . , k}, l = l1 + . . . + lk) denote the number of vectors associated
with label j in the data. The function τ(a) is similar to that employed in PCA:

τ(a) =
a>Ba
a>Wa

, (3)

where W is the within-class scatter matrix, while B is the between-class scatter
matrix. Here the within-class scatter matrix W shows the weighted average
scatter of the covariance matrices Cj of the sample vectors having label j:

W =
k∑

j=1

lj
l
Cj, (4)

Cj =
1
lj

∑
f(i)=j

(xi − µj)(xi − µj)>, µj =
1
lj

∑
f(i)=j

xi (5)

and the between-class scatter matrix B represents the scatter of the class mean
vectors, µj around the overall mean vector µ:

B =
k∑

j=1

lj
l
(µj − µ)(µj − µ)>. (6)
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The value of τ(a) is large when its nominator is large and its denominator is
small. Therefore the within-class averages of the sample projected onto a are far
from each other, while the variance is small in each of the classes. The larger
the value of τ(a), the farther the classes are spaced out and the smaller their
spreads will be.

Much like in the case of PCA it can be shown that stationary points of (3
correspond to the right eigenvectors of W−1B, where the eigenvalues form the
corresponding optimal values. As in PCA, we again select those m eigenvectors
with the greatest real eigenvalues. Since W−1B is not necessarily symmetric, the
number of the real eigenvalues can be less than n. In addition, the corresponding
eigenvectors will not necessarily be orthogonal.

6.3 Independent Component Analysis

Independent component analysis [2] is a useful feature extraction technique, orig-
inally developed in connection with blind source separation. The goal of ICA is
to find directions along which the distribution of the sample set is the least
Gaussian. The reason for this is that along these directions the data is suppos-
edly easier to classify. Several measures can be used to assess non-Gaussianity.
We always choose from those ones which are non-negative and give zero for
the Gaussian distribution. A useful measure of non-Gaussianity is negentropy,
but obtaining this quantity via its definition is computationally very difficult.
Fortunately, there exist some simpler, readily-computable approximations of the
negentropy of a variable y with zero mean and unit variance, e.g.

J(y) ≈ (E [G(y)] − E [G(ν)])2 (7)

where G() : IR → IR is an appropriate doubly-differentiable contrast function,
E() denotes the expected value and ν is a standardized Gaussian variable. Three
conventionally used contrast functions are G1, G2 and G3:

G1(y) = y4

G2(y) = log(cosh(y))
G3(y) = − exp(−1

2y2)
(8)

It is worth noting that in (7) E(G(ν)) is a constant, its value depending on the
contrast function G. For instance in the case of G1() its value is 3.

Hyvärinen proposed a fast iterative algorithm called FastICA, which uses
these contrast functions [5], [6]. This method defines the functional τ() used for
the selection of the base vectors of the transformed space by replacing y with
a>x in the negentropy functions above:

τG(a) =
(
E(G(a>x)) − E(G(ν))

)2
. (9)

Before running FastICA, however, some preprocessing steps need to be per-
formed:
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– Centering: An essential step is to shift the original sample set x1, . . . ,xl

with its mean µ so as to obtain a set x̃1, . . . , x̃l, with a mean of 0.
– Whitening: The goal of this step is to transform the x̃1, . . . , x̃l samples via

an orthogonal transformation Q into a space where the covariance matrix Ĉ
of the points x̂1 = Qx̃1, . . . , x̂l = Qx̃l is the unit matrix.
With the PCA discussed earlier we can transform the covariance matrix into
a diagonal form, the elements in the diagonal being the eigenvalues of the
original covariance matrix. Thus it only remains to transform each diagonal
element to 1. This can be done by dividing the normalized eigenvectors of the
transformation matrix by the square root of the corresponding eigenvalue.
Consequently, the whitening procedure with a dimension reduction(dim =
m) can be computed via:

Q :=
[
c̃1λ̃

−1/2
1 , . . . , c̃mλ̃−1/2

m

]>
(10)

where the eigenpairs of the matrix

C̃ =
1
l

l∑
i=1

x̃ix̃>
i (11)

are (c̃1, λ̃1), . . . , (c̃n, λ̃n).

After centering and whitening the following statements hold:

– Firstly, for any normalized a the mean of a>x̂1, . . . ,a>x̂l is 0, and its vari-
ance is 1. In fact we need this since (7) requires that y has a zero mean and
variance of 1, and so because of the substitution y = a>x̂, a>x̂ must also
have this property.

– Secondly, for any matrix R the covariance matrix ĈR of the transformed
points Rx̂1, . . . ,Rx̂l remains the unit matrix if and only if R is orthogonal,
since

ĈR =
1
l

∑
Rx̂1(Rx̂1)> = R

(
1
l

∑
x̂1x̂>

1

)
R> = RIR> = RR> (12)

Actually FastICA is an approximate Newton iteration method which seeks
such an orthogonal basis for the centered and whitened data, where the values
of the non-Gaussianity measure τG() for the base vectors are large. Note that
as the data remain whitened after an orthogonal transformation, ICA may be
considered an extension of PCA.

7 Experiments

All the experiments were run on the LPCC and FBLE features described in
section 5. As mentioned, HMM results were obtained only for the LPCC case.
Overall, the exact parameters for the learners and the transformations were as
follows.
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Hidden Markov modeling (HMM). In the HMM experiments the
phoneme models were of the three-state strictly left-to-right type, that is each
state had one self transition and one transition to the next state. In each case
the observations were modeled using a mixture of four Gaussians with diag-
onal covariance matrices. The models were trained using the Viterbi training
algorithm.

Gaussian mixture modeling (GMM). Unfortunately there is no closed
formula for getting the optimal parameters of the mixture model, so the
expectation-maximization (EM) algorithm is normally used to find proper pa-
rameters, but it only guarantees a locally optimal solution. This iterative tech-
nique is very sensitive to initial parameter values, so we utilised k-means clus-
tering [10] to find a good starting parameter set. Since k-means clustering again
only guaranteed finding a local optimum, we ran it 15 times with random pa-
rameters and used the one with the highest log-likelihood to initialize the EM
algorithm. After experimenting the best value for the number of mixtures k was
found to be 2. In all cases the covariance matrices were forced to be diagonal.

Artificial neural networks (ANN). In the ANN experiments we used the
most common feed-forward multilayer perceptron network with the backpropa-
gation learning rule. The number of neurons in the hidden layer was set at 150
in all experiments except in the case of LDA where a value of 50 was found
sufficient because of enormous dimension reduction (these values were chosen
empirically based on preliminary experiments). Training was stopped when, for
the last 20 iterations, the decrease in the error between two consecutive iteration
steps stayed below a given threshold.

Support Vector Machine (SVM). In all experiments with SVM a third-
order polynomial kernel function was applied.

As regards the transformations, in the case of LDA the original 154 dimen-
sions were reduced to only 27, the number of classes minus one. In the case
of PCA and ICA we kept the largest m components that retained 95% of the
spectrum. In our case m turned out to be 93.

Naturally when we applied a certain transformation on the training set before
learning, we applied the same transformation on the test data during testing.

8 Results and Discussion

Table 1 shows the recognition accuracies where the columns represent the feature
sets (transformed/not-transformed) while the rows correspond to the applied
learning methods. For the HMM we have only one score, as in this case no
transformation could be applied.

Upon inspecting the results the first thing one notices is that the discrim-
inative learners (ANN, SVM) always outperform the generative one (GMM).
Hence there is a clear advantage of modeling the classes together rather than
separately. Another important observation is that the HMM, in spite of being a
generative model, has produced the second highest score. But one has to keep
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Table 1. Recognition accuracies for the phoneme classification. The maximum is
typeset in bold.

none

variable

none

154

LDA

27

PCA

93

ICA

93

ANN - 92.67 91.12 90.89 88.29
GMM - 89.83 91.08 84.57 80.56
SVM - 92.11 92.37 88.12 88.07
HMM 92.53 - - - -

in mind that the HMM uses many more features per phoneme (the exact num-
ber depending on the segment length), and also a quite different integration
technique. Moreover, it can optimize the division of the observation into thirds
(states), while our segmental feature calculation works with rigid phoneme seg-
ments. Actually, we consider the fact that we could attain practically the same
score with our quite simple feature extraction method as proof that the HMM
technology can be easily surpassed with a more sophisticated discriminative seg-
mental phoneme model. We should aslo mention here that our segmental feature
calculation method was invented with the FBLE preprocessing in mind and that
it works much better with those features. Our current best result with FBLE
is 95.55%, which shows that LPCC is definitely not an optimal choice for our
system - but the goal of this paper was to compare HMM and the other learners
with the same preprocessing technique.

As regards the transformations, one can see that after LDA the learners could
produce the same or similar scores in spite of the drastic dimension reduction
performed (154 features reduced to 27). In an earlier study[9] we found that
PCA also retains the recognition accuracy after the dimension reduction. Here,
however, one can see that PCA was definitely detrimental. We attribute this
to the fact that LPCC inherently contains an orthogonal transformation (the
discrete cosine transform), so PCA could not bring any additional gain. ICA
was even slightly worse, which accords with our earlier findings, where we could
find no could no real advantage of using ICA in the phoneme recognition task.

9 Conclusions and Future Work

The main goal of this paper was to test our classification and transformation
methods on the LPCC feature set. In previous experiments we used the FBLE
features and we clearly outperformed the HMM recognizer (which used LPCC).
In contrast to these scores, we now found that we could only reach the same per-
formance. We conclude that our segmental feature calculation method is quite
sensitive to the frame-based features, and also that it requires further develop-
ment. In addition, we plan to make further comparisons with the HMM, but
using the same feature set.
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As regards the transformations, we ascertained that LDA is the most useful
one, while PCA and ICA are advantageous only under certain conditions. In the
future we intend to study the non-linearized version of these transformations.

As regards the applicability of the classifiers in a continuous speech recog-
nizer, with the application of the learners and transformations presented in this
paper on the number recognition task we can attain results equivalent to those
of the HMM. The interested reader can read about our full recognition system
in [13].
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Abstract. In this paper, we present a smart machine vision (SMV) system for
printed circuit board (PCB) inspection. It has advantages over the traditional
manual inspection by its higher efficiency and accuracy.  This SMV system
consists of two modules, LIF (Learning Inspection Features) and OLI (On-Line
Inspection).  The LIF module automatically learns inspection features from the
CAD files of a PCB board.  The OLI module runs on-line to inspect PCB boards
using a high-resolution 2-D sensor and the knowledge provided by the LIF
components.  Key algorithms developed for SMV are presented in the paper.
The SMV system can be deployed on a manufacturing line with a much more
affordable price comparing to other commercial inspection systems.

1   Introduction

The PCB(Printed Circuit Board) industry continues to adopt increasingly higher levels
of integration and achieving higher and higher levels of component density.  As a
consequence, the tolerances on PCB assembly become tighter and tighter.  This causes
an increased need for reliable and accurate visual inspection of PCB boards[1,2,3].
The manufacturing of PCB circuits uses the SMT (Surface Mount Technology). Plac-
ing a proper amount of solder paste on a pad is the key to prevent unwanted opens or
shorts.  Sometimes, it is possible to catch these unwanted opens or shorts using an in-
circuit-test after all components are placed on the board, but most solder paste defects
are impossible to catch after components are mounted.

The focus of this research is to develop a technology for inspection of solder paste
on PCB’s.  Due to the development of the semiconductor technology, the electronic
components are getting smaller and smaller, and more and more components can fit on
one PCB board.  A pad on a PCB can be as small as 0.01 inch.  Machine vision in-
spection of solder paste on PCB’s is a non-trivial task. In this paper we describe a
smart machine vision (SMV) system for inspecting defects of solder paste on PCB’s.
SMV was developed using machine learning technology combined with advanced
machine vision techniques.  SMV has been deployed on a manufacturing line and been
tested on more than 2000 PCB boards, the accuracy of detection has exceeded 97%.
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2   Overview of SMV System

The objective of the SMV system is to detection whether there is a sufficient amount
of solder paste on a pad, or if there is smear on a solder pasted pad.  In theory, the bare
pads and the solder pastes on a PCB should have different reflection rate under direct
illuminating (see Fig. 1).  The major challenging is the high density of PCB boards
and low contrast bare pads and paste.  Even with the highest resolution CCD cameras,
images of high density PCBs typically have less than five pixels for a small pad and
the paste on a small pad can be as small as one or two pixels.  The SMV system was
developed and tested using images of a variety of PCBs acquired by a high resolution
2K�2K Kodak camera.  Fig. 2 gives an overall view of SMV system.

  

Fig. 1 a.  The pads without solder paste.              b.  The pads with solder paste
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Subsystem

Pad CAD File

Paste CAD File

Inspection Template:
q fiducial location, size, shape
q pad location, size, shape
q paste location, size, shape
q occupancy ratio of paste on pad
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Fig. 2.  The SMV system

The SMV is composed of two modules: LIF (Learning Inspection Features) and
OLI (On-Line Inspection).  The LIF module was developed to learn visual inspection
features of a PCB from CAD design data, and the OLI module applies the knowledge
learnt by LIF to on-line PCB inspection.  The LIF module automatically learns the
inspection features and outputs the knowledge in a template file to be used in the on-
line inspection program, OLI, during the manufacturing process.  The learning pro-
gram consists of algorithms for extracting inspection features from the input, image
processing, and computing statistics. The OLI program consists of algorithms for

fiducial
pad paste

fiducial
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image registration, image processing, comparing the features of the input image with
the learnt features from the LIF.  The output from the OLI will indicate whether the
product has failed or pass the test.  The exact format of the output from the OLI can
vary depending on the task specification.

3   Learning Inspection Feature (LIF) Module

The primary function of LIF is to learn the solder features of a PCB from its CAD
design files. PCBs are designed using CAD tools and the design information is con-
tained in a CAD file. A PCB CAD file contains a set of instructions that, when inter-
preted, enable a photoplotter or laser imager to produce an image of the PCB. The
challenge of implementing these operators lies in the dynamics of these operators.  For
example, a number of operators may dynamically change the appearance of a line, the
shape of the joint of two lines; and the target coordinates. In order to effectively in-
specting PCB images, LIF module needs to learn the following features from the CAD
file: number of pads on each array, location and shape of each pad, fill or no-fill status
of each pad, and location of every fiducial point on the PCB image.

A learning algorithm has been developed for the LIF module and it has three major
steps, detecting components, finding bounding boxes, and computing occupancy ratio.
The occupancy ratio is a measurement to be used in the on-line inspection procedure
and is critical to the result of inspection.

A component on a PCB is a region that can be a pad, a paste, or a fiducial.  Fidu-
cials (see Fig. 1) used to map CAD data to the images captured on line can be in any
shape.  A component in a CAD file typically has one or more closed paths, each of
them consists of a number of strokes.  A stroke can be as simple as a straight line, or
as complicated as a part of Bézier curve.  The information we are most interested in is
the bounding box, which tells us the exact location of a component, and the occupancy
ratio, which will be used in paste inspection in the OLI module.

The algorithm repeatedly searches for the bounding boxes of the strokes that are
connected.  The stroke bounding boxes are then merged to form the bounding boxes of
the closed paths.  Finally the bounding boxes of overlapped closed paths are merged to
form the bounding box of a component.

The occupancy ratio is defined as the ratio of the solder paste area verses the
bounding box of a pad. In this algorithm we represent complicated curves by straight-
line segments, in which the area of a stroke is quite close to the area of its bounding
box.  The occupancy ratio is calculated by computing the sum of the areas of the
bounding boxes of the strokes with the overlapping regions subtracted.  The following
outlines the computational steps used to compute occupancy ratio.

Let R be an array of N rectangles, An be the total area of R[1], R[2], …, R[n], and Bn

be the area of R[n+1] subtracting the part where it overlaps with the first n rectangles.
Thus we have,
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where A1 is the area of R[1], which is easy to calculate.  In order to calculate Bn, we
first compare R[n+1] with R[1].  If they overlap, we split R[n+1] into up to 4 rectan-
gles denoted as r1, r2, r3 and r4 (see Fig. 3).  Then we compare r1, r2, r3 and r4 with R[2]
one by one.  They split if necessary.  This procedure continues until R[n] is split and
its four rectangles are compared.  Bn equals to the sum of the areas of the rectangles
from final splitting.  It is guaranteed that the rectangles from splitting after comparison
with R[i] do not overlap with any rectangle of R[1], …, R[i], and they do not overlap
with each other either of course.

Fig. 3.  R[n+1] splits into up to 4 rectangles if R[n+1] and R[1] overlap

As the result of learning, LIF module stores the following attributes for every com-
ponent on a PCB, component name, location, occupancy ration, and test threshold.
The test threshold is determined by the size of the component.  In addition, the loca-
tion and size of each fiducial is detected for use in the inspection module.  The file
containing the knowledge of inspection features is referred to as a template file.

4   On-Line Inspection (OLI)

The OLI module inspects PCBs on a manufacturing line under the guidance of the
inspection knowledge provided by the LIF module.  The major processes within the
OLI include:
1) Finding the fiducials in the image of a PCB
2) Binarizing the image;
3) Detecting the tilt angle and then correct the image;
4) Mapping components based on the information provided by LIF to the image;
5) Detecting the paste occupancy on each component in the image.

The accuracy of fiducial finding algorithm is critical to the inspection result, be-
cause the tilt angle and the mapping scale and the mapping offset all come from the
fiducials. The fiducials are usually in symmetric shapes such as round shape.

According to the information from the template we can get the approximate loca-
tions of the fiducials on the image.  Around these approximate locations we set
searching areas for the fiducials.  In each searching area, the least-square fitting
method is applied to calculate the center of the round-shape fiducial.

The objective function of the least square fitting is defined as:
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where the weight ),( ii yxr  is the intensity value of (xi, yi) on the original image.

In order to avoid using non-linear optimization method to solve Eq.(2), another ob-
jective function is defined:
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Eq.(3) can be rewritten as:
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From Eq.(4) we can see, Eq.(3) equals to Eq.(2) multiplied by a scale k.
2
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If k is a constant, the solution of Eq.(2) and that of Eq.(3) will be same. If k is not a
constant, but we can get better approximate values for xc, yc and r, then Eq.(3) can be
changed into:

[ ]
( ) min

)()(

)()(),(
),,(

1
2

0
2

0
2

0

2222

=
+-+-

--+-
=¢¢ å

=

n

i
ii

ciciii
cc

ryyxx

ryyxxyx
ryxE

r      (6)

An iteration algorithm has been developed for calculating xc, yc and r.  First, we used
Eq.(3) to obtain the original values for x0, y0 and r0.  Then we used Eq.(6) to calculate
xc, yc and r, and replaced x0, y0 and r0 by these new xc, yc and r in the next calculation of
Eq.(6) until the difference between x0, y0, r0 and xc, yc, r was very small.

After the fiducials are accurately located on the image, the global bounding box of
the inspection area on the image is calculated, and an automatic binarization operation
is applied on the image content within the global bounding box.

On a manufacturing line, a PCB is not always mounted perfectly on the test table. It
may tilt in a small angle. But this small tilt angle may cause big errors while the tem-
plate mapping on the image. So the PCB image has to be untilted first.

The least mean square method is used in estimating the tilt angle. Suppose there are
n fiducials, their locations in the learning template are (Xi, Yi), and their locations in
the image are (xi, yi), where i=1, 2, ... n.  Suppose the tilt angle of the image relative to
the template is a, the scaling factor is k, and (x0, y0) are offset, then,
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Clearly, a, k and (x0, y0) can be determined by minimizing the objective function:
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After the tilt angle is estimated, the image is untilted then the new locations of the
fiducials in the modified image are re-calculated. The least mean square method is
also used in mapping the learning template onto the image.

Finally, the occupancy ratio of paste on each pad is calculated. The occupancy ra-
tios calculated at the LIF stage are the occupancy ratios of the pastes themselves. And
it is the bare pads (not the pastes) that reflect the light while the CCD camera captures
the image. Therefore, if the occupancy ratio of a component is above the test thresh-
old, then it implies a missing or damaged paste.

For a 2K�2K image with more than 4000 components, the processing time of
automatic inspection is about 6 seconds on a Pentium Pro computer.

5   Conclusions

We have presented an automatic solder paste inspection system, SMV (Smart Machine
Vision), which relieves human test operators from a stressful and unrealistic inspec-
tion task. The SMV system has two modules, namely the LIF and the OLI. During the
off-line learning process, the LIF learns from the CAD files of the PCB and generates
an inspection template for every new type of PCB layout.  The OLI module runs on
the production line accurately and efficiently inspects PCBs.  The key algorithms for
supporting the SMV system are introduced.  This automatic solder paste inspection
system finds defects at the early stage on the production lines, which can significantly
reduce the manufacturing cost.  The whole system has been tested over 8000 boards
on a manufacturing line and the detection accuracy was above 97%.
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Abstract. This paper focuses on the increasing need for a more natural and
sophisticated human-machine interaction (HMI). The research here presented
shows work on the development of a restricted-domain spontaneous speech
dialogue system in Spanish. This human-machine interface is oriented towards
a semantically restricted domain: Spanish railway information. The paper
focuses on the description of the understanding module, which performs the
language processing once the dialogue moves have been recognised and
transcribed into text. Following the morphological, syntactic and semantic
analysis, the module generates a structured representation with the content of
the user's intervention. This representation is passed on to the dialogue
manager, which generates the system's answer. The dialogue manager keeps the
dialogue history and decides what the reaction of the system should be,
expressed by a new structured representation. This is sent to the natural
language generator, which then builds the sentence to be synthesised.

1 Introduction

The increasing need for telephone information systems allowing a communication
that is as natural as possible for the user has boosted the interest and research on the
topic. Work has already been done on the development of both application modules
(cf. TIDAISL project [1]), or full applications for a specific functionality (cf. IDAS
project [2]). At a higher level of elaboration and user-friendliness there are other
systems that offer more interaction during the information exchange. Some examples
of the latter systems, and also related to our domain of interest, are the following:
ARISE (Automatic Railway Information Systems for Europe) [3], and TRAINS [4],
both about railway information, and ATIS (Air Travel Information System) [5], about
flights. Furthermore, the TRINDI (Task-Oriented Instructional Dialogue) [6] project
should also be mentioned, which focuses on a more generic technology, i.e., multi-
application and multi-language, for the creation of a dialogue movement engine.

The work described in this paper is part of the project “Development of a
Spontaneous Speech Dialogue System in a Semantically Restricted Domain”, which
involves six research groups from several Spanish universities1. The main objective of

                                                          
1 Combining both Speech and NLP groups (cf. http://gps-tsc.upc.es/veu/basurde). This project

is partially financed by the CICYT (TIC98-0423-C06) and by the CIRIT (1999SGR150).
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this project is of a twofold nature: a) it aims at constructing a human-machine oral
interface that allows the user obtain the necessary information about a train trip (and
not only regarding timetables, as it happens in ARISE), while b) providing a relatively
user-friendly communication exchange. The user should be capable of asking for a
wide range of information, concerning both the data stored in the database (DB) or
that within the dialogue history that has been created throughout the dialogue.
Moreover, he should be able to correct any system’s errors or demand for
clarifications, always expressing himself by means of spontaneous natural language.

The paper has been structured as follows: section 2 describes the construction of
the corpora to be used. Section 3 provides an overview of the whole system
architecture, while sections 4 and 5 focus on the understanding module and dialogue
manager, respectively.

2 Corpora Construction

The collection of dialogues in spontaneous speech from real users is an essential step
towards the building of a spoken language dialogue system for real use [7]. When
building this type of system, it is of major importance to study real user speech and
language usage. Therefore, the data collected to build the corpus must comprise a set
of examples which is representative enough of the type of queries to take place, as
well as large enough to contain a rich variety of dialogue moves, turns, from both
speakers. Further, the corpus must be built upon relatively simple sentences.

Given that there is no public corpus available of such characteristics for Spanish,
its building has become an objective of the project in itself. In fact, the building of the
corpus has consisted in the development of two different corpora: an initial human-
human corpus [8], based on real conversations between users and personnel from a
telephone railway information system; and a human-machine corpus [9] that has been
obtained by means of the Wizard of Oz technique [10]. The former has been created
as a reference for the initial study of the language involved in a dialogue system of
this kind, and also as a guide to elaborate the scenarios upon which to base the latter.
The latter is the corpus used for the main task of the research. Several instances have
been created for every scenario type (based on a number of objectives and variants
already defined). This has allowed us to establish a set of about 150 different
situations. In addition, there is an open scenario that the informant specifies, thus
obtaining 227 dialogues. Finally, this human-machine corpus is the one currently used
as test bed for the understanding module and for the design of the dialogue manager.

3 System Architecture

In order to illustrate the system architecture, figure 1 shows its main components. As
it can be observed, this architecture follows the standards of other such systems [7].
The initial stage is that of speech recognition, which translates the spoken utterance
into a word sequence. In the present work, this is carried out by a speech recogniser
that belongs to one of the project partners. However, despite its working rather well,



Linguistic and Logical Tools for an Advanced Interactive Speech System         521

the recogniser needs to incorporate the treatment of spontaneous-speech extra-
linguistic phenomena, such as pauses, hesitations, coughs, background noise, etc.

Fig. 1. System Architecture

Once the spoken utterance has been recognised and transcribed into written text,
this is sent to the understanding module. This module is in charge of the linguistic
processing of the text, its understanding and the generating of a formal representation
(frame) with the extracted meaning that is to become the input of the dialogue
manager module. The dialogue manager controls all the exchanges taking place
within the dialogue, establishing, when necessary, the interactions with the dialogue
history and the DB. Whatever information is extracted and has to be communicated to
the user as the system’s answer is passed on to the next module, the Natural Language
(NL) generator, to be converted into sentences that the following and final module,
the text-to-speech synthesiser, will produce as a spoken response for the user.

4 Understanding Module

This module performs the NLP tasks required to obtain the representation of the user’s
utterance. Figure 2 shows its architecture and below follows a detailed description.

4.1 Input to the Module

Ideally, the recogniser should provide the correct orthographic transcription for the
user’s utterances. Nevertheless, erroneous transcriptions also take place, which is
something expected when working with spontaneous speech. The recogniser’s errors
the understanding module has to face can be basically classified into three types:

• Excess of information in the recognition, providing words that do not represent any
part of the user’s utterance. For example:
- user: “sábado treinta de octubre” (Saturday 30 October).
- recogniser: “un tren que o sábado treinta de octubre” (a train that or...).

• Erroneous recognition: recognised words do not match those uttered by the user,
such as:
- user: “gracias” (thank you).
- recogniser: “sí pero ellos” (yes but they).
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• Grammar errors in a broad sense, such as:
- Lack of preposition+determiner contractions: “de el”, instead of “del”.
- Misuse of the indefinite article instead of the cardinal: “un de octubre”,

while it should be “uno de octubre” (1 October).
- Erroneous orthographic transcriptions causing changes in grammatical

categories: “qué/que” (what/that), “a/ha” (to/has), “e/he” (and/have), etc.

Further to the recogniser's errors, there are also transcription problems that are due
to the use of spontaneous speech, such as the following:

• Syntactic disfluencies: for instance, the syntactically incorrect sentence caused by
the repetition of information:
- user: “a ver los horarios de los trenes que van de Teruel a Barcelona el este

próximo viernes y que vayan de Barcelona a Teruel el próximo que vuelvan
de Barcelona a Teruel el próximo domingo”.

• Other disfluencies: lexical variations, pauses, noises, etc.

As it can be expected, all these problems become added difficulties for the
understanding module. The solutions adopted to deal with them, even if only partially,
are mainly the following three:

• Adapting the recogniser to the task domain.
• Adapting, within their limitations, the understanding module components (cf.

section 4.3) so as to increase their robustness when facing such problems.
• The possibility of closing the entry channel when the recogniser believes it relevant

is also being considered.

Despite all these difficulties, the understanding module will have to be capable of
providing a representation of the user's query, even if not a complete one.

Fig. 2. Understanding Module

4.2 Morphological Processing

Once the recogniser's task is finished and thus having the utterance transcription, the
morphological analysis of the text is performed. Then, its output undergoes a
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syntactic analysis (cf. section 4.3), which precedes the generation of semantic frames
(cf. section 4.4) to be sent to the dialogue manager (cf. section 5).

The morphological analysis is carried out by means of MACO+ (Morphological
Analyzer Corpus Oriented [11]), which has been adapted for the task domain. The
linguistic knowledge employed by this tool is organised into classes and inflection
paradigms. Further, forms are considered from an orthographic point of view.
Adapting this tool to the domain allows to reduce partially the ambiguity that would
be generated by a general language analyser. For example, eliminating verb salgar2

from the lexicon allows the analyser to select, without any ambiguity, verb salir when
encountering verb form salgo. In addition, the fact of working with a smaller lexicon
(and with a restricted grammar within the syntactic analyser) does also help to reduce
the system execution time, which is of major importance for a dialogue system of
these characteristics.

The result of this morphological analyser is a set of possible morphological labels
per word with their corresponding lemma. Therefore, a disambiguation process is
required, which is performed by RELAX (Relaxation Labelling Based Tagger [12]),
selecting the appropriate label among all those provided. The set of labels employed
is based on the EAGLES guidelines [13]. Figure 3 shows the morphological (already
disambiguated) analysis of the sample sentence: Me gustaría información sobre
trenes de Guadalajara a Cáceres para la primera semana de agosto3:

Fig. 3. Morphological Analysis and Disambiguation

This particular application has required some slight tag adaptations. This has been
done so as to identify within the tag itself some domain-specific terms referring to
both city and station names. The adaptations have consisted in using digit #6 in the
morphological label (that of semantic case) to mark them as “C” and “E”4.

4.3 Syntactic Analysis

Further on the linguistic processing, the morphologically analysed and disambiguated
sentence is then syntactically processed by the shallow parser TACAT [14]. TACAT's
output is a series of phrasal groupings with no internal dependency made explicit.

                                                          
2 Salgar means "give or put salt to/on" and it does not belong to the task domain, but it shares

some basic conjugated verb forms with salir ("to leave/exit"), such as salgo.
3 I would like some information about trains from Guadalajara to Cáceres for the first week of

August.
4 "C" stands for ciudad (city) and "E" for estación (station).
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Generally, TACAT works with a context-free grammar for unrestricted domains.
Here, though, it has been adapted so as to treat our domain. The adaptations applied
have basically consisted in re-writing some grammar rules in order to incorporate
lexical information. This avoids certain syntactic ambiguity and speeds up the
process. The main rules affected are those referring to dates, timetables and proper
names (covering both cities and stations). The rules for timetables are the following:

sn-h ==> j-fp, grup-nom-h.                   %las doce horas
grup-nom-h ==> numer-fp, n-fp(horas).             %doce horas
grup-nom-h ==> grup-nom-h, coord(y), grup-nom-m.               %doce horas y diez minutos
grup-nom-m ==> numer-mp, n-mp(minutos).                    %diez minutos
grup-nom-m ==> numer-mp, coord(y), numer-mp, n-mp(minutos).%treinta y cinco minutos

By means of these rules, the referred information is propagated towards the high
nodes in the analysis tree. This helps the semantic searches performed with PRE+ (cf.
section 4.4) to be more immediate and direct. Nevertheless, some rules covering
structures that do not occur in this domain have been removed for this particular
application. Figure 4 shows the syntactic analysis for the sample sentence above.

Fig. 4. Syntactic Analisis

4.4 Semantic Extraction

Previous to the semantic extraction stage, a thorough study has been carried out of a
representative part of the dialogue corpus. The aim of this study is to define the type
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of restricted information that should be considered. The semantic representation to be
generated is based on the concept of frame, which can be easily translated as a query
to the DB. The concept of frame has been previously used [15] and it functions as a
summary of the dialogue turn. This implies that for every user turn that is sent to the
understanding module a frame will be generated, i.e., a pattern holding all extracted
semantic information. Moreover, a frame can have two different types of information:

1. Concepts: specific information the user is enquiring about.
2. Cases: restrictions applied to the concepts.

In order to clarify these classification concepts, figure 5 offers a specific frame.
The sample sentence in section 4.2 becomes a concept (query) about a train departure
time (Hora-Salida) and the restrictions applied are: 1) departure city (case Ciudad-
Origen) is Guadalajara, 2) destination city (case Ciudad-Destino) is Cáceres, and 3)
departure date interval (case Intervalo-Fecha-Salida) is the first week of August.

Fig. 5. Example of Frame

Once this has been established, the going from syntax to semantic frames is
performed by means of a semantic extraction system implemented in PRE+ [16].
PRE+ is a production rule environment that runs on PERL and allows us to declare
rules for information extraction. The formalisation of these rules requires the morpho-
syntactic representation of the text, together with the study of the markers (different
ways) used to express a query, confirmation, correction, etc. Figure 6 shows an
example of the diversity of expressions used to ask for information.

Fig. 6. Query Markers

PRE+ establishes conditions and actions. The former contain the syntactic patterns
and lexical items to search for in the word strings. The latter represent the extraction
method for each pattern. The way a specific PRE+ rule functions could be
paraphrased as follows: “if in a syntactic tree there is a prepositional phrase, grup-sp,
with a daughter node whose terminal item has lemma de (of/from) or desde (from),
and another daughter node containing the name of a city, np000c0 (cf. section 4.2),
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this proper name represents the Ciudad-Origen case (restriction) to be extracted for
the query”. Figure 7 shows the PRE+ rule used to extract such information.

Fig. 7. Example of PRE+ Rule for CiudadOrigen

Further to the conditions and actions, this type of rules allow to establish explicitly
the way in which they should be applied (in a static/dynamic manner, which priority
and control should they have, etc.) and the location of the concept to be extracted
within the domain hierarchy. Given both the speech recogniser's problems and those
caused by spontaneous speech (cf. section 4.1), semantic information is approached as
locally as possible. This implies a search for and extraction of information from the
lowest nodes of the syntactic tree, by means of phrases and lexical items.

5 Dialogue Manager

This is one of the main components of the system since it directs the system
behaviour. The interpretation and administration of the content in a user's utterance
would not be possible without this module's supervision, and neither would the co-
reference resolution. This module must decide which the system reaction is: inquiring
about information in order to complete a query to the DB, asking for repetitions,
offering information, etc.

The dialogue manager is implemented using YAYA [17], which is a terminological
reasoning system. The dialogue manager strategy is expressed in a declarative manner
by means of a set of axioms. The reasoning engine combines both a) the facts
(frames) generated by the understanding module, and b) the facts that represent the
dialogue history, with the axioms that represent the strategy, in order to generate the
facts that represent the system reaction (this includes, if possible, access to the DB).

Below follows an example of a concept axiom, where the user has not specified the
departure date for a trip and thus the system needs to enquire about this information:

(:and informacion-usuario (:not (:some fsalida :top)))   £
(:some (:inv rdominio) (:and speech-act-usuario (:some rrespuesta pregunta-fecha-salida)))
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The dialogue manager output is also based on the concept of frame. The NL
generator receives a frame comprising all the information required to build the system
answer. Then, the sentence is synthesised by the text-to-speech translator.

Fig. 8. Dialogue Manager Output Frame

For example, the NL generator can build the following system answers: “¿Cuándo
desea viajar a Valencia?”, A Valencia, ¿cuándo desea viajar?”5 (cf. fig. 8), based on
the frames received from the dialogue manager in a hypothetical situation where the
date of travelling has not been specified by the user.

The dialogue manager will also inform the recogniser about the type of speech act
that is expected in the next user turn. In order to generate such predictions, the
dialogue manager has a speech act grammar at its disposal. This grammar has been
designed by studying the available corpora and evaluating the possible types of
speech act. The types of speech act already expected from the user are: consulta (with
several subtypes depending on the aim of the query), falta de comprensión,
confirmación, afirmación, negación and cierre6.

6 Conclusions

This paper aims to present the work done on the development of a spontaneous-
speech dialogue system for a semantically restricted domain, such as a railway
information system for Spanish.

The present article focuses on the understanding and dialogue manager modules,
although the remaining modules are also developed by now. However, no evaluation
of the whole system can be provided for the time being since the system integration is
currently taking place and its testing is planned within the next few months. In spite
of this, and at a sub-module level, some conclusions have already been drawn: the
morphosyntactic analysis tools (which already contain a lexicon and grammar adapted
for the task) have already proved their efficiency during corpus analysis. Furthermore,
the production rule environment PRE+ used for the semantic extraction has shown to
be appropriate for the task and robust in an information extraction environment. In
addition, the use of a declarative tool to implement the dialogue manager allows the
development of the module prototype in a relatively short time and it also allows easy

                                                          
5 “When do you wish to travel to Valencia? ”, “To Valencia, when do you wish to travel?”
6 Query, not understood, confirmation, affirmation, negation and closing.
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modifiability. Therefore, once the evaluation of the whole system has been done it
will be decided whether its translation to a conventional tool is required.

Last but not least, the importance and cost of the corpora construction and analysis
tasks should also be emphasised. In fact, one of the project objectives was the
development of a Spanish speech corpus of such characteristics. Once tagged and
standardised, this corpus can become a valuable resource for future work.
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Abstract. The growing availability of online text has lead to an increase
in the use of automatic knowledge acquisition approaches from textual
data, as in Information Extraction (IE). Some IE systems use knowledge
learned by single-concept learning systems, as sets of IE rules. Most of
such systems need both sets of positive and negative examples. However,
the manual selection of positive examples can be a very hard task for
experts, while automatic methods for selecting negative examples can
generate extremely large example sets, in spite of the fact that only a
small subset of them is relevant to learn. This paper briefly describes a
more portable multi-concept learning system and presents a methodology
to select a relevant set of training examples.

1 Introduction

The growing availability of on-line text has lead to an increase in the use of
automatic knowledge acquisition approaches from textual data as in Information
Extraction (IE). The aim of an IE system consists in automatically extracting
pieces of information relevant for a set of prescribed concepts (scenario).

One of the main drawbacks of applying IE systems is the high cost involved
in manually adapting them to new domains and text styles. In recent years, the
portability of IE systems to new domains has been improved by the use of a
variety of Machine Learning techniques. In fact, learning systems like SRV [1],
RAPIER [2], CRYSTAL [3] and WHISK [4], among others, have been used
into IE systems to learn rules (IE-rules) for each concept in the scenario from
a collection of training documents. However, some drawbacks remain in the
portability:

– Text style problem: existing IE-rule learning systems depend on the sup-
ported text style (structured texts, semi-structured texts or free texts).

– Combination problem: IE-rule learning systems are mostly single-concept
learning systems; consequently, an extractor (e.g. a set of IE-rules) is learned
for each concept within the scenario in an independent manner. Moreover,
the order of execution of the learners is set manually and so are the scheduling
and way of combining the resulting extractors.

L. Monostori, J. Váncza, and M. Ali (Eds.): IEA/AIE 2001, LNAI 2070, pp. 529–538, 2001.
c© Springer-Verlag Berlin Heidelberg 2001
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– Training set size problem: The size of the set of positive examples1, E+, can
be small to accurately learn an extractor for a concept within the scenario.
This could be the case when dealing with some combinations of text style
and domain.

– Training set relevance problem: The size of the negative example set2, E−, if
needed, can be extremely large to be tractable, while only a small subset is
relevant to learn.

EVIUS is a multi-concept learning system to learn IE-rules from free text, that
deals with such drawbacks. It has been incorporated to a multilingual IE system,
M-TURBIO [5]. EVIUS strategies for the first two drawbacks are described in
[7]. This paper shortly describes EVIUS and presents a method to deal with the
training set relevance problem.

2 Test-Domain Model

Our methodology has been tested on the domain of mushrooms3. The reasons for
choosing this domain are, basically, the difficulty of the documents, their lexical
and grammatical richness, the frequent use of ellipsis and anaphora and the
variety of information to be extracted. Furthermore, we can find fuzzy features,
as in olor algo dulce (a rather sweet smell), multivaluated features, as in se
encuentran en prados o zonas soleadas (found in pastures or sunny places) ,
features whose values can be expressed as intervals, as in su color vaŕıa de
rojo sangre a marrón ligeramente claro (its colour ranges from blood red to
slightly pale brown) and features that change values throughout a mushroom’s
life, as in blanco constante que pasa a amarillo huevo con la edad (permanent
white changing to egg yellow with time). Figure 1 partially shows the scenario
of extraction represented as hierarchy of frames.

[

]

]

]FINAL    : colour TO       : colour[ [
[ ]FLESH : flesh

STEM   : stem

stem

morphology

colour_change

PIGMENT : coloration

colour_interval colour

CAP      : cap

FROM : colour

coloration

INITIAL : colour

cap flesh

mushroom

Fig. 1. Representation of part of the mycological scenario.

1 This set is, in general, manually selected from the training corpus.
2 This set is, in general, automatically selected from the training corpus.
3 A set of documents (Catalan/Spanish) describing mycological specimens has been

used for training and testing
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In this paper, we will focus on the extraction of the feature PIGMENT in the
scenario, since it presents the largest richness to express values. Generalization
of results can be easily accomplished.

3 EVIUS Description

The input of EVIUS consists of 1) a set of preprocessed texts (POS-tagged,
partially-parsed and semantically tagged4), as training corpus and, 2) a sce-
nario of extraction S. Using such information as background knowledge, EVIUS
learns a set of extractors for the whole set of concepts within the scenario. In
this process two kind of such concepts are distinguished: fundamental concepts,
which are terminal concepts in the scenario hierarchy, concepts having neither
by-default features nor inherited ones; and complex concepts, owning features,
inherited or by default. Such concepts are learned as sets of rules in the form
of conjunction of first-order predicates, which are predefined within a predicate
model.

Definition of the predicate model. As a preprocess of EVIUS, the training
corpus is translated into the following predicate model:

– Attributive predicates: pos X(A), word X(A), lemma X(A), isa X(A) and
has hypernym X(A), where X is instantiated with categories related to node
A of the parsed corpus.

– Relational meta-predicates: distance le X(A,B), stating that there are X ter-
minal nodes, at most, between A and B.

– Relational predicates: ancestor(A,B), where B is the syntactic ancestor of
A, and brother(A,B), where B is the right brother node of A sharing the
syntactic ancestor.

Examples used to learn a concept c can be modeled as tuples < a1, . . . , an >,
where each ai is a terminal node within the input parse. On the one hand, if c is
a fundamental concept, then < a1, a2 > is defined as the pair of terminal nodes
being delimiters of a textual instance of c. For instance, example rojo algo claro
(slightly pale red) for concept colour is represented as < a, b >, where a and b
are, respectively, the nodes corresponding to rojo and claro. On the other hand,
if c is a complex concept, then ai is the value of the i-th feature of an example.
For instance, assuming the concept colour has been learned and added to the
background knowledge, then example vira de rojo algo claro a marrón (changes
from slightly pale red to brown) for concept colour change, will be represented
as < a, b >, where a and b are, respectively, terminal nodes corresponding to the
value for the feature FROM (the first colour) and the value for the feature TO
(the second colour).
4 With EuroWordNet (EWN - http://www.hum.uva.nl/˜ewn) synsets. No attempt

has been made to sense disambiguate such tags.
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The resulting rules can take the pattern c(A1, . . . , An) :- <conjunction of
predicates>, where each Ai is a variable representing either the limits of possible
textual instances for a fundamental concept, or values of i-th feature of possible
instances for a complex one. For instance, one of the rules learned for the concept
colour in our experiments is:

colour(A,B) :- has hypernym 03464624n(A), ancestor(A,C)
has hypernym 03464624n(B), ancestor(B,C).

which represents those expressions delimited by words that are achromatic
colours (hyponyms of 03464624n) and share the same syntactic ancestor in the
parsed sentence.

Learning a Concept. An initial extractor is learned with FOIL (First-order
Induction Learning) [6] by manually selecting the set of positive examples, E+,
and generating automatically the set of negative ones, E−. The task of selecting
E+ can be very hard due to the complexity of some concepts in the scenario.
In this sense, we can proceed by using a supervised bootstrapping approach. Ini-
tially, a small set of positive examples is selected by hand and an extractor is
learned from them. The resulting set of rules can be applied to the training doc-
uments and extracted values can be manually classified as positive and negative
examples. These new examples are added to the initial ones and the learning
process is iterated until no further improvement is achieved. This approach is
simpler for the human experts than selecting positive examples from the whole
set of documents but, independently of whether it is used or not, |E+| can be
inadequate to accurately learn an extractor.

In order to improve the accuracy of such an initial extractor, EVIUS uses
an active learning approach by 1) incrementally adding artificial examples to
E+, 2) learning a new extractor from the new set of examples and 3) merging
both extractors by appending unrepeated and non empirically subsumed5 rules
from the new extractor. Artificial examples are created by combining features
from both the examples covered and uncovered by the current rules, as explained
in [7]. Experiments demonstrate that using this technique the F value6 improves
in four points with only two iterations.

Learning the Whole Scenario. As a whole learning process, EVIUS learns a
set of extractors for the set of concepts within in the scenario. This is done by
using a multistrategy constructive learning (MCL) approach, which integrates:
a)closed-loop learning, in which concepts to be learned at each step (as explained
before) are determined, b) deductive restructuring [9], by adding a new set of
5 A rule r1 is empirically subsumed by another one, r2, if examples covered by r1 are

also covered by r2.
6 This measure is defined in the MUC conferences (http://www.muc.saic.com) as a

consensus between recall and precision.
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examples being instances of the learned concept c and c) constructive learning,
by adding new attributes isa c(X) for each new generated example X. The set
of new examples are used for further learning.

One of the drawbacks that appears when using FOIL to learn, as in EVIUS,
is the training set relevance problem. In the next sections some methods for
selecting a relevant set of negative examples, Ê−, from the whole, E−, are com-
pared.

4 The Training Set Relevance Problem

A common assumption in Machine Learning is to consider all non-positive ex-
amples as negative ones. This closed-world assumption can be used by FOIL
only when dealing with small learning spaces. When the learning space consists
of hundreds of predicates, as in our case, the resulting E− becomes untractable
in practice. Moreover, only a small subset is effectively relevant to learn the
concept. Three strategies can be applied to select a set of relevant negatives,
Ê−:

– Use of intuitive observations. Sometimes, all positive examples share a set
of properties. Ê− can be generated by selecting those non positive examples
sharing these properties. For instance, taking strings of words as examples,
Freitag [1] computes the minimum and the maximum lengths in words of the
positive examples and takes as negative ones those other examples whose
length is between these values. In [7], some experiments were done by using
Freitag’s strategy to learn an initial extractor for the concept colour in the
mycological domain. In order to test them, 58 documents of the mycological
domain were used (45 for training and 13 for testing), taking five different
corpora with different sizes from the 45 training documents (5, 15, 25, 35
and 45 documents). Recall (R), precission (P) and F measure for our five
different sizes of training corpus are presented, as baseline, in the last line,
in table 3.

– Use of a distance measure. A more general approach consists in defining a
distance measure between examples and selecting the closest negative ones
to each positive. However, as a consequence of the extremely large size of E−,
the bigger E+ is, the higher the cost to compute all distance values between
positive and negative examples is, until becoming prohibitive.

– Use of clustering techniques. In order to reduce the cost in practice of the
second strategy, we can take into account that some positive examples can
be very similar to each others. Then, applying clustering techniques to E+,
we can take the medoids7 as the most representative positive examples to
compute the distances explained in the second strategy.

The subsections above describe the distance measure, the clustering method
used in the third strategy, and the method applied to select the negative examples
that are closest to the positive ones.
7 A medoid is an actual data point representing a cluster in a similar way to a centroid.
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4.1 Distance Measure Definition

Bearing in mind the input partially-parsed semantically-tagged training corpus
and the fact that examples in E+ ∪ E− follow pattern ei =< ai,1, . . . , ai,n >,
we define a function P between the example space and an n + 4 dimensional
space, P(ei) = (ni, δi, Li, Wi, Si,1, . . . ,Si,n), where ni is the number of words
between ai,1 and ai,n; δi is a number that codes the syntactic paths between
nodes ai,1, . . . , ai,n, as described in [5]; Li is the set of lemmas involved between
ai,1 and ai,n; Wi is the set of words between ai,1 and ai,n; and, Si,j is the set
of all possible senses for the lemma occurring in ai,j , preserving ambiguities8, or
as names of concepts in the scenario9.

Due to the different nature of these dimensions, an Heterogeneous Overlap-
Euclidean Metric (HOEM) [10] has been used with the aim of measuring the
difference between examples. It has been defined as the euclidean distance among
the following n + 4 distance values:

d1(P(ei), P(ej)) = |ni − nj | d2(P(ei), P(ej)) =
max(δi, δj)
min(δi, δj)

d3(P(ei),P(eqj)) = |Li ∪ Lj | − |Li ∩ Lj |
|Li ∪ Lj |

d4 is the same formula as d3, but substituting L with W 10. And finally,

∀k ∈ [5, n + 4] : dk(P(ei), P(ej)) = mins∈Sk,i, r∈Sk,j
{dc(s, r)}

where dc(s, r) is the conceptual distance between two synsets s and r in EWN
as defined in [11].

4.2 Clustering E+

Set E+ can be partitioned into a set of clusters, E = {< E+
i , mi >}, being

mi the medoid of cluster E+
i . This can be done by adopting some clustering

technique [12]. We have applied an agglomerative clustering technique based
on medoids. The closest example to the others in a cluster, according to the
distance average, will be selected as medoid. However, as the desired number of
clusters is unknown, agglomerative techniques generate dendrograms and, as a
consequence, a dendrite method has to be used in order to select the best set
of clusters within the dendrogram. We propose the following simplification of
the dendrite method explained in [13]. Being Eg the set of clusters in the level
8 This is why Si,1, . . . , Si,n) are not collapsed into a single set
9 In our MCL approach, explained in section 3, new semantics are added as predicates

isa c and new labels c are linked as virtual synsets to EWN.
10 These distances is defined from Jaccards’ coefficient of similarity between sets, being

the fraction between the cardinality of the intersection and the cardinality of the
union
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g of the dendrogram, and m the associated general medoid among individual
clusters, we define,

Bg =
|Eg|∑
i=1

[
|E+

i |
n+4∑
k=1

dk(P(m), P(mi))2
]

Wg =
|Eg|∑
i=1

[ |E+
i

|∑
j=1

( n+4∑
k=1

dk(P(ej), P(mi))2
)]

and we redefine the Calinski value, which measures how different are both the
clusters between themselves (Bg value) and the examples between themselves
and within each cluster (Wg), as cg = Bg (n−g)

Wg (g−1) . The Eg having the first local
maximum value cmax

g is selected as the best set of clusters, E. As a consequence,
the set of the most representative positive examples will be Ê+ = {mi ∈ E}.

This strategy has been applied to the different corpus sizes described in
section 3. We have obtained different Ê+ sets, for each one of them. An average
of 14.4% and a maximum of 21.9% of reduction, from E+ to Ê+, was achieved.

Once obtained E, we classify all negative examples into such a set, generating
sets E−

i for each cluster E+
i , as follows: a negative example, e−, belongs to E−

i

if d(mi, e
−) is the minimal one with respect to other clusters11. As a final step,

set Ê− of relevant negative examples to learn the concept, will be selected from
E−

i sets. The subsection bellow describes a study of different approaches.

4.3 Selecting a Relevant Set of Negative Examples

At least two hypotheses could be applied to select Ê−, when using E−
i sets: a) the

larger the size of a cluster E+
i is, the larger is the number of negative examples

from E−
i to be selected, and b) the more similar the medoids are, the fewer

negative examples have to be selected. From the first hypothesis, E−
i (α) = {e− ∈

E−
i | d(e−, mi) ≤ α} can be taken as relevant enough for the i-th cluster, where α

is a distance value, being computed by taking into account the second hypothesis.
The following six formulas have been experimented for such a computation, from
which only 2 and 3 are dependent on the cluster:∑

i,j≤|E| d(mi, mj)

|E| (1)

maxj≤|E|{d(mi, mj)} (2)∑
j≤|E| d(mi, mj)

|E| − 1
(3)

mini≤|E|
{
maxj≤|E|{d(mi, mj)}

}
(4)

11 A negative example can belong to more than one cluster.
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maxi≤|E|

{∑
j≤|E| d(mi, mj)

|E| − 1

}
(5)

∑
i≤|E|

∑
j≤|E| d(mi,mj)

|E|−1

|E| (6)

Taking into account these hypotheses, two approaches have been studied.

First approach. Ê− is generated as the union of sets E−
i (α). Two different cor-

pus sizes have been used here (5 and 25 documents). Table 1 shows that, for the
5-documents corpus and for all six α formulas, the recall and the F values out-
perform those using Freitag’s method12. However, the second formula generates
a bigger set Ê− (6088) than Freitag’s method (2790) does. Moreover, the sizes
of Ê− generated by the rest of the formulas when using 25 documents, always
exceed the Freitag’s method (13116). As a conclusion, this alternative cannot be
used because extremely large sets Ê− are generated.

Table 1. Results from applying α formulas.

Formula 5 docs 25 docs
α |Ê−| R P F α |Ê−|

1 & 6 0.759 658 50.00 98.08 66.23 0.679 37867
2 - 6088 58.82 96.77 76.17
3 - 1259 78.43 93.02 85.10 - 38536
4 1.362 2465 55.88 91.93 69.51 1.352 66749
5 1.415 2534 55.88 91.93 69.51 1.404 67049

Freitag’s baseline 2790 43.14 97.78 59.87 13116

Second approach. For each cluster, a number of negatives Ni is computed ac-
cording to the dimension of E+

i , as follows:

Ni = β |E+
i | β =

∑
i≤|E| |E−

i (α)

|E| (7)

Then, Ê− is generated as the union of the Ni negative examples within each
E−

i being closest to the associated mi. We have tested formula 7 combined with
formulas 1, 4, 5 and 6 as α distance values13 and using 5 documents. The results
of our experiments are shown in table 2. We can see that using values from
12 The - mark means that every cluster has a different α value, so they cannot be shown

in practice.
13 Formulas 2 and 3 cannot be used within β formula because they depend on the

clusters.
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formulas 4 and 5 as α, the results outperform those using Freitag’s method
taking only about half the number of negative examples. The use of formula
4 seems to generate a more restricted set Ê− without loosing accuracy. As a
conclusion, we have adopted formula 7 combined with formula 4 as α value, in
order to select set Ê−.

Table 2. Results from applying different α values to β.

Formula α β |Ê−| R P F
1 & 6 0.759 21 380 29.41 100 45.45

4 1.362 79 1000 43.14 100 60.28
5 1.415 81 1021 43.14 100 60.28

Freitag’s baseline 2790 43.14 97.78 59.87

5 Final Experiments

We have applied the method for selecting Ê− (explained before) to the 5 different
corpus sizes. The results are presented in table 3. Comparing them to those in
table 3, a much smaller set Ê− is generated by using our method than using
Freitag’s one. Moreover, the resulting F values show that better extractors are
learned when using small sizes of traning corpus. However, for bigger sizes (45
documents), F values resulting from applying the Freitag’s method tend to be
slightly better (0.15 points over), but a much bigger set of examples is taken.
Finally, comparing the number of rules, the extractors learned by using our
approach are slightly more compact than those learned by using the baseline
method.

Table 3. Test results from both Freitag’s baseline and 7.4 method.

Corpus Size Freitag’s baseline 7.4 method
|Ê−| R P F Rules |Ê−| R P F Rules

5 2790 43.14 97.78 59.87 11 1021 43.14 100 60.28 9
15 7553 56.86 100 72.50 15 2784 59.80 100 74.84 14
25 13116 62.74 98.45 76.64 33 7621 72.55 97.37 83.15 30
35 18036 73.53 97.40 83.80 37 10640 73.53 97.40 83.80 35
45 29523 75.49 98.72 85.56 39 17479 74.51 100 85.39 37
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6 Conclusions

This paper describes some of the remaining drawbacks of the existing IE-rule
learning systems. EVIUS has been briefly described as a possible methodology
to deal with the combination problem, training set size problem and the training
set relevance problem.

We have presented a new method to deal with the later one. This method
consists in selecting a calculated number of negative examples, being these the
closest to the positive ones. Some experiments have been done in order to com-
pare the new method to a baseline one. These comparisons prove that our method
generates a much smaller set of relevant examples that is good enough to learn
good extractors.
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7. J. Turmo and H. Rodŕıguez.: Learning IE-rules for a Set of Related Concepts. In
proceedings of CoNLL (2000) 115–118.

8. R.S. Michalski.: Towards a unified theory of learning: Multistrategy task-adaptive
learning. In B.G. Buchanan and D. Wilkins, editors, Readings in Knowledge Ac-
quisition and Learning. Morgan Kauffman. (1993)

9. H. Ko.: Empirical assembly sequence planning: A multistrategy constructive learn-
ing approach. In I. Bratko R. S. Michalsky and M. Kubat, editors, Machine Learn-
ing and Data Mining. John Wiley & Sons LTD. (1998)

10. D. Randall and T. Mart́ınez.: Improved heterogeneous distance functions. Journal
of Artificial Intelligence, 1. (1997)

11. Eneko Agirre and German Rigau.: A Proposal for Word Sense Disambiguation
using Conceptual Distance. In Proceedings of RANLP, Tzigov Chark, Bulgaria
(1997)

12. B. Everitt.: Cluster analysis. Edward Arnold, cop, 3. (1993)
13. T. Calinski and J. Harabasz.: A dendrite method for cluster analysis. Communi-

cations in Statistics, 3, (1974) 1–27.



L. Monostori, J. Váncza, and M. Ali (Eds.): IEA/AIE 2001, LNAI 2070, pp. 539-545, 2001.
© Springer-Verlag Berlin Heidelberg 2001

An Environment for Formal Specification and
Verification of Lingware

Bilel Gargouri, Mohamed Jmaiel, and Abdelmajid Ben Hamadou

LARIS Laboratory
FSEG-SFAX  B.P. 1088  - 3018  TUNISIA

{Bilel.Gargouri,Abdelmajid.Benhamadou}@fsegs.rnu.tn
Mohamed.Jmaiel@enis.rnu.tn

Abstract. This paper presents an environment that supports formal
specification and verification of lingware (applications related to Natural
Language Processing :NLP). This environment provides interfaces enabling
the specification of both linguistic knowledge and functional aspects of an
application. Linguistic knowledge are specified with the usual grammatical
formalisms, while functional aspects are specified with a suitable formal
notation. Both descriptions will be integrated, after transformation, in a same
framework in order to obtain complete requirements specification that can be
refined towards an executable program.

1. Introduction

In spite of the fact that applications related to Natural Language Processing (NLP)
are widely used in several industrial domains, such as marketing, safety systems,
security systems, etc., their development is until now based  on classical tools and
use ad-hoc methods. Indeed, the lingware developers make use of their know-how
and their domain master’s. They use several programming languages (i.e., Prolog,
C++, Lisp, etc.) and varied approaches (i.e., classic, object oriented, etc.). In a study
of some  NLP application developments at all levels (i.e., lexical,  morphological,
syntactic, semantics  and  pragmatic), we observed an almost total absence of
methodologies that cover the whole software life cycle. The application of formal
concepts is restricted, in most cases, to the linguistic knowledge representation.
Generally, only algorithmic notation has been applied to describe functional aspects.

In the other hand, formal methods (i.e., VDM, Z, CSP, CCS, etc.) have made their
evidences in specifying and developing several safety critical systems where
reliability is indispensable, such as air-traffic control systems, safety systems of
nuclear reactors and communication protocols. Nowadays, formal methods provide
environments and tools enabling the development of provably correct software
products.

Starting from these advantages, we investigated the application of formal methods in
the lingware development process, in order to provide solutions for the general
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problems indicated above. Our approach is based on a unified (or a pivot)
specification language (a formal method notation) that supports the description of
both linguistic knowledge and related treatments (for more details on the formal
approach see [5]).  In this paper, we concentrate on the design of an environment
integrating a set of tools permitting several functionality relating to lingware
engineering.

This paper is organised as follows. First, we present the development environment
associated with this approach. We indicate, for all components of the environment,
the role,  the set of the related tools and our overview of the functional aspects.
Second, we give a parallel between our environment and previous works in the
lingware engineering area.

2. An Environment for Lingware Formal Specification

2.1. General Presentation

The main purpose of our environment is to assist lingware engineers especially at the
first steps of development. This environment proposes to construct the design
specification of a lingware parting from its requirements’ specifications. Accordingly,
our environment provides a user-friendly interface enabling the description of the
both aspects (linguistic knowledge and related treatments) separately. In our
environment, functional aspect is described  directly in the pivot notation, while
knowledge aspect description is made by usual grammars formalisms. In this way we
release the user from mastering a formal language (i.e., VDM-SL), particularly for
describing linguistic knowledge. Moreover, in order to favour reusability of verified
specifications, our environment manages a dynamic library. This library includes,
among others, verified specifications of standard linguistic routines (i.e., generation,
analysis, etc.) and linguistic knowledge.

Additionally, the user of the presented environment can benefit from a platform of
linguistic formalism evaluation that we developed separately. This platform applies a
formal process based on the unified representation of the different formalisms and on
a certain number of evaluation criteria [6]. This helps the user in the choice of an
appropriate formalism for developing a lingware.

It should be noted that we use, as pivot or unified notation, VDM-SL [3] which is the
specification language of the formal method VDM [1].

2.2. Components of the Environment

The presented environment is composed of the following four units corresponding to
a provided functionality:
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• Linguistic knowledge specification;
• Processing modules specification;
• Generation of the requirements’ specification;
• Refinement and formal validation.
These units would be described in detail in the following sections.

2.2.1. Specification of Linguistic Knowledge

This unit provides the necessary tools for generating a verified requirement VDM
specification of the needed linguistic knowledge for the desired application. It
includes the following components:
• Set of graphical interfaces;
• Set of syntactic and lexical checkers;
• Transformation tools.

The following  figure explains  how the present unit operates:

Fig. 1. Acquisition and transformation of linguistic knowledge specification.

The linguistic knowledge would be introduced using the appropriate formalisms. For
each formalism we provide a suitable interface. The given descriptions will be
lexically and semantically analysed until validation. Thereafter, they will be
transformed in the pivot language using of a specific tool based on a set of rules. This
transformation guarantees the equivalence between the initial descriptions and the
final ones. The resulted specification will be integrated into the processing
specification of the lingware to develop. The verified final specification may be
added to the library for a possible reuse.
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It should be noted that the present unit is already implemented for several formalisms
(i.e., Formal Grammars, Unification Grammars, Augmented Transition Networks,
etc.). Also, it is open for extensions since it is always possible to consider new
formalisms by integrating tools handling  them.

2.2.2. Processing Modules Specification

This unit concerns the specification of the functional part of a lingware. Such a
specification operates on the data types describing the linguistic knowledge.  At this
level, functional  specifications are made in a pseudo-pivot notation. This notation is
a slightly modified version of the pivot notation. Indeed, it is based on VDM-SL, but
it uses usual grammatical notations, when handling linguistic data. In order to obtain
the pure pivot specification we need to make links between the VDM-SL and the
used grammatical notations. Such a pseudo-pivot language facilitates the user task,
since he does not need to master the notation of the pivot language (for linguistic
data).

This unit is composed of  the following modules :
• An interface allowing the formal processing specification in the pseudo-pivot

notation;
• A syntactical analyser for specifications of functional aspects;
• A transformation tool that translates pseudo-notation into pivot notation.

The specifications of the processing modules will be verified with respect to  the
pseudo-pivot syntactical rules, especially what concerns the identification of
linguistic knowledge. This verification allows to purify these specifications to make
them in pure pivot. This task consists of transforming all "not pivot" identifiers to
their equivalent in pivot notation. The verification is insured since the transformation
module generates only syntactically correct specification. The obtained specification
will be, thereafter, used to construct the requirements specification of the lingware to
develop. The semantically verification is made by tools associated to the pivot
language.

2.2.3. Generating Requirements’ Specification

The role of this  unit is  to  construct  verified  complete requirements’ specification
of a lingware by  integrating, in the unique description, the functional  modules and
related  linguistic knowledge.
This  unit is composed of  the following tools (see Figure 2) :
• A library of verified specifications (linguistic knowledge, routines processing,

requirements);
• An integration tool;
• A validation tool (for requirements  specification).

The following figure explains the process of constructing the proved correct
requirements’ specification of a  lingware:
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Fig. 2. Construction of the requirements’ specification (proved correct) of a lingware.

The resulted requirements’ specifications will be verified (i.e., syntactically and
semantically) using specific tools associated to the used formal method. The
requirements’  specification, stored in the library, can be imported (reused) and added
to the current specification, in order to obtain a complete one.

2.2.4. Refinement and Formal Validation

The aim of this unit is to generate a design specification which satisfies the
requirements one. Currently, we make use of tools, associated to the retained formal
method (i.e., SpecBox, VDMTools), which allow to ensure the refinement and the
validation of specifications.

2.3. Architecture of the Environment

The following  figure  presents the interaction of the different units presented above.
It gives the global architecture of the proposed environment for lingware
specification.

In this figure, the unit3 (generating requirements’ specification) links all the
environment’s units. Indeed, it uses (integrates) the two kind of specifications
obtained from the unit1  (specification of linguistic knowledge) and the unit2
(processing modules specification). Moreover, the output of the unit3, constitutes the
input of the unit4 (Refinement and formal validation).
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Fig. 3. Architecture of the lingware specification environment.

3. Related Works

Several environments and platforms related to the lingware engineering area already
exist. These environments can be classified according to their objectives. Indeed, we
indicate in this section three kind of environments. First, we distinguish some
environments that are interested only in the manipulation of linguistic formalisms
and consequently of grammars. Among this kind of environments, we can quote D-
PATR [9] and HPSG-PL [11]. Second, we make out the environments that deal with
the development of specific lingware such that TIPSTER [7] and ALEP [10]. Finally,
the third kind of environments concerns the normalised development of lingware. We
can tell that these last are relatively recent. Indeed, some of them have just coming to
be proposed in a first version such that PLNLP [8],GATE[2] and EAGLES[4].

These environments manipulate, in general, a particular family of formalisms for
linguistic knowledge description (i.e., formalisms based on the unification) which
limit the possibility to consider others types of knowledge.  Furthermore, some of
these environments allow the integration of data and processing using, in general, the
object oriented approach, but they do not perform a formal correctness proofs. The
effort is rather put on the reuse. These environments propose, generally, their proper
languages for the linguistic knowledge description and processing.
Compared with the environments indicated above, our formal development
environment finds its originality in the following points :
• The use of a formal method that covers all the lingware life cycle;
• The pivot representation for the majority of description formalisms of linguistic

knowledge while keeping, for simplicity, the later  as interfaces with users;
• The integration of data-processing in a unified framework;
• The reuse of provably correct and complete specifications.
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4. Conclusion

In this paper, we presented a formal development environment of lingware based on
a specific approach using formal methods. This approach presents solutions to the
majority of the lingware engineering problems. Also, it offers a methodology that
guides the user at all steps of the development process.

Currently, we try to achieve and finalise the implementation of the development
environment. We note that a first version is already implemented in windows using
visual C++. Also, it should be noted that we are carrying out an experimentation of
specifying two real applications (a morphologic and a syntactical analysers) using
our formal approach and profiting from the available tools.
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Abstract. In this paper we propose a sentence analysis which relies
on case-based reasoning principles. Our approach provides a semantic
interpretation of a sentence in natural language, which can be used in a
textual data mining process. This analysis is based on several types of
knowledge: a thesaurus, a case base and a hierarchy of index. We adopt a
case-based reasoning model founded on the classification principles and
paths of similarity in order to guarantee the adaptability.

1 Introduction

We aim at conceiving a system which produces an interpretation of a natural
language utterance by using Case-based Reasoning (CBR). We think that a
CBR approach mixing syntactic information and semantic types should perform
a conceptual indexing on scientific or technical texts. This indexing should feed
a text mining process based on a symbolic method. Conceptual indexing should
be viewed as the step beyond the term indexing. At present, text mining or
information retrieval processes are based upon term cooccurrences. The idea we
want to develop is that we can relate these terms using predicate structures,
usually expressed by verbs. We will consider that the input of our system is
sentences parsed using a robust parser. In this article, we present the very first
step of our experiment which consists of defining the global architecture of the
system and discribing the different steps of our process. We are currently setting
an experiment on real scientific texts.

2 From Syntactic to Conceptual Analysis

The utterance interpretation consists of identifing the agent and the object in an
utterance, the role it plays in this utterance and also the relation that the verb
establishes between them or the event it expresses. Consequently, the utterance
interpretation adds an abstraction level to the syntax. Thus, in the utterance
Mary has a computer, knowing that the relation between Mary and the com-
puter is a relation of possession is more informative than the simple syntactic
decompositon according to which Mary is the subject of the verb to have and
the computer is its object. Similary, in the utterence John has a brain, the rela-
tion between John and brain is a relation of composition, named here part-of,
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expressing the fact that brain is a part of John. We take as initial input an ut-
terance tagged and segmented in nominal and verbal chunks, as proposed by [3]
and [1].Thus, the utterance ph: John has a brain is associated with the following
syntactic structure, which represents the input of the system:
Representation: rep(ph)
John: nominal chunck (NC) / subj:v to have
has: verbal chunck (VC)
a brain: nominal chunck (NC) / obj.:v to have
The interpretation of this utterance, which is the output of the system, will be
represented by a structure which we call concept, as follows:
Interpretation: Int(ph)
1. C - to have - part-of
2. relation: part-of
3. agent: lex: John 7. object: lex: a brain
4. agent: rsyntax: subject 8. object: rsyntax: obj
5. agent: role: composedobj 9. object: role: component
6. agent: type: animatedobj 10. object: type: organ
C - to have - part-of show the fact that the utterance contains the verb to
have as principal verb (1.). This verb express a relation of composition, called
part-of, between the agent and the object (2.). In this concept, “John” forms
the lexical facet, lex, of the agent (3.). Its syntactic role, rsyntax, is the subject
of the verb. Semantically, the agent is a composed object, composedobj, and its
class in the thesaurus is animatedobj. In the same way, the object is represented
by these four facets: a brain, obj., component, organ. This structure is inspired
by the works in the field of information extraction, particularly the work of G.
Lapalme [4] and E. Riloff [8]. They use similar structures in the process of infor-
mation extraction. The interpretation of the sentence preserves fields of syntactic
nature, which come from the input, like the syntactic roles. The fields 2., 5., and
9. come from the semantic representation, produced by the system.
We chose to start with the analysis of utterances formed by simple sentences
before approaching more complex situations. Consequently, the sentences cho-
sen to be treated in this paper have an elementary syntactic structure. All the
presented examples are based on artificial sentences constitued with the inten-
tion of making our approach more comprehensible. We mention that this work
is still beginning. Nevertheless, we look to extend our work to utterances with
real meaning of the term.

3 The System Using Case-Based Reasoning

Some approaches in case-based reasoning were interested in the exploitation of
the CBR principles for the natural language processing (NLP) and textual data
mining [7], [9], [5],[2]. In our approach, the analysis of sentences relies mainly on
examples already analysed, which constitute a knowledge base named case base
(Sec.3.1). This approach is called case-based sentence analysis. Given a sen-
tence called target sentence, targetph, the task of a case-based system is to use
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the case base to give an interpretation for the target sentence, Int(targetph).
This reasoning is carried out in two phases: the case retrieval and the case
adaptation. The case retrieval aims to search, in the case base, for a
source sentence, srceph, similar to the target sentence, targetph. The task
of the case adaptation is to build an interpretation for the target sentence,
Int(targetph), using the interpretation of the source sentence, Int(srceph),
and another knowledge types which will be presented in the next section.

3.1 Exploited Knowledge

In this section we will present the types of knowledge that are used for the
analysis of utterances, a case base, a thesaurus and a hierarchy of index.

Case Base. A case base is a set of source cases. Each source case ,
srce-case, is associated to a source sentence and defined as a pair, srce-case
= (rep(srceph), Int(srceph)), where rep(srceph) is the syntactic rep-
resentation of the sentence srceph, and Int(srceph) is its interpretation.
The representation of the sentence srceph contains the string of the words
of the sentence, the tags of these words, and also the segmentation of this sen-
tence in chunks. The interpretation of the sentence srceph is the concept
corresponding to this sentence (Sec.2).

The Thesaurus. The thesaurus is used to represent a source knowledge by
the means of a hierarchy of terms. In such a hierarchy each node represents a
specialisation of the term represented by its parent node. This thesaurus helps
us to find a similarity between the nouns. Closer the nouns are in the hierarchy,
more similar they are. Given two nouns N1 and N2, the distance between them,
noted dis(N1, N2), is the cost of the path between these two nouns. This cost is
the sum of the costs of the arcs traversed in the thesaurus to go from N1 to N2.
This cost cannot be fixed independently of the verb and the domain. The costs
of the arcs as well as the heuristics of the calculation of the distance are points
which we will explore in the near future.

The Hierarchy of Index. As we have shown earlier, the source cases are spe-
cific sentences, and they correspond to a low level of generality. Consequently, to
facilitate the access to a source case in the case-base, we need to index them. We
associate each source case srce-case = (rep(srceph), Int(srceph)) with an
index ind(srceph) which is a sentence more general than the sentence srce.
The index of the cases are organized in a hierarchy of index, (fig.1), following
an organization from generic to most specific. The root in this hierarchy is the
generic sentence, the classes of the first level of the hierarchy correspond to the
various possible verbs. The classes of the second level of the hierarchy are built
according to the syntactic structure of the sentence. That is illustrated in the
hierarchy of index (Fig.1).
Given a target sentence in input, targetph, to look for the source sentence,
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sourceph, which is similar to it, we search for the index of srceph in the hier-
archy of index. That will be accomplished by the classification. The classi-
fication is the process which allows the search of the closer index to the target
sentence, targetph, in the hierarchy of index [6].

PH

level 1 possess to have to give

NC−VC−NC            NC−VC−NC−PC

1 2 3 4 5 6

1 − Pierre possess a house

2 − Jean possess an arm

3 − Marie has a desk

4 − Claire has a brain

5 − Jean give up smooking

6 − Pierre give the book to Paul

NC−VC−NC NC−VC−NClevel 2

Fig. 1. The hierarchy of index

3.2 Similarity: Paths of Similarity and Transformations

To produce the conceptual representation of a sentence, we adopt a model of
case-based reasoning founded on hierarchic classification and paths of similar-
ity. This model is presented and detailed in the PHD. thesis of J.Lieber [6]. In
this model the similarity is linked to the adaptation since “srceph is similar to
targetph ” means that the source case is adaptable to the target one. Adapta-
tion knowledge is used in the case retrieval process in the objective to guarantee
the adaptability of the retrieved case to the target sentence. That is based on the
use of paths of similarity. A path of similarity from srceph to targetph is built
from the relations of transformation. A transformation is a relation connecting
two sentences ph1 and ph2. The idea is that two sentences in natural language,
ph1 and ph2, are similar if ph1 can be transformed in ph2 by the application of
sequences of transformations. We will consider in our approach the transforma-
tions on the syntax level, and the transformations on the verbal chunks whose
consequences are of semantic nature.

Similarity and Adaptation. A path of similarity sim(srceph, targetph)
from srceph to targetph clarify in what srceph is similar to targetph. In other
words, such a path must guarantee the adaptability of srce-case to targetph.
For that we suppose that to each relation of transformation is associated a spe-
cific function of adaptation. We take as example, the relation of transformation
between passive voice and active voice of the sentence, tr(p−a). A specific func-
tion of adaptation Atr(p−a) is associated with this relation of transformation,
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tr(p−a). This function of adaptation contains information on the modification
of the interpretation of the source sentence Int(srceph) so that it becomes an
interpretation of the target sentence Int(targetph).

4 Case Retrieval

The case retrieval is a function which takes in input a target sentence, targetph,
and return a pair (srce-case, sim(srceph, targetph)) where srce-case is a
case from the case base and sim(srceph, targetph) is a path of similarity from
srceph to targetph. This function must carry out two tasks: a task of choice
- to choose the srce-case from the case base - and a task of construction - to
build a path of similarity from srceph to targetph. The construction method
relies on the use of the transformations. In order to choose the most similar
srce-case from the case base, the general algorithm of case retrieval accomplishs
a classification task which search, in the hierarchy of the index, for the closer
index to the targer sentence and if necessarly computes the distance between
the target sentence, targetph, and each sentence in the case base with the same
syntactic structure and the same verb as targetph . The algorithm choose the
closer source case, which minimizes the distance disNC(targetph, srce-case).

Example 1. Let us suppose that the case base contains the following sentences:
1. Pierre possess a house.
2.Jean possess an arm.
3.Marie has a desk.
4.Claire has a brain.
5.Jean give up smooking.
6.Pierre give the book.
who are indexed and organised in the hierarchy of index (Fig.1).
Given the target sentence, targetph, The report is given by Jacques, the case
retrieval algorithm will choose the sentence 6.Pierre give the book from the case
base as the most similar sentence to the target sentence. Similarly, given the
target sentence Pierre has a heart, the case retrieval algorithm will choose the
sentence 4.Claire has a brain as the most similar sentence to the target sentence.

5 Case Adaptation

The case adaptation is a function which provides the interpretation of the
targetph sentence using the closer case-srce, and the path of similarity
sim(phsrce, targetph) associated. The case adaptation of case-srce to
targetph according to sim(phsrce, targetph) is to achieve the adaptation
step by step by using the adaptation functions associated with the transforma-
tions.

Example 2. The case retrieval algorithm have chosen in the last example the
srceph sentence, 6.Pierre give the book, from the case base as closer source
sentence to the targetph sentence, The report is given by Jacques. The case
adaptation process adapts the interpretation of the sentence srceph according
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to sim(srceph, targetph) to build the interpretation of the sentence targetph
to give the information that the event communicates by the verb is donation,
the donor is Jacques who is the object of the verb and the gift is the book
which is the subject of the verb.
Similarly, the case adaptation process adapts the interpretation of the sen-
tence 4.Claire has a brain to build the interpretation of the sentence targetph
Pierre has a heart. It accomplishs that by a substitution of the relation, the
agent role and the object role.

6 Conclusion

We propose in this article the architecture of a CBR system to perform a sen-
tence analysis task to be used for conceptual indexing of scientific texts. The
complexity of the linguistics phenomena we have to deal with leads us to start
our analysis using very simple sentences written on purpose. The architecture
we defined reflects the different levels of analysis we need to create an indexing
concept starting from the real sentence. The knowledge base is used both to type
semantically the linguistic entities as well as defining a distance. This distance
enables us to rank several analysis from the best one to the worst. The next step
is to simplify real texts in order to get simple sentences that could be treated by
our system. We will then be able to test the system we designed.
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- ® µ ° ° ® ´ ° ¿ µ 4 ´ µ Ç ° ± / µ ´ ¯ ° º - ´ 1 ¼ * - ® ´ / º µ ´ Å µ 1 ´ ¯ ³ ´ ® µ / µ - ° ® / - ³ 1 µ °  - 1 ± ° ¬ ´ º µ 4 ´ µ ° · - ±
Æ ° ² ®  / º - ´ 1 Á / ®   - 1 ± ° ² º 1 ´ 1 ´ ¯ ³ ´ ® µ / µ - ° ® ¿ ° ± ² 1 ´ 1 ° ® -  ´ ® µ - ¿ ¸ - ® ¯ º ´ * / µ - ° ® 1 Æ ´ µ Ç ´ ´ ®
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553Topic Detection Using Lexical Chains
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$ ´ ¯ ³ ´ ® µ / µ - ° ® - 1 ¿ ° * * ° Ç ´  Æ ¸ µ 4 ´ ± 4 / º / ± µ ´ º - Ê / µ - ° ® ° ¿ µ 4 ´ 1 ´ ¯ ³ ´ ® µ - ® µ ´ º ³ 1 ° ¿
* ´ Å - ± / * ± 4 / - ® 1 / 1 ± * ² ´ 1 ° ¿ µ 4 ´ 1 ´ ¯ ³ ´ ® µ µ ° · - ± Ä
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$ µ º ² ± µ ² º / * µ 4 ´ ° º - ´ 1 ° ¿ µ ´ Å µ / º ´ ± ° ® ± ´ º ® ´  Ç - µ 4 -  ´ ® µ - ¿ ¸ - ® ¯ ² ® - µ 1 ° ¿ µ ´ Å µ µ 4 / µ / º ´
/ Æ ° ² µ µ 4 ´ õ 1 / ³ ´ µ 4 - ® ¯ ö Ä ü 4 ´ ® µ 4 - 1 4 / · · ´ ® 1 Á µ 4 ´ º ´ - 1 / 1 µ º ° ® ¯ µ ´ ®  ´ ® ± ¸ ¿ ° º
1 ´ ³ / ® µ - ± / * * ¸ º ´ * / µ ´  Ç ° º  1 µ ° Æ ´ ² 1 ´  Ç - µ 4 - ® µ 4 / µ ² ® - µ Ä ô 4 ´ ® ° µ - ° ® ° ¿ ± ° 4 ´ 1 - ° ® Á
- ® µ º °  ² ± ´  Æ ¸ Ù / * * -  / ¸ / ®  Ù / 1 / ® Ï Ñ Ò Ú Û Ó Á - 1 /  ´ ¬ - ± ´ ¿ ° º õ 1 µ - ± Â - ® ¯ µ ° ¯ ´ µ 4 ´ º ö
 - ú ´ º ´ ® µ · / º µ 1 ° ¿ µ 4 ´ µ ´ Å µ µ ° ¿ ² ® ± µ - ° ® / 1 / Ç 4 ° * ´ Ä ¾ µ - 1 / ± 4 - ´ ¬ ´  µ 4 º ° ² ¯ 4 µ 4 ´ ² 1 ´
° ¿ 4 = G 9 9 G , . L G 0 L O P ( Q . O 3 Á - Ä ´ Ä º ´ ¿ ´ º ´ ® ± ´ Á 1 ² Æ 1 µ - µ ² µ - ° ® Á ´ * * - · 1 - 1 / ®  ± ° ® " ² ® ± µ - ° ® Á
/ ®  0 ( * . L G 0 L O P ( Q . O 3 Á - Ä ´ Ä 1 ´ ³ / ® µ - ± / * * ¸ º ´ * / µ ´  Ç ° º  1 Ä ñ ´ Å - ± / * ± ° 4 ´ 1 - ° ® ° ± ± ² º 1 ® ° µ
° ® * ¸ Æ ´ µ Ç ´ ´ ® µ Ç ° µ ´ º ³ 1 Á Æ ² µ / ³ ° ® ¯ 1 ´ È ² ´ ® ± ´ 1 ° ¿ º ´ * / µ ´  Ç ° º  1 Á ± / * * ´  0 ( * . L G 0

L P G . 3 Q Ï Ð ° º º - 1 / ®  Ù - º 1 µ Á Ñ Ò Ò Ñ Ó Ä ñ ´ Å - ± / * ± 4 / - ® 1 Ï Ñ Ó · º ° ¬ -  ´ / ® ´ / 1 ¸ ¹ µ ° ¹  ´ µ ´ º ³ - ® ´
± ° ® µ ´ Å µ µ ° / -  - ® µ 4 ´ º ´ 1 ° * ² µ - ° ® ° ¿ / ³ Æ - ¯ ² - µ ¸ / ®  - ® µ 4 ´ ® / º º ° Ç - ® ¯ µ ° 1 · ´ ± - ê ±
³ ´ / ® - ® ¯ ° ¿ / Ç ° º  Á Ï ï Ó µ ´ ®  µ °  ´ * - ® ´ / µ ´ · ° º µ - ° ® 1 ° ¿ µ ´ Å µ µ 4 / µ 4 / ¬ ´ / 1 µ º ° ® ¯ ² ® - µ ¸
° ¿ ³ ´ / ® - ® ¯ Ä ü ´ - ® ¬ ´ 1 µ - ¯ / µ ´ 4 ° Ç * ´ Å - ± / * ± 4 / - ® 1 ± / ® Æ ´ ² 1 ´  / 1 / ® - ®  - ± / µ ° º ° ¿ µ 4 ´
µ ´ Å µ 1 ´ ¯ ³ ´ ® µ µ ° · - ± Ä ô 4 ´ 1 µ ´ · ° ¿ µ 4 ´ / * ¯ ° º - µ 4 ³ ° ¿ µ 4 ´ * ´ Å - ± / * ± 4 / - ® ± ° ³ · ² µ / µ - ° ®

/ º ´ / 1 ¿ ° * * ° Ç 1 ¼

Ñ Ä ü ´ 1 ´ * ´ ± µ µ 4 ´ 1 ´ µ ° ¿ ± / ®  -  / µ ´ Ç ° º  1 Ä ô ° µ 4 - 1 ´ ®  Á Ç ´ º ² ® / · / º µ ¹ ° ¿ ¹ 1 · ´ ´ ± 4
µ / ¯ ¯ ´ º Ï î º - * * Á Ñ Ò Ò ï Ó ° ® / µ ´ Å µ 1 ´ ¯ ³ ´ ® µ Á / ®  ° ® * ¸ µ 4 ´ ° · ´ ® ± * / 1 1 Ç ° º  1 µ 4 / µ
¿ ² ® ± µ - ° ® / 1 ® ° ² ® · 4 º / 1 ´ 1 ° º · º ° · ´ º ® / ³ ´ 1 / º ´ ± 4 ° 1 ´ ® Ä

ï Ä ô 4 ´ 1 ´ µ ° ¿ µ 4 ´ ± / ®  -  / µ ´ Ç ° º  1 / º ´ ´ Å · * °  ´  - ® µ ° 1 ´ ® 1 ´ 1 Á µ 4 ´ 1 ´ ® 1 ´ 1 / º ´ ¯ - ¬ ´ ®
Æ ¸ µ 4 ´ µ 4 ´ 1 / ² º ² 1 - ® ² 1 ´ Á / µ µ 4 - 1 1 µ ´ · / * * µ 4 ´ 1 ´ ® 1 ´ 1 ° ¿ µ 4 ´ 1 / ³ ´ Ç ° º  / º ´ ± ° ® ¹
1 -  ´ º ´  Ä ¾ ® µ 4 ´ / ± µ ² / * - ³ · * ´ ³ ´ ® µ / µ - ° ® Á Ç ´ / º ´ ² 1 - ® ¯ µ Ç °  - ú ´ º ´ ® µ µ 4 ´ 1 / ² º - ¼
í ° ¯ ´ µ � 1 µ 4 ´ 1 / ² º ² 1 Ï Ñ Ò ë ë Ó / ®  ü ° º  ý ´ µ µ 4 ´ 1 / ² º ² 1 Ï Ð - * * ´ º ´ µ / * Ä Á Ñ Ò Ò Õ Ó Ä V º ° ³

µ 4 - 1 1 µ ´ · ´ / ± 4 Ç ° º  1 ´ ® 1 ´ - 1 º ´ · º ´ 1 ´ ® µ ´  Æ ¸  - 1 µ - ® ± µ 1 ´ µ 1 Ï 1 ´ ´ W . 4 Y = ( Z Ó ± ° ® ¹
1 -  ´ º ´  / 1 * ´ ¬ ´ * 1 Á µ 4 ´ ê º 1 µ ° ® ´ ± ° ® 1 µ - µ ² µ ´ 1 µ 4 ´ 1 ´ µ ° ¿ 1 ¸ ® ° ® ¸ ³ 1 / ®  / ® µ ° ® ¸ ³ 1 Á

µ 4 ´ 1 ´ ± ° ®  ° ® ´ ± ° ® 1 µ - µ ² µ ´ 1 µ 4 ´ 1 ´ µ ° ¿ ê º 1 µ 4 ¸ · ´ º ® ¸ ³ 1 \ 4 ¸ · ° ® ¸ ³ 1 / ®  µ 4 ´ - º
¬ / º - / µ - ° ® 1 Ï - Ä ´ Ä ³ ´ º ° ® ¸ ³ 1 \ 4 ° * ° ® ¸ ³ 1 Á ´ µ ± Ä Ó Á / ®  1 ° ° ® Ä
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word-sense

synonyms/antonyms

ISA-1/INCLUDES-1

ISA-2/INCLUDES-2

....................

] ^ ` � a � � E > R Q 9 D Q 9 > 9 : > 9 Q 9 D ? < ? N E D

Õ Ä ü ´ ê ®  µ 4 ´ 1 ´ ³ / ® µ - ± º ´ * / µ ´  ® ´ 1 1 / ³ ° ® ¯ µ 4 ´ 1 ´ µ ° ¿ 1 ´ ® 1 ´ 1 / ± ± ° º  - ® ¯ µ ° µ 4 ´ - º
º ´ · º ´ 1 ´ ® µ / µ - ° ® 1 Ä b 1 ´ ³ / ® µ - ± º ´ * / µ - ° ® 1 4 - · ´ Å - 1 µ 1 Æ ´ µ Ç ´ ´ ® µ Ç ° Ç ° º  1 ´ ® 1 ´ 1 - ¿
± ° ³ · / º - ® ¯ µ Ç ° 1 ´ ® 1 ´ º ´ · º ´ 1 ´ ® µ / µ - ° ® 1 ° ¿ µ Ç °  - 1 µ - ® ± µ Ç ° º  1 Á / ³ / µ ± 4 - ® ¯ ´ Å ¹
- 1 µ 1 Á - Ä ´ Ä Á / ® ° ® ¹ ´ ³ · µ ¸ - ® µ ´ º 1 ´ ± µ - ° ® ´ Å - 1 µ 1 Æ ´ µ Ç ´ ´ ® µ 4 ´ 1 ´ µ 1 ° ¿ Ç ° º  1 Ä ô ° ´ / ± 4
1 ´ ³ / ® µ - ± º ´ * / µ ´  ® ´ 1 1 - 1 / 1 1 ° ± - / µ ´  / ³ ´ / 1 ² º ´ Ç 4 - ± 4 - ®  - ± / µ ´ 1 µ 4 ´ * ´ ® ¯ µ 4 ° ¿

µ 4 ´ · / µ 4 µ / Â ´ ® - ® µ 4 ´ ³ / µ ± 4 - ® ¯ Ç - µ 4 º ´ 1 · ´ ± µ µ ° µ 4 ´ * ´ ¬ ´ * 1 ° ¿ µ 4 ´ µ Ç ° ± ° ³ · / º ´ 
1 ´ µ 1 Ä

c Ä ü ´ Æ ² - *  ² · ± 4 / - ® 1 Ç 4 - ± 4 / º ´ 1 ´ µ 1 1 ² ± 4 / 1

d Ï e f g h i j k l m k l i i n k l m k l i o n p p p q Ó n
d Ï e f g h o j k l m k l o i n k l m k l o o n p p p q Ó n
d p p p r

- ® Ç 4 - ± 4 e f g h t ¹ k l m k l t u - 1 1 ´ ³ / ® µ - ± / * * ¸ º ´ * / µ ´  µ ° e f g h w ¹ k l m k l w x ¿ ° º y {| }
ó Ä ü ´ º ´ µ / - ® * ° ® ¯ ´ 1 µ ± 4 / - ® 1 º ´ * ¸ - ® ¯ ° ® µ 4 ´ ¿ ° * * ° Ç - ® ¯ · º ´ ¿ ´ º ´ ® ± ´ ± º - µ ´ º - ° ® ¼

e f g h g l � l � � � � f m �
k � m f m � � � � m � f m � � �

� � � � Ñ � � � � � � � � � Ñ �
� � � � ï � � � � � � � � � ï �

p p p

ü ´ Ç - * * 1 4 ° Ç µ 4 ´ ° ² µ · ² µ ° ¿ µ 4 ´ * ´ Å - ± / * ± 4 / - ® - ® ¯ ° ® / ¿ º / ¯ ³ ´ ® µ ° ¿ µ ´ Å µ Ï Ñ Ó Ä Ï ï Ó
/ ®  Ï Õ Ó / º ´ µ 4 ´ * ´ Å - ± / * ± 4 / - ® 1 ± ° ³ · ² µ ´  ² 1 - ® ¯ º ´ 1 · ´ ± µ - ¬ ´ * ¸ ü ° º  ý ´ µ / ®  í ° ¯ ´ µ � 1

µ 4 ´ 1 / ² º -
i

Ä

Ï Ñ Ó ü - µ 4 - µ 1  - 1 µ / ® µ ° º Æ - µ ¹ ó Ü · ´ º ± ´ ® µ ¿ / º µ 4 ´ º ¿ º ° ³ µ 4 ´ 1 ² ® µ 4 / ® µ 4 ´ ´ / º µ 4 ¹
/ ®  1 * - ³ / µ ³ ° 1 · 4 ´ º - ± Æ * / ® Â ´ µ Á Ð / º 1 ´ Å · ´ º - ´ ® ± ´ 1 ¿ º - ¯ -  Ç ´ / µ 4 ´ º ± ° ®  - µ - ° ® 1 Ä

$ ² º ¿ / ± ´ µ ´ ³ · ´ º / µ ² º ´ 1 µ ¸ · - ± / * * ¸ / ¬ ´ º / ¯ ´ / Æ ° ² µ ¹ Û Ü  ´ ¯ º ´ ´ 1 3 ´ * 1 - ² 1 Ï ¹ Ú Û  ´ ¹
¯ º ´ ´ 1 V / 4 º ´ ® 4 ´ - µ Ó / µ µ 4 ´ ´ È ² / µ ° º / ®  ± / ®  - · µ ° ¹ Ñ ï Õ  ´ ¯ º ´ ´ 1 3 ´ * 1 - ² 1 ® ´ / º

� l K 9 D T A _ 9 > N D : < > 9 D ? K 9 Q N Q < > 9 ? K 9 � E > R E O O T > > 9 D O 9 : E Q N ? N E D Q � N ? K N D ? K 9 ? 9 � ? y
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µ 4 ´ · ° * ´ 1 Ä ð ® * ¸ µ 4 ´ ³ -   / ¸ 1 ² ® / µ µ º ° · - ± / * * / µ - µ ²  ´ 1 - 1 Ç / º ³ ´ ® ° ² ¯ 4 µ ° µ 4 / Ç
- ± ´ ° ® ° ± ± / 1 - ° ® Á Æ ² µ / ® ¸ * - È ² -  Ç / µ ´ º ¿ ° º ³ ´  - ® µ 4 - 1 Ç / ¸ 1 4 ° ² *  ´ ¬ / · ° º / µ ´
/ * ³ ° 1 µ - ® 1 µ / ® µ * ¸ Æ ´ ± / ² 1 ´ ° ¿ µ 4 ´ * ° Ç / µ ³ ° 1 · 4 ´ º - ± · º ´ 1 1 ² º ´ Ä

Ï ï Ó / Ä d ° º Æ - µ Ï c Ó Á  ´ ¯ º ´ ´ Ï Õ Ñ Õ c c c Ó Á * / µ - µ ²  ´ Ï ó ó Ó r
Æ Ä d  ´ ¯ º ´ ´ Ï Õ Ñ Õ c c c Ó Á ° ± ± / 1 - ° ® Ï Û Õ Ó r

± Ä d  ´ ¯ º ´ ´ Ï Õ Ñ Õ c c c Ó Á Ç / ¸ Ï Ú Ñ Ó r
 Ä d 1 ² ® Ï Ñ Ñ ó ï Ó Á ´ / º µ 4 Ï Ñ c Ó Á ³ / º 1 Ï ï Ü Ó r

´ Ä d Ç ´ / µ 4 ´ º Ï ï Õ Ó Á - ± ´ Ï Û Ñ Ó Á Ç / µ ´ º Ï Û Ú Ó r

Ï Õ Ó / Ä d ° º Æ - µ Ï c Ó Á 1 ² ® Ï Ñ Ñ ó ï Ó Á ´ / º µ 4 Ï Ñ c Ó Á Ç ´ / µ 4 ´ º Ï ï Õ Ó Á ´ È ² / µ ° º Ï Õ ë Ó r

ñ ´ Å - ± / * ± 4 / - ® 1 / º ´ ± ° ³ · ² µ ´  ¿ ° º ´ / ± 4 µ ´ Å µ 1 ´ ¯ ³ ´ ® µ Ä

� � ¨ © á � © ¦ § ¥ ª

ü ´ ± ° ®  ² ± µ ´  / ® ´ ¬ / * ² / µ - ° ® ° ¿ µ 4 ´ Ç 4 ° * ´ 1 ¸ 1 µ ´ ³ Ï - Ä ´ Ä Á 1 ´ ¯ ³ ´ ® µ ´ º   * ´ Å - ± / *
± 4 / - ® ´ º Ó Ä ü ´ 1 ´ * ´ ± µ ´  º / ®  ° ³ * ¸ µ 4 º ´ ´ µ ´ Å µ 1 ¿ º ° ³ µ 4 ´ î º ° Ç ® ± ° º · ² 1 / 1 µ ´ 1 µ ± ° º ¹
· ² 1 Á Ç ´ 1 ´ ¯ ³ ´ ® µ ´  µ 4 ´ ³ ² 1 - ® ¯ 3 4 ° - � 1 1 ´ ¯ ³ ´ ® µ ´ º Æ ´ ± / ² 1 ´ - µ - 1 ³ ° º ´ · º ´ ± - 1 ´ µ 4 / ®
µ 4 ´ µ Ç ° ° µ 4 ´ º 1 Ï ± ¿ Ä Ï 3 4 ° - Á ï Ü Ü Ü Ó Ó Á µ 4 - 1 ¯ / ¬ ´ ² 1 / 1 / ³ · * ´ ° ¿ Õ c µ ´ Å µ 1 ´ ¯ ³ ´ ® µ 1 Á µ 4 ´ ®
Ç ´ ± ° ³ · ² µ ´  µ 4 ´ * ´ Å - ± / * ± 4 / - ® 1 ¿ ° º ´ / ± 4 ° ¿ µ 4 ´ 1 ´ 1 ´ ¯ ³ ´ ® µ 1 ² 1 - ® ¯ Æ ° µ 4 ° ¿ µ 4 ´ µ 4 ´ ¹
1 / ² º - Á / ®  Ç ´ · º ´ 1 ´ ® µ ´  µ 4 ´ ³ µ ° ê ¬ ´ " ²  ¯ ´ 1 Ä ü ´ / 1 Â ´  / * * µ 4 ´ " ²  ¯ ´ 1 Ï Ñ Ó µ ° º ´ / 

µ 4 ´ µ ´ Å µ 1 ´ ¯ ³ ´ ® µ Á µ 4 ´ ® Ï ï Ó µ ° º ´ /  ´ / ± 4 * ´ Å - ± / * ± 4 / - ® / ®  / ® 1 Ç ´ º µ 4 ´ ¿ ° * * ° Ç - ® ¯
È ² ´ 1 µ - ° ® ¼ õ ¾ 1 µ 4 ´ ± 4 / - ® � 1 µ ° · - ± · º ´ 1 ´ ® µ - ® µ 4 ´ 1 ´ ¯ ³ ´ ® µ ¢ ö Á Ï Õ Ó b ¿ µ ´ º º ´ /  - ® ¯ / * * µ 4 ´
* ´ Å - ± / * ± 4 / - ® 1 ± ° º º ´ 1 · ° ®  - ® ¯ µ ° ° ® ´ 1 ´ ¯ ³ ´ ® µ / ®  / ® 1 Ç ´ º - ® ¯ µ 4 ´ · º ´ ¬ - ° ² 1 È ² ´ 1 ¹
µ - ° ® Á Ç ´ / 1 Â ´  µ 4 ´ ³ µ ° / ® 1 Ç ´ º µ 4 ´ ¿ ° * * ° Ç - ® ¯ È ² ´ 1 µ - ° ® ¼ õ ¾ 1 µ 4 ´ 1 ´ ¯ ³ ´ ® µ � 1 µ ° · - ±

± ° ¬ ´ º ´  Æ ¸ / * * - µ 1 ± 4 / - ® 1 ¢ ö
ü ´ ± ° ® 1 -  ´ º ´  µ 4 ´ / ® 1 Ç ´ º / 1 £ ÿ ¤ ° º 	 ¥ ¯ - ¬ ´ ® µ 4 ´ ³ / " ° º - µ ¸ ° ¿ µ 4 ´ " ²  ¯ ´ 1 Ä

í ´ * / µ ´  µ ° µ 4 ´ - ® ¿ ° º ³ / µ - ° ® º ´ µ º - ´ ¬ / * ³ ´ / 1 ² º ´ 1 Á µ 4 ´ / ® 1 Ç ´ º 1 µ ° µ 4 ´ ê º 1 µ È ² ´ 1 µ - ° ®
± ° º º ´ 1 · ° ®  µ ° · º ´ ± - 1 - ° ® Ï - Ä ´ Ä Á 4 ° Ç ³ / ® ¸ * ´ Å - ± / * ± 4 / - ® 1 / º ´ ¯ ° °  / ³ ° ® ¯ / * * µ 4 ´
· ° 1 1 - Æ * ´ * ´ Å - ± / * ± 4 / - ® 1 Ó Á µ 4 ´ / ® 1 Ç ´ º 1 µ ° µ 4 ´ 1 ´ ± ° ®  È ² ´ 1 µ - ° ® ± ° º º ´ 1 · ° ®  µ ° º ´ ± / * *

Ï - Ä ´ Ä Á 4 ° Ç ³ ² ± 4 ° ¿ µ 4 ´ 1 ´ ¯ ³ ´ ® µ � 1 µ ° · - ± - 1 ± ° ® µ / - ® ´  - ® µ 4 ´ * ´ Å - ± / * ± 4 / - ® 1 Ó Ä ô 4 ´
º ´ 1 ² * µ 1 / º ´ / 1 ¿ ° * * ° Ç ¼ ² 1 - ® ¯ ü ° º  ý ´ µ Á Ç ´ ¯ ° µ / · º ´ ± - 1 - ° ® ° ¿ c ó ¦ / ®  / º ´ ± / * *
° ¿ Û ó ¦ Á ± ° ³ · / º ´  µ ° í ° ¯ ´ µ � 1 µ 4 ´ 1 / ² º ² 1 Ç 4 ´ º ´ Ç ´ ¯ ° µ / · º ´ ± - 1 - ° ® ° ¿ Õ ë ¦ / ®  /
º ´ ± / * * ° ¿ ó Û ¦ Ä

§ ¨ § © @ � © © § ¥ ª © ª â ª � ¦ � æ à ã ¥ æ ç

ô 4 - 1 ´ Å · ´ º - ³ ´ ® µ 1 4 ° Ç 1 µ 4 / µ µ 4 ´ Ç 4 ° * ´ 1 ¸ 1 µ ´ ³ - 1 ³ ° º ´ / ± ± ² º / µ ´ ² 1 - ® ¯ ü ° º  ý ´ µ
µ 4 / ® í ° ¯ ´ µ Ä ô 4 - 1 - 1  ² ´ ° ® ° ® ´ 4 / ®  µ ° µ 4 ´ ® ² ³ Æ ´ º ° ¿ ´ ® µ º - ´ 1 - ® µ 4 ´ µ 4 ´ 1 / ² º ² 1

Ï - Ä ´ Ä Á Ò Ò Á Û c ï 1 ¸ ® 1 ´ µ 1 / ®  Ñ ï Ñ Á Ò Û ï ² ® - È ² ´ Ç ° º  1 - ® ü ° º  ý ´ µ / 1 ° ¿ ¬ ´ º 1 - ° ® Ñ Ä Û
± ° ³ · / º ´ µ ° í ° ¯ ´ µ � 1 µ 4 ´ 1 / ² º ² 1 Ñ Ü Õ ó ± / µ ´ ¯ ° º - ´ 1 / ®  c Û Á ó Ü Ü ² ® - È ² ´ Ç ° º  1 / 1 ° ¿
¬ ´ º 1 - ° ® Ú Ä Ñ Ó Ä ð ® / ® ° µ 4 ´ º 4 / ®  Á µ 4 ´ ± * / 1 1 - ê ± / µ - ° ® - ® µ ° ± / µ ´ ¯ ° º - ´ 1 - ® í ° ¯ ´ µ / º ´
³ ° º ´ ¯ ´ ® ´ º / * / Æ 1 µ º / ± µ - ° ® ± ° ³ · / º ´  µ ° µ 4 ´ ° º ¯ / ® - Ê / µ - ° ® - ® µ ° 1 ¸ ® 1 ´ µ 1  ´ ê ® ´  - ®
ü ° º  ý ´ µ Ä ¾ ®  ´ ´  Á ü ° º  ý ´ µ º ´ · º ´ 1 ´ ® µ 1 µ 4 ´ * / º ¯ ´ 1 µ · ² Æ * - ± / * * ¸ / ¬ / - * / Æ * ´ * ´ Å - ± / *
º ´ 1 ° ² º ± ´ µ °  / µ ´ Ä
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ñ ´ Å - ± / * ± 4 / - ® 1 4 / ¬ ´ Æ ´ ´ ® · º ° · ° 1 ´  Æ ¸ Ð ° º º - 1 / ®  Ù - º 1 µ Ï Ñ Ò Ò Ñ Ó / 1 - ®  - ± / µ ° º
° ¿ µ 4 ´ 1 µ º ² ± µ ² º ´ ° ¿ µ ´ Å µ Ä î / º Ê - * / ¸ / ®  è * 4 /  /  Ï Ñ Ò Ò Ú Ó - ® ¬ ´ 1 µ - ¯ / µ ´ µ 4 ´ · º °  ² ± µ - ° ®
° ¿ 1 ² ³ ³ / º - ´ 1 Æ / 1 ´  ° ® * ´ Å - ± / * ± 4 / - ® - ® ¯ Ä ô 4 ´ 1 ² ³ ³ / º - ´ 1 / º ´ Æ ² - * µ ² 1 - ® ¯ 1 ± ° º - ® ¯
Ç 4 - ± 4 - 1 Æ / 1 ´  ° ® ± 4 / - ® * ´ ® ¯ µ 4 / ®  µ 4 ´ ´ Å µ º / ± µ - ° ® ° ¿ 1 - ¯ ® - ê ± / ® µ 1 ´ ® µ ´ ® ± ´ 1 - 1
Æ / 1 ´  ° ® 4 ´ ² º - 1 µ - ± 1 ² 1 - ® ¯ ± 4 / - ®  - 1 µ º - Æ ² µ - ° ® Á ¿ ° º ´ Å / ³ · * ´ Á ± 4 ° ° 1 ´ µ 4 ´ 1 ´ ® µ ´ ® ± ´
µ 4 / µ ± ° ® µ / - ® 1 µ 4 ´ ê º 1 µ / · · ´ / º / ® ± ´ ° ¿ / ± 4 / - ® ³ ´ ³ Æ ´ º - ® µ 4 ´ µ ´ Å µ Ä ¾ ® µ 4 - 1 · / · ´ º Á
Ç ´ - ® ¬ ´ 1 µ - ¯ / µ ´ µ 4 ´ · º °  ² ± µ - ° ® ° ¿ * ´ Å - ± / * ± 4 / - ® 1 µ ° / ± ± ° ² ® µ ¿ ° º µ 4 ´ µ ´ Å µ 1 ´ ¯ ³ ´ ® µ
µ ° · - ± Ä

ô 4 ´ º ´ 1 ² * µ 1 º ´ · ° º µ ´  - ® µ 4 - 1 · / · ´ º 1 ² ¯ ¯ ´ 1 µ µ 4 / µ Ç ´ 1 4 ° ² *  º ´ ê ® ´ µ 4 ´ · º ° ± ´ 1 1 ° ¿
* ´ Å - ± / * ± 4 / - ® - ® ¯ Ä ¾ ® 1 µ ´ /  ° ¿ ± 4 ° ° 1 - ® ¯ / ® ¸ ± ° ® µ ´ ® µ Ç ° º  µ / ¯ ¯ ´  / 1 ® ° ² ® ° º · º ° · ´ º
® ° ² ® / 1 ± / ®  -  / µ ´ ¿ ° º µ 4 ´ ± ° ³ · ² µ / µ - ° ® ° ¿ µ 4 ´ ± 4 / - ® 1 Á - µ 1 ´ ´ ³ 1 µ 4 / µ º ´ 1 µ º - ± µ - ® ¯
µ 4 ´ 1 ´ µ ° ¿ ± / ®  -  / µ ´ Ç ° º  1 Ç - * * - ³ · º ° ¬ ´ µ 4 ´ · º ´ ± - 1 - ° ® ° ¿ µ 4 ´ ± 4 / - ® 1 / 1 - ® µ 4 ´
· º ´ 1 ´ ® µ 1 ¸ 1 µ ´ ³ ³ ° 1 µ ° ¿ µ 4 ´ ± 4 / - ® 1 / º ´ " ²  ¯ ´  - ® / ± ± ² º / µ ´ Æ ´ ± / ² 1 ´ ° ¿ µ 4 ´ Æ º ° / 
± ° ¬ ´ º / ¯ ´ ° ¿ µ 4 ´ * ´ Å - ± / * º ´ 1 ° ² º ± ´ Ä ô 4 - 1 Ç ° º Â - 1 - ® · º ° ¯ º ´ 1 1 Ä

 @ ç ª ¥ ® á à â � � à ª ¦ ©

ô 4 - 1 Ç ° º Â Ç / 1 1 ² · · ° º µ ´  Æ ¸ µ 4 ´ ý / µ ² º / * $ ± - ´ ® ± ´ 1 / ®  è ® ¯ - ® ´ ´ º - ® ¯ í ´ 1 ´ / º ± 4
3 ° ² ® ± - * Ï ý $ è í 3 Ó º ´ 1 ´ / º ± 4 ¯ º / ® µ / ®  µ 4 ´ b * Æ ´ º µ / Ù ´ º - µ / ¯ ´ V ° ² ®  / µ - ° ® ¿ ° º $ ± - ¹

´ ® ± ´ / ®  è ® ¯ - ® ´ ´ º - ® ¯ í ´ 1 ´ / º ± 4 ² ®  ´ º µ 4 ´ í ´ 1 ´ / º ± 4 è Å ± ´ * * ´ ® ± ´ è ® ¬ ´ * ° · ´ ¿ ² ®  - ® ¯ Ä

ß à ° à æ à ª @ à ©

k < > ± N u < \ i � 9 ` N D < < D R H N O K < 9 u q u K < R < R y ² d ³ ³ ´ µ X Q N D ` u 9 � N O < u O K < N D Q F E > ? 9 � ? Q T A A < > N ± < r
? N E D y · D ¸ ¹ º » ¼ ¸ ¹ º ½ ¿ À Á Â Ã ¿ Ä ¿ Æ Ç Æ È É Ê Ê Ì Í É Æ È Î Ð Ñ Ê Ñ Ò Ê É Ó É Õ È Î Ö × × Ñ À Ì Ø Ñ È Ì ¿ Æ i : < ` 9 Q

d c Ù d ´ i H < R > N R y
k 9 9 F 9 > A < D i 8 E T ` i j R < A k 9 > ` 9 > i < D R Ú E K D ^ < Ü 9 > ? \ y ² d ³ ³ ³ µ y U ? < ? N Q ? N O < u A E R 9 u Q F E > ? 9 � ?
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Abstract. Scheduling problems can be seen as a set of temporal metric
and disjunctive constraints. So, they can be formulated in terms of CSPs
techniques. In the literature, there are CSP-based methods which inter-
leave (sequentially) searching efforts with the application of consistency
enforcing mechanisms and variable/value ordering heuristics. Alterna-
tively, in this paper, we propose a new method that integrates effectively
the CSP process into a limited closure process. Such integration allows us
to define better informed heuristics. They are used to limit the complete
closure process applied, with a number of disjunctive constraints, and
so reduce their complexity, while reducing the search space. Moreover,
we can maintain more time open disjunctive solutions in the CSP pro-
cess, limiting the number of backtrackings realized. We show preliminary
results obtained from several instances of scheduling problems.

1 Introduction

The scheduling problem is a NP-complete problem [11] and it is usually solved by
CSP (Constraint Satisfaction Problem) techniques. One approximation is based
on backtracking search methods by using variable and value ordering heuristics
[15], in order to bound the search. In the worst case, a backtracking algorithm
takes an exponential amount of time to obtain a feasible solution (schedule). In
spite of the worst case estimate, we can speed up a backtracking algorithm by
interleaving search with the application of consistency enforcing mechanisms [5].
One feature of CSP based methods is that they assume that the overall con-
straint set is known beforehand. However, there are particular problem domains
in which this is not possible, because constraints are known dynamically, i.e. dy-
namic scheduling [1], integrated planning-scheduling processes [12], and so on.
In these cases, the scheduler should have an incremental character. This implies
that it should maintain open a set of possible solutions at each new input con-
straint. Therefore, pure CSP based methods are not appropriate in this cases,
because they would obtain unique solutions (variable assignments) at each new
constraint is asserted.

L. Monostori, J. Váncza, and M. Ali (Eds.): IEA/AIE 2001, LNAI 2070, pp. 559–570, 2001.
c© Springer-Verlag Berlin Heidelberg 2001



560 M.I. Alfonso Galipienso and F. Barber Sanch́ıs

On the other hand, closure (or path consistency) algorithms [4] prune efficiently
the search space and can maintain several solutions at a time, but this leads to a
very computationally expensive process. These techniques proceeds by eliminat-
ing successively local inconsistencies that cannot participate in a global solution
[13]. More precisely, if the closure is complete, it obtains a minimal consistent
network, i.e. it removes all inconsistent values to variable domains [8]. However,
in the worst case, such techniques take, probably, an exponential time, with the
number of variables [10]. Our idea is to propose a new method that integrates
the CSP techniques into a limited complete closure method in order to achieve
the following features:

– handling a set of metric and disjunctive based temporal point constraints,
which represent the scheduling problem constraints,

– minimizing the domains of variables, and maintaining open disjunctive so-
lutions, and thus avoiding a lot of backtrackings. The number of open dis-
junctive solutions can be parameterized,

– using to more informed heuristics, due to clausure process, which prune more
efficiently the search space. The heuristics used can also be parameterized.

The rest of the paper are organized as follows: first, we define the scheduling
problem as a set of metric and disjunctive-based temporal point constraints.
Next, we explain the total closure process used in order to handle metric and
disjunctive-based labelled temporal point constraints. In the next section we
show the integrated process closure-CSP proposed. Next, we review some heuris-
tics used in traditional CSP processes, and introduce some new ones. Finally, we
show our experimental results and we present our conclusions.

2 The Scheduling Problem as CSP and Closure Processes

A scheduling problem requires a set of jobs J = {ji}, i = 1..n,which uses a set
of physical resources M = {mj}, j = 1..m. Each job ji consists of a set of m
operations O = {oij} to be scheduled according to a routing process that specifies
a partial ordering among these operations (precedence constraints). When this
routing process is the same for each job, we have a flow-shop problem. On the
other hand, when each job has a particular routing process, then this problem
is named job-shop. A resource mj can process only an operation oij at a time
(which implies manage disjunctive constraints). Each operation oij has a fixed
duration durij . Furthermore, each job ji has a release date rti and a due date
(or deadline) dti. We can obtain either a feasible solution (an instantiation of
values of each variable which satisfies all constraints), or an optimal solution
(an instantiation that minimizes the makespan, which is defined as the time by
which all jobs have been completely processed).
We consider the constraints outlined above, as a set of metric and disjunctive-
based temporal point constraints. And the scheduling problem as the problem
of finding solutions for the set of these constraints.
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The sintaxis for a constraint is: (ti {[d1D1], [d2D2], ....[dnDn]} tj), with di ≤
Di, which means: (tj − ti ≤ [d1D1])∨ (tj − ti ≤ [d2D2])∨ . . .∨ (tj − ti ≤ [dnDn]).

So, the form of a non disjunctive constraint is (ti {[d1D1]} tj). And the form
of a disjunctive constraint is (ti {[d1D1], [d2D2]} tj). We will use the notation
(oi −→ oj) to mean that oi precedes oj . So, we indicate the previous disjunctive
constraint as (oi −→ oj) ∨ (oj −→ oi).

Moreover, we use two special temporal points T0 and TF to identify the
initial and final point of scheduling, respectively.

We represent the set of constraints outlined above as a constraint network.
And we process it with a method that realizes a total closure process of metric
and disjunctive constraints, like the one defined in [3]. This method infers new
constraints from those explicitly asserted, and it obtains always a minimal LTCN
(Labeled Temporal Constraint Network), from one LTCN minimal previous.
This process is able to find by itself any solution, if it exists, by successively
instantiating variables. Then, no backtracking is needed.

The advantages provided by the closure process are mitigated by the disjunc-
tive constraints imposed by the scheduling problem. This results in an expensive
computational cost. In order to reduce such complexity, we limit the number of
disjunctive constraints maintained in the network using a set of heuristics which
we will explain later.

On the other hand, in traditional CSP based methods, search is improved by
the use of several heuristics in order to guide the search efficiently and minimize
the need of backtracking, [14], [15], [7], [2], [16]. Generally, the goodness of CSP
process, is strongly conditioned by knowing from the start every constraint-set
for a particular problem. And the order in which constraints are added to the
scheduler influences the number of backtrackings needed to obtain a solution.
Moreover, the methods outlined above carry out successive instantiations to vari-
ables (they do not maintain any open solutions, as occurs in closure processes).
Therefore, successive known constraints can not be adapted to a partial solution
that has being already proved.

Usually the approaches that sequentially apply closure and CSP, have the
disadvantages of both of them: they obtain only one solution, the closure process
removes only partially the inconsistent values, and so the heuristics applied are
not sufficient to avoid a large number of backtrackings.

The method proposed here integrates the CSP techniques into a limited total
closure process, in order to exploit the advantages of both of them. So, we can
obtain a set of minimal solutions, maintaining several disjunctive constraints at
a time in the search tree. In order to decrease the complexity of a total closure
process, we limit the number of disjunctive constraints, k, that can exist at a time
in the search tree. As an additional advantage the set of disjunctive constraints
maintained is not fixed (we fixe the maximal number k, but not which constraint
is considered). Then, as we have more information, we decide one of the alter-
natives of a disjunctive constraint, reducing the number of backtrackings. Next,
we explain the algorithm proposed.



562 M.I. Alfonso Galipienso and F. Barber Sanch́ıs

3 Integrating Closure and CSP Processes

We have combined a closure process with a CSP process in a integrated form.
This is a new approximation that differs from the traditional point of view:
apply first closure and next CSP. Moreover, the method proposed can act as a
total closure process, or as a completely CSP process depending of number of
disjunctive constraints that we decide to maintain in the network at the same
time.

Using the temporal constraints set as input, our algorithm combines the
advantages of both processes. It is a iterative algorithm, in which we add a new
constraint each time. It results in a flexible model that can be parametrized by:

– the maximum number of indecisions. If it takes a 0 value, this means that
none disjunctive constraint is present in the network. The greater is this
number, the higher is the computational cost of inserting a new disjunctive
constraint, but the lower is the number of backtrackings needed to obtain a
solution,

– the set of heuristics to apply. We can use several combinations of heuris-
tics in order to obtain better results depending of the particular features
of a scheduling problem. The corresponding parameters are hvariables for
variable ordering heuristics, and hvalues for value ordering heuristics.

The method is somehow similar to the based-CBA processes [16], but the
fundamental difference is that CBA processes do not maintain disjunctive con-
straints in the network. When they choose a disjunctive constraint, they take a
decision based in some heuristic criteria. In our method, when we add a disjunc-
tive constraint, we can maintain both orderings, and leave (delay) the decision
for later, if we consider that the information supplied by the heuristics it is not
sufficient to decide.

Before a disjunctive constraint is propagated, each possible ordering between
these two operations (not yet scheduled) have a label associated that identifies
it. For example, suppose that we have added the three following constraints:
{(t1 {([−∞− 20], {Ra}), ([10 ∞], {Rb})} t2), (t1 {([(−∞− 15], {Rc}), ([10 ∞], {Rd})}
t4), (t2 {([(−∞ 15], {Re}), ([20 ∞], {Rf})} t4)},
corresponding to three disjunctive constraints on non simultaneous use of re-
sources.

Suppose that t1, t2, and t4, are the start points of operations o1, o2, and
o4, respectively. Then the label Ra, corresponds to the ordering o2 → o1, Rb to
o1 → o2, and so on.

Therefore, after propagation, if we obtain the constraint
{(t3{([4047],{Ra,Rc,Rf}) t6)}, we know that it corresponds to the combi-
nation of orderings associated to Ra, Rc, and Rf. This means that the resulting
ordering is o2, o1 and o4. The complete algorithm is illustrated in Fig. 1.

First, we select the non-disjunctive constraints and use add constraints in
order to propagate them and detect inconsistent values early. As a result of this
process we always obtain a minimal network. Then, we perform a loop in which
we choose the next disjunctive constraint to add.



A Mixed Closure-CSP Method to Solve Scheduling Problems 563

algorithm Scheduler (indecisions, hvariables, hvalues)

C ← create constraint set /* C = {(ti cij tj)} */
S ← {cij} | cij ∈ C∧ | cij |= 1
C ← add constraints(C, S)
While C 6= ∅ do

non disj ← detect non disjunctives(C) /* value heur.
*/
result ← add constraints (C, non disj)
next constraint← apply h (hvariables) /*var. heur. */
result ← closure (next constraint)
If not result then backtracking end-if
decision ← apply h (hvalues)
decision ← validate decision (decision, C)/*value
heur.*/
decision ← revise pending decis (decision)
If | decision | > indecisions then

decision ← any decision (decision) end-if
If decision 6= ∅ then

result ← add constraints (C,decision) end-if
end-while

end scheduler

Fig. 1. The scheduler process.

Depending of the next propagated disjunctive constraint, the disjunctive net-
work (before the propagation),would convert it in to another non-disjunctive
network after the propagation. For example, suppose we have the constraint
(ti{([10 40], {RaRb}), ([50 80], {RcRd})}tj) in the network (the cardinality of
the disjunctive constraints is 2). And we consider the disjunctive constraint
(ti{([10 20], {Rc}), ([90 200], {Rd})tj) to add. After the propagation it will be
transformed into (ti{([10 20], {RaRbRc})}tj). Then the cardinality of the con-
straints in the network will be 1. This is the purpose of the process named
detect non disjunctives.

Next, we apply the variable heuristic value indicated by the parameter hvari-
ables, in order to select the next disjunctive constraint to propagate, named
next constraint.

After next constraint is propagated, we have to decide which ordering apply,
(even or don’t take a decision yet). The value heuristic to apply is indicated
by the hvalues parameter, and the result is named decision. Before propagat-
ing the decision value, we must first, validate it. This is performed by vali-
date decision: i.e. suppose that decision takes the value {(ti{[10 40]}tj). Suppose
also that among the disjunctive constraints that still have not been added, we
find (ti{([−∞ 9], [50 ∞])}tj). In this case we have to change the decision value
because it will produce an inconsistency later.



564 M.I. Alfonso Galipienso and F. Barber Sanch́ıs

We can not decide at all (if the resultant cardinality of disjunctive constraints
is minor or equal to indecisions parameter). In this case, we record that we have
a pending ordering decision, that can be decided later.

The next step is to revise the pending ordering decisions from previous iter-
ations, done by revise pending decis. We modify the decision value eliminating
possible remaining ordering decisions, that now can be decided. This is possible
because we have more information due to new constraints added in previous
iterations. As a result, the computational cost of the propagation process will
be lower. Moreover, we can maintain during a certain chosen time an indecision
in the network, by fixing a limited number of iterations in order to reduce the
propagation cost.

We iterate until all disjunctive constraints have added (propagated) to the
network (C has no elements). When the propagation process detect inconsistent
values, then we perform a backtracking process, as we explain in the next sub-
section.

3.1 Backtracking

When a decision (oi, oj) is taken after the addition of a disjunctive constraint,
we record the alternative ordering (oj , oi). Later, if we detect any inconsistent
value, we will return to the alternative rejected previously (oj , oi) and explore the
other branch in the search tree. In this case, we have used a simple chronological
backtracking, good enough to obtain good experimental results.

If we record all rejected alternatives our spatial cost is too high, due to
network size. The solution adopted is to record one alternative each ( decisions
maintained. The value α= 10 has been fixed in the experiments realized.

4 New Variable and Value Heuristics

4.1 Slack and Edge-Finding Based Heuristics

First, we explain the modifications realized over slack based heuristics, in order
that they can be applied to a set of labelled temporal interval-based constraints.
Moreover, we modify this in that we can not decide any ordering. Then we record
it, to revise it later (revise pending decis procedure).

In our model, an operation oj , has a number of k possible values of earliest
start times/latest finish times, being k the number of labelled intervals at each
constraint.

We define the disjunctive earliest start time and the latest finish time (estD,
lftD), of an operation oj as the set of his k earliest start/latest finish times,
respectively
estD(oj) = {(estz(oi)}, z = 1..k; lftD(oj) = {(lftz(oi)}, z = 1..k;

So, for each pair of operations oi, oj , that requires the same resource, we
have k possible values of temporal slack remaining after sequencing oi before oj ,
defined as:
slackz(oi, oj) = lftz(oj) − (estz(oi) − (dur(oi) + dur(oj))
with estz(oi) ∈ estD(oi), and lftz(oj) ∈ lftD(oj).
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Next, we define the disjunctive temporal slack of sequencing oi before oj , as
the set of k slack values corresponding to the labelled intervals of constraints:
slackD(oi, oj) = {slackz(oi, oj)}, z = 1..k,
Given these new measures of temporal slack, we define a variable ordering heuris-
tic (min slackD), that selects the ordering decision with the overall minimum
slack, as the decision ordering (oi, oj) for which:
min{slackz(oi, oj), slackz(oj , oi)} = minp,q{min{slackz(op, oq), slackz(oq, op)},
with slackz(op, oq) ∈ (slackD(op, oq), slackz(oq, op) ∈ (slackD(oq, op), for all
unassigned ordering (op, oq).

A value ordering heuristic is used (named max slackD), that se-
lects the sequencing constraint (oi, oj) if max(slackDz(oi, oj)) >
max(slackDz(oj , oi)), z = 1..k, the sequencing constraint (oj , oi) if
max(slackDz(oi, oj)) < max(slackDz(oj , oi)), z = 1..k, and we can not
choose any ordering if they have the same value (we maintain several solutions
open at the same time).

Second, we explain the modifications on edge-finding based heuristics, used
in [7]. We pretend to choose those pairs of non yet scheduled operations (oi, oj),
as both could be first/last operations out of the set of task intervals. We have m
task intervals (one per machine). Each one is formed at each moment with the
operations already scheduled.

For a task interval S = [oi, oj ], we define the disjunctive latest finish time of
S, as lftD(S) = max(lftz(op)), z = 1..k, ∀op ∈ S. We also define the disjunctive
earliest start time of S, estD(S), as estD(S) = min(estz(op)), z = 1..k,∀op ∈ S.
The duration of S is dur(S) =

∑
dur(op), ∀op ∈ S.

Done a pair of operations not yet scheduled (oi, oj), then we apply her the
following rules:
(a) ∃z, z = 1..k, (lftDz(S) − (estD(ox) − durz(S)) ≥ 0
(b) ∃z, z = 1..k, (lftDz(ox) − (estD(S) − durz(S)) ≥ 0

If (a) is true, then ox can be the first operation in S. If (b) is true, then ox

can be the last operation in S. So, we construct two sets with the operations that
can be the first/last operations in S, named respectively, PRIM(i) and ULT(i),
(i =1..m, m is the number of resources),
PRIM(i) = {(ox, oy) |(1) is true for ox and oy}
ULT (i) = {(ox, oy) |(2) is true for ox and oy}
We define the most critical resource Mi, as that with a minor cardinality of sets
PRIM(i) and ULT (i). And we select a pair on non yet scheduled operations
(ox, oy) that pertain both to PRIM(i) or ULT (i).

If there are several candidate pairs, we choose one of them. This is a simplified
version of variable heuristic used in [7].

Moreover, we apply the exclusion rules defined in [7], as a value heuristic, in
that it adds redundant constraints that force an ordering between two operations.
The result is that a disjunctive constraint is eliminated, and the corresponding
ordering is propagated. We apply this rules only when the constraints in the
network have one interval.
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4.2 Makespan-Based Heuristic

After the propagation process of each new constraint, all the constraints between
each pair of points are deduced. Due to this fact, we can know the makespan
achieved by retrieving the resultant constraint between the special temporal
points T0 and TF.

We define a new value ordering heuristic consisting of choosing the labelled
interval with a minor left value. The labels associated with this interval indicate
the operations ordering preferred. We denote by makespanz the left value of the
zth interval of the constraint existing between the temporal points T0 and TF.
Similarly, we denote set labels(makespanz) as the set of labels associated with
the makespanz value. Therefore, we select the decision orderings indicated by:
min makespan = set labels(min(makespanz)), z = 1..k
Suppose that we have the constraint: (t1{([(−∞ 20], {Ra}), ([10 ∞], {Rb})}t2).
The label set {Ra} corresponds to ordering (ox → oy), and the label set {Rb} to
the ordering (oj → oi). After the process propagation, we obtain the constraint:
(T0 {([12 ∞],{Ra}), ([25 ∞],{Rb})} TF),
This means that with the ordering (ox → oy) we obtain a minimum makespan
of 12 units, and 25 units if the order preferred is (ox → oy). Therefore, we prefer
the first ordering, where we obtain a minimum makespan-value. And the result
we obtain is {Ra}.

4.3 Mixed CSP-Closure Heuristics

In order to achieve better results we define a new value and variable heuristics.
The first ones combine the makespan (provides global information) and slack
value-based heuristic (provides local information). That allows us take more
informed value ordering decisions.

We have named the new value heuristic makespan slack. We apply the
min makespan and max slackD heuristics. If one of them, not take a decision,
then we consider that we need more information, and not decide at all. If both
heuristics take a decision, then we consider the intersection of both results.

We also define a new mixed variable heuristic that combines the slack and
edge-finding based variable heuristics. We named this heuristic edge slack. First
we calculate the Si task intervals (one for each resource) and the slackRD of
each resource i defined as: slackRD(Si) = {(lftDz(Si)−estDz(Si)−(durz(Si)},
z=1..m
Next we calculate the cardinality of PRIM(i), and ULT(i) for each resource
Mi, we named this value crit(i) Finally, we select the next pair or unordered
operations (ox, oy) from the resource that have the maximum product value:
slackRD(Si)×crit(i). The operations of the pair (ox, oy) selected belongs either
to PRIM(i) or to ULT(i).

Other combinations are also possible. But these have demonstrated be ad-
equate to solve the instances used in the experiments that we have performed
and that are showed in the next section.



A Mixed Closure-CSP Method to Solve Scheduling Problems 567

5 Empirical Evaluation

We have performed our experiments over a set of instances of a benchmark
scheduling problem, that can be obtained at ftp://ftp.mscmga.ms.ic.ac.uk/pub/.
The files are named as jobshop1.txt (with several job shop problems) and
flowwhop1.txt (with several flow shop problems).

First, we analyze the number of backtrackings avoided by of our model. As
we have already mentioned, it depends fundamentally on the number of pending
decisions maintained. In Table 1, we have annotated the results obtained varying
the number of maximal pending decisions (varying from 0 to 2). The first three
instances: ft06, la01, and la02 are job shop, while the last two: car1 and car2 are
instances flow shop. We observe that the greater is this number, the greater is the
number of backtrackings avoided. This is calculated comparing the decision that
we would have taken, (when we maintain the disjunction), and the decision that
we will take later. Note that the 0 value indicates that given a pair of unordered
operations (oi, oj), we always select one of two possible orders (oi → oj), or ,
(oj → oi). The 2 value means that the cardinality of network constraints have a
maximal value of 4.

Table 1. Backtrackings avoided versus
pending decisions.

instance indecis solution b.realiz b.avoid
ft06 0 55/55 0 0
(6x6)
la01 0 741/666 0 0
(10x5) 1 700/666 0 17

2 666/666 0 25
0 734/655 0 0

la02 1 677/655 0 20
(10x5) 2 655/655 0 22

0 7894/7038 0 0
car1 1 7326/7038 0 32
(11x5) 2 7038/7038 5 34
car2 0 7632/7166 0 0
(13x4) 1 7166/7166 0 50

Table 2. Global versus local
heuristics. Indecisions=0.

instance indecis solution b.realiz
ft06 Local 56/55 0
(6x6) Global 56/55 0

Glob+Loc 55/55 0
la01 Local 757/666 0
(10x5) Global 753/666 0

Glob+Loc 741/666 0
Local 734/655 0

la02 Global 677/655 0
(10x5) Glob+Loc 655/655 0

Local 7910/7038 0
car1 Global 7899/7038 0
(11x5) Glob+Loc 7894/7038 5
car2 Local 7650/7166 0
(13x4) Global 7646/7166 0

Glob+Loc 7632/7166 0

In the other hand, the obtained solution is close to the optimum (or reaches
this optimum) when we increment the number of pending decisions (we use the
notation x/y, in which x is the obtained solution, and y the optimal solution).
Also note that, due to closure processes, no backtracking is needed in most of
the cases.

In some cases, we obtain the optimal solution, as a consequence of the effec-
tive use of combined closure-heuristic processes. In this case, we have used the
makespan slack and edge slack heuristics.

Secondly, we analyze the impact of global/local heuristics in the obtained
solution and in the number of backtrackings avoided. The local heuristic that
we have used is max slackD to value ordering, and min makespan as global
heuristic. We have applied the two mixed heuristics as in Table 1. We can note
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out of Table 2 that the global heuristics, when used by themselves, allow better
results than when we use uniquely local heuristics. When we use both types of
heuristics, we obtain a solution closer to optimal. This fact is due to the greater
information obtained when we combine the two types of heuristics (in comparison
with the amount of information dealt when we apply them by separate).

In Table 3, we show the results using local or global heuristics, when two
indecisions are permitted. We reach the optimum values when we combine both
types of heuristics.

Table 3. Global versus local heuristics.
Indecisions=2.

instance indecis solution b.realiz b.avoid
ft06 Local 55/55 0 0
(6x6) Global 55/55 0 0

Glob+Loc 55/55 0 0
la01 Local 671/666 0 20
(10x5) Global 668/666 0 20

Glob+Loc 666/666 0 25
Local 652/655 0 21

la02 Global 650/655 0 20
(10x5) Glob+Loc 655/655 0 22

Local 7070/7038 0 27
car1 Global 7057/7038 0 30
(11x5) Glob+Loc 7038/7038 5 34
car2 Local 7170/7166 0 38
(13x4) Global 7189/7166 0 41

Glob+Loc 7166/7166 0 50

Table 4. Impact of several heuris-
tic set. Indecisions=2.

instance C1 C2 C3 C4 sol.opt.
ft06 55 55 55 55 55
la01 668 666 666 666 666
la02 659 675 655 655 655
car1 7038 7038 7044 7038 7038
car2 7182 7173 7170 7166 7166

Finally, we have used several combinations of heuristics in order to see how
they affect in the solution obtained. In Table 4 we show the results: C1, corre-
sponds to the use of the variable heuristic and the value heuristic based in slack;
C2 is the combination edge-finding based variable heuristic plus slack based
value heuristic; C3 uses the slack based heuristic variables and the min makespan
value heuristic; finally C4 combines edge-finding based variable heuristic with
the mixed value heuristic makespan slack.

We can observe that, in general, the best results are obtained with the com-
bination C4, this is due to the fact that the value ordering heuristic use more
information and in consequence we can take better decisions.

We have not showed the seconds of CPU used to solve each instance because
we have focused on reducing the complexity of the process. However, using Com-
mon Lisp with a Pentium II computer, the car2 instance with the combination
C4 of Table 4, takes 15 secs. to complete.

These are preliminary results. We are preparing more experiments with in-
stances randomly generated. Moreover, we are currently investigating new mixed
heuristics, in order to obtain better results.
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6 Conclusions

We have proposed a new approximation to deal with the scheduling problem,
considered as a temporal constraint satisfaction problem. It specifically handles
a set of metric and disjunctive based temporal point constraints.

Our method combines a closure process with CSP techniques in order to
achieve the following features:

– it allows the use of local and global heuristics, due to major information
inferred by the closure process (in previous approximations, global heuristics
are not applicable),

– it permits delaying the ordering decision among operations that use the same
resource. Therefore maintains a limited number of solutions versus previous
approximations that maintain just an unique solution,

– it reduces the number of backtracking needed on the expense of a complex
closure process,

– We obtain a parameterizable process in which we can decide the maximal
number of disjunctive constraints that will remain active in the network at
the same time. The disjunctive constraints in the network vary dynamically
as more information is obtained due to closure process,

Finally we would like to remark that this system is adequate both for an
independent scheduling process (all constraints are known from the start) or an
integrated process of planning-scheduling (due to the fact to maintain a certain
number of open solutions).
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Abstract. This paper describes the method to decide AGVs’ action planning in
decentralized autonomous FMS operations. The method is to use information
from each agent and to foresee the future operation situations of FMS in
advance by guessing a few steps of the next actions that AGV can take. The
method is called RAF(Future Reasoning to Anticipate the Future).  RAF
consists of a hypothetical reasoning to consider the next actions that AGV can
take as competitive hypotheses and a discrete simulator to foresee the future.
Because of RAF, the pre-scheduling of AGV movements and input parts orders
is useless. RAF was applied to decentralized autonomous FMSs and executed
virtual productions.

1. Introduction

With the development of network technology and information communication
technology, the basic technology of a new production system has been developed.
One of the directions it can take is a decentralized autonomous Flexible
Manufacturing System (FMS). The decentralized autonomous FMS aims at high
production efficiency by giving self-control or decentralizing the plan, design and
operation of FMS. This paper discusses the basic research necessary for realizing a
decentralized autonomous FMS with Automatic Guided Vehicles (AGVs) and
Machining Centers (MCs). AGVs automatically move on to MCs to load or unload
parts. MCs are NC machine tools that have several kinds of tools and automatically
change the tools to machine many parts.
    In general, if it is possible to make plans by considering near future trends and
information, it is considered wiser than acting blindly. As the AGV actions’ decision,
this idea is introduced. This research develops a real-time decision method for AGV
actions based on the predictions that foresee not only current production situations but
also anticipate future ones. Also, the developed decision method is applied to a
decentralized autonomous FMS. Because of the results, it can be seen that multi-
production that keeps the target production ratio is possible even though neither AGV
actions’ plans nor parts input schedules are given beforehand. Especially, it can be
shown that the method will operate a FMS without influencing the production ratio
even when unpredicted troubles happen, which is often seen in an actual factory.
    There are few researches for a decentralized autonomous FMS [1][2]. They do not
consider what will happen in FMS. This research’s characteristic is to foresee the near
future situations of FMS. In this point, the research is different from the ordinal
researches.
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2. Hypothetical Reasoning and Discrete Simulator

2.1  Decentralized Autonomous FMS and Its Control

The construction of a decentralized autonomous FMS that this paper deals with is
shown as Fig. 1. It shows a Parts Warehouse that supplies parts for a factory, a
Products Warehouse for finished parts from MCs, some AGVs that carry parts and
some MCs are arranged. Each AGV carries one part. AGVs move on the dotted lines
of the figure at a uniform velocity. MCs can work several kinds of parts and each of
the parts has decided manufacturing processes and manufacturing time. Some MCs do
the same kinds of work processes. The set of the same type MC is called a Group MC
and is distinguished by describing subscripts, for example, gMC1, gMC2, ··· .  Each
MC in the same Group MC is distinguished by attaching a hyphen and figures after
the name of Group MC, for example, MC1-1, MC1-2, ···.

 Note that later sentences uses the term “ parts ”. The parts meaning is not
limited to the same variety but includes different varieties.

The contents of information exchanges and cooperative actions between each
agent in a decentralized autonomous FMS is basically the following. The Parts
Warehouse sends the information on the names of parts that are in the Parts
Warehouse. The AGV sends both the information on the name of the part that the
AGV currently has and the information on its next destination. The MC sends both
the information on the name of the part it is currently manufacturing and the
information about the remaining manufacturing time. When necessary, an agent uses
the received information to make the agent movement decisions.

One of FMS’s characteristics is to
realize efficient production by jointly
sharing manufacturing operations
among the MCs in a Group MC that has
the same manufacturing processes. The
parts delivers by AGVs are responsible
for the sharing operation. Because the
AGV moving distance and time and the
waiting time in front of each MC bay
are inexplicably linked with FMS
operating efficiency. According to
which parts the AGV will deliver to
which MC and which part the AGV will
take, the FMS  operating  efficiency can

Fig. 1.  FMS model

change much.
    With the predetermined scheduling for AGVs’ movement, which is the ordinary
method, it is difficult to deal with unpredicted troubles such as manufacturing delay
and machine breakdown. If the ordinary method is used, once this kind of unpredicted
trouble occurs, re-consideration of the production schedule must be necessary.
Moreover, in a FMS that uses many AGVs and MCs, it is difficult to make a
predetermined schedule for efficient AGV movement order and parts delivering order.
    In order to solve the problems, this research adopts the following process
procedure: � use each agent information, ó foresee several future steps of probable
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AGV actions, ì foresee probable FMS operating situations. Reasoning to Anticipate
Future (RAF) to control the AGV’s next actions based on the prediction results of ì
is proposed and solves the above mentioned problems. RAF resembles a chess
strategy that moves a piece after anticipating the several alternatives for one move.
The controls by RAF are both where the AGV moves next and which part it carries
next. In this way, predetermined parts delivering schedule is not needed.

 The probable action (Next Action) that an AGV will take next is not decided as
a single action but as many actions because there are some MCs that are doing the
same manufacturing process jointly. Hypothetically, if an AGV chooses one of the
above actions, in an actual FMS,  each agent in the FMS keeps doing its chosen
operation. When an AGV needs the choice of Next Action again, it chooses a single
Next Action from among the possible choices again. In this way, the operating
situation of a FMS is expressed as the choice process of unending cycle of AGV Next
Actions. That is, it is expressed as a tree construction which includes nodes
corresponding to possible AGVs Next Actions. The tree construction can be extended
infinitely. The strategy of RAF considers the possible Next Actions that the AGV will
be able to take locally a few steps ahead as a foreseeable range, as well as globally
foreseeing phenomena happening in the FMS in a near future and, then going back to
the present, decides which choice should be chosen at present. In order to do RAF, by
the hypothetical reasoning which considers the choices that the AGV will be able to
take as competitive hypotheses and the discrete simulator, the reasoning process is
controlled.

2.2 Competitive Hypotheses and Discrete Simulator

Hypothetical reasoning regards events that can happen simultaneously as competitive
hypotheses, classifies each hypothesis among them into a true hypothesis and the rest
false hypotheses, then hypothetically continues to reason with the true hypothesis and
follows the true hypothesis till a contradiction occurs [3][ 4].
    Based on hypothetical reasoning, RAF tentatively decides AGV Next Actions a few
steps ahead locally and foresees FMS operating situations globally. In this situation,
what are established as competitive hypotheses strongly depends upon RAF
executions. This research establishes competitive hypotheses in the following way.
    Considering the Next Action that an AGV will be able to take from a standpoint of
the AGV, two kinds of actions are possible, � where it will move next, ó which part
it will take next. This classification is reflected in the two kinds of competitive :
competitive hypotheses for moving places (C-hypotheses-move) and competitive
hypotheses for parts (C-hypotheses-parts). C-hypotheses-move may be analyzed into
three types : (1) move to MC bay to exchange parts, (2) move to the Parts Warehouse
to input new parts , (3) move to the Products Warehouse to deposit parts when all
manufacturing processes are finished. As the elements of C-hypotheses-move, each
MC (MC1-1, MC1-2,···), the Parts Warehouse and the Products Warehouse are
established. As the elements of C-hypotheses-parts, each part ( P1,P2,P3,···) is
established.
    Now, the functions of RAF will be described. When an actual FMS is operating,
RAF beforehand foresees near future FMS operating situations. This means the
thinking process called RAF begins just before an AGV in the actual world has to
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choose its Next Action. When RAF begins, the first step is to search all possible next
actions that the AGV could take. The actions are called Next Action Set . The next
step is to choose a single Next Action from among Next Action Set. The third step is
to simulate with all agents what would happen if the Next Action is chosen as the
AGV’s next action till a certain AGV needs to choose a Next Action. This discrete
simulation is called Simulation in Hypotheses (SiH). In carrying out SiH, the
situation comes that an optional AGV in the simulation searches Next Action Set. At
this time, the Next Action Set is re-searched, one Next Action is chosen from among
the Next Action Set and SiH is carried out again. By the results of the SiH that is
followed by the choice of a Next Action, FMS future operating situations can be seen
again. That is, RAF can be shown as tree construction where the three layers
repeatedly lie one upon another : � the action choice that an AGV in the actual world
took last, ó the Next Action Set of the AGV in the actual world, ì Next Action Set
of an AGV in SiH, as shown in Fig. 2.

         Fig. 2.  RAF tree construction

In Fig. 2, the layer corresponding to one depth from the root of the tree
construction is called one step hypotheses depth ( Dhy=1), the node set belonging to
hypotheses depth is called foreseeing actions one step ahead ( Foresee[1] ).
Foreseeing actions located below each node of the foreseeing actions of one step
ahead corresponds to hypotheses depth 2 ( Dhy=2) and are called as foreseeing action
of two step ahead ( Foresee[2] ). In the same way, foreseeing actions corresponding to
hypotheses depth are expressed as three step ahead, four step ahead, ··· . Then, RAF
considers foreseeable actions an optional n step ahead, Foresee[n], as a foreseeable
range, regards foreseeable actions in each layer as competitive hypotheses and carries
out the reasoning control by regarding one optional foreseeable action among each
layer of competitive hypotheses as a true hypothesis and the remaining foreseeable
actions as false hypotheses. By judging FMS operating situations n steps ahead, the
actual AGV Next Action is decided.
    The algorithm to carry out RAF is described as below. First, the terms used in the
algorithm are defined.
[Definition] Standard to Judge True and False: Standard to judge the contradic-
tions in hypothetical reasoning with the results of FMS total operating efficiency
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gained by the executions of SiH. The standard has s kinds of standards’ range. If the
standard is not satisfied, it is judged that a contradiction occurs. Some concrete
examples are :
· if FMS total operating efficiency is over e(1)%, it is true,; if under, false.
· if FMS total operating efficiency is over e(2)%, it is true,; if under, false.
· if FMS total operating efficiency is over e(3)%, it is true,; if under, false.
···
· if FMS total operating efficiency is over e(s)%, it is true,; if under, false.
as e(1) > e(2) > e(3) > ··· > e(s)
[Definition] Group MC Selection Priority Value, Fm: The values indicates the aim
how long each Group MC will operate and is expressed as Equation (1).
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gMc: name of Group MC, (Pn:parts variety Pn=1~Pn)
gMc.process.time(Pn): time that Group MC needs to manufacture parts Pn
production.rate(Pn): target production ratio (%) of parts Pn
finished.parts.N(Pn): number of parts Pn when all processes are finished ( number of parts Pn
in Products Warehouse)
inprocess.parts.N(Pn): number of parts Pn that are in process or in being transferred ( number
of parts Pn that AGV or MC has)
all.finished.parts.N: number of all parts where all processes are finished ( number of all parts in
Product Warehouse )
all.inprocess.parts.N: number of all parts that are in process or being transferred (number of all
parts that AGV or MC has )

The Group MC that has the large Priority Value is considered to have many jobs
left and the priority ranking that is selected as a true hypothesis is given a high
ranking .
[Definition] Parts Warehouse Selection Priority Value, Fp: The value indicates
how many parts are in process or in being transferred and is expressed as Equation
(2). This value becomes the priority ranking for competitive hypotheses. The value is
an integer after being rounded off.
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max.parts.N : possible maximum parts input number ( sum of AGVs and MCs )
destination.N : number of parts destinations ( sum of AGVs, MCs, Parts Warehouse, and
Products Warehouse )
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[Definition] Products Warehouse Selection Priority Value, Ff : The value indicates
the parts condition of the Products Warehouse and is expressed as Equation (3). The
value corresponds to the priority ranking in competitive hypotheses.

FpNndestinatioFf -= .     (3)
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all.process.time(Pn);  total manufacturing time for parts Pn

[Definition] Parts Selection Priority Value, V(Pn): The value indicates how many
parts are still waiting to be input into the production line and is expressed as Equation
(4). The part that has a large Priority Value has a high rank order of priority that is
taken from the Parts Warehouse by AGVs and is input into the production line.
[Definition] Job Variance Value, Fd(MC.N): In the case of a Group MC that has the
same type MC, it is necessary to keep the job equality among MCs, that is, each MC
should be doing an equal amount of work. In order to do this, the Job Variance Value
Fd(MC.N) expressed with Equation (5) is adopted. The equation is based on MC
operating efficiency. The MC whose operating efficiency is low becomes a large Job
Variance Value and this MC is likely to be chosen for work.

efficiencyMc
NMcFd

.

100
).( =   (5),  Mc.efficiency ; operating efficiency of Mc.N (%)

[Algorithm of RAF]
Step1: Establish hypotheses depth Dhy=1 and the Standard to Judge True and False s
=1.
Step2: Search all Next Actions (Foresee[Dhy]) that can be foreseen and classify them
into competitive hypotheses elements of C-hypotheses-move and C-hypotheses-parts,
as shown in Equations (6) and (7). The elements are established so that the left side
element in the parentheses has a high priority. At this stage, the ranking is tentative.

C-hypotheses-move = {PartsWarehouse, ProductsWarehouse, MC1-1, MC2-1··· } (6)
C-hypotheses-parts = {P1, P2, P3···· }  (7)

Step3: Confirm the current position of an AGV that needs to decide its next action and
carry out the following rule.
If { the AGV location is in the Parts Warehouse and the AGV does not have parts}
Then{Go to Step5}, Else{Go to Step4}
Step4: Carry  out  Hypothetical  Reasoning  for  Moving  Decisions  from
Step4-1~Step4-9.
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Step4-1: Replace MC, the element among competitive hypotheses C-hypotheses-
move, with Group MC that the MC belongs to, as shown in Equation (8). At this time,
repeated Group MCs are integrated into one Group MC. The resulting Group MC is
called a Competitive Group MC.

C-hypotheses-move = {PartsWarehouse�ProductsWarehouse gMC1, gMC2, gMC3··· }   (8)

Step4-2: Find Group MC Selection Priority Value Fm for each Competitive Group
MC among competitive hypotheses C-hypotheses-move and renew the elements’ row
of competitive hypotheses C-hypotheses-move by changing the Group MC row with
the highest Group MC Selection Priority Value Fm first.

Step4-3: Find Parts Warehouse Selection Priority Value, Fp and Products
Warehouse Selection Priority, Ff  and renew the elements’ row of competitive
hypotheses C-hypotheses-move by inserting Parts Warehouse and Products
Warehouse in the priority ranking positions among competitive hypotheses C-
hypotheses-move, whose positions correspond to acquired Parts Warehouse Selection
Priority Value, Fp and Products Warehouse Selection Priority, Ff  .

Step4-4: Randomly Select an optional competitive Group MC, gMCa from among
competitive hypotheses C-hypotheses-move.

  Step4-4-1: Search all MCs belonging to gMCa , call it MCa-b and find their MC’s
Job Variance Values, Fd(MCa-b) .

  Step4-4-2: Compare each value of Job Variance Values, Fd(MCa-b) and make a list
called MCa-List such that MCs form a queue according to the Job Variance Value
with the highest value first, like Equation (9).

MCa-List =  {MCa-1, MCa-2, MCa-3···} (9)
 as Fd(MCa- 1)  Fd(MCa- 2) ‡ Fd(MCa- 3) ‡...

    Step4-4-3: Renew the elements of competitive hypotheses by replacing gMC�  with
MCa-List.
    Step4-4-4: Renew the elements of competitive hypotheses C-hypotheses-move by
giving the remaining competitive Group MC the repeated processes from Step4-4-1 to
Step4-4-3 .

Step4-5: Select the action whose priority ranking is No.1 from among the elements
of competitive hypotheses C-hypotheses-move, corresponding to the left end element,
establish it as a true hypothesis and establish the remaining elements as false
hypotheses.

Step4-6: By using a true hypothesis, carry out SiH till an AGV must make its Next
Action choice and calculate FMS total operating efficiency E at the time when SiH
stops.

Step4-7: Perform the following rule.
  If{ e(s)£E }, Then{ Go to Step6}

Else{ Admit that a contradiction has occurred and go to Step4-8}
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Step4-8: Perform the following rule.
If { An element that has not been chosen as a true hypothesis among the

competitive hypotheses C-hypotheses-move still exists }
Then { Replace a true hypothesis with a false hypothesis, select the next priority

ranking element among competitive hypotheses C-hypotheses-move as a true
hypothesis and return to step4-6 }, Else {Go to Step4-9}

Step4-9: Perform the following rule.
  If { Hypothesis depth Dhy=1} Then { Establish sÄ‡s+1 and return to Step2}
 Else{ Backtrack after establishing DhyÄDhy-1 and select the next priority ranking
hypothesis element among competitive hypotheses of the layer Dhy as a true
hypothesis.
If the selected hypothesis belongs to C-hypotheses-move, return to Step4-6. If not, go
to Step5.}

Step 5: Carry out Hypothetical Reasoning for Parts Decisions from Step5-1 to
Step5-6.

Step5-1: Calculate Parts Selection Priority Value V(Pn) for n kinds of parts Pn
among competitive hypotheses C-hypotheses-parts and renew the elements in
competitive hypotheses C-hypotheses-parts by changing the parts row with a large
Parts Selection Priority Value V(Pn) .

Step5-2: Select the part whose priority ranking is No.1 from among the elements of
competitive hypotheses C-hypotheses-parts, corresponding to the left end element,
establish it as a true hypothesis and establish the remaining elements as false
hypotheses.

Step5-3: By using that true hypothesis, carry out Simulation in Hypotheses till the
AGV is forced to make its Next Action choice and calculate FMS total operating
efficiency E at the time when Simulation in Hypotheses stops.

Step5-4: Perform the following rule.
If { e(s)£E }, Then{ Go to Step6}
Else { Admit that a contradiction occurs and go to Step5-5}
Step5-5: Perform the following rule.
If { An element that has not been chosen as a true hypothesis among competitive

hypotheses C-hypotheses-parts still exists }
Then { Replace a true hypothesis with a false hypothesis, select the next priority

ranking element among competitive hypotheses C-hypotheses-parts as a true
hypothesis and return to step5-3 }, Else {Go to Step5-6}

Step5-6: Perform the following rule.
  If { Hypothesis depth Dhy=1}, Then { Establish sÄs+1 and return to Step2}

Else{ Carry out backtracking after establishing DhyÄDhy-1 and select the next
priority ranking hypothesis element among competitive hypotheses of the layer Dhy as
a true hypothesis. If the selected hypothesis belongs to C-hypotheses-move, return to
Step4-6. If not, go to Step5.}

Step6: Perform the following rule.
If { Dhy < n}, Then { Establish sÄs+1 and return to Step2}, Else {Go to Step7}
Step7: Select a true hypothesis in hypotheses depth Dhy=1 as the next action of an

actual FMS and execute the actual FMS. o
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3.  Application Examples

The RAF by a hypothetical reasoning and a discrete simulator, proposed in Chapter
2, is applied to the operations of a decentralized autonomous FMS. As there is no
actual FMS production system, nine kinds of decentralized autonomous FMSs are
constructed in a computer and some numerical experiments are carried out. The nine
FMSs are the production systems whose number of parts subject to manufacturing,
MCs, Group MCs and AGVs are different. That is, <Type 1> parts number 3, Group
MC number 3, MC number for each Group MC 1 and AGV number 3, <Type 2>
parts number 3, Group MC number 3, MC number for each Group MC 1,2,1 and
AGV number 3, <Type 3> parts number 3, Group MC number 3, MC number for
each Group MC 2 and AGV number 3, <Type 4> parts number 6, Group MC number
6, MC number for each Group MC 1 and AGV number 5, <Type 5> parts number 6,
Group MC number 6, MC number for each Group MC 2 and AGV number 5, <Type
6> parts number 6, Group MC number 6, MC number for each Group MC 3 and AGV
number 5, <Type 7> parts number 9, Group MC number 8, MC number for each
Group MC 1 and AGV number 5, <Type 8> parts number 9, Group MC number 8,
MC number for each Group MC 2 and AGV number 5 and <Type 9> parts number 9,
Group MC number 8, MC number for each Group MC 3 and AGV number 5. The
factory layout of Type9 is shown in Fig.1. Other Types’ layouts are the ones that MCs
disappear according to MCs number. The manufacturing time for each part is
different. For example, in a case where Type 1, the manufacturing time of parts P1,P2

and P3 are established as Table 1. The target production ratios for each of the parts are
also different as follows. They are : P1:P2:P3 =5:6:2 from Type 1 to Type 3 ; P1:P2:P3:
P4:P5:P6 =5:6:3:3:2:1from Type 4 to Type 6 ; P1:P2:P3:P4:P5:P6:P7:P8:P9 = 5:6:3:3:2:
1:4:5:2 from Type 7 to Type 9.

Allowing for unpredicted troubles
that happen where an actual FMS
operating, the numerical experiments
adopt four operating conditions:
<Condition 1> there are not any
unpredicted troubles : <Condition 2>
each AGV randomly  breakdowns  three

Table 1.  Examples of machining time

times a day  ( 24  hours )  and  is  break-
down time is five minutes :<Condition 3> parts manufacturing time at each MC is
randomly extended 10 % : <Condition 4> both unpredicted troubles of Condition 2
and Condition 3 happen. In Condition 2, Condition 3 and Condition 4, ten kinds of
happening time for manufacturing time extensions and breakdowns are established as
unpredicted troubles’ random conditions by adopting ten random series. As a result,
Type 1 executed one numerical experiment under Condition 1 and executed ten
numerical experiments under each other Condition. A numerical experiment time 24
hours is adopted and n of foreseeable actions range (Foresee[n]) in hypothetical
reasoning is established as 3.

One result of the numerical experiments is shown in Table 2. Table 2 indicates
the production outputs for each of the four Conditions in Type 5. As a comparison, the
numerical experiment of the case that n of foreseeable actions range (Foresee[n]) is 1
was carried out. Judging from the result, the outputs of the case n=3 were bigger than
that of the case n=1 under every Condition. In other Types, the same results were

Parts

Machining
Time
(seconds)

P1 P3P2

gMC1

gMC2

gMC3

180

120

120

gMC2

gMC1

120

60

gMC3

gMC2

180

150
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obtained. Fig.3 shows the output ratio for each of the parts of Type 5. All four
Conditions could get the ratio very close to the target production ratio,
P1:P2:P3:P4:P5:P6=5:6:3:3:2:1 even though a conventional prior parts input scheduling
system was not used. In other Types, the same results were also obtained. For
example, the production ratio of Condition 4 in Type 9 is 5.049:
6.028:3.049:3.049:2.042:1.000: 4.049:5.092:2.049 and its target ratio is P1:P2:P3:P4:
P5:P6: P7:P8:P9 =5:6:3:3:2:1: 4:5:2.

In consequence, it was ascertained that the decentralized autonomous FMS using
RAF can keep a target production ratio even if unpredicted troubles happen.

4. Conclusions

This research dealt with the method to control an AGV action plan to operate a
decentralized autonomous FMS and developed RAF to anticipate the FMS operating
situations happening in the near future by using information from each agent and
forecasting several steps ahead of AGV’s practicable next actions. RAF consists of a
hypothetical reasoning that regards practicable AGV next actions as competitive
hypotheses and a discrete simulator that simulates the future alternative possibilities.
Because of the reasoning, AGV next moving destinations and which part is
transferred next are decided and both a prior AGV moving plan and a prior parts input
schedule are unnecessary. The numerical experiments were executed by applying the
developed RAF for a decentralized autonomous FMS that exists on a computer. As a
result, it was ascertained that the FMS can have the product ratio very close to the
target production ratio even when a prior parts input schedule is not used. Compared
with the result of the case that looked just one step ahead as a foreseeable action
range, it was also ascertained that the developed reasoning method to foresee several
steps ahead could get the better outputs.

Table 2.  Simulation results

Fig. 3.  Production ratio of Type 5
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  The research started as a basic research to decide the AGV actions plan of a
decentralized autonomous FMS with the idea to look several steps ahead. Although
there are still some problems left, such as how many steps to foresee is optimal and
how closer to the target production ratio is achieved, it was ascertained that the idea to
foresee the future in order to control the productions of a decentralized autonomous
FMS is one of the available methods.
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Abstract. A new distributed learning and control (DLC) approach is presented
in this paper which integrates part-driven distributed arrival time control
(DATC) and machine-driven distributed reinforcement learning control. This
approach is suitable for just-in-time (JIT) production for multi-objective
scheduling problem in dynamically changing shop floor environment. While
part controllers are adjusting their associated parts’ arrival time to minimize
due-date deviation, machine controllers equipped with learning components are
searching for optimal dispatching policies. The machines’ control problem is
modeled as Semi Markov Decision Process (SMDP) and solved using one-step
Q-learning. The DLC algorithms are evaluated for minimizing the sum of due-
date deviation cost and setup cost using simulation. Results show that DLC
algorithms achieve significant performance improvement over usual
dispatching rules in complex real-time shop floor control problems for JIT
production.

1   Introduction

During the last two decades, JIT scheduling has drawn increasing attention from
scheduling community [1]. Most of these works belong to traditional static scheduling
methods such as mathematical programming, branch and bound, and heuristics.
However, today’s manufacturing systems are subject to great deal of uncertainties
such as machine breakdowns, unexpected arrivals of hot jobs, and so on. Under this
dynamic environment, static shop floor control based on traditional optimization
based scheduling methods cannot keep up with the up-to-date shop floor status and
thus often become ineffective. There is a need to develop adaptive scheduling
methods that are not only suitable for JIT-oriented production environment but also
adaptive to dynamically changing shop floor conditions.

2   Reinforcement Learning

Reinforcement Learning (RL) is a model of an agent that learns behavior through
trial-and-error interactions with a dynamic environment [2]. RL has its mathematical
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foundation on dynamic programming and closely related to optimal control theory.
Recently, RL has drawn increasing attention from manufacturing community. Yih and
Thesen [3] formulated a real-time scheduling problem with SMDP and used Q-
learning to maximize throughput. One key feature of their approach is that they
explicitly reduced the large search space by observing and analyzing the decisions
made by an experienced scheduler. Mahadevan et al. [4] modeled switching policy
and machine repair policy by SMDP and solved using R-learning. They assumed key
parameters required for modeling with probability distributions. McDonnell [5] used
game theory and reinforcement learning to solve setup decision problems for
distributed manufacturing system. He modeled machines’ setup decisions as Normal
Form game and solved it using both a heuristic approach and a reinforcement learning
based approach. Also, utilizing the concept of RL, several researchers proposed
dynamic rule selection approach [6, 7].

There are several differences between the previous research and this paper. First,
most of previous research assumes some form of probability distributions for service
times and arrival times and usually deals with long term performance of the system.
In contrast, in our case no assumption is made in service times and arrival times and
short term performance is the objective. With one exception McDonnell [5] no
approach minimizes due-date deviation. Finally, none of the previous approaches
explicitly controls the arrival time of parts at the shop. Instead they adjust dispatching
decisions to improve a certain performance measure. In other words, parts are treated
as passive resources that machines process. In this respect, these approaches can be
considered as ‘machine-driven scheduling’. The approach taken this work is
integration of ‘part-driven scheduling’ and ‘machine-driven scheduling’ where parts
and machines are autonomous control entities actively participating in the scheduling.
A key distinction of our approach is a significantly higher level of distribution in
control and intelligence throughout the manufacturing shop floor.

2.1   DATC: A Part-Driven Scheduling Algorithm

Distributed Arrival Time Control (DATC) is a closed-loop distributed control
algorithm for manufacturing shop floor in which each part controller uses only its
local information to minimize deviation from its part’s due-date. The objective of
DATC is minimizing Mean Squared Deviation (MSD), which is defined as

ncd
n

i
ii /)(MSD

1

2å
=

-= ,
(1)

where di is the due-date and ci the completion time of Part i and n is the total
number of parts.

Figure 1 shows the closed-loop control structure of DATC. Deterministic
simulations that run orders of magnitude faster can be used to provide completion
times feedback [8]. These simulations can be run continuously and concurrently with
the real system. The best schedule found during this process is used for releasing parts
into the real shop floor. The system frequently reevaluates the best schedule to ensure
that the schedule remains effective. The resultant system is a highly decentralized and
can handle unexpected disturbances such as rush orders, machine failures, tool
breakage in real-time with minimal global information.
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Fig. 1. DATC algorithm forms multivariable control structure and changes a discrete event
scheduling problem to continuous variable dynamical problem

DATC consists of autonomous part controllers that use only local feedback
information to meet its own due-date. If there are n-parts, the resulting system will be
an n-dimensional multivariable control system where due-date, completion time, due-
date deviation, and arrival times are n-dimensional vectors which act as the command,
output, error and manipulated vectors respectively. In Prabhu and Duffie [8] the
following integral control law has been used:

)0(jat
0 ))(jcjd(jk(t)ja +ò -= d , (2)

where kj is the controller gain for the jth part in the system and aj(0) is an arbitrary
initial condition, dj is the due-date, cj(t) is the predicted completion time and zj(t) = dj -
cj(t) is the due-date deviation.

When due-dates of the parts cannot be met simultaneously, all arrival times of the
coupled parts converge to an equal value in a region called the discontinuity region.
As a result, the processing sequence of the parts could change at every iteration while
their arrival times remain in the infinitesimal neighborhood of the discontinuity
region. This causes the completion times to oscillate between possible processing
sequences. Due to this discontinuous dynamics, an implicit search is performed
without direct cooperation among part controllers. This system is considered to have
reached steady-state when z(t) of every part is balanced such that no significant
change of arrival time occurs.

It has been shown that a unique steady-state exists in single machine case and the
steady-state arrival time can be predicted exactly using discontinuous differential
equation theory [8]. For more general cases such as flow shop, sequence dependent
setup, and parallel machines case, the steady-state arrival time is not necessarily
unique and a method has been developed that can approximate the steady-state arrival
time closely in most cases [9]. The performance of DATC in several manufacturing
systems has been investigated and the results show considerable performance
improvement over usual dispatching rules. These results demonstrate the stability,
predictability, and effectiveness of DATC for a broad class of manufacturing systems.
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3   Distributed Learning and Control

DATC uses deterministic simulation for providing feedback to part controllers.
During these simulations, considerable amount of information is generated such as
waiting time of the parts in the queue, machine utilization, and flow time. This
information can be useful for machine controllers to improve their dispatching policy.

Fig. 2. This diagram shows the structure of DLC. Here, DATC is controlling the part arrival
times while machine controllers are learning to improve their own objectives

For this work, DLC is applied to a family setup flow shop manufacturing system.
There is a setup cost when part family is changed from one to another. Each part has
its associated due-date. The objective is to minimize the sum of mean squared due-
date deviation (MSD) and setup cost.

Scheduling with sequence dependent setup began in the late 1980’s. However, so
far only one approach deals with family setup problems with early tardy penalty [10].
The problem is different from ours in that they allow varying processing time within
the family and the method works only for the common due-date single machine
sequence independent setup problems.

3.1   Reinforcement Learning Formulation

SMDP generalizes MDP by allowing, or requiring, the decision maker to choose
actions whenever the system state changes, modeling the system evolution in
continuous time, and allowing the time spent in a particular state to follow an
arbitrary probability distribution. SMDP is combination of two processes: a natural
process and a SMDP. In DLC, natural process corresponds to the part arrivals and
SMDP corresponds to the machine’s decision-making process. The states, actions,
and reward used for this SMDP are defined as follows:
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States

Number of parts in the queue can be an ideal candidate for state. Also, since setup is
sequence dependent, the previous part family processed is added to the state
representation. Finally, to differentiate identical queue patterns which occurs when
idle times occur within the scheduling horizon, the number of parts processed from
the beginning of the horizon up until a decision epoch is included. Thus a state vector
is {number of parts processed so far, number of part family1 in the queue, number of
part family 2 in the queue, …, number of part family f in the queue, previous part
family} where f is the number of different part families.

Actions

It is assumed that if only one part is available when machine is idle, the machine will
process it. Thus, up to f actions are available corresponding to selecting one among f
families of parts waiting in the machine’s queue.

Reward

The reward is the sum of squared waiting time of parts in the queues. This reward is
to encourage fair service and reduce overall waiting time. If setup time is chosen as
the reward, it only can make the machine agent prefer minimal setup, potentially
causing unfair service to some part families and decreasing global performance.

3.2   Q-Learning for SMDP

Q-learning [11] with tabular method is chosen to solve SMDP. Q-learning is
guaranteed to asymptotically converge to the optimal discounted policy for a finite
MDP. Q-learning also converges for undiscounted cases when zero reward is received
at the absorbing state sa which is reachable under all policies, and the state-action
value Qt(sa ,act) = 0 for all actions and time t. The optimality is only valid when all Q-
values are stored and updated in a table.

Q-learning uses the following updating rule:

)],(),(min[),(),( 11 ttt
act

ttttt actsQactsQrwactsQactsQ -++‹ ++a . (3)

The learning agent learns to estimate the reward rate from the natural process.
Combined with the immediate reward, this provides the value estimate for each state-
action pair. Q-learning has been shown to find an optimal policy long before the Q-
values converge. This characteristic can be effective on real-time adaptive scheduling
for dynamic environment.

In DLC, the system will always reach the absorbing state when there are no more
parts to process. Also, zero reward is received at the absorbing state, and Qt(sa, act) =
0 for all actions and time t. The only requirement for optimality is that the starting
states are stochastically chosen so that all possible states can be visited infinitely
often. DATC does not exclude any possible sequences from starting state and thus
theoretically the optimality condition is not violated. In practice the search space has
to be restricted in order to achieve real-time learning. If the state space becomes large,
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then filling the entire table of Q-values takes long time, making real-time
implementation infeasible. However, the number of actual trajectories the machine
controller goes through are quite limited and more importantly the trajectories are
partly constrained by DATC. Thus they already possess good due-date deviation
performance, which is a major component of our objective function. This is similar to
the idea of on-line RL [2] where the agent puts more effort into learning to make good
decisions for frequently encountered states at the expense of less effort for
infrequently encountered states.

In Equation (3), to track non-stationary environment, a fixed step size, a, is be
used. In this case, Q-values never completely converge but continue to vary in
response to the most recently received rewards. This is actually desirable in a non-
stationary environment. Also, to encourage exploration of unvisited states, e-greedy
policy is used. This e-greedy policy is a simple way of encouraging exploration for
non-stationary problems [2].

3.3 Dynamics of DLC System

An example, a single machine 6-parts 2-family case, is used to explain the dynamics
of DLC. Configuration for the example is shown in Table 1.

Table 1. Example problem configuration

Part
Family

parts/part
family

Processing
Time (p(i))

Setup Time
(s(i,j))

(Part ID, Due-date)

1 3 20 50 (1,1110), (2, 1020), (3, 1045)
2 3 30 50 (4,1090), (5, 1025), (6, 1035)

Figure 3 shows the arrival time trajectories of DLC. Figure 4 shows the learning
curves of Q-values of the state-action pair (4,2,1,1,1) and (4,2,1,1,2). The graph
shows after about 1100 iteration the Q-value of (4,2,1,1,1) converges to the correct
value while that of (4,2,1,1,2) still increases. The state transition diagram under the
steady-state arrival time pattern is shown in Figure 5. Because not all parts arrived at
the first decision epoch, there are several transitions when new part arrivals occurred
because of the natural process (DATC) not by the chosen action. These transitions are
denoted by dotted arrows and corresponding part arrivals are shown (‘f1’ denotes a
part which belongs Family 1 arrives in between two decision epochs). The nodes
denoted by solid circles are where transition occurs stochastically because of the
natural process. Thus the learning agent has to estimate this transition probability as
well as the reward accumulated during the transitions with Q-learning. It has been
found that the machine agent successfully learned an optimal policy in this case. The
optimal paths found are denoted by thick arrows in Figure 5.
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Fig. 3. The graph shows the arrival time trajectories generated from applying DLC algorithm to
the example problem. After about 300 iteration the system reaches a steady-state

Fig. 4. The learning curve of two Q-values for the example problem. With e-greedy policy, the
agent occasionally chooses action with less reward

4   Performance Evaluation

There is no known solution procedure for minimizing MSD, or the sum of MSD and
setup cost in distinct due-dates sequence dependent setup problems. Here, the result
of DLC is compared with two common dispatching rules, earliest due-date (EDD) and
minimum slack time (MST) rules, as well as with DATC. A problem set that has
significant setup times with different tightness of due-dates and different setup matrix
was tested. Two different number of part families (2, 3) and two different number of
parts in a family (20, 30) are used. Step size (a) of 0.1and exploration factor (e) of 0.1
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are used for all tests. For testing the effect of increasing tightness of the due-dates, ten
different due-date distributions are used. Each test consists of 10 replications. Figure
6 shows the performance test results.

Fig. 5. State transition diagram of the example problem. The dotted arrows denote the transition
because of part arrivals and the thick arrows denote the optimal paths
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Only the MSD performance results are discussed since that of the overall objective
turned out to be very similar except for 3 to 5 % increment of performance when
setup time is considered as the setup cost. The test result shows that DLC outperforms
the others significantly in all cases. The overall average improvement is 36.5%. One
important issue is whether learning prevents DATC from visiting better MSD
sequences and degrades the combined objective. However, since learning components
maintain constant exploration factor, no search space is completely removed at any
time. Although this constant exploration is for machine controllers to search for
optimal policy, this can also make DATC move away from repeatedly visiting a
pattern of sequences in the steady-state. This provides DATC an opportunity to
potentially visit better sequences. The test result shows that DLC outperforms DATC
in average 14.1% for MSD. It has been observed that it takes more iterations for DLC
to improve the performance over that of DATC when due-dates are looser than when
they are tighter. This is because as due-dates become looser, the system becomes
more non-stationary and needs more iterations for effective learning.

For multiple stages, two problem configurations, two and three family 2-stage
problems, were tested. Each consists of part families with processing time of 35 and
setup time of 30. With 11 different due-date tightness factor, 10 replications are
performed for each case. The average performance improvement over DATC is
15.6%.  WIP of the second stage was also measured.  Average improvement over
DATC is 6.1% and over EDD is 7.0 %. Similar result is obtained for three family
problems. It can be concluded that both MSD performance and WIP performance are
improved using the learning components.

5   Conclusion

In this work, an integrated shop floor control algorithm of part-driven distributed
arrival time control and machine-driven RL based control for just-in-time (JIT)
production, Distributed Learning and Control (DLC), has been developed. It has been
shown that with DLC the machines’ control problem can be modeled as SMDP. Since
the natural process is not known, Q-learning, a model-free learning method that can
deal with large state space, is used to solve this SMDP. Simulation results show that
DLC can be effective for multi-objective problems where there is a trade-off between
conflicting objectives.

The contribution of the current work is that it shows the feasibility of incorporating
real-time RL agents in highly complex manufacturing systems. This differs from
many existing works of RL in manufacturing systems where agents are trained off-
line. The key of this approach is effective search space reduction by DATC, which
provides RL agents opportunity to learn on-line. Interesting future research issues
includes applying multi-agent RL [7], scaling up to parallel machines and large
families utilizing function approximation [12] as well as other objectives, such as
real-time load balancing and batch sizing to maximize machine utilization.
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Abstract. This paper puts forward a method for calculating the opti-
mum duration for every group of intersection controllers working on the
same cycle. It uses a process of deep reasoning to deal with problems re-
lated to uncertainty and unavailability of sensor data. Furthermore, this
process is constrained by soft temporal deadlines. Its execution can be
disturbed by interactions of other agents or by external control actions
performed by the human operator. The method is implemented as the
primary task of an agent which collaborates with other agents to deal
with various open problems concerning urban traffic. This paper shows
that its execution, in isolation or together with other agents, is stable
and provides suitable results.

1 Introduction

Urban Traffic Control Systems (UTCS) generally arrange intersection controllers
in groups. Each group, known as CCI (Identical Cycle Controllers),works on the
same cycle length value (the number of seconds needed to perform a complete
succession of green lights for every direction at the intersection). One of the
main tasks performed by UTCSs is to calculate the optimum value cycle length
for every CCI under control associated with the current urban traffic situation.
However, this task is usually related to one of the most critical aspects of UTCSs:
predictive behavior. This means that UTCSs must prevent traffic-jams before
they appear. Given the inherent uncontrollability of the urban traffic problem,
there is no algorithmic method which eliminates traffic-jams when they appear.

In this paper we show how an agent can be integrated in a UTCS, which
calculates the optimal value for the length of the cycle, subject to two conditions
that are present in almost every UTCS currently in use. The first condition is
that there is a small number of traffic detectors. The second condition establishes
that the data provided from these detectors is only available at periodic time
intervals.

L. Monostori, J. Váncza, and M. Ali (Eds.): IEA/AIE 2001, LNAI 2070, pp. 592–601, 2001.
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2 Techniques Applied

Current UTCSs can only have a limited number of sensors due to operational
and economic restrictions, so there are segments in the area under control from
which UTCSs receive no information. Moreover, the UTCS usually has different
types of sensors (loop detectors, TV cameras, infra-red detectors and so on).
Each one of them produces data with different formats related to the same or a
different measurable feature. It is essential for the UTCS to collate all this data
since the control decisions taken by the system depend on their reliability [1].

In addition to these sensor data problems there are other open problems
related to the different functional levels that can be defined in a UTCS. These
are mainly concerned with the selection of the best control action to execute
and the monitoring and prediction of the urban traffic situation, as shown in [2].
These problems are usually classified in layers [1] [3].

2.1 A Deep Knowledge Model

The complexity of these open problems has led several authors [1] [2] [4] [5]
to include deep knowledge based systems inside the UTCS architectures. This
knowledge, to be really useful, should integrate reasoning structures, generally
known as application domain theories: knowledge of the inner structure, behav-
ior and/or composition of the studied objects. Therefore, knowledge should be
structured on two levels: knowledge which explains system behavior (applica-
tion knowledge), and knowledge on how to find the solution to a given problem
(control knowledge).

Application knowledge is developed in this agent by qualitative simulation:
prediction of possible behaviors, consistent with incomplete knowledge of the
structure of the current urban traffic situation. The main idea behind this qual-
itative simulator is to model the spatio-temporal fluctuations in traffic levels
by defining a discrete qualitative state in which the density of traffic is given
a value. The spatio-temporal limit common to two adjacent regions, each one
with constant density, is represented by a straight line. The vertexes of each
qualitative region are called events as they represent changes in the dynamics of
the system: the appearance or disappearance of qualitative regions, traffic light
changes and so on. In this way, it is possible to achieve entities with cognitive
meaning due to the selection of events as primitive ones that represent the evo-
lution of the system. The urban traffic network is modeled with a set of objects
(segments, intersections, traffic-lights, inputs, outputs, etc.) that have associated
parameters whose evolutions are restricted by means of uni- or bi-dimensional
constraints. This qualitative simulator is broadly explained in [4] [6].

Current urban traffic behavior is calculated by using both the qualitative
simulator and pre-processed data from sensors. Both are necessary, as the cur-
rent traffic situation cannot be obtained from sensors alone for two main reasons.
Firstly, sensors usually integrate in periods, so current information from sensors
is not always available. Secondly, sensors usually give only a small part of the
information necessary to reconstruct the current traffic situation. The approach
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chosen is to generate the current state of the system by qualitative simulation
from the previous state, instead of using a direct analysis from the sensor data.
The qualitative simulation from the previous state will give a complete image of
the state of the system assuming that the previous state is correct, the simulation
process is correct, and that no incidents have happened during the simulation.
When the sensor data arrives, the current traffic situation is calculated by re-
constructing all the events produced during the last temporal interval without
real sensor data. The process of matching these new calculated events with the
old ones, produced during the previous temporal interval without real sensor
data, is used to detect possible urban traffic incidents [7]. The time overhead of
this matching process is small for two reasons. Firstly, the time complexity of
the simulator is small (quadratic on the number of intersections, segments and
the length of the simulation interval in the urban network, i.e., the simulator
runs much faster than real time). Secondly, the length of the temporal interval
without real sensor data, tintegration, is also small (usually five minutes).

2.2 Description of the Primary Task

The agent for calculating the optimum cycle length uses this qualitative model
intensively. The basic idea is to simulate what the urban traffic behavior will be,
the number and kind of bad regulation problems that appear, when the cycle
length of every CCI in the system is modified. Current UTCS usually apply
lengths around 80, 100 and 120 seconds. These are values empirically obtained
from traffic engineering techniques related to the characteristics of urban traffic
flow and driver behavior.

The study of these bad traffic regulation problems is carried out by means of
an analysis of the events generated by the qualitative simulator. This analysis
arranges the problems detected in a hierarchical and layered classification. The
problems belonging to a particular level are detected as a consequence of prob-
lems from the level immediately below. The problems arranged in the higher
levels are more critical than the ones belonging to lower levels [6] [8].

This agent, known as cci length agent, simulates tintegration seconds with
every possible value for the cci length. Thus, if CCIs in the urban traffic network
are defined as N , there are 3N simulations to evaluate, each one associated with
a tuple that arranges a different value of cycle length for every CCI.

From the evaluation of each simulation, a value is calculated which summa-
rizes its goodness. This value, known as the urban traffic congestion value (utcv),
it is obtained from two intrinsically related measures:

– IP: this represents the temporal evolution of the detected problems in every
instant for every intersection during every cycle that belongs to the actual
temporal interval of simulation. If this value increases then there is an in-
crease in the traffic congestion. If it decreases then the traffic congestion is
lower.

– NP: this represents the accumulation of the evolution of the current detected
problems weighted by their presence time, NP =

∑
event(tstart(event) −

tend(event)) ∗ IPend.
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In this way, a method for selecting the optimum cycle length is to run every
possible simulation. When they are finished, the agent must communicate the
solution with the best utcv. However, this method has a major disadvantage: the
time spent on running all the simulations is limited by the time taken to receive
the data from the sensors, tintegration. So, this time might not be long enough if
the urban traffic network is large and too many CCIs are defined.

Therefore, a collection of heuristics is needed to select the next set of values
for the CCIS to simulate. This agent implements the following ones:

– Minimum changes: Its execution involves arranging the tuple set in reverse
order to the number of modifications for the current value of every CCI.
Therefore, the simulations associated with the fewest changes to the current
values of every CCI are executed first.

– Neighbor values: Its execution involves the preference for executing the tuples
that represent neighbor modifications to the current value of every CCI.

The definition of these heuristics is related to the normal functioning of
conventional UTCS. The execution of a change in the duration of a CCI is
an operation that involves a long term stabilization time (it usually takes five
minutes in currently used UTCSs). This is because it must be executed gradually
to try to avoid a major disturbance of the traffic flow. Therefore, this operation
is not very often executed. This is why values next to the current ones are
prioritized over those differing significantly.

However, the application of these heuristics is not enough on its own. Ap-
plication domains with a large number of CCIs and large urban traffic network
will need more time than tintegration to perform all simulations. Therefore the
agent integrates a bounding method in the execution of the simulations. This
method works as follows. First, it chooses the first tuple from the list of tuples
sorted by using minimum changes and neighbor values heuristics. Its associated
execution provides the first value of the utcv. The following simulations are per-
formed by applying the best value obtained from the utcv and an estimation
of the remaining time to reach tintegration seconds pounded by the remaining
number of tuples to be simulated.

The selection of the temporal instants in which the calculus of this estimation
is to be performed must be subject to the following conditions:

– It must not be too frequent because present severe congestion levels might
be bound that may later improve.

– It must not be too infrequent because time might be spent on simulations
that cannot improve on the best congestion value calculated.

The option chosen is to divide the tintegration time into slices of length tcycle

seconds. The value of tcycle must be a divisor of tintegration. Moreover, the tcycle

value must be related to one of the possible lengths for the CCIs since in this
way, the simulator has enough time to evaluate the traffic situation at a moment
close to the end of a cycle. Therefore, the value of tcycle must be close to 80, 100
or 120 seconds.
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Every time a simulation reaches a multiple of tcycle then it estimates what
the utcv could be at the end of the simulation. If this value is worse than the
best one previously obtained, the current simulation is bound. Thus, the agent
chooses the next simulation to carry out and the same method is applied.

Let an example be put forward. Suppose that there are two CCIs in the
urban traffic network, cci1 and cci2. There are 9 tuples of possible values for
these CCIs. Let tintegration be 300 seconds (five minutes). Therefore, a good
tcycle value will be 100 seconds (100 is a divisor of 300 and it is a valid value for
the length of a CCI). Fig. 1 shows a possible execution of this method.

Fig. 1. Bound process around a maximum time for execution of 300 seconds. Only
three complete simulations are done. The first is always done because it provides the
first value of the urban traffic congestive value, utcv1. The other two are calculated
only when it is estimated that utcv2 and utcv3 can be lower than uctv1

The first simulation is associated with the current values of each CCI defined
on the urban traffic network. This simulation provides the current value of the
utcv assuming that no incidents appear during tintegration seconds. In the ex-
ample shown there are 8 more simulations to perform, each one related to the
modification of the length of every CCI. These modifications are sorted by using
the minimum changes and behavior values heuristics. Each one of these mod-
ifications is then simulated. Every time the simulated time reaches a multiple
of tcycle, the final value of the utcv is estimated. If the estimated value is lower
than the best value previously obtained the simulation continues until the next
multiple of tcycle. If it is greater, then this simulation is bounded and the next
tuple of modifications is selected for execution. At the end of every complete
simulation the best utcv is compared with the newly calculated one. The system
adopts the lowest of them as the best utcv.

This is the usual execution of the primary task of this agent. But this task
can be interrupted by external control actions executed by the operator of the
UTCS. The operator can decide to change the way intersections are working
(changing the green times of their addresses, their coordination values or the
length of a CCI). These external control actions can be executed at any time.
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Hence, once executed, there are important changes in the development of the
traffic flow in the urban traffic network that the process of simulation must apply.

Therefore, the execution of this agent is interrupted and it starts a process
of adopting the changes made in the data related to the simulation. When this
process is finished, the agent runs the primary task again. The time available
for performing this primary task has been reduced. Hence, in this new execution
the simulations that can not provide a much better utcv than the current best
are bounded.

The primary task of this agent calculates the best utcv within the temporal
interval [tstart, tstart + tintegration] by applying the following algorithm:

ALGORITHM BestLength (IN ccis, tstart, tintegration; OUT besttuple, bestutcv)
BEGIN

Deadline(tstart + tintegration); {maximum running time allowed}
Simulation(tstart, tstart + tintegration, bestutcv, msgrec);
besttuple ← first(ccis)
IF not(msgrec) THEN

Sort(ccis, tuple list, minimum, neighbor)
WHILE (not(empty(tuple list)) and not(msgrec)) DO

tuple← first(tuple list);
tuple list← tail(tuple list);
Prepare simulation(tuple);
t0 ← tstart;
tfinish ← tstart + tcycle;
ok ← true
WHILE (tfinish ≤ tstart + tintegration) and ok DO

Simulation(t0, tfinish, utcvaux, msgrec);
ok ← Estimation(utcvaux, bestutcv, tintegration, tuple list);
ok ← ok and not(msgrec);
t0 ← tfinish;
tfinish ← tfinish + tcycle

ENDWHILE
IF ok THEN

bestutcv ← utcvaux;
besttuple ← tuple

ENDIF
ENDWHILE

ENDIF
END.

In this task the action Simulation(tbegin, tend, utcv, msgrec) carries out the
qualitative simulation associated with the temporal interval [tbegin, tend]. It re-
turns the calculated utcv, and a boolean value, msgrec, representing the recep-
tion of messages from other agents that cancel the current execution of this
primary task. The action Estimation(utcv, bestutcv, tintegration, tuple list) re-
turns true if it is estimated that the current simulation being executed can
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provide a better value for the utcv that the current best one constrained
to the tintegration and tuple list values. The updating of the knowledge base
for the performance of the next simulation related to the new values of ev-
ery CCI, which are stored in the parameter tuple, is performed by the action
Prepare simulation(tuple). The maximum time spent on the execution of this
task is bounded by tstart + tintegration real seconds. This is done by the daemon
executed by the action Deadline(tstart + tintegration).

2.3 Secondary Tasks

In addition to the primary task puts forward (which represents the specialization
of the agent), this agent performs tasks related to inner (coherence maintenance
of its data) and outer administrative work (data coherence that represent the
belief of other agents on the UTCS state, synchronicity or the analyses of alerts).
These tasks are called secondary. The task start up agent prepares the agent to
be included in the set of active agents in the multi-agent system. Consequently,
there is another task, cease agent, which prepares the agent to be erased from
the set of active agents. The human operator can execute external control actions
on the UTCS. Thus, there is a task, external action, to deal with this situation.
The task chg mode establishes the way the results are communicated to other
agents. The last task to describe is known as monitor. It measures the main
behavior characteristics of the execution of this agent. These measures are stored
and communicated to other agents when they are required.

3 Implementation Environment

The cci length agent is a component of the MASHGREEN DM (a MultiAgent
System for HelpinG uRban traffic dEcision takEN with Distributed Memory)
prototype. This prototype is made up of a collection of agents that carry out
the following tasks: sensor data pre-processing, monitoring, problem detection
and diagnosis, traffic prediction, generation of automatic control actions and
communication with the human operator. Each agent has the same architec-
ture: communication, methods, workspace and control. Each agent is executed
in a different computer. Data on the dynamic behavior of the urban traffic is
distributed among the agents and every agent knows this distribution. So, the
agents interchange messages to look for information they need or to provide re-
sults. The system also implements several primitives to perform synchronicity
tasks subject to soft real time deadlines and to maintain a common temporal
reference for every agent of the prototype.

The MASHGREEN DM prototype is implemented in a high performance
computational architecture, a Beowulf computer system made up of of 1 server,
32 workers and 2 interconnection networks (a Fast Ethernet with 100Mbits/s
and a high performance one with 1.2Gb/s).
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4 Implementation Results

The cci length agent was executed in laboratory tests and evaluated in two
different situations: in isolation from other agents and as a component of the
MASHGREEN DM prototype.

Table 1. Results obtained from isolated execution of the cci length agent. The value
DiTj shows that the data set used was Di and the length of the temporal interval of
simulation was j seconds

Cycle Length 80/100/120 80/100/120 80/100/120 80/100/120
D1T100 D2T100 D3T100 D4T100

Prepare simulation 17/17/17 18/50/20 17/17/17 17/48/19
80 130-2 920-11 121-1 1003-10

utcv 100 162-2 1040-13 140-2 941-9
120 143-2 996-10 152-1 862-8
80 4542 4939 3933 5010

Execution Time 100 4148 5201 3705 4251
120 3737 4562 3583 4004

D1T200 D2T200 D3T200 D4T200

Prepare simulation 21/21/21 21/24/26 20/21/20 21/24/24
80 643-7 2403-14 388-2 2311-12

utcv 100 850-8 2391-17 829-7 2267-12
120 396-2 2533-10 457-4 2778-15
80 8738 8838 7995 9196

Execution Time 100 7696 8463 7060 7727
120 6934 7768 6685 7446

D1T300 D2T300 D3T300 D4T300

Prepare simulation 26/22/24 21/24/26 20/21/20 21/24/24
80 1667-7 3769-11 1164-6 4008-14

utcv 100 1840-9 4155-19 1764-9 3926-14
120 1507-7 4353-17 1718-9 4577-18
80 13969 13614 12955 13984

Execution Time 100 12203 12576 11216 12085
120 10905 11551 10478 11690

The isolated analysis was done using four starting data sets. These data sets
are the result of the combination of two different initial conditions for the urban
traffic status (previous to congested and free flow status) with two different
coordination values for the intersection of the urban traffic network. The system
was applied to the town of Castellón de la Plana, whose real urban traffic network
has only one defined cci. Therefore, the evaluation of this agent was directed to
measure the suitability of every performed simulation related to this specific real
urban traffic network.

The results were obtained by measuring three parameters: time spent in
preparing each qualitative simulation executed (in ms), better cost obtained -
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utcv, in the form NP − IP (section 2.2)- and time spent in executing each
qualitative simulation (in ms). Table 1 shows these results.

These results show that for data set representing lightly congested traffic
(data sets D2 and D4) the best cost calculated is worse than the best cost
calculated for data set representing free flow traffic (data sets D1 and D3).
Moreover, the analyses of the best cost obtained also shows that for lightly
congested traffic it is better to choose a short cycle length and that for free
flow traffic is better to choose a long cycle length. The time spent on preparing
every simulation is more or less stable regardless of the data set used and the
length of the temporal interval of simulation. Another fact from these results
is that the greater the value for the length of the cycle, the shorter the time
needed for simulation. This is easy to understand as the greater the value for
the length of the cycle, the fewer times the color of traffic lights alternate. Thus,
the qualitative simulator produces fewer events.

The behavior of the cci length agent in the execution of the MASHGREEN
DM prototype was analyzed by monitoring some of the main components of
its primary task. The first action this agent makes when it is going to execute
its primary task is to send a message to the pre-processing agent to obtain the
starting data related to the new temporal interval of execution without current
sensor data. Once received, data is prepared to perform all the simulations that
it can execute until the data integration time is held. The time spent on this task
is insignificant compared to the time spent on the execution of other components
of its primary task. If external control actions are executed in the prototype, the
cci length agent cancels the process of searching for the best length, and it waits
until the execution of this external control action is finished. It then requests
the new updated data from the pre-processing agent and it starts the execution
of its primary task again.

Fig. 2. Behavior of the cci length agent as a component of the MASHGREEN DM
prototype when its primary task is executed. The data integration time is 300 seconds.
During this execution external control actions were not executed
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Fig. 2 shows that with a cci with three different lengths, the execution of
the primary task finishes before the data integration time is held. This analysis
shows that, in contrast to the isolated execution, the time needed for executing
each simulation in the same period increases slightly. This is because there is
extra work related to the data maintenance cost for every simulation.

5 Conclusion

The deep reasoning mechanism puts forward in this article integrates current
data from sensors and a process for qualitative reasoning. This mechanism is
used to calculate the best value of the length for every cci in an urban traffic
network. The suitability of this approach has been evaluated by implementing
the cci length agent into it, a component of the MASHGREEN DM prototype.
Its execution execution in laboratory tests shows that its results are reasonably
related to the data representing the starting data flow. The best length calculated
is sent to the pre-processing agent, which decides, together with the human
operator, what to do with this value.
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Abstract. We have presented here an algorithm CPRAO for doing constraint
processing using relational algebraic operators. Van Beek and others have in-
vestigated such constraint processing in the relational algebraic framework, for
quite some time, producing some unique results. Apart from providing new
theoretical angles, the framework also provides the opportunity to use the ex-
isting efficient implementations of relational database management systems as
the underlying data structures for any relevant algorithm. Our algorithm here
enhances that framework. The algorithm is quite general in its current form.
Weak heuristics (like forward checking) developed within the CSP area could
be plugged in this algorithm. The algorithm is developed here is targeted toward
a component-oriented modeling problem that we are currently working on,
namely, the problem of interactive modeling for batch-simulation of engineering
systems (IMBSES). However, it could be adopted for many other CSP problems
as well. The article here discusses the algorithm and many aspects of the prob-
lem we are addressing.

Keywords: Intelligent interfaces, AI application to design, Planning and sched-
uling, Interactive Planning, Constraint-based reasoning, Modeling for simula-
tion, Component-oriented programming, Intelligent software engineering.

1   Introduction

We have encountered a constraint satisfaction problem in the context of developing an
intelligent interface to a numerical simulation package for some engineering systems.
User of the system develops a model to be simulated using some components. In gen-
eral, more than one subroutines are available in the package for each of the compo-
nents. The choice of a subroutine for a component in the model under development (a
graph, an example in Figure 1) depends on the choice of the other subroutines for the
adjacent components/nodes in the model/graph. The input parameters needed by a
subroutine must be supplied by those adjacent subroutines in the model. The user
typically starts with a conceptual model - developed out of the components, and repre-
sents the model as a graph. However, he/she needs to know a great deal about the
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subroutines corresponding to those components, as available in the library, in order to
instantiate the model elements (components) with acceptable subroutines. This is
where our intelligent interface is designed to provide assistance. Our framework
would allow the user to concentrate on the modeling activity at a higher level, hiding
the detailed constraints between the underlying software modules from him/her. This
type of expert systems for the purpose of modeling is addressed before in the literature
(Dijk et al, 1991, Pos et al, 1996).

This problem has a flavor of graph coloring problem, but it is an n-ary (n>2) constraint
satisfaction problem. In our current set up we expect the instantiation of a component
(with a corresponding subroutine) to be done by the user. Hence, in this article we are
not concerned with the heuristics behind such a choice.

We have proposed here an algorithm for the purpose of doing constraint propagation
in our problem IMBSES. The output of the algorithm is a globally consistent solution,
as a graph with all its nodes being instantiated. A novelty in our approach is to deploy
the relational operators in the algorithm. For some time van Beek and Dechter (van
Beek, 1995, Dechter, 1997) have been investigating the issues in such a multidisci-
plinary approach. Their results include some new concepts of consistency, e.g., rela-
tional consistency. Our work enhances the field from that angle by providing a con-
crete algorithm. Although the algorithm presented here is targeted to our problem in
engineering simulations, it could easily be modified for handling other constraint satis-
faction problems (CSP) as well. Enhancing the algorithm with weak heuristics (like
forward checking, backjumping, etc.) is also feasible and is a future direction of our
work.

We have discussed the background and the essence of the algorithm in the next sec-
tion. The algorithm CPRAO ("constraint processing with relational algebraic opera-
tors") itself is presented next, followed by some of its implementation issues. The
problem has a strong flavor of AI planning. Those aspects are discussed next, followed
by a simplified version of the problem, namely the linear modeling, which may have
many real-life applications. We have concluded the article with some discussions and
future directions.

Background

The problem domain contains a set of generic class of modules M = {M1, M2, … Mm}
corresponding to some physical components or processes of the targeted engineering
system, e.g., pipe, valve, volume, etc. that the user uses to identify the domains of
nodes in his/her model-graph. Once again, each of these modules is a variable with its
own domain of values, Mi = {v1, v2, …vk}, e.g., the domain for pipe could be {pipe01,
pipe02, pipe03, pipe04}, which corresponds to the subroutines available in the library
for that component/process. Each of these domain values in reality is a software mod-
ule or a subroutine. As far as we are concerned, each such module is defined by its
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name (vj) and two sets: its input parameters (Ivj) and its output parameters (Ovj). All
these three types of information: (1) the generic classes, (2) corresponding domain
values, and (3) the input and output parameters list for each module, form the back-
ground for any problem instance. They could be stored in appropriate files or in a
simple database.

The user typically draws a graph G = (V, E) for the conceptual model, where the
nodes (V) are chosen from the generic classes M (Figure 1). Note that two different
nodes of the graph can be of the same class, i.e., mapped onto the same domain. Then,
the user chooses a domain value interactively for each of his/her nodes in the graph,
until all the nodes are instantiated with a domain value or no consistent instantiation is
found for the graph. As mentioned before, we call this problem "interactive modeling
for batch-simulation of engineering systems" or IMBSES. The word "interactive mod-
eling" comes from the fact that the algorithm interacts with the user rather than work-
ing in an automated mode. The word "batch simulation" comes from the nature of the
actual simulation activities here (after the model is developed interactively), which is
done in a batch-processing mode, rather than on a real-time interactive mode.

Every time the user instantiates a node v with its domain value (say, v1) all its adjacent
nodes are constrained, so that, together they supply all the input parameters needed by
the subroutine v1. (This is because in a simulation problem the sequence may be re-
peated in a loop for several times and the parameter passing is not uni-directional as
the physical connections between the components in a model actually are.) Hence a set
of (n+1)-aried tuples (Tv) will be created, for n adjacent nodes to the node v - includ-
ing the node v itself, which are consistent with the value chosen on v.

It is possible that some of the adjacent nodes to v might have been already constrained
before v is attempted. In that case they already exist in other constraining tuples in
tables in the "database" (collection of all the tables). In such a situation, the set of
tuples Tv needs to be joined with all such tuples to propagate the constraints. Thus,
although the target of our constraint propagation is local (only between adjacent
nodes) the process spreads as more and more nodes get constrained, eventually
achieving a global solution (Figure 3). We find natural join operation in relational
algebra particularly suitable for such multi-aried constraint propagation, as noted in
the past in the CSP literature (Dechter and van Beek, 1997). The RDBMS systems
may also provide efficient implementation for doing such joins that we can take ad-
vantage of.

The algorithm will start with all nodes in the graph being represented as a set of sin-
gle-column tables (initial database, an example in Figure 2). Each such table Ti has
rows for all the domain values corresponding to the generic class (Mk) chosen by the
user for the respective node ni. As the constraint propagation progresses, by the user
choosing domain values for the nodes - one by one, the tables get joined with other
tables corresponding to the constrained adjacent nodes. Eventually a consistent instan-
tiation is developed as a single row table for all the nodes of the graph (example in
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Figure 3). At that point the algorithm stops. However, it is possible that the algorithm
may stop detecting an inconsistency also.

The user may have to backtrack over the domain values chosen in case of an incon-
sistency (when no tuple is generated on a join operation, or no consistent domain val-
ues are available for the adjacent nodes). The backtracking may have to be performed
over the nodes also, when no available value is acceptable on the current node. Note
that we are leaving the responsibility of backtracking to the user. However, with some
problem-related heuristics a user could be guided on this regard also.  A natural candi-
date seems to be the dependency directed back-jumping heuristics.

Fig. 1.

Fig. 2. T at the beginning

Fig. 3.  T at the end
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The Constraint Propagation Algorithm

Input: (1) A graph G=(V, E), V is the set of nodes to be instantiated with software
modules, and E is the set of arcs indicating physical connections between pair of com-
ponents/nodes. The graph may be originally directed for physical connections between
components of the designed system. However, the directions are unimportant for our
problem. Arcs here indicate the parameter-passing connections between modules.
(2) A set of tables (or a "database") D = {T1, T2, …, T|V|}, Ti corresponds to the node ni

in V, initialized with domain values (or all available subroutines) for the chosen class
of modules on ni. Thus, each Ti is a column-table (Fig 1).

Output: Updated D = T 12…|V| , a row table containing a consistent set of instantiations
for each node in G;  OR,  detected inconsistency.

Constraint: Any instantiation v1 (a software module) on a node v in V must have all its
required input parameters being supplied by the output parameters of the instantiations
on all the adjacent nodes to v put together (not necessarily by any one of them).

Algorithm CPRAO
(1) v = pick_up_node(V);   // picked up initial node
(2) L = {v}; U = V - {v};  //list of instantiated and uninstantiated nodes resp.
(3) Dv = D; Dc = D;   // initialize back-up database for v and current database
(4) do until (L == empty  or  U == empty) // no more values for node v
(5)     if  ( (v1 = pick_up_next_value (v, Dc) )  ==  null)   then
(6) L = L -{v};   U = U + {v};

// move v from instantiated to uninstantiated
(7) if  (L  =/= null) then
(8)     v = pick_up_node(L); //  backtrack over some old node
(10)     Dc = Dv ;  // current database reverted to the corresponding
old one
(11) else goto  20;   // return inconsistency

endif;
   else

(12) Dc  =  Update_DB (Dc ,  v=v1);
// propagate constraint with v1 on v

(13) if  (Dc   ==  null)   then
(14)     goto  5; // try a different value on v

else
(16)     v  =  pick_up_node(U);   // move forward for next instantiation
(17)     L = L + {v};    U = U - {v};    // move v off from uninstantiataed
(18) Dv = Dc ;    

// backup database for node v prior to its instantiation
endif;

   endif;
enddo;
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(19) if  ( U ==  empty)  then   return  Dc ;
(20) if  ( L  ==  empty)  then   return  INCONSISTENCY;
EndAlgorithm CPRAO.

The actual constraint propagation takes place within the following sub-algorithm.

Algorithm Update_DB (D,  v=v1) // returns a database or "null" on inconsistency
(1) Dc =  D;   // create a local copy
(2)  Ti    Dc   if  ( v     schema(Ti))  then
(3)    Ti  =  select (v=v1, Ti );

endfor;
(4) if  (Ti  == null)  then   return  null; // v=v1 is not there in the database

(5) T’  =  BuildTable (v=v1);   // initialize building the table

(6) for every adjacent node  n  to  v  in G  do
(7)       Tc    Dc   if  ( n     schema(Tc))  then
(8) for each value  n1  for  n  in  Tc  do   // projecting Tc on n
(9)    T’  = T’     (n=n1); // cross product

endfor;
    endfor;
endfor;

(10) for  each tuple  t  in T’   do
(11)     O  =  output_parameters_list_of (t - {v});
(12)      I  =  input_parameters_list_of (v1);
(13)      if  ( not (O    I) )  then // constraint checking
(14) T’  = T’  -  t; // eliminate tuple t from the table T’

    endif;
endfor;

(15) if  (T’  ==  null)  then   return  null;   // no consistent solution for v=v1
(16)  Tc    Dc   if  ( (schema(Tc) •  schema(T'))  =/=  null )  then
(17)     T'  =  T'    Tc  ; // natural join to propagate constraints
(18)     if  (T'  ==  null)   return  null;
(19)     Dc =  Dc - Tc ;

endfor;
(20) Dc  =  Dc   T' ;
(21) return  Dc ;
EndAlgorithm Update_DB.

The following functions are being used in the above algorithms.
pick_up_node(S): returns a node from the list of node S. We presume this to
be done by the user, but some heuristic like back-jumping could be used here either
for automated pick up or for providing help to the user.
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pick_up_next_value(v, D): same as above, any search heuristics could be encapsulated
in these two functions.
schema(T): returns a set of attributes in the table T
select (v=v1, T ): relational algebraic select operation on table T, for an attribute v with
value v1.
BuildTable (v=v1): returns a table with one attribute v and its value v1.
T   (n=n1): a binary operation, it returns a table that is a cross product of table T and
BuildTable(n=n1). ��
output_parameters_list_of (t): returns a union of all output parameters of the software
modules in the tuple t.
input_parameters_list_of (v1): returns the input parameters needed by the software
module v1.
T’    Tc : the relational natural join operation between two tables (Connolly, 1999).

One has to be careful with the semantics of the tables as they are updated. A row in a
table does not mean that the elements/modules there are consistent with respect to
each other. It only means that they satisfy the constraints for the instantiated vari-
ables/columns on that row.

Implementation Aspects

We expect the two sets of input available as the background information for the prob-
lem domain: the module names and their input/output parameter lists, and the generic
class name and their domain values (the subroutine names). They should be on some
permanent storage, and updated only by the software module-developers. The front-
end is expected to be a graphical user interface, on which the user would "draw" the
conceptual model as a problem instance, and interactively instantiate the
nodes/variables on his/her graph-cum-model by running the algorithm. The algorithm
would parse the constraints as described in this article, restricting user’s choice of
modules on the nodes. Our algorithm uses a database system as its dynamic data
structure. An important challenge there is to efficiently copy databases for creating
backup that may be needed for backtracking, as in Line 18 of CPRAO. The algorithm
may have to be adopted in order to do this efficiently. For example, it may not be
necessary to "undo" all tables (as in line 10 of CPRAO), rather only those tables af-
fected by the backtracking may have to be replaced by the corresponding older tables,
while unaffected tables remain same. It is also feasible to keep track of the "nogood"
tuples that violate constraints and utilize them to improve efficiency in future itera-
tions, or in future runs of the algorithm on different problem instances.
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Modeling as a Planning Problem

The whole problem of developing a model (IMBSES), as described here, could be
viewed as a simple case of planning as defined within the Artificial Intelligence (Rus-
sell and Norvig, 1995) area. Here the input and output parameters of a subroutine are
akin to the "preconditions" and "effects" of an "operator" in a planning problem re-
spectively. The domain values or the subroutines themselves resemble the operators.
An advantage in our problem is that a plan-schema is available as input to the problem
- in the form of the graph G. From that angle it is akin to the abstraction hierarchy of
operators where a node is initially mapped onto a fixed set of operator instances (the
domain). The problem is to find a consistent set of instantiation. The input graph re-
sembles a partially ordered plan.

A significant difference here compared to the planning approach is that any of the
adjacent nodes to a node V in the graph can satisfy the input parameters list needed by
V (that are equivalent to the preconditions of the operators). As opposed to that, in a
regular planning problem a chronological ordering of operators is expected, thus,
making the arcs as directed ones. Also, in planning the preconditions of an operator O
in the plan graph could be satisfied by any other operator temporally ordered before O
in the graph, whereas in our problem the input parameters of a module on a node must
be supplied by its adjacent nodes only.

From a very generalized point of view, many component-oriented programming
problems other than the batch-simulation problems addressed here could also be
viewed as planning problems. In such a framework one should be able to group the
software components (within the library) into a finite set of generic classes so that a
node in a user developed graph is chosen from those generic classes. With some ad-
aptation our algorithm then would be able to provide intelligent help to a user in de-
veloping a "program" using those pre-stored components.

Linear Modeling

A simpler version of the problem would be where the input graph G is a linear order
rather than a partial order. Although in most of the engineering systems such a linear
order may not be useful, there are many applications where the latter may be a norm.
For example, constructing a GIF animation from a sequence of pictures based on some
criteria (similar to the input/output parameters in our case, or the preconditions and
effects in regular AI planning), or making a musical piece by ordering a sequence of
audio clips based on some criteria, may be formulated as the problem discussed here
with some simplifications for working with linear orders rather than partial orders. A
semi-automated mode of developing models, as is being addressed here, may be help-
ful in those situations also. A future direction of our work is to adapt our algorithm for
a better efficiency in the case of linear modeling.
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Conclusion

In this article we have proposed an algorithm for doing constraint propagation using
the relational algebraic operators. This approach would make it feasible to use effi-
cient implementations of relational database systems commercially available in the
market. This approach also leads to new ideas about consistency as have been pro-
posed before (Dechter and van Beek et al, 1997). Our algorithm targets for achieving a
globally consistent solution. It could be easily modified to generate all globally con-
sistent solutions.

Many constraint propagation domains could be attacked using the proposed approach.
We have addressed a specific problem here related to a software development envi-
ronment that we have encountered in the domain of numerical simulation of some
engineering systems. Our algorithm is targeted toward such component-oriented pro-
gramming applications. The practical objective here is to provide interactive help at
the user interface level while the user is trying to develop a model of a system to be
simulated by using a given software package. It is done by instantiating the compo-
nents with the corresponding program modules available in the given software pack-
age. Such component-oriented approach could be useful in GUI test case generation-
problems also (Memon et al, 2000). The algorithm is easily adaptable for many other
constraint propagation problems, like N-queens problem.

Apart from implementing the algorithm we are currently working towards seeking
heuristics from the AI planning area to improve the efficiency of the algorithm. The
relation between the addressed constraint satisfaction problem here and the planning
problem (as defined within the AI) is quite apparent and is discussed in a section in
this article. Our algorithm should be considered as a shell in which weak or strong
heuristics could be added.
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Abstract. The paper outlines two attempts to enhance the performance of agent-
based manufacturing systems using adaptation/learning techniques. Some
agent-level parameters are introduced, by which the system behavior can be
tuned. The research was carried out with the help of a simulation framework for
agent-based manufacturing architectures developed by the authors earlier. A
short description of the framework, including the agents’ structure, communica-
tion and cooperation techniques, is also given. The paper briefly introduces the
main DAI approaches supporting the realization of distributed manufacturing
structures, such as agent-based and holonic manufacturing systems. Some main
results of this field are also enumerated.

1  Introduction

Nowadays an essential role is assigned to the manufacturing and engineering industry
that faces a very dynamic and continuously changing environment. Today’s and future
production systems must not only function effectively with small costs but at the same
time they must respond rapidly to market changes in a flexible way, producing envi-
ronmentally friendly. Moreover, growing complexity is one of the most significant
characteristics of today’s manufacturing, which is manifested not only in manufactur-
ing systems, but also in the products to be manufactured, in the processes and the
company structures [1].

During the past decade several approaches have been emerged to formulate the
structural and procedural features of future manufacturing systems and the term Intel-
ligent Manufacturing Systems (IMSs) has been used world-wide to classify the new
manufacturing systems of 21st century. In a landmark paper of J. Hatvany in 1983,
IMSs were outlined as the next generation of manufacturing systems. In this context,
they were expected to solve, within certain limits, unprecedented, unforeseen prob-
lems based on even incomplete and imprecise information by utilizing the results of
artificial intelligence (AI) research [2]. The World-wide IMS Programme initiated by
H. Yoshikawa in 1992 has a much broader perspective: here the foundation of manu-
facturing science and technology for the next century is put in the center [3].



Approaches to Increase the Performance of Agent-Based Production Systems         613

1.1  New Manufacturing System Paradigms and DAI

The effective operation of automated manufacturing systems requires efficient control
structures. In [4] the main steps in the development of manufacturing control ap-
proaches are described including their application possibilities, benefits and draw-
backs. Fig. 1 illustrates the fundamental manufacturing control structures in the se-
quence of their appearance.

centralized

hierarchical

modified hierarchical

heterarchical

controlling element
executing element
control relation

Fig. 1. Evolution of control architectures [4]

The topic addressed in the paper relates to heterarchical architectures. Several new
manufacturing paradigms have been proposed in the past years that are more or less
connected to the heterarchical control concept. Some of these are Holonic Manufac-
turing Systems (HMSs) [5], [6], Fractal Factory [7], Random Manufacturing Systems
[8], Bionic Manufacturing Systems [9], market based control of manufacturing systems
[10]. Distributed Artificial Intelligence (DAI) provides the supporting technologies for
the development of such systems.

Parallel to the evolution of AI the implementation of computer networks has cata-
lyzed the organization of computers in communicative “societies”. DAI is a sub-field
of AI and researchers in this domain are investigating communication and
co-operation techniques, as well as knowledge models that computational nodes par-
ticipating in a network might need to take part in “societies” composed of computers
and people [11]. Two main, sometimes overlapping areas of research can be distin-
guished in DAI: distributed problem solving and multi-agent systems [12]. Distributed
problem solving considers how different tasks or problems can be divided among a
number of nodes that co-operate in dividing and sharing knowledge about the problem
and its solutions. Research in multi-agent systems (MAS) considers the behavior of a
collection of autonomous nodes aiming at solving a given problem.

2  Agent-Based Manufacturing Systems

Methods developed in the field of multi-agent systems are suitable for realizing the
heterarchical control concept1. In the eighties, the DAI community paid only limited
attention to manufacturing. It mainly focused on problems where agents contended for

                                                          
1 Naturally, techniques developed and applied in MAS are not exclusively preserved for heter-

archical control, they can be successfully utilized in other control architectures as well.
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computational resources. Since factories are inherently distributed, the need for dis-
tributed decision making arose quite naturally. The recent developments in multi-agent
systems and the rapid progress in IT brought new and interesting possibilities in using
DAI techniques in the field of manufacturing.

Agent-based manufacturing systems, as one of the new paradigms of manufactur-
ing, consist of autonomous, intelligent, flexible and co-operative agents. They offer an
architecture that decreases the centralization and rigidity, and on the other hand in-
creases the flexibility of the plant. They support production systems that are decen-
tralized rather than centralized and concurrent rather than sequential. The multi-agent
structure replaces the centralized data base and control system with a network of
agents with local data bases and advanced communication capabilities. The overall
system performance is not globally planned, but develops through the dynamic inter-
actions of agents in real time.

A number of researchers have attempted to apply agent technology to manufactur-
ing enterprise integration, supply chain management, manufacturing planning, sched-
uling and control, materials handling and holonic manufacturing systems [13]. In [14]
a distributed scheduling algorithm is presented, where a group of agents share knowl-
edge about bottleneck machines and rush orders, in order to co-operate to achieve
global optimization. In [15] a review of possible multi-agent manufacturing structures
is given. One of the first applications of agent-based modeling and co-ordination tech-
niques to manufacturing control was the prototype factory control system Yet Another
Manufacturing System (YAMS) presented in [16]. In [17] a dynamic scheduling
method for cellular manufacturing systems is described that employs a network-wide
bidding mechanism for dynamic task assignment and a knowledge based scheduler for
cell level scheduling. A fully distributed scheduling method for heterarchical manu-
facturing systems is introduced in [18].

Though, numerous research projects dealt with the problems of multi-agent manu-
facturing systems, several issues still have to be resolved [19]. These questions can be
answered by extensive simulation only. D In the following space the main features of
the object-oriented framework for the evaluation of distributed manufacturing archi-
tectures [19] developed at the Computer and Automation Research Institute, are sum-
marized. The research presented in the second part of the paper concentrates on the
further improvement of agent’s capabilities used in the framework.

3  Simulation Framework for Agent-Based Manufacturing

The object-oriented framework for the development and evaluation of distributed
manufacturing architectures described in [19] provides a root model that represents a
plant and can contain different agents. The object library incorporates two main agent
types: resource agent and order agent. A plant in the model will contain only one
order agent that is responsible for order processing, job announcements and job dis-
patching. A model may incorporate several resource agents functioning as manufac-
turing service providers With the help of developed objects, distributed manufacturing
architectures with different layouts can be built in a comfortable way. Detailed struc-
ture of the presented agents, their processes and the operation of the whole system can
be found in [19], [20].
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3.1  The Basic Inter-agent Architecture

The agents used in a manufacturing system can be classified in two fundamental
groups according to their basic structure. The first group includes agents that have
only information processing parts while the second group contains agents with infor-
mation processing and physical processing parts as well. A generic manufacturing
agent architecture was proposed that served as the root concept of the agents in the
developed system (Fig. 2). Since the autonomy and co-operation are the most impor-
tant features of the agents, they always must include a communication module. This
unit is responsible for the accurate communication through which the agent can par-
ticipate in a negotiation.

Communication
library

Material
processing

Message passing
Blackboard
Hybrid

Local DB

Intelligent module

Local
management

Device Driver

Learning
module

Information I/O

Knowledge
base

Plans, Goals
Behaviour
Prewired actions
Action selection
...

Actions Perception

Fig. 2. Generic architecture of manufacturing agents

The intelligent module, which represents the brain and control center of the agent,
is connected to the communication library through which it receives information from
the environment. The local management part of the intelligent module provides with
the necessary functionality to insert the agent in agent community. The intelligent
module contains a knowledge base that includes the plans and goals of the agent, be-
havior patterns and strategies, rules for changing its actions based on environmental
changes and it contains algorithms for specific situations called pre-wired actions.
Naturally, not all of these elements are needed simultaneously, depending on the com-
plexity of the functions provided by the agent, only one or some of the enumerated
components are required. Connected to the knowledge base with dashed line, the pres-
ence of the learning module is optional.

The intra-agent architecture presented in Fig. 2 offers a flexible structure for im-
plementing agents in a manufacturing environment. Behavior of agents built on the
base of this architecture can range from minor functional reaction to planning, learn-
ing and sophisticated decision making abilities. The structure of the agent objects in
the developed framework is based on the presented intra-agent architecture.
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4  Approaches to Enhance the Performance of Agents

Heterarchical architectures have a number of inherent advantages, such as modularity,
reconfigurability, adaptability, fault tolerance, extensibility, etc. The elements of such
architectures, however, are distributed, usually have no access to global information
and, therefore, global optima cannot be guaranteed. Empowering the agents with
learning skills creates the opportunity to improve the performance of the system.
Learning denotes changes in the system that is adaptive in the sense that learning tech-
niques enable the system to do the same or similar task more effectively next time.
Taking the complexity of manufacturing systems and the dynamically changing envi-
ronment into account, adaptation and learning is one of the most important features of
agent based manufacturing systems.

In the following space, two different attempts for improving the performance of the
manufacturing system are introduced by expanding the adaptive characteristics of the
agents. The investigations were made by further developing and using the simulation
framework presented in the previous section.

The derived models apply a fully heterarchical system architecture. If it was possi-
ble, central information handling was omitted and all the modifications have been
striven for permitting maximum local decision power. In this distributed environment
global state variables such as overall system load, bottleneck resources are not avail-
able for local decision making, consequently the agents cannot always behave to guide
the system towards a global interest. Research aimed at the enhancement of system
performance through the improvement of agent’s adaptive behavior.

4.1  Cost Factor Adaptation on Resource Agent Level

In this concept, a purely local adaptation scheme is proposed. In the former system
each resource included a cost factor, which was used for all the tasks performed on
that particular resource and the cost of the resource was calculated with this re-
source-specific cost factor. In the new scheme, keeping the processing time of each
task constant, the cost factor became an adjustable variable for each operation. Con-
sidering the resource objectives, the resource agents can adjust their cost factors ac-
cording to their local state variables and previous observations. For these procedures
the local knowledge base of the agents were enlarged with a rule base, in which differ-
ent rules are triggered according to actual agent states.

It is assumed that the goal of the agents is to maximize their profit and the evalua-
tion of the bids is done on cost basis. Each agent incorporates a rule base with which it
can locally decide on the cost factor to be applied for an announced task. The precon-
ditions of these rules are the utilization of the resource and the ratio between the won
and lost bids. The data about the bidding history are stored locally for each agent in
the table of machine abilities and history (Fig. 3)

Choosing appropriate rules for dynamically changing the service prices, global ob-
jectives can be achieved. With the help of the local rule-based  price-adjusting  mecha-
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Number of sent bids
for all task types

Number of won bids
for all task types

All sent and
all won bidsCost factors

Fig. 3. The table including the bidding “history” of an agent

nism the system quickly reacts to changes in the system load. On the one hand, de-
creasing the cost factor, a lightly utilized resource can attract tasks from other re-
sources, on the other, the high prices of heavily utilized resources are not attractive for
the order agent while evaluating the bids. Through this scheme, a balanced utilization
of the overall system can be achieved. The adaptation of the cost factor is performed
when the resource sends a bid for an announced task. Before the calculation of the
overall cost, on the base of local observations the resource tries to modify its cost
variable for maximizing its profit. A possible adaptation rule of the cost-factor can be
as follows:

IF resource utilization <= resource_util_min_limit
AND
IF (the number of awarded bids for the same task)/(the number
of all bids for the same task) <= task_won_bid_limit
AND
the cost factor of the task > profitable_cost_factor_limit
THEN
decrease the cost factor by a%

The preconditions of the above rule are the low utilization of the resource and the
relative small number of won bids from all the bids sent for the specific task. This
means that the resource employs probably a high cost factor for that particular task.
Other rules, which enable the increase of the cost factor, are also implemented. If for
example, during a bid preparation procedure, a resource identifies that its utilization
extends a predefined threshold (it is highly utilized) and the just announced task was
awarded to the given resource relatively many times (it is probably cheaper than the
others) the resource can increase its task specific cost factor. Increasing the cost in this
manner, however, enhances the chances of other resources to win and by this way the
system will be directed to a more balanced utilization.

It should be underlined that the right adjustment of the thresholds and the decrease
and/or increase factors depends on the modeled manufacturing system and its actual
loads. The proper policy can be derived by using simulation runs and fine-tuning the
specific limits during operation.
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4.1.1  Experiments
A small model of a job shop manufacturing system was developed for testing pur-
poses. The test system integrates four different resources with overlapping capabili-
ties, but there is no complete substitution among them. Four different types of jobs
were used in the analysed model, each of which represented by a linear process plan.
80 orders dynamically enter the system in 76 hours. The release times of the orders
and the corresponding due dates were randomly generated using the uniform distribu-
tion. The following table illustrates the results recorded during two experimental runs.
In the first case, the resource agents were not permitted to change their cost factors,
while in the second case they were entitled to do so. In the second experiment the
precondition limits for the low and high level utilization were set to 40% and 80%
respectively, while the resource agents were permitted to change their cost factor with
10% in each modification stage.

Table 1. Comparison of two simulation runs. Some performance measures of the system are
enumerated in the first column. The second column illustrates the results without cost factor
adaptation, while the third column shows the results achieved with cost factor adaptation.

Constant cost factors Adapting cost factors
Mean. Flowtime 2:22:07:01 2:07:31:55
Min. Flowtime 5:22:12 4:37:33
Max. Flowtime 5:20:54:00 4:13:37:32
Mean. Tardiness 1:19:59:23 21:43:49
Max. Tardiness 4:17:36:23 3:08:11:59
Min. Lateness -1:10:33:36 -1:02:59:46
Num. of Tardy Jobs 68 53
Utilization res1 28% 59%
Utilization res2 89% 81%
Utilization res3 35% 52%
Utilization res4 75% 66%
Makespan 9:21:44:55 8:18:11:55
Total cost 3277829 3282259

4.2  Adaptation of Task Announcement Parameters by the Order Agent

The second attempt concerns the task announcement procedure initiated by the order
agent. In the former system, the first task of each order is announced exactly when the
particular order enters the system. By using this task allocation procedure, resource
capabilities will be occupied without any information on later orders. It can be ex-
pected that better performance can be reached by postponing the task allocation pro-
cedure in an appropriate way, taking the system state into consideration. To resolve
this problem, and to keep some free capacity for further and more urgent orders, the
order agent was empowered with the capability of deciding on the time of the first task
announcement. On the base of the previous processing times of different tasks, the
order agent calculates a mean completion period for order j, marked with DTMCj.



Approaches to Increase the Performance of Agent-Based Production Systems         619

Knowing the due date (dj) of the order j and assuming that the order could be com-
pleted in the DTMCj period, the remaining “free” time period for this order is: DTRj = dj -
DTMCj - rj, where rj denotes the release time of order j. Let us introduce the threshold
parameter a and a simple rule referring to this parameter in the following way:

IF DTRj / DTMCj > a THEN postpone the first task announcement

For the calculation of the admitted delay parameter b was introduced with the fol-
lowing formula: TAj - rj = b * DTMCj, where TAj denotes the planned announcement time
of the first task from order j (Fig. 4).

djTAj

DTMCj

rj

DTRj

TAj - rj = b * DTMCj

Fig. 4. Dynamic determination of announcement time through the b parameter

According to the above notations, the rule is changed in the following way:

IF DTRj / DTMCj > a THEN announce the first task at rj+b*DTMCj

Assuming that he objective is to minimize the makespan a dynamic order pattern, it
is expected that the order agent can adjust its a and b parameters to achieve its goal(s).
To provide the knowledge for the order agent regarding the adjustment of these pa-
rameters a large number of simulations have to be performed.

4.2.1  Experiments
The same test environment was used for the experiments conducted to evaluate the
behavior of the order agent. As mentioned above, the goal of the order agent, as a
system level component, is to minimize the makespan. Supposing a preliminary
knowledge about the parameters a and b, they were randomly generated. As shown in
Fig. 5 the makespans calculated during the simulation runs are different using different
a and b parameters. Naturally, other system level parameters can be tested as well.

5  Conclusions

The paper presented two different attempts for improving the performance of distrib-
uted manufacturing systems by expanding the adaptive characteristics of the partici-
pating agents. A resource level learning and adaptation is presented in section 4.1.
The results of this approach showed that within certain limits system level goals can
be achieved by adaptation of resource parameters in the possession of exclusively
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local knowledge. New parameters were introduced in a system level learning and
adaptation scheme presented in section 4.2. The investigations demonstrated that
adaptation of simple time-based parameters could contribute to a significant improve-
ment in the performance of the whole system.
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Fig. 5. Makespan of the system plotted against a and b parameters. It should be mentioned that
the makespan values are always discrete points in the search space. The surface was fitted on
these points only for illustration purposes.

Further research activities has been initiated:
• to find other system and agent level parameters, by which the performance meas-

ures of the system can be influenced in a flexible way,
• to investigate machine learning approaches applicable for tuning these parameters

in a distributed setting.
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Abstract. In this paper we present one of numerous possible applications multi-
agent systems  – using them to resolve scheduling problem of production
systems. We consider a large problem, which can be decomposed to smaller
sub-problems and every individual one may be resolved as more efficiently as
whole initial problem. We implement also several mechanisms to
decomposition and coordination between agents in one level or between
themselves in whole system. Our experiments analyze a relation between
performances of multi-agent systems to achieve a feasible result and agents’
methods coordination or even a type of agent we have considered.

Keywords: Agent, scheduling, decomposition, coordination, control.

1. Introduction

The main objective of the flexible manufacturing systems (FMS), flexible production
lines (FPL) and workshop is the optimal scheduling of system resources. The
recommendations for the solution of this problem are the application of intelligent
agent technology. The result of the solution may be a management network in which
is wanted to understand the following factors:

• how to build the agent based network and management system,
• what types of management problems are suited to agent solution,
• how to integrate the agent technology with conventional technology.

  Many publications are concerned to the solution of such problem. The paper [5]
deals with the application of Distributed Artificial Intelligence (DAI) techniques on
system automation, such as flexible production line. Ideas from DAI are becoming
important to research fields such as distributed decision making and multi machine
scheduling. The paper [1] deals with the problem of optimal scheduling of n parts-
types in a machine manufacturing system. In [6] is to point out the influence of
machine failures on the performances of a scheduling strategy in a job-shop system.
The paper [2] deals with the economical basis of the scheduling problem. In next part
the basic formulation of Multi-Agent System (MAS) approach for scheduling of
production in the system with hierarchical structure is introduced.
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2. MAS Formulation in General

Collins [3] defines MAS as a “set of possible organized agents, which interact in a
common environment”. In [4] MAS is defined as a “loosely coupled network of
problem solvers that work together to solver problem that are beyond the individual
capabilities or knowledge of each problem solver. These problem solvers-agents are
autonomous and may be heterogeneous in nature”. The characteristics of MAS are:

• each agent has incomplete information or capabilities for solving the
problem, thus each agent has a limited viewpoint.

• there is global system control.
• data is decentralized.
• computation is asynchronous.

  In general MAS is a heterogeneous set of agents where the concrete relations and
frames among agents are defined. Each agent has some means to disposition in order
to obtain the given goal with consideration of required constraints.
  A possible architecture of agents may be explicated as follows: Let assume that the
state of agent’s environment is characterized as a set S={s1, s2, …..} of environment
states and at any given instant the agent is assumed to be in one of these states.
Capabilities of an agent effect to environment can be modeled a set of actions A={a1,
a2, ……}. The realization of an agent action viewed as a function F expressed as
follows:

( ) ( ) )VDVVIV
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which takes the current state of the environment 6V ˛  and action $D ˛ (performed
by the agent), and maps them to a set of environment states-those that could result
from performing action a in state s. Then the goal of the agents in MAS from the
scheduling aspect is to find the optimal sequences of actions {a1, a2, …} Ì A and
states {s1, s2 , …} Ì S. Generally in same time is possible to realize different types of
agent performance, but in finite step only one performance (sequence of action) is
realized. If all the sets in the range of environment are all singletons, then the
environment is deterministic and its behavior can be accurately predicted. For one
agent, the interaction of agent and environment can represent as a history H, which is
a sequence:
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The history (2) can be expressed as the trajectory of the dynamics in state space of the
variables with which the due agent works.
In the MAS a performing any action by one agent can affect to environment other
agents. It is assumed all agents of MAS are in same environment, at any instant one
agent takes and executes any action and consequently comes to next state. From point
of view of another agent the environment at this instant is changed and in a choosing
the action to be executed each other agent must reason this change. While considering
affect of action to environment it is assumed only one action is executed at any
moment. Generally Ii is indicated as an influence i-th agent on the environment, that
the chosen action to be executed of any agent can be defined as follows:
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is specified as all influences of neighboring agents on  i-th agent. Similar as

above it may be define history H of MAS as:
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when V ={s1, s2, …}is a vector of state of all agents in any time and D ={a1, a2, …}is a
vector of action of all agents, which are executed in this time.
In the hierarchical structure of MAS each agent in a higher level not only reason
about influence of neighboring agents in the same level but also must reason all
changes in its environment caused by execution of all agents in lower levels. Let Ek is
defined to be environment in the k-th level that the chosen action of the agent in the k0

level at any moment can be defined as follows:
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is specified as all influences of lower levels on environment k0-th level.

3. Agent Based Network and Management System

Let be such agents dispose of inputs, algorithms for problem solution and outputs.
According to the level or properties of used algorithms, it considers in FPL mainly
with the autonomous, adaptive, intelligent and interactive agents. The autonomous
agent is characterized by certain independence from external control and it can
operate without external invocation and intervention. Autonomy has two independent
aspects: dynamic autonomy and unpredictable autonomy. Agents are dynamic
because they can exercise some degree of activity and react not only to specific
method invocation but to observable events within the environment, as well. Adaptive
agent is capable of responding to other agents and/or its environment to some degrees.
The intelligent agent is created on the basis of expert system. Then it is able to work
in changing and uncertain situations, and after executing the solution may to extend
the own databases, too. It is the case of learning process of fuzzy decision, which is
established in the form of neural network where the agent has training and improving
phase. In the basis of this property, the agent reacts to unknown situation that happens
in its area very flexible. The interactive agent ensures the communications in agent-
based network.
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   The creation of agent-based network in the case of resources scheduling in FPL
requires the decomposition of production process to such elements, which work a one
of defined agents. The decomposition may be done on the technological or dynamical
basis. The technological decomposition considers with the production sequences and
the dynamic decomposition the production time, which may be expressed by the
following definition:
• decomposition according to given order of production process (PS), when one

PS needs output result of other, therefore terminated order of every PS is
important for whole process. For example: if
Time_End1<Time_End2<…<Time_Endn , where Time_Endi is the deadline for the
PSi. The decomposition may be made as: the n PS are divided to k groups with
same quantity, the first group involves n/k elements PS1, PS2, …, PSn/k and the
second group involves the next n/k of remained PS, etc. The last group involves
the last PSn(k-1)/k,…,PSn.

• decomposition according to duration of every PS, when in a situation what the
time condition must be hardly kept, therefore the PS with the longest duration may
be serviced as first.

      For example: if ååå >>>
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M
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M
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is sum of all

operations’ duration of PSi and it equals the minimal time necessary to terminate
this PSi. The decomposition of these PS to k groups may be made similar as
above: the first group involves n/k products PS1, PS2,…, PSn/k  etc., and the last
group involves n/k last remained PS.

• decomposition according to worthiness of every PS, when two above mentioned
conditions (terminated order and time condition) are less important than economic
condition, then the PS with the biggest worthiness may be executed as first.

      For example: if every PS has certain worthiness (WO), which may be reached
after the PS is terminated. For some conveniences it is possible to sort all PS
according to their WO and separating these PS to individual group is made similar
as above depicted.

The decomposition also may be made in many levels and in every level it can be
made according to various criteria.
  In the Figure 1 is depicted a method of decomposition, which will be applied in
illustrative example. There are 6 products consisted from a set of operations, every
product can be considered as one PS with given parameters as deadline, cost,
worthiness, etc. The whole process is decomposed in 3 levels. The first level is
decomposition these products to single groups, the second is decomposition to single
groups machines (agents) and the third is decomposition to individual the machine in
the group.

4. General Knowledge

In the example as mentioned above the technological process, which has that many
parameters and various modules, such technological process may be considered as
large system and it is defined as system, which is specified on performance a lot of
tasks of various types and is constructed from various types of mutually related
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individual units or groups of units. For resolving these tasks of the large system it is
assumed:

- The possibility of decompositions to single groups for performance the given
tasks and requirements.

Fig. 1. Agent based network created by the decomposition

- In the stage of planning it is possible to consider with inverse progress, i.e.
combination the single units to the group.

In both cases it is assumed knowledge of characteristic of given systems are
implemented to individual units.

- Knowledge of technological process.
      For example: In the system excite two equivalent machines 0, two equivalent

machines 1…. with various parameters.
- Requirements of production: deadline, order of product, limit of capacities,..

          Time_Endi<ti ,  i is a index of product and ti is given deadline for i-th
product.

                Time_End1< Time_End2<……< Time_Endn<…
- Global criterion function:

174 += (6)
 where  T  is global function of idle time, and it equals a sum of all idle time in
each machine and it is defined as follows:

å=
N

N

LGOH
77 (7)
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where N

LGOH
7  is sum of all idle intervals of k-th machine, or equals distinction

between all flow time in each machine and all working time in them too,
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is time of k-th machine after performance the last operation

assigned for it,
ML

7
�

  is duration of  i-th operation of j-th product (Oi,j),

NML7 ��

 is time when Oi,j spends in k-th machine and it equals ML7 �

 if Oi,j is

assigned for k-th machine and equals 0 if the Oi,j is not assigned for other
machine.

 N is performance’s cost function of all products. It is consisted from 2 functions
when these machines work and when they are idle.

ZRUNLGOH
111 += (9)

where 
LGOH

1 and 
ZRUN

1 are cost function of all machines when these

machines are in a idle state or when they are working respectively. These
functions are defined as following:
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k is  a number of the machine, where Oi,j is produced,
ck is a const and is cost per unit time when k-th machine is idle,

ka  is given const and it is cost per unit time when k-th machine works.

- Time of the scheduling (Tsche) is defined as maximum of all N7 ,
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5. Decomposition Criterion Functions

The whole technological process is decomposed to respective groups as described in
the section 3 and after decomposition all constrains need to be kept (deadlines, order
of every product, capacities…). Despite the decomposition, the global criterion
function as showed in the section 4 also needs to be decomposed to partial functions,
where every of them is as sub-criterion function for this sub-problem.
Decomposition global criterion function 4  to sub-criterion functions, it depends on

approach of decomposition requirements initiated above,
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where 
U

4  is criterion function for r-th group of products, it is defined similar as Q

and
U

*  is an r-th set of products after decomposition. The functions T and N are also

decomposed to single functions and they are defined as following:
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it is function of idle time for these products belong to set of Gr.
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it is cost function for these products belong to set of Gr and it equals:
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6. Scheduling and Some Results

  In our concrete example is considered a technological process with 6 products and
every of them request a queue of operations:

P1: 0  1  2  3  0  1  3 P2:  0  2  3  2  0  1  3
P3: 1  3  2  0  1  3  0 P4:  1  2  3  0  2  3  1
P5: 0  3  2  1  0  3  1 P6:  0  1  2  1  3  1  0

where 0,1,2,3 note a type of the operation. Each type of the operation must be
executed in one certain group machine. These group machines work individually and
have a common goal to achieve the best performance, but each of them can be
considered as one agent with all properties as mentioned above in section 2.
  The first the process begins by decomposing all products to smaller groups
according to introduced mechanism as in the section 3. In the next step the process
begins schedule all products in every group to individual machine, with respecting all
given constrains and characteristics of every machine.
In every group of machine (one agent) the designated operations are also divided to
single equivalent machine in this group (agent in lower level) according to following
methods.

• Every machine (autonomous agent) may work independently without
communication or knowledge about another machine in its group and executes this
operations sent down from higher level first-come first-serve (version 1).
• In one group every machine exchanges information with another and they
negotiate among themselves and choose the best plan, which minimize the sub-
criterion function (version 2).
• Every group of machine exchanges information with another and in one group
every machine communicates with another. The message, which these groups of
machine exchange between themselves, involves all information of every own
machine (version 3).
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• Similar as version 3, but in a basis of all information received from another
groups, every group of machine tries to predict the plan of another groups and
improves own plan before sending it to all groups (version 4).

  In the last level all machines (agent in the last level) try to compose such scheduling,
which may minimize the all sub-criterion function (14) and (16) in each group, and
finally as most as possible minimize global criterion function defined in (6).
  Complex program for simulation was made in language C under LINUX, where the
system is divided to 5 agents: agent CE and 4 agents MA1, MA2, MA3, MA4. Four
agents MA1-MA4 present 4 group machines and behaviour of all equivalent machines
in each group (agent in lower level) are involved in their inside.
- Agent CE is intelligent agent, it holds all requirements and initial constrains.
Agent CE has these tasks:

• decomposition whole initial problem to sub-problems according to above
presented principles with respecting of all given constrains.

• sending successively every sub-problem to lower level and waits for a result.
• if the result satisfies all given constrains and sub-optimal conditions the

program finishes, else tries again to make decomposition.
- Every agent of MA1, MA2, MA3, and MA4 is adaptive agent, and it includes 2
autonomous agents (2 equivalent machines), their behaviour is according to these
introduced versions above (version 1 to 4). These agents have tasks: manipulate these
requests from agent CE, try to search a scheduling, which minimizes the sub-criterion
function.
  Because agents MA1-MA4 are in a same environment and they have a common goal
to achieve a good scheduling for all products, each choosing plan of one agent
certainly influences to choosing other one in next step, therefore their behaviour is
precisely according to a equal (3) and (4).
The agent CE is a master of all agents MA1-MA4, it makes all agents in lower level
(MA1-MA4) satisfy its aim and in a case negative response it must select a new aim
in a basis of a results what it received from lower level.

Table 1. 1,, jiT  Duration of operations if all

first machines of every group are used.

Table 2. 2,, jiT  Duration of opera-

     tions if all second machines of every
     group are used.

Each new aim agent CE is a result of choosing combined of its own knowledge, its
historic (historical aims) and the results received from lower levels, its behaviour is
therefore precisely according to a equal (5) described in section 2.For our example we

Number of
operation

1 2 3 4 5 6 7 1 2 3 4 5 6 7

Pro. 1 2 2 3 2 2 5 1 1 1 3 2 2 5 2

Pro. 2 1 3 1 2 2 4 2 1 2 2 1 3 5 2

Pro. 3 1 2 2 1 4 2 5 2 3 2 2 4 4 5

Pro. 4 2 1 5 3 1 1 2 2 2 6 4 2 1 2

Pro. 5 2 2 1 1 4 4 2 2 3 2 2 2 2 4

Pro. 6 1 4 2 2 4 4 2 2 4 4 2 4 5 1

Table 1 Table 2
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chose ka  =
N
F =1 for all indexes k and the result from this choice is the minimizing

criterion function in (6) is equivalently with minimizing N7
PD[

for all k.  In table 3 are

presented the results when agents’ behaviour is successively according to version

1,2,3. N7
PD[

is expressed in unit time.

Table 3. Results of the simulation agent’s behaviours.

T00
max T01

max T10
max T11

max T20
max T21

max T30
max T31

max Tsche

Ver. 1 22 26 25 27 15 11 29 25 29
Ver. 2 21 14 21 22 12 6 24 14 24
Ver. 3 21 21 21 19 14 6 18 18 21

In the basis of obtained results it may be affirm that the best result gave version 3, but
the agents had to exchange a lot of information between themselves, it might cause
overload a net and slow an execution. The version 1 executed the fastest but to
feasible result it needed to run several steps more than another version. The version 2
gave a meanly good result, but the result very depends on the method of
decomposition. In the suitable decomposition it could give such good result as version
3 after a few steps. In figure 2 is shown the illustrative result of applying version 3 to
agent’s behaviours.
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Fig. 2. The schedule of operations in machines- Version 3

For another value ka and 
N
F  this problem is more complicated, it is similar as min-

max problem when a force to minimize the function T causes a increasing value of
cost function N. The function of flow time T and the cost function N one another
influences, the effect is to find optimal plan, which minimizes global criterion
function Q, it is necessary to try a more variants decomposition or add more utilities
to every agent’s belief. In following part are presented some results what we have

tried with concrete value ka , value 
N
F we have omitted (

N
F =0 cost when the

machine is in idle state). A more details associated with this problem we will show in
future work. In our experiment the version 3 showed soon same results, expressive
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different results were obtained by changing method of decomposition, for example by
changing order of one product with other, but this mechanism is not built in any firm
algorithm and it claimed a patiently temptation and more experiences.

Table 4. ka , cost when a machine works per unit time.

Machine’s number 0 1 2 3

a0 (unit) 3 4 5 3

a1 (unit) 2 2 4 1

            Table 5. Results of using ver.1 Table 6. Results of using ver.2

Tsche (unit) 24 25 28 34 21 22 25 26
N (unit) 295 282 290 286 288 278 262 259

Generally the presented problem can be resolved as simple centralized NP-problem,
but with the decomposition we can decrease a time of a computation, despite it the
reached result may be considered as optimal (as in our case we searched all possible
variants and the best solution only gives a result as version 3) or near optimal.

7. Discussion

In this paper has been presented one mechanism – using MAS – that can compute
optimal or near optimal solution to the distributed scheduling problem in a
computationally efficient manner. However it cannot guarantee the global optimal
solution for given problem, but using MAS can offer feasible sub-optimal solution
and many abilities to flexible react on dynamic change in the system. The results
showed in this paper by applying MAS mechanism are surely good but some points of
that problem also may be extended and explored a more as example for various values

N
a  and ck, the problem to find optimal Q becomes to solve min-max problem with N

and T. Some features we have omitted in this paper and will continue in future works
as problem of decomposition, coordination between agents or the method of agent’s
prediction.
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Abstract. In this paper the problem of recycling of end-of-life goods is ap-
proached using a computer-aided technique named Ant Colony Optimization
system. The need of disassembly for recycling and the opportunity of using
computer-aided techniques, AI tools in particular, are discussed. The basic con-
cepts of Ant Colony Optimization systems are also introduced. The main topics
related to a future application of this methodology to a software system able to
support the designer in choosing the best disassembly sequences of products are
discussed.

1. Introduction

In these last years the need to optimize the use of energy and raw materials has been
often stressed in political and technical areas of interest.

The idea of a sustainable growth of the life quality is now well known and deeply
diffused in all industrialized countries. So, the time has come to study very deeply all
the problems related to the recycling of discarded goods, mainly for basic commodi-
ties as household appliances, cars, motorcycles and so on.

Recycling is not an easy problem to approach. Since the aim of this procedure is the
minimization of the environmental impact of the human production activities, it is
very important to detect procedures able to recover materials and energy with respect
to the standard production processes using raw materials. Furthermore, for each proc-
ess using recycled materials, it is crucial to establish if its pollution rate is higher or
lower than traditional production procedures.

The need of taking into account all these issues forces the researchers to use in-
creasingly powerful tools to approach the problems related to recycling. Starting from
these considerations, new branches of technology have been opened, e.g. life cycle
analysis techniques.

In this scenario, one of the problems to be solved is the detection of the optimum
way to disassembly a discarded good in order to recover its materials and/or some of
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its components. This problem is known as sequencing because the final goal is the best
sequence to adopt for disassembling the product. Usually the term "best sequence"
means, in this context, "most profitable sequence".

2. Software Methodologies in Disassembly Planning

Disassembly planning is a typical combinatorial problem. In usual products, in fact, a
huge number of different ways (sequences) to separate the components can be per-
formed, but only a limited number of these ones are economically convenient from the
point of view of recovering and recycling parts and materials. Therefore, the problem
can be split into 2 sub-problems:
• generating feasible disassembly sequences, taking into consideration geometrical

and technological constraints of the product (e.g.: contact relationships among
components, kinds of connections, etc.);

• detecting the best sequences, taking into consideration a balance between disassem-
bly  and disposal costs, and revenues deriving from recovering parts and materials.
The first sub-problem has been deeply investigated by many researchers, consider-

ing also the related area of assembly planning, and can be efficiently approached and
solved by traditional methods using:
• connection or disassembly graphs [9], [7], allowing an easy representation of rela-

tionships among components;
• so called “recyclinggraphs”, needed to include in such models further information

concerning materials, weight, etc. [6];
• contact and connection matrices, as representative model of the product for an easy

generation of all the possible sequences [2].
The second sub-problem apparently seems to be a simple problem. Typically, for

each disassembly step, the profit achievable from recycling has to be calculated [7]. A
further method consists in evaluating a “disassembly difficulty”; this approach is used
when information about values of materials, disposal costs, etc. are not available or are
not exactly known [10].

Difficulties arise in detecting best sequences when a combinatorial explosion of se-
quences to be analyzed takes place. In this situation, which often occurs also in low or
medium-complex products, the huge number of feasible sequences for which the profit
has to be calculated, leads very often to unacceptable computing times.

The objective is therefore to reduce this time by searching best disassembly se-
quences without analyzing all the possible alternatives, but approaching the final goal
through a step-by-step procedure. This way of searching is well represented by Ge-
netic Algorithms (GAs). The basic idea of GAs is quite simple: a population of indi-
viduals is created in a computer; this population evolves, accordingly to the biological
principles of selection and inheritance, and converges toward structures representing
optimal or sub-optimal solutions to the problem. Examples of this technique applied to
the similar problem of assembly planning can be found in [8], [1].
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In the present paper another approach to the problem of disassembly for recycling,
derived from the AI world, is proposed. It is based on previous experiences of the
authors in the field of assembly planning [4], [5] and uses a technique named Ant
Colony Optimization (ACO) developed from the biological researches focused to the
behavior of real ants.

3. Overall Description of the Proposed System

At the Department of Mechanical, Nuclear and Production Engineering of the Univer-
sity of Pisa, a software tool aimed to support the designer in detecting the best disas-
sembly sequence has been developed.

The system, named DIRECT (DIsassembly for RECycling Tool), is formed by the
following modules (Fig.1):

Fig. 1. Schematic overview of DIRECT system.

• product database, containing all the needed information about the product: number
of the components, weights and materials, connections between the components,
geometrical relationships, etc.;

• market database, containing information about the market: labor costs, energy
costs, disposal costs, market values of recycled materials, etc.;

• tool database, containing information about the tools to be used for the disassembly
of the components. Each component is related to the tool suitable for its disassem-
bly. Only one tool can be considered for the disassembly of a single component;

• subassembly database, containing information about the valuable subassemblies
included in the product. In this context a subassembly is a group of connected ele-
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ments suitable for re-using and having a market value (e.g. an electric engine, a
compressor in a home appliance, etc.);

• sequencer, able to automatically detect all the possible disassembly sequences
starting from the geometrical and technological relationships among components;

• sequence evaluator, able to assign to each disassembly sequence its profit in terms
of recovered materials and components.
In its first version, DIRECT detected best disassembly sequences by means of an

exhaustive method. All the disassembly sequences were automatically generated by
the sequencer through a simulated extraction of each component. After each extrac-
tion, numerical matrices (representing the relationship model of the product) were
automatically updated to the new configuration, repeating the process until the disas-
sembly was completed. The evaluator assessed each sequence calculating, for each
disassembly step, the total profit P through the following expression:

being R1 the revenue obtained from the disassembled components or materials, R2

the revenue obtained from the remaining part of the product (not yet dismounted), C1

the total disassembly costs and C2 the disposal costs for unrecoverable components.
As also remarked in the previous section, this way of running led to very high com-

puting times, also for relatively simple products having less than 50 components. This
fact stimulated the authors to seek alternative methods more oriented to combinatorial
problems and advantageously applicable in disassembly planning systems. One of
these methods seems to be the ACO system.

4. Implementation of Ant Colony Optimization

4.1 What Is an ACO System ?

In the field of AI tools, one of the new entries is represented by the Ant Colony Opti-
mization systems. This original name derives from the studies performed on the be-
havior of the ants in the real world. Many researchers noticed that, during the collec-
tion of the food, the real ants always use the shorter trail between the food and the
nest. This fact occurs also when the food is very far from the nest, and no visual land-
mark is present.

After many studies it emerged that this capacity is related to the use of a substance
named “pheromone” secreted by the ants during their searching for the food.

The key of the ant behavior is their bent to follow a trail where a quantity of
pheromone is already deposited, rather than a completely new one. Furthermore, the
higher is the pheromone quantity on a trail, the stronger is the bent of the ants to fol-
low that trail.

( ) )1(2121 CCRRP +-+=
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When lots of ants are searching for food around the nest and one of them finds
something interesting, e.g. a dead insect too big to bring it to the nest, a “coming and
going” starts between the food and the nest.

The shorter is the trail between the nest and the food, the higher is the number of
times that a single ant can cover that trail in the time unit. Therefore the concentration
of pheromone, at first randomly distributed on the ground, will increase on the shortest
trail and this trend will be quickly reinforced by the bent of the ants to follow the trail
with the highest concentration of pheromone. Because the pheromone evaporates,
after some time only the shortest trail remains (Fig.2).

Fig. 2. Real ant behavior in searching food: (a) random searching, (b) detecting the shortest
trail, (c) moving on the best trail.

It has to be stressed that the shortest way rarely is a straight line. In fact very often
many obstacles are present between the food and the nest. But the power of the ant
behavior is just its independence from the shape of the trail.

Using the described system, the ants are able to optimize (in this case, to minimize)
the length of the trail to cover between the food and the nest. But transforming the real
ants into mathematical agents, the described process becomes a powerful tool to face
general optimization and combinatorial problems.

4.2 Basic Expressions for ACO Application in Disassembly Planning

The concepts described above are undoubtedly charming, but are they exploitable to
solve “human” technical problems? Many researchers tried to answer this question
and, at the end, the response was positive. Now there are many works applying these
concepts to the solution of typical optimization problems, such as Traveling Salesman
Problem [3].

The main question to face for making possible the use of the ACO technique in a
new application field is the modeling of the problem. In fact to solve an optimization
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problem using ACO, its rearrangement in terms of trails and pheromone deposition is
necessary.

In general, the main decisions to be taken involve the following topics:
• definition of trails for the specific problem to be solved;
• best way to model the pheromone deposition and evaporation phenomena;
• best way to model the ant choice to follow a particular trail.

4.2.1 Definition of Trails
In ACO systems, the aspect to be optimized determines the trail structure. Thus, for
the disassembly planning problem, the trail becomes the sequence of the disassembly
operations. The best trail is the best way to “connect” the different disassembly opera-
tions, i.e. the most profitable disassembly sequence. The problem is quite similar to
the TSP problem, where there is a sequence of cities to be connected by the shortest
path. In that case is necessary to minimize the distance to cover, whereas in the case of
disassembly planning is necessary to maximize the total profit.

Fig. 3. Example of step-by-step procedure of product disassembly with associated graph
representing ant trails.

4.2.2 Pheromone Deposition
In real world each ant releases on trails always the same rate of pheromone. In virtual
world different techniques can be more advantageous. The quantity of pheromone on
trails can be updated by a step-by-step procedure measured by the time interval Dt
(Fig.3). The following relation is usually applied:
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where ti,j(t) represents the amount of pheromone deposited at the time t on the part
of the trail linking the ith element and the jth element; r is the evaporation coefficient
and Dti,j(t) is the amount of pheromone released in the current disassembly operation
by the ant. The evaluation of Dti,j(t) depends on the function to be optimized and, in
the case proposed in this paper, on the profit P (evaluated through the expression (1))
to be maximized. A first tentative expression could be:

where k is a non negative number weighing the contribution of Dti,j(t) to the for-
mula (2) and f(P) is a non negative function of P.

In this way each disassembly operation belonging to a good sequence receives a
higher quantity of pheromone, that allows a successive ant chooses it again. At the end
of the process, the best chain of disassembly operations is therefore generated. But
how can a virtual ant choose a trail instead of another one? This will be described in
the next paragraph.

4.2.3 Ant Choice
The pheromone rate on a trail determines the probability that an ant chooses to move
on that trail. The stronger is the pheromone track on a trail, the higher is the probabil-
ity that ants follow that trail. Thus, it is possible to model the ant choice by calculating
a probability:

where ti,j(t) is the rate of pheromone laying on the section i-j of the trail at the time
t; hi,j contains an arbitrary value necessary to allow a choice when the pheromone is
not yet deposited on the trail; a and b are non-negative numbers measuring the weight
of ti,j(t) and hi,j; N is the total number of possible choices.

The terms hi,j play an important role in the initial phase of trail searching. For this
reason, these terms have to be set to proper values, known a priori, in order to force
the selection of profitable disassembly operations (e.g. separation of high value mate-
rials or components).

5. Future Work

The ideas expressed in the system DIRECT together with the potential of the Ant
Colony Optimization seem to be a promising way to solve the difficulties of the disas-
sembly and recycling process planning. The future work will be the implementation of
this AI technique in order to test its performance in finding the best way of disassem-
bling an end-of-life product in order to recycle its materials and components. Several
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difficulties and peculiar problems have to be faced and solved in this application:
dismounting by cutting, destruction of single parts of the product, use of customized
tools allowing faster disassembly processes, etc. These aspects may be identified as
“obstacles” on the way toward the detection of the most profitable disassembly proc-
ess, exactly as pebbles and puddles are obstacles to be avoided by ants to find the
shortest trail to the food.
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Abstract. Mobile robots with auditory perception usually adopt “stop-
perceive-act” principle to avoid sounds made during moving due to motor
noises or bumpy roads. Although this principle reduces the complexity of
the problems involved auditory processing for mobile robots, it restricts
their capabilities of auditory processing. In this paper, sound and visual
tracking is investigated to attain robust object tracking by compensating
each drawbacks in tracking objects. Visual tracking may be difficult in
case of occlusion, while sound tracking may be ambiguous in localization
due to the nature of auditory processing. For this purpose, we present an
active audition system for a humanoid robot. The audition system of the
intelligent humanoid requires localization of sound sources and identifica-
tion of meanings of the sound in the auditory scene. The active audition
reported in this paper focuses on improved sound source tracking by
integrating audition, vision, and motor movements. Given the multiple
sound sources in the auditory scene, SIG the humanoid actively moves
its head to improve localization by aligning microphones orthogonal to
the sound source and by capturing the possible sound sources by vision.
The system adaptively cancels motor noise using motor control signals.
The experimental result demonstrates the effectiveness and robustness
of sound and visual tracking.

1 Introduction

Mobile robots with auditory perception usually adopt “stop-perceive-act” prin-
ciple to avoid sounds made during moving due to motor and mechanical noises
or uneven grounds [1,2,3]. Although this principle reduces the complexity of the
problems involved in auditory processing for mobile robots, it restricts their ca-
pabilities of auditory processing and thus limits the application areas. In this
paper, sound and visual tracking is investigated to attain robust object tracking
by compensating each drawbacks in tracking objects. Visual tracking may be dif-
ficult in case of occlusion, while sound tracking may be ambiguous in localization
due to the nature of auditory processing.

The goal of the research reported in this paper is to establish a technique
of multi-modal integration for a robust object tracking. We use an upper-torso
humanoid robot as a platform of the research, because we believe that a sensori-
motor system is essential to simulate intelligent behavior. This paper focuses
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on integration of audition, vision, and motor control at the level of directional
information.

Since a mobile robot produces various sounds and is able to “understand”
many kinds of sounds, auditory scene analysis is the process of simulating use-
ful intelligent behavior, and even required when objects are invisible. While
traditionally, auditory research has been focusing on human speech understand-
ing, understanding auditory scenes in general is receiving increasing attention.
Computational Auditory Scene Analysis (CASA) studies a general framework of
sound processing and understanding [4,5,6,7]. Its goal is to understand an arbi-
trary sound mixture including speech, non-speech sounds, and music in various
acoustic environment. It requires not only understanding of the meaning of a
specific sound, but also identifies the spatial relationship of sound sources, so
that sound landscapes of the environment can be recognized. This leads to the
need of active audition that has capability of dynamically focusing on a specific
sound in a mixture of sounds, and actively controlling motor systems to obtain
further information using audition, vision, and other perceptions [8].

The main problems with humanoid audition during motion includes under-
standing general sounds, sensor fusion, active audition, and internal sound sup-
pression.

1. General sound understanding — Since a robot hears a mixture of sounds,
sound stream separation is essential for CASA [7].

2. Sensor fusion for sound stream separation — Sound stream separation
performs better with binaural input (a kind of stereo sounds) than monaural
input. In addition, integrating a stereo input with vision processing may
improve the performance of sound stream separation.

3. Active audition — A humanoid should be active in the sense that it tries
to do some activity to improve perceptual processing. Such activity includes
to change the position of cameras (active vision) and microphones (active
audition) by motor control, and object tracking.

4. Internal sound suppression — Since active perception causes sounds by
the movement of various movable parts, internal sound suppression is critical
to enhance external sounds. A cover of the humanoid body reduces sounds
of motors emitted to the external world by separating internal and external
world of the robot.

The error in sound source direction obtained by using harmonic structures of
binaural sounds is about ±10◦ [9], which is similar to ±8◦, that of a human [10].
However, this is too coarse to separate sound streams from a mixture of sounds.
Nakagawa et al. [11] improved the accuracy of the sound source direction by using
the direction extracted by image processing. By using an accurate direction, each
sound stream is extracted by using a direction-pass filter. In fact, by integrating
visual and auditory information, they succeeded to separate three sound sources
from a mixture of sounds by two microphones. They also reported how the
accuracy of sound stream separation measured by automatic speech recognition
is improved by adding more modalities, from monaural input, binaural input,
and binaural input with visual information.
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A cover affects the spectrum of sounds like a dummy head in which a pair of
dummy headphones are embedded. This spectral effect is known as the HRTF
(Head-Related Transfer Function). The HRTF plays an important role in local-
izing (calculating the position of) a sound source. To localize sound sources with
two microphones, a set of peaks are extracted for left and right channels, respec-
tively. Then, the same or similar peaks of left and right channels are identified
as a pair and each pair is used to calculate the interaural phase difference (IPD)
and the interaural intensity difference (IID). The IPD and IID for a particular
direction are calculated by the HRTF.

a) Cover made of FRP b) Mechanical structure

c) Microphone: it hears ex-
ternal sounds. Another mi-
crophone is installed near it
to capture internal sounds.

Fig. 1. The Upper-Torso Humanoid SIG

The HRTF is obtained by measuring an impulse response for each spatial
position, which is timeconsuming. In addition, the HRTF should be re-measured
for a different environment, since it depends on the shape and objects in the
room and so on. Therefore, we adopt the localization algorithm based on the
auditory epipolar geometry proposed by Nakadai et al [8] to dispense with the
HRTF.

2 Sound and Visual Tracking System

As a testbed for integration of perceptual information to control motor of high
Degree of Freedom (DOF ), we use the upper-torso humanoid robot SIG [12].
The cover of the body (Figure 1a) reduces sounds to be emitted to external
environments, which is expected to reduce the complexity of sound processing.
SIG has 4 DOFs of body, driven by each DC motor. Its mechanical structure is
shown in Figure 1b. Each DC motor is controlled by a potentiometer. SIG has a
pair of CCD cameras of Sony EVI-G20 for visual stereo processing. Each camera
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has 3 DOFs. It has two pairs of omni-directional microphones (Sony ECM-77S);
one pair are installed at the ear position of the head to gather sounds from the
external world (Figure 1c). Each microphone is shielded by the cover to prevent
from capturing internal noises. The other pair of microphones are installed very
close to the corresponding microphone to capture sounds from the internal world.

Fig. 2. Sound and Visual Tracking System for Humanoid SIG

The sound and visual tracking system for SIG consists of two main subsys-
tems; internal sound suppression, and sound stream separation (Figure 2).

2.1 Internal Sound Suppression by Adaptive Filter

Internal sounds of SIG are caused mainly by camera and body motors. A standby
sound of a camera motor is about 3.7 db, but its moving sound is quiet enough
to ignore. A standby and moving sound of a body motor are about 5.6 dB and
23 dB, respectively.

Since a burst noise causes most trouble in auditory processing, sound track-
ing, in particular, the adaptive filter is designed to suppress burst noises. Such
burst noises include a thump at stoppers, a click by friction between cable and
body, a creak at joints of cover parts may occur. Therefore, “heuristics about
internal microphones” is used to specify the conditions to cut off burst noises
mainly caused by motors [13].

First, burst noises are collected by moving various motors repeatedly. The
noise data of each motor is stored as a power spectrum of the averaged mea-
sured noises. Next, the stored data is used as templates to judge burst noises.
When the motors and body make a burst noise, the intensity of the noise is quite
stronger because microphones location is relatively near the motor. Therefore if
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the spectrum and intensity of captured noises is similar to those of a noise tem-
plate, the captured noise is regarded as a burst noise. Specifically, the subband
is canceled if the following conditions hold:

1. Intensity difference between external and internal microphones is similar to
one of stored motor noise intensity differences.

2. Intensity and pattern of the spectrum are similar to one of stored motor
noise frequency responses.

3. A motor command is being processed.

Before internal sounds are suppressed, pre-processing is performed on the
input. Input sounds from four microphones are captured by a four-channel AD
converter and sampled at the speed of 48 KHz. Then, frequency analysis trans-
forms captured digital sounds into sound spectrograms for each channel. This is
done by the Discrete Fast Fourier Transformation (FFT) for 1,024 points. After
pre-processing, internal sound suppression generates a noise canceled spectrum,
which is used as input of sound stream separation.

2.2 Sound Stream Separation

Sound stream separation takes a noise canceled spectrum, localizes each sound
source by calculating its direction, and extracts a set of sound streams. The key
idea of localization is associating auditory, visual and motor directions [8].

The direction by stereo visual processing is obtained by using a corner de-
tection algorithm [14]. It extracts a set of corners and edges then constructs a
pair of graphs. A matching algorithm is used to find corresponding left and right
image to obtain depth.

The head direction is obtained from potentiometers in the servo-motor sys-
tem. It is quite accurate by the servo-motor control mechanism. Since only the
horizontal rotation motor is used, horizontal direction of the head is obtained
accurately, about ±1◦. By combining visual localization of an object and the
head direction, SIG determines its direction in the world coordinates.

Sound Source Localization by Auditory Processing. To localize sound
sources with two microphones, first a set of peaks are extracted for left and right
channels, respectively. Then, the same or similar peaks of left and right channels
are identified as a pair. The IPD and IID for each subband (47 Hz) of a pair
are calculated. The IPD is not calculated for subbbands of more than 1,500 Hz,
because the IPD becomes ambiguous in modulo 2π due to the length of the
baseline of the two microphones.

Auditory, visual, and head directions are associated in terms of IID and IPD.
Visual and head direction are combined to calculate the relative direction of each
sound source. Then, the IPD and IID for every 5◦ direction are calculated by
auditory epipolar geometry, and are used as IPD and IID hypotheses of the direc-
tion. Then the probability of each IPD hypothesis is calculated by matching the
IPD obtained by auditory processing with the IPD hypotheses. The probability
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of each IID hypothesis is also calculated similarly. Then, the belief factors of the
IPD and IID for each direction are combined by Dempster-Shafer theory. Finally,
the direction with the most plausible combined belief factor is determined.

Direction-Pass Filter by Epipolar Geometry. Sound streams are extracted
by the direction-pass filter from a mixture of sounds. As explained above, the
IPD and IID are calculated by auditory epipolar geometry for a specific direction.
The direction-pass filter selects a subband whose IPD and IID match those of the
specified direction, respectively. The detailed algorithm is described as follows:

1. For each subband (47 Hz), the IID, 4I, and IPD, 4ϕ, for the specified
direction, θ, are calculated by auditory epipolar geometry.

2. From the subband of the input, peaks are extracted and the IPD, 4ϕ′ and
IID, 4I ′, are calculated.

3. If the IPD and IID satisfy the condition, namely, |4ϕ′ − 4ϕ| < CP , and
|4I ′ − 4I| < CI , then collect the subband.

4. Construct a wave consisting of collected subbands by Inverse FFT.

Sensori-Motor Control. The direction of each sensor is given to the motor
control system. First, attention of control system selects one sound source. Fo-
cus of attention and action selection modules are described in [14]. As a rule of
thumb, the current implementation adopts a very simple rule of focus of atten-
tion: the newer, the more attention. In other words, SIG changes the focus of
attention to a newly appeared sound sources. Once the focus of attention, or a
sound source is selected, the motor control generates PWM (Pulse Width Modu-
lation) motor commands to SIG . Of course, during executing PWM commands,
SIG tracks all the sound streams simultaneous by canceling motor movement
noises.

3 Experiments of Sound and Visual Tracking

In this section, we will demonstrate how vision, audition and motor control
compensate each missing information to localize sound sources while SIG is
rotating to see an unknown object.

3.1 Conditions of Experiments

There are two sound sources: two small loud speakers located in a room of 10
square meters as is shown in Figure 3. One loud speaker, A, is located at 58◦ from
the rightmost position, and the other one, B, at 127◦. A plays a pure-tone sound
of 500 Hz. After 3 seconds, B plays a pure-tone sound of 600 Hz. In tracking of
sound sources, that is, loud speakers, SIG cannot see any loud speakers during
rotation, since the visual field of the camera is only 45◦. Figure 3b shows this
situation. Therefore, visual tracking may fail in tracking of sound sources due to
its out of sight situation.
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Humanoid

initial direction

Loud Speaker A (500Hz)Loud Speaker B (600Hz)

0o

90o

180o

53o

58o127o

131o

rotation
range

81o104o

Both speakers 
are out of sight

final direction
a) Image from b) at 90◦ c) at 131◦

SIG at 53◦

Fig. 3. Experiment: sound and visual tracking of sound sources while SIG moves.

Two kinds of sound source tracking are examined; fast (68.8 degree/sec)
and slow (14.9 degree/sec) rotations of SIG. The signal ratio of a pure-tone
sound to standby motor noises is about 0 dB, that is, almost the same power.
Spectrograms of input sounds for slow and fast rotations are shown in Figure 4a
and 4c, respectively. In these spectrograms, burst noises are observed as vertical
dark sharp lines. In particular, burst noises are quite strong during fast rotation.
Due to these strong burst noises, sound tracking fails in tracking and separating
sound sources, since the current noise reduction technology cannot be applied
to such a loud burst noise.

The initial position of SIG is at 53◦. Sound and visual tracking system will
be evaluated from the viewpoint of how it can track two sound sources (loud
speakers) by integrating vision, audition, and motion position information.

3.2 Results of Experiments

The results of sound source tracking by the sound and visual tracking system are
shown in Figure 4b and 4d. The direction of a sound source obtained by vision,
auditon, and/or motor control is depicted by a line in the figures. The direction
is represented in the ego-centric polar coordinate where 0◦ is the direction dead
front of the head, minus is right of the head direction.

In the fast rotation as is shown in Figure 4b, A is tracked well by vision
up to 81◦, i.e., 2.7 sec. During rotation, the head direction by motor control
is dominant over the other information, the direction line is more stable than
during stopping. B comes into sight at 104◦, i.e., 3.4 sec., its direction is adjusted
by using visual information as is shown by the dotted line. In the slow rotation
as is own in Figure 4d, The phenomenon of out-of-sight situation is observed
well.

The behavior that SIG took is summarized below in tempral order:

1. SIG looks at A at 5◦ left to the initial head direction. It associates the visual
object with the auditory one, because their extracted directions are almost
the same.

2. When B plays a sound, SIG knows that it is outside of its visual field ac-
cording to the direction of B obtained by audition.

3. SIG turns toward the direction of the unseen sound source B in order to
associate it with visual information. Its direction is maintained by auditory
processing and motor control.
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a) Spectrogram of fast rotation b) Direction of separated sound sources

c) Spectrogram of slow rotation d) Direction of separated sound sources

Fig. 4. Results of sound and visual tracking of sound sources

4. When SIG finds a new object B, it associates the visual object with the
auditory one.

3.3 Observation of Results of Experiments

Results of the experiment are very promising in applying auditory processing
in real-world applications. Integration of visual and auditory directions provides
a robust sound source tracking. Without integration, such robustness in sound
source tracking is difficult to attain, since visual or auditory direction are not
always available and accurate.

Accurate sound source localization is accomplished by using auditory epipo-
lar geometry not but using the HRTF. Epipolar geometry based method locates
approximate direction of sound sources well. For example, its effectiveness is
demonstrated by the temporal data of localization for initial 2 seconds in Fig-
ure 4b and 4d.

The effect of internal noise suppression is clearly shown; for example, tem-
poral data of auditory localization during rotation in Figure 4b and 4d proves
that burst noises are effectively reduced.
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The drawbacks of the current implementation of sound and visual tracking
are the lack of real-time processing and multi-layered association. Neither visual
nor auditory processing runs in real-time. Auditory processing with auditory
epipolar geometry runs almost in real-time, while visual processing based on
early vision mechanism runs quite slowly, which is the bottleneck for real-time
processing. The current association is based on the belief factor of IPD and
IID, that is, only one level of assoication. For a complex task, more levels of
association are needed.

4 Discussion and Future Work

The experiment demonstrates the feasibility of the proposed humanoid audi-
tion in real-world environments. Since there are a lot of non-desired sounds,
caused by traffic, people outside the test-room, and of course internal sounds,
the CASA assumption that input sounds consist of a mixture of sounds is essen-
tial in real-world environments. Similar work by Nakagawa et al. [11] was done
in a simulated acoustic environment, but it may fail in localization and sound
stream separation in real-world environments. Most robots capable of auditory
localization developed so far assume a single sound source.

Epipolar geometry gives a means to unify visual and auditory processing, in
particular localization and sound stream separation. This approach can dispense
with HRTF. As far as we know, no other systems can do it. Most robots capable
of auditory localization developed so far use HRTF explicitly or implicitly, and
may fail in identifying some spatial directions or tracking moving sound sources.

The cover of the humanoid is very important to separate its internal and
external worlds. However, we’ve realized that resonance within a cover is not
negligible. Therefore, its inside material design is important.

Social interaction realized by utilizing body movements extensively makes
auditory processing more difficult. The Cog Project focuses on social interac-
tion, but this influence on auditory processing has not been mentioned [15]. A
cover of the humanoid will play an important role in reducing sounds caused by
motor movements emitted toward outside the body as well as in giving a friendly
outlook.

As future work, active perception needs self recognition. The problem of ac-
quiring the concept of itself recognition in robotics has been pointed out by many
people. For audition, handling of internal sounds made by itself is a research area
of modeling of self. The concept of itself is also important in designing the at-
tention control and action selection. Other future work includes more tests for
feasibility and robustness, real-time processing of vision and auditory process-
ing, internal sound suppression by independent component analysis, addition of
more sensor information, and applications. We are working on real-time pro-
cessing and recent achievements in real-time processing with additional layers of
association will be reported as a separate paper [16].
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5 Conclusion

In this paper, we present a sound and visual tracking system for a humanoid
which includes internal sound suppression, a new method for auditory localiza-
tion, and a new method for separating sound sources from a mixture of sounds.
The key idea is to use epipolar geometry to calculate the sound source direction
and to integrate vision and audition in localization and sound stream separation.
This method does not use the HRTF (Head-Related Transfer Function) which
is a main obstacle in applying auditory processing to real-world environments.
We demonstrate the feasibility of motion tracking by integrating vision, audi-
tion and motion information. The important research topic now is to explore
possible interaction of multiple sensory inputs which affects quality (accuracy,
computational costs, etc) of the process, and to identify fundamental principles
for intelligence.
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Abstract.  The advances achieved in Real-Time Artificial Intelligence (RTAI)
allow us to apply techniques to build large applications. However, developing
such applications require having a methodology that defines the techniques,
tools and processes to allow for modeling their characteristics. There are several
important lines of research in RTAI, such as architectures, languages, methods
and methodologies. All of them provide the necessary information and
knowledge to be able to build computer systems based on real-world problems.
This paper describes CommonKADS-RT, a method to develop Real Time
Intelligent Systems. This method is based on CommonKADS with the addition
of necessary elements to model real time restrictions. We also present an
application of this approach to the control of an autonomous mobile robot.

1. Introduction

Currently many types of systems are being developed that, in general, are identified
with some of the research areas of computing science. Some researchers have been
interested in creating systems that manage the domain knowledge and others
researches are interested in systems where time is one of the most important variables
in carrying out their tasks. Therefore, intelligent systems and real-time system areas
are becoming of increasing importance.

Important advances have been achieved in each one of these areas, but the point has
been reached where the techniques of one can serve the other. This has generated the
area of the Real-Time Artificial Intelligence Systems - RTAIS to solve complex
problems, which require intelligence and real-time responses. In this new area, there
are three possible ways to integrate them [17], [11]: a) Integrate intelligent system in
real-time systems. This is based on applying Artificial Intelligence - AI techniques in
real-time systems. b) Integrate real-time systems in intelligent systems where the
intelligent system has tasks with temporal restrictions. c) Systems where a real-time
component and an intelligent component work in a cooperative way.

One of the lines of research in RTAI has been to build large applications or
architectures that embody real-time concerns in many components. Almost all the
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architectures are designed for soft real-time systems (without critical temporal
restrictions).

To develop each one of these types of systems, it is important to have methodologies
that define the techniques, tools and more importantly to have processes to carry out
the project construction in a successful manner. These methodologies should not be
ad hoc but widespread in order to be able to guarantee certain necessary standards to
assure the project’s success and the quality of the software system.

The objective of this paper is to present CommonKADS-RT, based on the
CommonKADS methodology and based on RT-UML to develop real-time intelligent
systems - RTIS, including intelligent agents and temporary-task or time-restriction
modeling.

The second section of the article presents some aspects that are related to this
proposal, the models included in the methodology and their application to an
autonomous physical agent, a mobile robot application based on CommonKADS-RT.
The third section shows some application results. The fourth section present our
conclusions. Next there are acknowledgements and finally the references are showed.

2. Modeling a Mobile Robot Control Application with
CommonKADS-RT

CommonKADS [13] is a methodology that gathers a set of methods, techniques and
tools to develop Knowledge Based Systems - KBS. It is based on the fact that
building a knowledge-based system is essentially a modeling activity. From this point
of view, the system is an operational model that exhibits the wanted behaviors that
have been specified or observed in the real world. The methodology reflects some
methods of structured analysis and design, some of the object paradigm and some
management theories such as strategic planning and reengineering, among others.

CommonKADS offers a structured approach reflecting the knowledge engineering
process and bringing to the knowledge engineer a series of worksheets or templates to
make the system development easier. These worksheets contain some of the most
important factors to be considered when the knowledge engineer has to model
knowledge-based systems.

This methodology is currently one of the most widely used for the development of
knowledge-based systems. It has even been taken as the European standard to develop
systems of this type. It has been used in numerous universities and European
companies such as banks and different industries. Also, Carlos Iglesias [9] defined
MAS-CommonKADS to develop multiagent systems, integrating other models that
allow the characterization of intelligent agents and their communication.
CommonKADS-RT [2] is based on these methodologies because they are strong and
incorporate the most important software engineering concepts following the object-
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oriented and agent-oriented paradigms. Obviously, this implies making some changes
to CommonKADS, especially on the models that must consider temporal conditions,
reactive responses and the handling of physical devices like sensors and/or actuators.
We believe that all of these can be used to specify and to model systems of this kind.

To model the real time features, we selected RT-UML [5], [6] because it has a tool set
to apply on the real-time analysis and even on knowledge-based systems in real time.
RT-UML is an object analysis and design methodology to develop hard real-time
systems. It uses UML to model real-time tasks, including temporal constrains.

First of all, we have distinguished between how the task is handled in real-time and
how it is handled in knowledge engineering areas. The CommonKADS task is a
complex function that is a relevant part of a business process and it has a method for
doing task. The task is formed by other tasks, inferences or transfer functions. In
contrast, in Real-Time Systems a task is associated with a temporal execution process.
It is in the low-level architecture, so it is imperative to distinguish between these task
concepts. We propose the High Level Task – HLT for the complex functions (high
level) and a Real-Time Task – RTT for the low-level process [14]. For HLT it is
necessary to include CommonKADS task considerations such as the task process
description, its components, the agents involved, among other things. At the same
time, for RTT it is important to determine its periodic behavior, a deadline and the
worst execution time [16]. CommonKADS-RT includes the following models (Fig.1)
that allow us to explain why, what and how solve a problem with a RTIS.

Fig. 1. The CommonKADS-RT models. They allow to obtain a different view of the problem
and the solution. This shows the artifacts produced into the models.

2.1 Organization Model (OM)

Apart from including every CommonKADS point, this model describes the
organization in which the system will be used, including some issues such as the
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following: The priority that is associated with a process, the average time of the
computation process, the slack time (if it is allowed, especially for considerations of
soft temporary restrictions), the specifications of specialized equipment for data
acquisition like sensors or sonars, whether the process is periodic or not, etc.

We will present some parts of the models, which were developed in the case to
construct a mobile robot control application.

Preliminary conditions: The robot is in a closed room, a micro world with walls. Each
wall has a hole with a geometric shape. It is in a known fixed initial position. The
environment is also known. There is a set of objects with a geometric shape. In the
room, one of the objects is in an established place, which is defined in random way.
The object should be found by the robot, pushed and placed in the appropriate hole
that has the same geometric shape.

Goal: In the micro world, the robot has to find the object and push it into the
appropriate hole.  The geometric shapes are a rectangle, a triangle, and a half-circle.

Robot characteristics: This physical agent has been developed for the mobile robot
“Mobile Pioneer 2”. The robot contains all the basic components for sensing and
navigation in a real-world environment, including battery power, drive motors and
wheels, position/speed encoders and integrated sensors and accessories.  They are
managed via onboard micro controller and mobile-robot server software. The robot
has a ring of 16 sonars. The sonar positions are fixed in two arrays (front and rear):
one on each side and six facing outward at 20-degree intervals providing more than
180 degrees of nearly seamless sensing, and all-around sensing when using both
forward and rear arrays. The server software has an internal localization mechanism,
which provides an approximate estimation of its location. All this information is sent
through the RS-232 serial port. The control application is executed in a notebook over
the RT-Linux operating system. The notebook has a radio Ethernet that allows the
connection to the request senders.

Process: Initially, the robot has to activate and check its state through the readings of
its sensors and battery. When the robot is o.k., it must start to look for the object in
the micro world (see the specification below). Then, when the object is found, the
robot has to identify it based on the shapes that it recognizes. The robot must also plan
how to move the object around the micro world to put it in the respective wall. To
make the proof easier, we defined that there are only four walls with a fixed hole (the
hole will always be in the same wall).
Furthermore, there is only one hole on the wall and it must be different from the
others. Next, the robot has to move the object to the appropriate hole and, finally, the
process ends when the object is in its hole.

The robot’s global behavior has been modeled into a high-level task set. That process
could be considered as a HLT that has been divided to better structure it and to know
every detail about the activities realized by the robot. With the OM-3 template
(Description of the High Level Task that make up the process), we can observe the
HLT specifications:
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Table 1. OM-3 HLT for the Robot application.

HLT
ident.

HLT name Knowledge
intensive?

Knowledge asset Significance

ActRobot Active
robot

No Start, protocol, Check states It is the first HLT to begin
the process.

LookObj Look for
object

Yes Planning action, interpret
micro world, verifying
trajectory

It would be done with a
planner and a scheduling.

IdObj Identify
object

Yes Knowledge about the object
shapes, pla-nning trajectory,
inter- pretation, verification

The clue is knowing the
differences between the
shapes.

MoveObj Move
object

Yes Defining wall target,
planning trajectory and the
object movement,
interpreta-tion, verification

It is necessary to have a
planner and knowledge
about how is the best way
to move the object

And, if the task is described or divided in more tasks it is necessary to show it again
with a similar graphic. For example, the task ActionExecuting is possible to divide in
ExecutingCommand and VerifyingEnvironment, and so on with every HLT or RTT.

2.2 High Level Task Model (HLTM)

This model describes the processes assigned to the system and those related to the
organization. For this reason, some of the UML diagrams of [5] and [6] are taken as a
reference, specifically the different scenarios of the domain, the sequence diagrams
and the transition state diagrams. Of course, the templates have to include the factors
refer to, previously. It is important to say that, in an organizational process, it is
possible to have HLT with temporal restrictions. In this case, the analyst has to
determine and must define these factors from the beginning.

The LookObj HLT must include activities with temporal restrictions to control some
of the robot actions. For example, we have define in the ActionPlanning a 100
milliseconds period, meaning that this task has to be repeated each 100 milliseconds.
The same happens with ReadSensor, a leaf task that has defined 2 milliseconds for the
worst computer execution time. It will be show in the Model Knowledge, later.

2.3 Agent Model (AM)

In CommonKADS, an agent is the entity that executes a task in the organizational
process. It can be a human or an information system. This model is used as a link
between the Task Model, the Communication Model and the Knowledge Model. Its
objective is to reflect the agent capabilities and restrictions involved in the task
solution. CommonKADS-RT uses the same idea of this Model taking into account
temporal restrictions. The use case is used to model the human agents and an external
event list contains the environmental event and the expected system response. It is
possible to define an agent with temporal restrictions, especially when it has to reply
under temporal restrictions.  The robot is a especial case because there is not an agent
associated with its knowledge intensive task, only there is an agent to activate it.
Therefore, in this paper we do not present the agent model details.
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2.4 Communication Model (CM)

It describes the interaction among the agents working on the process, while they carry
out their HLT. Iglesias [9] proposed having an additional model to express the special
communication between intelligent agents called the Collaboration Model. Our
research group is currently studying this topic because it is very important to not only
include it in CommonKADS-RT methodology, but also to include it in the
architecture and tools developed [1], [8], [3]. For the moment, we do not need it
because we have only one agent. This model is not defined to this robot application,
similar to the previous section 2.2.

2.5 Knowledge Model (KM)

This model shows the knowledge used by the system to solve its HLT, including real-
time specifications. The Knowledge Model is developed with a Conceptual Modeling
Language – CML2 [4] and is divided into three important components: a) the domain
knowledge composed of static structures of the domain. b) The inference knowledge
that describes how the static structures can be used to do the reasoning. c) The task
high level knowledge to define the goals that we are trying to reach by applying the
knowledge. It has to involve the real-time variables. A plan should be made –
scheduling - in which the order of execution of the tasks and the important variables
of time are determined. First, it is necessary to define the concepts in which the
temporary properties of the class are specified (the execution period, the
computational time, the ending time, the answer time, deadline, etc.). Therefore, it
would be necessary to add or change CML2. For example, the real-time task and a
new primitive type called time, which represents an absolute time (determined by the
pulses of a clock) or a relative time (the partial order strictly imposed on the groups of
all transaction occurrences) [7] is added.

primitive-type : := number | integer | natural | real | string | boolean | universal | date |
text | absolute-time | relative-time

2.6 Real-Time Task Model (RTTM)

The Real-Time Task Model describes the real-time tasks. It is based on the ARTIS
architecture [8]. In the next section, we will show the structure syntactic of a real-time
task example. Although ARTIS has a language to define entities, we use CML2 to
describe the real-time tasks.  This model can be considered as part of the Design
Model, but the reason for establishing it separately is to emphasize the aspects of real-
time. The HLTs can have RTT associated to them. Examples of this situation are the
following fig. 2.
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Fig. 2. Description of the ActionPlanning RTT and the ReadSensor RTT.

2.7 Design Model (DM)

This model describes the architecture and the detailed functionality of the RTIS to be
implemented. The most important thing to consider in this model is the software
(including the operational system and the language) and hardware characteristics (the
computer architecture like the memory capacity, the processor speed, etc). It must be
kept in mind to develop a real time system, it is necessary to have an off-line planning
to prove the system integrity and the logical correctness and robustness. We used the
ARTIS agent architecture [1] to develop the RTTM and the DM. ARTIS is an
extension of the blackboard model [12], which has been adapted to work in hard real-
time environments. According to the usual classification of the agent architectures,
the ARTIS Agent architecture could be labeled as a hybrid architecture [10]. This
architecture provides a hierarchy of abstractions, which organize the knowledge in
order to solve the global problem, in a modular and gradual way. The ARTIS
Taxonomy is: Each one of the modules that makes up an AA corresponds with one of
the former entities in the hierarchy of abstractions. Therefore, the ARTIS Agent (AA)
is the root of the hierarchy, which is the highest level of abstraction.  The AA models
the system and its interaction with the environment through sensors and effectors.
Applying this to the robot control application explained above, we have the following
structure (Fig. 3). Therefore, the following different entities can be distinguished:

- ARTIS Agent (AA) represents the physical agent, which is also autonomous,
reactive, and proactive and has temporal continuity. It is made up of a set of
sensors and effectors, a control module (which is responsible for the real-time
execution of every AA component), an intelligent server (which is used for higher
quality answer if there is enough time).

- An Internal Agent (in-agent) is an internal entity that has the necessary knowledge
to solve a particular problem (this knowledge can incorporate AI techniques that
provide “intelligence” for solving the problem). This entity periodically performs a
specific task (which may or may not be complex).

- A Multiple Knowledge Source (MKS) implements the concept of anytime
algorithm and multiple methods, providing different solutions to the same problem
with different computation times and different levels of quality.

- Knowledge Source (KS) represents the knowledge (either procedural or rule-based)
to solve some part of a problem.

real-time-task ActionPlanning;
rt-task-type: periodic;
from: LookObj;
relative-time: Yes;
deadline: 8; /* milliseconds*/
period: 100; /* milliseconds */
wcet: ; /* milliseconds */
real-time-task-before: EnvironmentPerception;
formed-by-others: Yes;

end real-time-task ActionPlanning;

real-time-task ReadSensor;
rt-task-type: periodic;
from: ActionPlanning;
relative-time: Yes;
deadline:; /* milliseconds */
period:; /* milliseconds */
wcet: 2; /* milliseconds */
real-time-task-before: none;
formed-by-others: No;

end real-time-task ReadSensor;
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Fig. 3. The robot knowledge in the ARTIS taxonomy.

In our research group, we have developed a visual toolkit to make agent-oriented
implementation and management for ARTIS agents, called INSIDE [15]. By means of
this toolkit an user can build a prototype of an ARTIS Agent directly executable.
Inside allows extremely rapid development of agents. It has been developed in Java,
therefore Inside can be executed on a wide variety of computer platforms and
operating systems. The Inside main characteristics are: 1) Provides sophisticated
graphical tools for development.2) Ease of use, for its visual feature. 3) Debugging
environment during the specification process. 4) Simulates the critical part of the real-
time system, this option allows the user to detect fails in the specification.

Just like CommonKADS, the methodology that we are proposing is based on the
spiral model of the life cycle that is widely used in Software Engineering. This
paradigm provides a structure for the development of a computational system,
dividing it in a group of phases with a predetermined execution order. Inside each
phase, a group of different activities should be carried out. At the end of each phase
one or more tangible products must be delivered (documents, reports, designs, etc.)
usually as input to other phases. In several phases of the life cycle, there are
milestones where decisions are made.

3. Application Results

We have built a simulation of the robot behavior and actually we are implemented it
with ARTIS. Due to the limits of this paper, we obviously  can not show every
consideration explained in this section, but we will illustrate some relevant aspects,
figure 4. Finally, in figure 5 is possible appreciate the robot used in this project.
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a) b) 

Fig. 4. a) Initial state of micro world and Final state of micro world. The first one shows the
robot in an initial position. The object that the robot has to find is a rectangle in the middle of
the room, and it should be moved and located at the bottom of the wall on the right. b) The final
state shows the final situation when the robot has just located the object in the appropriate
place. It is also possible to see the trajectory followed to achieve the final goal.

Fig. 5. The Pioneer 2 in front of an object with a rectangular shape.

4. Conclusions

We have used CommonKADS-RT to develop this control application and we have
proved the functionality of this method for modeling systems based on one intelligent
agent. Now we are working to add new features to CommonKADS-RT to support
multi-agent system modeling. In this paper we have presented some of the
CommonKADS-RT characteristics through an intelligent control application. The
application was designed, simulated and implemented using its own architecture
called ARTIS.
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Abstract. In this paper, an intelligent control of a mobile robot in order to in-
spect damage in welding joint of various steel structures is presented. In the
mobile robot, a drive method with caterpillar of equipped stronger magnet coil
is employed to navigate on wall of a welding structure. And, a few of photo
sensors and a CCD camera are equipped in the robot for recognizing joint line
of welding and inspecting welding surface. Here, a genetic algorithm for pre-
dicting damage information in the joint line of welding is proposed, and it is
possible that recognized map and photograph on the joint line of welding be re-
produced on the screen for remote control. Depending on the experiments, reli-
ability of the genetic algorithm is confirmed in the reality of the welding.

1   Introduction

In prediction and inspection of damage in welding joint of the building, bridge and
lager-scale structures, the flaw detector by ultrasonic wave often is used into the in-
spection of structural damage in engineering. However, in order to raise inspecting
efficiency, it is necessary to develop a mobile robot for autonomous inspection. The
ability to guarantee the feasibility of a mobile robot during autonomous navigation for
inspection on a joint line of welding is important to propose an intelligent controller or
algorithm. Especially, when the inspection is completed to follow the local recognition
of a welding line for the task of autonomous navigation, the safe position of the mo-
bile robot has to be satisfied, while the orientation can be arbitrary. On the other hand,
with an autonomous navigation and inspection on welding joint, an intelligent control
is important exactly to recognize its own position for the robot and to utilize the in-
spection and on-line control on the welding joint line. Recently, a lot of studies for
proposing intelligent control combined with fuzzy and genetic algorithms are carried
out, for example references [1]-[6]. However, them applications in engineering prob-
lems remain to be solved. In this connection, an intelligent control of a mobile robot in
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order to inspect damage in welding joint of various steel structures is presented in this
paper. In development of the mobile robot, a drive method with caterpillar of equipped
stronger magnet coil is employed to navigate on wall of a welding structure. And, a
few of photo sensors and a CCD camera are equipped in the robot for recognizing
joint line of welding and inspecting welding surface. Here, a genetic algorithm for
predicting damage information in the joint line of welding is proposed, and it is possi-
ble that recognized map and photograph on the joint line of welding are reproduced on
the screen for remote control. Depending on the experiments, reliability of the genetic
algorithm is confirmed in the reality of the welding.

2   System of Mobile Robot

In the research work, a mobile robot (only with A4 size of a paper) developed by
ASPECT Corporation is improved to inspect the surface of welding line.  The robot is
provided with two caterpillars in which equipped stronger magnet coil for navigation
on vertical wall of a welding structure. And, equipped five photo sensors are used to
recognize line of welding joint.

As improvement of the robot shown in Fig.1, a CCD camera is equipped in the ro-
bot for inspecting welding surface. On the other hand, in order to increase ability of
control and utilize intelligent algorithm, a Z80 CPU board in original system of the
robot is replaced to a V25 CPU board. The CPU board is employed to control naviga-
tion of the mobile robot and to judge position of welding joint line depending on the
optical sensors. The ultrasonic sensor of the robot is jointed to a flaw detector by
ultrasonic wave. The CCD camera is jointed to other PC computer for inspecting the
damage on surface of the welding joint.

(a)  System of inspection robot
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(b) Photogragh of the robot

Fig. 1. Synoptic representation of the inspecting robot.

3  Autonomous Navigation Based on Genetic Algorithm

In autonomous inspecting of welding joint, the ability to guarantee the feasibility of
the mobile robot during autonomous navigation for inspection on a joint line of weld-
ing is very important to propose an intelligent controller or algorithm. In order to
utilize the objects, a genetic algorithm is applied into navigation of the mobile robot.

3.1 Genetic Encoding and Evolving of Gene

In design and proposal of the genetic algorithm, the count number in which optical
sensors recognize a white tape along a side of the welding joint is defined as a gener-
ated gene.  However, we deal with the counter number recognized from the two sen-
sors at front and back of the robot as deference gene individuals BL and FL, respec-
tively. On the other hand, when left (or right) sensor at front and right (or left) sensor
at back of the robot at the same time recognize the welding joint, the gene for de-
scribing round of the robot is defined by TL.  Table 1 shows a sample of gene group.
Here, the number in Table 1 denotes the information of these genes, so that evolving
of the genes due to crossover can be obtained. However, when the number is five, the
present control condition will be remained to variation of information at next cross-
over step as a present control level PCL.
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          Table 1. Group of  gene

BL FL TL
9 9 1
7 7 3
6 6 PCL=5

PCL=5 PCL=5 6
3 3 7
1 1 9

3.2 Evaluation for the Robotic Navigation

In order to reflect randomness of the fitness lf and lb in selected gene individual, a
scaling method of index type is introduced into the algorithm, i.e., the fitness at front
and back of the robot can be expressed as follows as

)()( TLPCLPCLBL
f

-+-=l                                                     (1)

)()( TLPCLPCLFL
b

-+-=l                                                     (2)

Here, the gene individual with large probability will be selected to next step for
crossover operation. In the paper, random crossover based on one-point method[6]-[7]
is used as shown in Fig. 2.

Fig. 2. Crossover of gene group.

3.3 Selection
Depending on computed fitness, we can select optimum gene group to decide the
control parameter for next step of navigation. The selection algorithm is given by
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3.4 GA Operation

We propose a special framework shown in Fig.3 to integrate the intelligent algorithm
as a control method for inspecting damage on welding surface by using autonomous
navigation. Depending on the flowchart, we can decide increase of distance and direc-
tion in navigation of the mobile robot.

Fig. 3. Flow chart based on genetic algorithm.

In the genetic algorithm processing reflected for controlling value in which it will
come by next calculation the highest fitness optimum so. The sum of present turning
angle qi and effect value N by the situation judgment DL and Dq in which are multi-
plied TL-PCL. By the similar method Li+1 of advance and regression distance request
and actual control value of the independence travel survey robot the latency of ad-
vance and regression distance it handles handle.  As turning angle qi+1 after it reflects
the gene this turning angle actual control value of the micro mouse the latency of the
turning angle it handles handle.   Effect value N,M used by this calculation fluctuates
by the situation judgment rule pattern.
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4   Results and Discussions

4.1 Inspecting Results of Welding Damage

In the study, an inspecting experiment depending on the developed robot is carried
out. Here, the CCD the welding surface based on image recognition. camera on the
robot is used to inspect image on welding surface. The obtained pictures are sent to a
host computer by ATM network. And also, these picture can be turn to a web server
computer, so that inspecting users can observe the damage on the welding surface by
using a client computer. On the other hand, the image recognition of the inspected
picture also be carried out by a general software Dr.View.

(a)

Fig. 4  Inspected image on the welding surface.

                                                                (b)

Fig. 4. Shows the inspected image on the welding plate.
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4.2 Results during an Intelligent Control of Robot Navigation

In order to verify effectiveness of the genetic algorithm (GA) in the navigation, the
inspecting experiment along welding line on a steel plate is carried out. In the in-
specting, two cases of welding line are employed. A white tape is stick on a side of
welding line in order to recognize the coordinate position of course by four light sen-
sors. The count number of left or right light sensors recognized on the white line is
used as the gene component in each genetic group. Advances of round angle of the
robot incorporate with the calculated results as a local leaning method of GA. When
coordinate position of the sensor of the autonomous travel survey robot is different
from course of the welding line, the coordinate will be send to a host computer for
presenting the navigated orbit of the robot by using network. The calculation for
making the GA processing can decide advanced straight and whirl moving during
inspection of welding line. On the other hand, we can keep watch on moving of the
robot using by a CCD camera set on the robot, so that we also can give a manual con-
trol from the host, when robot separate the welding line. Therefore, the navigation and
inspecting of the robot along welding line is not only to consider autonomous control
based on GA processing, and also have cooperation between human-machine.
As case 1 of the inspecting experiment, we mainly consider that the robot only be
navigate along a straight line and a smooth curve. So, the situation judgment factor is
renewed, when non-perception of the sensor followed the navigation course in which
the uniformly space and loop was done as results of local leaning by GA. Figure 5(a)
shows the navigated orbit in inspecting along the welding line as case 1. The central
coordinate of the robot in detecting by white line and both light sensors is save as a
travel data of the untreated. The parameter is turning angle during navigation process
with the initial stage, when the initial stage advance regression distance in the initial
stage.  In the case 2 of navigation sample, we gave a complex welding line in order to
verify effective moving based on GA processing. Figure 5(b) shows the result of car-
rying out the navigation presented from host computer, and give that the robot moving
along the welding line as limited advanced angle.  The count number in order to re-
quire sake and optimum situation judgment factor which deviate from the course,
when the navigation of the mobile robot runs at to some extent angle on the course,
and carried out leaning process of the navigation. However, in the case, when the
robot navigate to point A, the robot separate out the welding line as failure of autono-
mous navigation. In this time, we gave a manual control to the robot so its navigation
to back to the side of the welding line.
From the above experimental results, we can know that the control methods based on
GA and cooperation of human-machine can are applied into navigation for inspecting
welding damage.

5  Conclusions

In this paper, we develop an autonomous robot system for inspecting damage in
welding joint in which imitates intelligent learning. As control tasks of robot become
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ever more demanding, more intelligent controller are needed. As the autonomous
method with leaning ability, genetic algorithm is offered to utilize optimization of
control parameters in navigation of the robot. Our research work developed a new
technique for GA involving with a local learning method. Based on some successful
performances of navigation and experiment, we know the proposed method can be
applied to inspection of welding joint and autonomous navigation in the inspection.

(a) Result  of  robot navigation (Case 1)

(b) Result of navigation (Case 2)

Fig. 5. Performance of navigation
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Abstract. In this paper we present the usage of neural networks and hidden
markov models for learning driving patterns. We used neural networks for
short-term prediction of lateral and longitudinal vehicle acceleration. For long-
time prediction, hidden markov models provide recognition of individual
driving events. The experiments performed showed that both techniques are
very reliable. Recognition rate for driving events is above 98% and prediction
error for events in the near future is very low. Predicted events will be used to
support drivers in solving guidance navigation tasks.

1  Introduction

Fast development of motor vehicles during the twentieth century enabled quick
replacement of the animal powered vehicles, which have been used during many
previous centuries. Motor vehicles influence all aspects of human life, providing
much greater mobility for people and products, and thus enabling advances in many
other areas. However, road infrastructure and human driving capabilities could not
follow this fast development.

We believe patterns in someone’s driving could be easily identified and learned,
and could be used to support the driver in fulfilling a range of different driving
navigational tasks, particularly guidance tasks. A guidance driving task involves the
maintenance of safe speed and a proper path relative to the road and traffic elements;
for example, following the road and maintaining a safe path in response to the road
and traffic conditions. Learning from previous driving experiences has many
advantages over conventional systems. It allows adaptation to particular environment
or a driver’s habits. For example, a set of driving patterns for the same road could be
very different in the morning from during the night, and for some purposes these
should be treated as two different driving experiences. On the other hand, two
segments of a driving route on different geographic locations can be very similar from
the driving perspective, and for some navigational purposes could be regarded as the
same route. Systems that are not based on learning techniques cannot identify and use
such similarities.

In this paper we will present two popular machine learning techniques and results
of our experiments in their application to some guidance navigation tasks. In the first
section, short introduction to neural networks is given and results of short term
vehicle motion prediction. In the next section, basic concepts of hidden markov
models are presented and results of experiments in driving event recognition.
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2  Neural Networks for Vehicle Control

An artificial neural network is a computational model that tries to mimic information
processing in the human brain. The basic information processing of both brain and
neural networks is the neuron, a simple processing element consisting of number of
input and one output connection. Complex operations are possible by the existence of
a large number of highly interconnected neurons operating in parallel.

The most common computational model for neuron is known as the perceptron [1].
Output signal in perceptron is calculated by applying activation function on the
weighted sum of input signals. Connection weights are learning parameters which are
changed during the training phase in order to find the best mapping between input
signals and desired outputs.

Networks of neurons are created by connecting outputs of one neuron to the inputs
of the other neurons. There are two major types of neural network architectures:
feedforward, where neurons are generally organized into layers and the outputs from
the neurons in one layer are brought to the inputs of the neurons in the next
consecutive layer; and recurrent, where output of one neuron could be also connected
to the inputs of the neurons in the same layer or in the previous layers. Artificial
neural networks found many different applications in the last decade, ranging from
pattern recognition tasks to optimization and scheduling. A number of neural network
applications in various vehicle systems have been reported in [2].

The main goal of our experiments described in this section was to investigate
neural network capabilities for reliable prediction of vehicle motion in the near future
using only the simplest navigational sensors - accelerometers. Due to advances in
micro-machined electronics, accelerometers have become inexpensive and could be
found in most of the new cars. Neural network applications for vehicle lateral and
longitudinal control has been previously reported, however presented systems
required large number of sensors [3].

In our experiments we used Analog Devices ADXL05 accelerometers, which are
set to measure longitudinal and lateral vehicle acceleration. A Trimble Placer 400
global positioning system (GPS) receiver is used as a simple velocity sensor and
positions provided by the GPS are also collected to serve as a reference during data
analysis. Data from accelerometers are collected at 50 ms intervals. Actual data
reading from AD converters is done at a much higher rate and data are averaged to
increase the signal to noise ratio. The second order normalized low pass Butterworth
digital filter is used to eliminate noise. The data are further normalized to range [0-1]
in order to simplify neural network training.

For neural network experiments, we selected a data set consisting of longitudinal
and lateral acceleration data for approximately 10 minutes drive. Data was selected to
provide the right balance of driving events and to avoid long periods of uniform data,
which could lead to training problems. The selected data set was split into training
and testing subsets. We chose to start experiments by using standard three layer
feedforward network commonly refereed to as a Multi-Layer Perceptron (MLP)

In the first experiment, we tested the capabilities of a three layer MLP for
acceleration prediction for a different number of time epochs in advance. The MLP
neural networks used in our experiments had an input layer with 2 neurons, a hidden
layer with 4 neurons and an output layer with 2 neurons. The neurons in the hidden
and output layer use a sigmoid transfer function. Standard backpropagation learning
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algorithm with momentum learning rule and batch weight update was used. As
expected, the neural network prediction capabilities decrease sharply with the
increasing number of time epochs. However, prediction capabilities of MLP networks
for short period of time in the future (250ms) are very good and could be used to
support decision-making in lower-level navigation tasks.

The other important goal of our experiments with neural networks was to compare
the prediction capabilities of MLP in this application with the capabilities of
architectures that are usually recommended for time series predictions. Time-delay
neural networks (TDNN) are commonly used to represent time in neural networks. A
TDNN is a multilayer feedforward network whose input and hidden neurons are
replicated across time. This way, information about previous input values is preserved
in a network, and should improve prediction capabilities of the network. The price for
increased information content is in increased network complexity and computing
power required. In our experiments we used TDNNs with two different numbers of
replicated nodes, 5 and 20, to better explore the influence of data history on
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Recurrent neural networks differ from feedforward in having at least one feedbac

loop. A feedback loop is a synaptic connection from one neuron to itself or to neuron
in the same or in the previous network layer. Feedback loops provide memo
capabilities for neural networks, providing an opportunity for the current neuron sta
to influence output in a many following time epochs. The network used here has on
hidden layer with 6 Gamma neurons, which provide a recursive memory of the inp
signal and behave as leaky integrators.
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Total Prediction Error

60
Figure 1 presents the results of experiments for predicting accelerations for 5 and
20 time epochs in advance. The total prediction error for each architecture is
represented as a function of the number of training iterations. In a shorter-term
prediction case, a plain MLP network compares well to other architectures. It is
obvious that more complex architectures need more learning iterations than MLP in
order to reach better performances. As we could expect, a TDNN with larger number
of replicated nodes gives better results. However, the difference in results between
various architectures is very small and does not favor the use of more complex
architectures over MLP. In the case of predicting for a longer period of time in
advance, as expected, the performance of TDNN and recurrent networks becomes
better than MLP performances. However, total prediction error for long term
prediction by neural networks is too large for practical use [4].
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Fig. 1. Short-term Prediction Error for 5 (left) and 20 (right) time epochs.
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3  Driving Event Recognition by Hidden Markov Models

The hidden markov models are probabilistic tools for studying time series data. They
attract great attention in the pattern recognition research community due to their
success in a range of applications, notably in speech recognition [5]. The foundation
for the hidden markov model (HMM) is a stochastic Markov process consisting of a
number of states and the transitions between them. At discrete time intervals, the
Markov process moves from one state to another according to the transition
probabilities. State changes in the underlying Markov process are not observable
(hence name "hidden"). However, the user can observe process changes through a
sequence of observations that are produced at each state change. Observations could
be continuous signals or discrete symbols from the finite alphabet. More formally, a
discrete hidden markov model  l can be specified as l = (N, M, A, B, p), where N is
the number of states in the model, M is the size of the alphabet, A is the state
transition probability matrix, B is the observation symbol probability matrix and p is
initial probability vector. The probability that an observation sequence O is generated
by the model l is denoted as P(O|l). Left-to-right models always start at the first
("leftmost") state, and transitions are allowed only toward later ("right") states or to
the same state. It has been shown that the left-to-right model is better than the general
model at capturing dynamic characteristics of data, by imposing a temporal order to
the model. For this reason we use left-to-right models in our experiments. For training
we used the popular Baum-Welch re-estimation method [6]. Due to its re-estimation
nature, in our experiments we repeat it many times with different initial model
parameters. The model with the highest probability was chosen as the training result.

We use the term driving event to refer to any major change in vehicle attitude or
speed, such as a left or right turn, a stop, making a U-turn and so on. From the
decision-making point of view, driving events are demanding as they require the
driver to act on vehicle controls while, at the same time, the relationship between the
vehicle and the environment (road infrastructure) is far more complex than in periods
between events. In these circumstances driving safety margins are very small, and
even a minor disturbance can cause an accident. Accordingly, driving events have a
very significant role in guidance navigation and driving safety.

As common driving events last for a few seconds, a large quantity of data is
produced by the data acquisition system. In order to reduce the amount of data and
simplify pattern recognition, we use a waveform segmentation technique. Normalized
acceleration and speed data are split into segments (frames) of predefined length.
Frames overlap each other in order to emphasize the influence of the global trend in
the collected data. The least squares method for linear data approximation is used to
calculate frame parameters: average (mean) value and slope (change in values). As a
result, each frame is represented by five parameters: average speed, average lateral
acceleration, average longitudinal acceleration, lateral acceleration slope, and
longitudinal acceleration slope. Segmentation preserves all important waveform
features, while the number of required data values has been significantly reduced.

In order to use discrete HMMs, we need to translate continuous frame parameters
into symbols from a small predefined set. We use vector quantization for joint
quantization of a set of continuos-amplitude signals into one of the codebook
(discrete-amplitude) values. Vector quantization is widely used in data compression,
telecommunication and speech coding. The design of the codebook is a process of
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determining the set of vectors that will minimize the quantization error for a given
data set. We use a well-known iterative clustering algorithm known as the K-Means
algorithm. As the K-Means algorithm is known to converge to the local minimum of
the quantization error, we repeat it many times with different initial values in order to
find the best possible solution. Input into the vector quantifier are vectors consisting
of five parameters describing each frame, while output is a stream of codebook
indexes which represent observation symbols for HMMs. The codebook size of 16
was selected.

For our experiments with hidden markov models we used data from 22 test drives.
We tried to incorporate a variety of urban road features which could be found in
medium-sized New Zealand towns. Some of the routes, or parts of routes, are
repeated in order to provide data for our later experiments with driving event
prediction. Training and testing data for experiments were manually selected from test
drive data. A program has been developed for manual selection of data representing a
driving event and marking it as particular type of event. We selected and marked 263
events. We used only seven of the most common types of driving events for our
experiments: driving a vehicle along left and right curves, turning a vehicle left and
right on intersections, with and without roundabouts (rotary intersections), and
driving straight across an intersection with a roundabout.

We constructed seven HMM models - one for each type of driving event we try to
recognize. Small preliminary tests with various model sizes (from five to eight states)
were made in order to find an optimal model for each driving event. Data for our
HMM experiments consist of a number of short observation sequences (5 to 30
observations per sequence) which are grouped according to the type of driving event
they represent. A small number of observations in the training set, and an observation
probability distribution that is far from uniform, lead to typical numerical problems
encountered in HMM implementations. In order to prevent these, probabilities are
scaled after each iteration.

In the beginning we evaluated each trained model separately by calculating the
probability for each observation sequence in all test data sets. Firstly, we calculated
probabilities for observations from the data set for the event type for which the model
was trained. We used the resulting probabilities to determine the threshold value. All
probability values above the threshold are marked as recognized events of this type.
Recognition by an isolated HMM is the simplest approach in pattern recognition by
HMM, but results obtained by experiments show that, in most cases, driving event
recognition was accurate. Isolated HMMs almost always correctly recognized events
of the type for which they were trained. Number of false acceptances, except for four
pairs of events, is zero, which confirms that the HMM very reliably differentiated
between events of these types.

In order to improve the recognition performance, we tested parallel evaluation of
observation sequences by multiple HMMs. For each observation sequence, we
computed the probabilities for all models. The highest of these probabilities
determines the driving event type to which a sequence belongs. Using this approach,
the models successfully recognized all events except four cases (of 56, or 7.1%) of
left curve events recognized as right curve events. We suspect that the above problem
is caused by the coarse vector quantization grid, which does not discriminate well
between small lateral acceleration on the left and right sides. Furthermore, in 29 cases
(of 79, or 36.7%) the models could not distinguish between left turns and left turns on
a roundabout. However, the geometry of intersections, and traffic rules for left turns
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on intersections, with or without roundabouts are the same, so this result is expected
and we believe that these two event types should be regarded as one.

If we exclude the above problem, we can conclude that, even with a very limited
set of sensors, the system correctly recognized 234 of 238 (or 98.3%) driving events.
This proved that the presented model for driving event recognition is very accurate,
reliable and robust. It could be expected that an increase in the number of training
sequences could further improve the recognition rate of the method by providing a
greater variety of training data for each driving event.

4  Conclusion

The goal of our research is to prove that patterns in someone’s driving could be easily
identified and learned. We believe that patterns could be used to support the driver in
fulfilling different navigational, particularly guidance tasks. We tested the prediction
capabilities of Multi-Layer Perceptron and compared them with the prediction
capabilities of time-delay and recurrent neural networks. Our experiments proved that
short-term prediction for all architectures, including MLP is very good. The
advantages of the more complex architectures become more obvious when predicting
events further into future. However, in such cases, the total prediction error increases
and predictions become less usable.

Hidden markov models are popular probabilistic tools for various temporal pattern
recognition applications. Here we used HMM to recognize driving events from lateral
and longitudinal acceleration and velocity data. The experiments proved that even
isolated recognition of driving events managed to recognize proper events very often
and that the false acceptance rate is larger only for a few particular pairs of events.
Improving decision system to use parallel evaluation of all models for the same
observation, made the recognition rate very high - 98.7%. The results proved that
driving events could be reliably recognized even by using a very limited set of
sensors.

Research described in this paper is supported by the Road Safety Trust New Zealand.
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Abstract. In this paper we provide a framework for building management
services for software agents using conversation patterns. These patterns classify
agent interaction, using the principles of Object Oriented software design
patterns, encapsulating pure communication requirements and responsibilities.
All services, including management services, interact with their clients using
the same conversation patterns as defined in this paper. Any conversation is
started in three steps: requesting a service, negotiating a pattern and establishing
pattern roles. Role theory and reusable policy specifications regulate the way
agents participate, providing a rich source of information for conversation
management. The methodology promotes platform independence and fits the
needs of a modular, distributed environment; enabling services use the powerful
plug-and-play concept. Co-operation patterns are built upon conversation
patterns, but also describe the ‘social’ relationships between agents based on
beliefs, desires and intentions.

1. Introduction

In this paper, we propose a technique for organising agent communication in a way to
be more easily manageable and to better fit the specific needs of agent technology.
The progress in another software domain has greatly influenced our way of thinking
and approach on this subject. A remarkable trend in software applications is currently
that of the e-business world, which is booming at an exponential rate. In the wake of
these events we observe the birth of developing standards like Java and XML. At
present, e-business is young. But soon the e-business community shall shift its focus
from fancy web pages or mere data exchange over the Internet to truly inter-operating
systems. Companies will want to integrate their software with their partners, clients
and/or suppliers. Autonomous agents in a Multi-Agent System will emerge as the
paradigm for designing this kind of complex software system. We predict that the
golden age of commercial interest in agents will start within the next five years due to
developments in the Internet business.
E-business development will bring along a heritage of more-or-less established
standards, by which the agent community has to abide in order to prosper. While the
use of Java, HTML and XML are obvious examples, one has to be aware of more
elaborate emergent technologies and standards in the domain of Internet-enabled
component technology. For example, Enterprise Java Bean (EJB) containers with
Java Messaging Service (JMS) offer facilities that are similar to those offered by pure
agent platforms like DECAF, FIPA-OS and ZEUS to name a few. These facilities
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include directory services (yellow pages), security, messaging layers, etc. On top of
that, compared to agent platforms, EJB containers have paid more attention to some
important aspects like concurrency, distributed management, persistence, Internet
integration, but most of all openness (software platform independence). All these
facilities are a direct result of the nature and requirements of an application server for
the Internet. The requirements must be met by any other e-business technology in
order for it to survive and be successful.
On the other hand, almost every multi-agent system project that we have encountered
has devoted significant resources to implementing such an infrastructure from scratch.
During this implementation stage, valuable time and resources are often spent
implementing libraries and software tools for simply exchanging KQML-like
messages across a network. In contrast, we take the features of an Internet-based
Application Server as a basis on which to build our agents. The advantage is that from
then on we can concentrate on the specific needs for agent management in such an
environment and at a later stage integrate the strong points and features of existing
true agent platforms as well.
Yet one does not successfully adapt a technology by simply using it. One has to adapt
also the design philosophy behind it. The research in application servers is strongly
akin to building quality components, including layered design, defining co-operation
contracts, the use of design patterns and so on. In other words, we have to design an
independent service with a well-defined interface. In short, we propose a technique to
manage agent communication -based on their specific needs- in a separate
service/layer, which can be used in both true agent-oriented platforms and in other
application servers.

2. Conversation Patterns

The work described later on constitutes a method to provide distributed Agent
services with out the need of a centralised agent platform. The agent services
(security, visualisation, agent mobility, yellow pages, quality of service) are provided
and controlled through Manager agents. Manager agents are modelled using role
theory where as the services are modelled through a policy based framework. The
agents and the manager agents communicate with each other and between themselves
using conversation patterns. In sections 2.1 and 2.2 we introduce some background
technology that lead to the creation of our Conversation patterns.

2.1 Middle-Agents

Middle-agents are a special class of agents designed to perform various useful
communication services, by relieving its clients from some of their responsibilities.
For the sake of simplicity, we will use the KQML-facilitators[1] as an example of a
communication framework based on middle-agents. When we examine the facilitator
object (F) more closely, we recognise three different types of communication
agreements:
Firstly, the "client" agent (A) knows a basic "command" to initiate some technique of
communication (recruit, broker, subscribe, recommend). Using the shopping analogy,
this is choosing self-service or the old-fashioned counter.
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Secondly, the agents know how the rest of the conversation will take place: who is
going to tell(X), what, to whom? In the shop example, once clients choose self-
service, they should be aware that one has to fill a shopping cart and then go to the
cashier.
Thirdly, the agents A and B know about what they ask and what they tell. This is
called ‘domain knowledge’. The facilitator does not have a clue. In the shop example,
when a client buys a lamp, they will have an idea how many Watts they desire,
whether they need a halogen lamp, etc, while the cashier at the supermarket can be
ignorant of all these details.

Fig. 1. KQML communication facilitation services

As with the contract-net protocol, the value of these services is the frequency with
which they occur in different applications[2]. Beside the advantage of reuse, we
recognise some other advantages from the management point of view:
• They show predictable communication behaviour. For example, we can identify

the objects that have advertised but don't respond to ask(X) messages anymore.
From the Object-Oriented point of view, one could define co-operation contracts
for the facilitators.

• This model separates the communication service from the domain logic.
Separation of services in layers is a prerequisite for manageability.

Given these strong points as a start, conversation patterns, as described later, will
improve upon this technique:
• By finding more general "facilitators", useable not only in the case of an ask/tell

situation, but also, for example, for task delegation or for technical services like
protocol translation.

• By clearly defining the co-operation contracts in terms of obligations and allowed
actions based on roles.

• By allowing the type of facilitator to be negotiated between the participating
agents.

• By trying to propose a standard, useable not only by one platform (i.e. Zeus uses
KQML where as JADE uses FIPA-ACL), but on any platform. Especially, also
between different platforms, possibly non-agent based too.

• By not coupling the co-operation contract to the use of a specialized agent. A
middle-agent is useful in many cases, but it will not fully relieve the participants
from all their pure communication responsibilities. The communication between
client and middle-agent follows a contract itself.

Basically, the technique we aim to use for managing multi-agent dynamics is to direct
(or restrict) the way agents interact for as many situations as possible by proposing a
set of generic roles that can be played. Thus, either very simple co-operation protocols
or well-defined generic co-operation patterns are preferable according to our
experience. However, before we explain conversation patterns, we will first describe
the design patterns that form their basis.
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2.2 Design Patterns

Design patterns are a very popular software engineering technique, which can best be
described in the words of the famous "Gang of Four"[4]:
"A design pattern systematically names, motivates, and explains a general design that
addresses a recurring design problem in object-oriented systems. It describes the
problem, the solution, when to apply the solution, and its consequences."
Those patterns represent the experience of designers in tackling some common
problems. Following their advice will render the developer a better designer.
However, from the point of view of managing agent conversation we discover some
interesting features:
• A design pattern will assign roles to the objects involved and impose the way

these objects will communicate with each other; (just as we mentioned earlier on,
this makes KQML facilitators easier to manage).

• A design pattern is generic and will indicate in general terms when it is
applicable (the first improvement we wanted to make to facilitators).

• A design pattern describes only a part of a participating object’s responsibility,
not imposing anything on the domain knowledge.

• Design patterns are programming language independent and their vocabulary has
become a generally accepted standard (the last improvement we wanted to make
to facilitators).

Clearly, the conversation patterns will stay close to their design pattern counterparts.
However, we will have to adapt their vocabulary and their definition, which differs in
some very important aspects. Conversation patterns are i) implemented in an agent
system, they are not purely design constructs, ii) are based on the way agents interact
with true messages, not on procedure-call type object messages and iii) use
Authorisation and Obligation Policies as a formalisation technique for management
purposes by other manager agents.
The following design patterns show great potential for use in an agent communication
environment. Here we describe some patterns, mentioning the definition given by the
Gang of Four[4], and also how agents could make use of them.

Proxy: “Provide a surrogate or placeholder for another object to control access to
it.” Handles some requests from a client locally, while some are passed to a remote
agent. The proxy can receive the answer and, maybe after some filtering, pass it to its
client. Proxies should not change the message contents, as decorators would. The
"subscription" facilitator can be solved with a proxy.

Façade: “Provide a unified interface to a set of interfaces in a subsystem. Facade
defines a higher-level interface that makes the subsystem easier to use.” This is an
agent that acts as a representative of a complex system of agents, in order to make the
underlying system look more simple or coherent.

Mediator: “Define an object that encapsulates how a set of objects interact.
Mediator promotes loose coupling by keeping objects from referring to each other
explicitly, and it lets the developer vary their interaction independently.” This is a
conversation leader, which prevents requests from being sent in an un-orderly fashion
by taking requests and sending them to the right agent(s). It acts like the chairman in a
meeting. The "broker" and "recruit" facilitators can be solved by using this pattern.

Observer: “Define a one-to-many dependency between objects so that when one
object changes state, all its dependants are notified and updated automatically.” The
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Zeus agent platform (developed at BT Labs, UK) obliges every agent subscribed in
the platform to forward all its messages to the visualiser agent or to any other
management service agent. These agents are observers.

2.3 From Middle Agents & Design Patterns to Conversation Patterns

Conversation patterns are the combination of the principles used by the facilitators
and those of the design patterns. They are a set of roles, with policies that define a
"standard" conversation. Any agent that wishes to be able to participate in the pattern
in any given role must implement the policies for that particular role.
The example below informally describes a simple conversation pattern. In section 0,
we propose a way to formalize them. For the moment, we use only the following
convention: A+ means “allowed to”, A- means “is not allowed to” and O+ means
“has the obligation to”.

The Conversation Observer
Description:
This conversation pattern allows the observer to see the envelope of all messages sent and received by the observed
client.
Use:
Allow an object to give limited support regarding message traffic, without allowing any interference.
Examples:
Visualisation of message traffic, Automated address books.
Roles:
Observer, Observed client.
Observed client role:
O+whenever a message is sent to a third party within a conversation, send the envelope1 of the message to the

observer
O+whenever a message is received within a conversation, send the envelope of the message to the observer
Observer role:

A+see the envelope1 of the messages between the observed and a third party.

A- see the contents of the messages between the observed client and a third party. 2

A- forward the messages received by the client without authorisation.
A+reply to any message forwarded by the client.
Variants:
Expand the O+ to all conversations (Messaging Traffic Observer).

A conversation pattern should be simple and generic, leaving no room for confusion.
Note that the authorisation policies of the roles are formalised just enough for clear
understanding. They can be even more formalised using techniques described in the
Ponder specification language[6], in order to make a cross-platform communication
possible and, at the same time manageable.

Whenever an agent offers a service that requires an interchange of messages, the
agent can "offer" one or more conversation patterns to his client. When they agree on
a certain pattern to be used, they assume the roles and start the communication.

                                                          
1 The envelope of a message includes the receiver (main and secondary), the sender, the

sending date and the subject (including the conversation id).
2 Describing what the observer may and may not see, seems superfluous, given the obligation

of the client to only send the envelope to the observer. However, from these role
specifications, an agent must determine if a certain pattern is useable or not for its intended
purpose during pattern negotiation.
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The Distributing Mediator
Description:
This conversation pattern makes the client send message in a conversation to the mediator. The mediator can forward
this message to any third party in the name of the client (called recipients), informing the client which recipients
were selected. The client can specify some required destinations. Any replies on this message from the recipients
should be sent to the client, possibly enriched by extra information.
Use:
Allow an object to decide upon suitable recipients of a message sent by the client.
Examples:
Implementation of the KQML Broker.
Roles:
Mediator, client.
Client role:
O+send all message in a conversation to the mediator
A+indicate required set of destinations for this initial message.
Mediator role:
A+see the messages in a conversation sent by the observed client.
O+forward this message to the required destinations.
A+forward this message to another third party.
O+forward a list of thus contacted third parties to the client.
A+see envelope of any reply to this message by third parties.
O+forward these replies to the client.
A- see -or change- the contents of these replies.
A+add extra information to the replies.
Variants:
Remove the O+ of the mediator role regarding forwarding received messages to the client.
Make a formal agreement about the type of message in a message header. The mediator need then not have access to
the entire message.
Allow the mediator to see the replied message and change it in any way it sees fit.

2.4 Co-operation Patterns

Conversation patterns are limited to the description of the roles in terms of messaging
concepts. Co-operation patterns extend conversation patterns by including role
specifications based on beliefs, desires and intentions, or, on AI-type goals and facts.
A co-operation pattern can thus include concepts as delegation of tasks and joining
forces to reach a goal. The relationship the agents assume in the pattern follows one
of the types of relationship defined in[5]: control, peer, benevolence, dependency or
ownership. In other words, they encapsulate also the ‘social’ relationship between
roles. Co-operation patterns mimic human interaction behaviour. Therefore, the
specific strengths of agents are used. Manager agents will now be able to measure a
new aspect in agent interaction: quality of work delivered (how set goals are met and
to what extent). The simplest of co-operation patterns, the Delegate Mediator, is
described below.

The Delegate Mediator
Description:
This simple co-operation pattern allows the client to delegate a task by transferring a task and additional information.
After this task is concluded, the mediator will relay its findings to the client.
The task given by the client consists of a set of goals and desires, the additional information and the findings of the
mediator, are sets of facts, maybe also beliefs and intentions.
The pattern also allows also the transfer of credentials from the client to the mediator. It is thus a dependency
relationship.
Use:
Allow the delegation of goal-oriented tasks from an agent to another agent.
Examples:
Different types of purchase advisors, Intelligent brokers
Roles:
Client, Mediator.
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Client role:
O+transfer a set of goals, desires to the mediator
A+accompany this with facts, beliefs and intentions
A+specify a time limit or another kind of abortion constraints
A+relay a set of credentials
Mediator role:
O+transfer a result set upon reaching the set goals or after meeting an abortion constraint
A- pose as its client
A+use the given credentials in order to reach the given goal
Variants:
Restrict further delegation of the task, in order to protect the facts and beliefs transferred.

Conversation patterns use standard messaging semantics and thus require only a small
number of new formalisms. The definition of co-operation patterns, on the other hand,
has to rely also on conventions for transferring goals, facts, beliefs, desires and
intentions from one agent to another. We strongly believe that research focused on
such communication, in contrast to mere request/response communication, will earn
the agent community a distinct place in the e-business market, where agents should be
’sent out’ to collect information or to carry out any other task in the ’world wide web’.
As in humans, agents will never reach true intelligent behaviour without true
intelligent communication. Co-operation patterns, once standardised, could provide a
basis of ’polite’ behaviour necessary for fluent relationships with others, just what
humans find important when talking to others, especially to ’strangers’. The
techniques used in the conversation patterns provide a solid basis for building co-
operation patterns. In this paper, we will focus on the first kind of customised agent
patterns.

3. A Formal Model for the Conversation Patterns

In this section we will propose a way to formalise the conversation patterns. To do
this we have to start by describing the responsibilities of each role. Several authors
have already tackled the problem of formalisation of agents. We will choose the
“policy based design” model developed for managing distributed objects from the
computing department of Imperial College [3] and show how it should be applied to
patterns in order to manage agents. A simple policy rule defines a set of policy actions
that are carried out when a set of conditions becomes true. Many others like the IETF
Policy Group, provide a policy-based methodology, for quality of service
management and configuration within a network (http://www.ietf.org/draft-ietf-policy-
req-01.txt) valuable for our purpose. We have chosen one that explicitly differentiates
authorisation and obligation policies, which is of great use when describing
responsibilities.
We start by introducing Roles, which are defined as a set of policies applying to the
same subject domain. While policies may be used to specify the rights and duties for
groups of agents in the organisation, they are also used to specify the behaviour
expected from manager agents assigned to particular organisational positions. Agents
can then be assigned to or removed from a role without re-specifying the role’s
policies.
Policies[3] establish a relationship between the service manager agents and domains
of agents, which are targets of the agents’ activities. Domains[3][6] are essentially a
means of grouping software agents, or other domains; they are used to partition the
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enterprise scope according to geographical boundaries, administrative departments,
agent service type, agent societies and so on.
An agent policy applying to a domain propagates to all the agents in that domain,
including sub-domains and their members, thus making it possible to specify policies
for large numbers of agents in a hierarchical structure. Since policies are used in order
to specify the rights and duties of the organisational agents, we distinguish between
authorisation and obligation policies.
Authorisation Policies define what activities a set of subjects (agents) can perform
on a set of target agents.   The notation below is borrowed from[6]. The positive
authorisation policy: S Å T.A ? C, states that all members of the subject set S (in our
case, one or more role names) are authorised to invoke action A on any member of the
target set T if constraint C is satisfied. The policy can also be read from the point of
view of the target i.e., that all members of the target set T are authorised to accept
action A from any member of the subject set S if constrained C is satisfied. As far as
the negative authorisation is concerned, the formula is similar: S Å| T.A ? C, states
that no member of the subject set S is authorised to invoke action A on any member
of the target set, when constraint C is satisfied.
Obligation Policies define what activities an agent must or must not perform on a set
of target objects/agents. Positive obligation policies are triggered by events and
constraints can be specified to limit the applicability of the policy based on time or
attributes of the objects to which the policy refers. In contrast to other basic policy
types -which are essentially access-control policies- obligation policies are event-
triggered methods that carry out management tasks. An obligation policy: E, S Å M ?
C states that all members of the subject set S are obliged to execute method M each
time that event E occurs provided that constraint C is satisfied. Below in Tables 1 and
2, we carry on by providing a formal reference implementation model for one of the
patterns we have implemented; the Observer Pattern through the use of policies
(obligations and authorisations) defining two roles: the Manager role and the Client
role.

Table 1. Reference implementation model for the Client agent role
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Table 2. Reference implementation model for the Observer manager role

4. Agent Management, Software Patterns, and Role Theory

The use of roles in services allow to group policies with the same subject. This
subject can be dynamically assigned or removed without having to change the
policies of that role. As shown in the diagram below, the Service Role concept holds
all policies specific to a service (possibly a management service). The Service
Position Domain can be vacant or occupied with any agent that satisfies the pre-
specified authorisations and obligations towards the client. Thus, policy roles are an
implementation (and platform) independent way to describe the responsibilities
attached to a service.
Conversation pattern roles relieve the service role of conversation specific
requirements. They too describe responsibilities in an implementation (and platform)
independent manner. But in contrast, they are typically independent of the provided
service and can be chosen to suit the needs of the client, as long as they do not
contradict the rules set by the service role. They also encapsulate all conversation
requirements imposed on the client of the service. Standardising this has great
advantages:
• Openness and distribution: ‘alien’ platforms and agents need only to implement a

few conventions to play along;
• Plug-and-play: any new service can use the patterns for their conversations. Any

additional requirements imposed on the client are rare and specific to the service
itself.
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• Reuse: it saves a lot of time and effort for the agent developer, if the conversation
scenario is already dealt with. Additionally, management services built upon a set
of patterns are available to all agents using them.

Fig. 2. Agent management using a policy based framework

Co-operation patterns will expand the horizon from mere client-service relationships,
typical to Object Orientation, to more complex social behavior, more suited to agents
like for example goal sharing, delegation and leadership.
As a service, agent management uses conversation patterns on two levels: Firstly, the
management modules can use the patterns to communicate with the other agents. In
other words, it is the hook into the system they manage. Secondly, patterns contain
extra information on how the communication between agents works. Management
modules can use this to enforce policies, measure response time to obligation
triggering events, agent visualisation, ‘law’ enforcement police agents and so on. In
other words, any interaction between agents can be established in an infinite number
of ways. In order to standardise some of them without constraining or limiting the
capabilities of the software agent at all, we use a set of pre-defined software design
patterns. This creates also a more visible system to manage.

5. Conclusions

We believe that this novel approach to agent management, which consists of the
combination -in a new manner- of already known technologies of neighbouring fields,
will benefit the agent community substantially. These technologies include: a) Some
of the principles and vocabulary of software design patterns from the Object Oriented
world are applied to agent communication and co-operation needs; b) The policy
based framework used in managing objects in distributed systems is adapted in a way
to suit our purpose of managing agents; c) Role theory is used to formalise our
management services  (see table 1 and 2).
Also, we still rely on the established agent-based techniques, like conversation
management. We think this approach will benefit the Agent community because it
focuses on some of the specific management and communication needs of agent in
any advanced environment, agent-based or not. This unique combination also enables
us to structure agent services in an open and fully distributed way.
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It constitutes a different approach than the one used by the conventional Agent
Platforms (like Jade, Zeus from BT and Fipa-os from Nortel). There, the management
is centralised and the services have specific interfaces. Using conversation patterns,
all services can be distributed. Moreover, all services, management or otherwise, use
the same mechanisms. So, adopting conversation patterns empowers an agent
developer to plug it into an existing platform easily, because his communication
needs are published using the policies of the chosen conversation patterns. In the
mean time, the new service is backed with the existing management services through
the same mechanism. In theory, a non-agent platform can provide agents to any true
agent platform available in the network, simply by implementing the conversation
patterns.
When pattern-based standards are accepted throughout the agent community, our
novel approach will promote inter-operability amongst different agent platforms, akin
to the open systems about to emerge in the e-business world over the coming years.
More importantly it will open the way for agents into these systems.
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Abstract. In this paper, we propose an argumentation-based negotia-
tion method for coalition formation. In existing argumentation method,
it is difficult for an agent to calculate the effectiveness of each proposal,
since agents are constructed based only on a logical framework. In our
method, agents can calculate the effectiveness using a mechanism which
can evaluate arguments. In order to evaluate the arguments, we prepare
certain functions, so we employ the AHP. During the negotiation, agents
can create the most effective proposal and change a negotiation strat-
egy autonomously. An advantage of our method is that agents can reach
an agreement reflecting user’s multiple valuations, and the negotiation
among agents is completed quickly. Another advantage is that if agents
have no need to create proposals, each user’s private data is not opened
to others during the negotiation.

1 Introduction

In the field of AI (Artificial Intelligence), software agents have been investigated
very actively [11]. Software agents can act autonomously in a network and carry
out various task on behalf of users. In multiagent systems, each agent has dif-
ferent goals and interacts with the others in order to reach an agreement. The
interaction between agents for reaching an agreement is called a negotiation.
Agent negotiation is one of the most important research topic in the domain of
multiagent systems.

In recent years, multiagent systems have been applied practically. For ex-
ample, in the field of EC (Electronic Commerce) some prototype systems based
on multiagent systems have been implemented [1,3]. In these systems, an agent
negotiates on behalf of its user in order to achieve a reasonable transaction.
Therefore, it is necessary to reflect the relevant user’s preferences and knowl-
edge effectively during negotiation. The Contract Net Protocol [10] is one of
typical negotiation protocols. This protocol is effective when agents solve a task
allocation problem. However, there are few opportunities for interaction among
agents, so users’ preferences and knowledge are not reflected sufficiently during
negotiation.
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Interest in argumentation-based negotiation among agents [6,7,9] has been
growing. Argumentation-based negotiation is a promising approach to resolving
conflicts and reflecting preferences. In argumentation-based negotiation, agents
exchange proposals and counter-proposals in order to reach an agreement. Pro-
posals and counter-proposals consist of a claim and arguments which justify it.
Various researches on argumentation-based negotiation have been made. How-
ever most of these researches are theoretical studies [5,7], and practical appli-
cations have not been implemented. In existing argumentation methods, agents
are constructed based only on a logical framework, so a proposal is expressed by
using the logical expressions. Therefore it is difficult to evaluate a proposal itself,
that is, an agent cannot calculate the effectiveness of each proposal. Currently,
we are trying to develop an argumentation method which can evaluate proposals,
for use in our multiagent system which helps agents make a reasonable choice
from alternatives.

The purpose of our research is to develop a new argumentation method which
combines a logical framework and an argument evaluation mechanism. In this
paper, we focus on an argument evaluation mechanism and propose an argumen-
tation method which is not based on a logical framework. We define an agent’s
knowledge as the user’s valuations of alternatives. Agents create a proposal by
using a part of the user’s valuations in order to reflect the user’s preferences
in an agreement. Agents evaluate all declared proposals, so they can decide the
most preferable alternative. Agents can evaluate the proposals since they have
an user’s valuations which are quantified by using an appropriate quantification
method. In addition, agents can change a negotiation strategy autonomously in
order to reach an agreement which is more preferable for its user.

An advantage of our method is that agents can reach an agreement reflecting
multiple valuations, and the negotiation among agents is completed quickly.
Another advantage is that user’s private data is not opened to others except
when agent has to attack the opponent’s claim.

This paper consists of five sections. In Section 2, we show the architecture
of our system, and a quantification method for users’ preferences. Moreover, we
present an argumentation method between two agents. In Section 3, we show
the procedure for coalition formation in a multiagent environment. In Section
4, we show an example of our prototype system. In Section 5, we conclude and
summarize.

2 Coalition Formation Based on Argumentation

2.1 System Architecture

Figure 1 shows the architecture of our system. Our system consists of multiple
“User Agents” and one “Mediator Agent.” User Agent has two kinds of knowl-
edge bases. The first is a set of user’s valuations of alternatives with respect
to several criteria. User Agent uses these valuations as the private data of its
user, and it does not revise the valuations because the agent always refers to
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Fig. 1. Architecture of our System.

them during negotiation to decide a negotiation strategy. The user’s valuation
is quantified by the Analytic Hierarchy Process (AHP) [8]. The other knowl-
edge base is a set of arguments which are declared during the negotiation. User
Agent evaluates these arguments synthetically, i.e., it decides the current most
preferable alternative and whether it can create a new proposal.

The Mediator Agent facilitates reaching an agreement in the negotiation. It
has preference data which consist of the most preferable alternative of each agent.
During the negotiation, the Mediator Agent encourages appropriate User Agents
to join in, based on these data in order to facilitate reaching an agreement. When
all User Agents reach an agreement after the negotiation, the Mediator Agent
broadcasts negotiation results to all User Agents, and then stops the system.

2.2 Quantification of User’s Preferences

In our system, each agent creates a proposal based on the corresponding user’s
valuation of alternatives. In general, a user evaluates alternatives considering sev-
eral criteria. Multi-Attribute Utility Theory (MAUT) [4] handles this by char-
acterizing outcomes by two or more attributes. In MAUT, for an alternative
denoted Ci, there are n attributes denoted by X1, X2, ..., Xn, and their values
x1(Ci), x2(Ci), ..., xn(Ci). We can represent the utility u(Ci) for the alternative
Ci:

u(Ci) = f(f1(x1(Ci)), ..., fn(xn(Ci)))

where f is a certain function. We can select several options with respect to f ac-
cording to the application area. In this paper, we employ the Analytic Hierarchy
Process(AHP) [8] for quantifying user’s utility, that is, this is user’s valuations.
AHP is an effective quantification method for measuring the subjective judge-
ments of users.
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Fig. 2. Analytic Hierarchy Process.

In the AHP, users decompose a problem into a hierarchy that consists of a
goal, criteria, and alternatives. In the hierarchy, a judgement of pairwise com-
parisons between factors (in Figure 2, alternatives A1, A2 and A3) on a certain
level is made with respect to the criterion that is a factor (in Figure 2, the cri-
terion C1) on the upper level. The weights of factors are calculated analytically
by making a matrix of values of judgements (top of Figure 2). To be concrete,
we can get weights of each factor as an eigen-vector for a maximum eigen-value
of a pairwise comparison matrix. For example, in Figure 2 the most preferable
alternative with respect to C1 is A3. As a whole hierarchy, the weights of al-
ternatives can be calculated by composing weights of criteria. In Figure 2, the
weights of A1, A2, and A3 are W1, W2, and W3, respectively.

Based on the weights of alternatives, the user’s preference order of alterna-
tives is defined as follows.

Wi > Wj ⇔ Ai � Aj

Wi = Wj ⇔ Ai ∼ Aj

Ai � Aj means that a user prefers Ai to Aj . Ai ∼ Aj means that a user is
indifferent between Ai and Aj .

2.3 Argumentation-Based Negotiation

In this section, we present argumentation-based negotiation between two agents.
Firstly, we define the final agreement among agents as follows: the final agree-

ment is the most preferable alternative when there are no agents which can create
a new proposal. Thus, the purpose of each agent is to make its own current most
preferable alternative become the final agreement. Therefore, at some point, if
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the most preferable alternative is different among two agents, they must negoti-
ate in order to resolve conflicts.

Secondly, we define the form of a proposal created by agents. Here, we assume
that there are m alternatives denoted by A1, A2, ..., Am and n criteria denoted
by C1, C2, ..., Cn. A certain agent creates a proposal P . A proposal P claims that
alternative Ai is the most preferable alternative. Besides, P includes arguments
V which justify the claim. Arguments V consist of one criteria Cj and a set
of values of each alternative {v(A1), v(A2), ..., v(Am)} with respect to Cj . A
proposal P is defined as follows.

P = (Ai, V )
V = (Cj , f(v(A1)), f(v(A2)), ..., f(v(Am)))
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where f is a certain function. We can select several options with respect to f
according to the application area. As I mentioned before, we employ the AHP.
P = (Ai, φ) means that the agent accepts a proposal P = (Ai, V ).

We present a process of argumentation-based negotiation between two agents
(see Figure 3 (a)).

Step 1: When the agent receives a message, the agent checks whether it accepts
a proposal. If an alternative claimed in the proposal is the same as the agent’s
own most preferable alternative, it accepts the proposal, so two agents reach
an agreement. If the agent does not accept the proposal, the process advances
to the next step.

Step 2: If the agent does not accept the proposal, it judges whether it is possible
to create a counter-proposal to attack the opponent’s claim.
In order to judge, the agent evaluates all declared proposals and a potential
proposal together. Actually, the agent combines all proposals to construct a
hierarchy in AHP and then evaluates it. If the most preferable alternative in
the constructed hierarchy is the same as its own most preferable alternative,
the agent sends a counter-proposal.
To put it precisely, the counter-proposal claims that the agent’s own most
preferable alternative is appropriate as an agreement. If the agent cannot
create a counter-proposal, it must compromise. To put it concretely, the
agent changes its most preferable alternative to another alternative which is
the next most preferable of alternatives. Then it restarts the process from
Step 1.

Step 3: The agent creates a new proposal. The proposal claims that the agent’s
own most preferable alternative is appropriate as an agreement. If there are
several arguments, the agent selects the most appropriate argument. The
degree of effectiveness of each argument can be decided based on the weight
of alternatives in AHP. Namely, the agent selects the argument which gives
the highest weight to the most preferable alternative.

Step 4: The agent sends a new proposal. The negotiation is continued until
either agent accepts a proposal.

Figure 3 (b) shows a simple example of argumentation between Agent1 and
Agent2. Agent1 and Agent2 have valuations of alternatives with respect to three
criteria, C1, C2, C3 and C1, C2, C4, respectively. Agent1’s order of preferences
is A � B � C, and Agent2’s order of alternatives preferences is B � A �
C. Accordingly, Agent1’s primary purpose is to effect an agreement supporting
alternative A. Agent2’s primary purpose is to effect an agreement supporting
alternative B.

As a beginning, in this example, Agent1 sends the first proposal. The pro-
posal claims that alternative A is the most appropriate alternative, and includes
valuations of alternatives with respect to criterion C2 as an argument. So the
temporal agreement is alternative A. Then, Agent2 judges that it is possible
to create a counter-proposal. Agent2 creates and sends a proposal that claims
that alternative B is the most appropriate. This proposal includes valuations of
alternatives with respect to criterion C4 as an argument. Subsequently, Agent1
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Fig. 4. The Process of Multiagent Argumentation.

creates and sends a counter-proposal that includes an argument which consists
of criterion C3 and valuations with respect to C3. At this point, Agent2 cannot
attack Agent1’s claim, so Agent2 must compromise. Thus Agent2’s purpose is
to reach an agreement on alternative A because alternative A is the next most
preferable of Agent2’s preferences. Therefore, Agent2 accepts Agent1’s proposal,
so Agent1 and Agent2 agree to alternative A.

3 The Negotiation Process among Agents

In this section, we show the procedure for coalition formation among agents by
using the method discussed in Section 2.3. In our system, the Mediator Agent
selects two agents from all agents, and makes them negotiate. The Mediator
Agent works according to the following two mediation policies.

Policy 1: If the most preferable alternative is mutual to both agents, the Me-
diator Agent considers them a cooperative group. Accordingly, if the agent
cannot create a proposal and it is a member of such a group, the Mediator
Agent requests another member to join the negotiation. When a Mediator
Agent makes requests, it sends all declared proposals in order to tell the
negotiation status.
If one of the group members makes an opponent compromise (that is to
say, wins in negotiation), it is unnecessary for all members to compromise.
On the other hand, if there are no agents in the group which can win in
negotiation, all member must compromise.
According to this policy, User Agents join negotiation sequentially, as a re-
sult, they can reach an agreement efficiently.
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Policy 2: The Mediator Agent selects one agent from the largest group, and
another from the smallest group. According to Policy 1, the more group
members, the more advantageous in negotiation. Hence the Mediator Agent
can facilitate reaching an agreement.

Figure 4 shows an example of coalition formation based on our method.
In this example, there are four agents. Each agent’s order of preferences is
A � B � C, C � B � A, B � A � C, and A � C � B, respectively. In
the initial state (Figure 4 (a)), a larger number of agents prefers alternative A.
Thus, the Mediator Agent requests Agent1 and Agent2 to join in negotiation.
In this negotiation, Agent2 compromises, and then changes negotiation strategy
to prefer alternative B (Figure 4 (b)). In Figure 4 (c), Agent2 can not create
a proposal again. Accordingly, the Mediator Agent requests Agent3 to join in
negotiation instead of Agent2. Similarly, in Figure 4 (d), Agent4 is requested
to join in negotiation instead of Agent1. Consequently, Agent1 and Agent4 are
made to compromise (Figure 4 (e)). Agent1 reaches an agreement supporting
alternative B. However Agent4 changes a negotiation strategy to prefer alter-
native C. Finally Agent4 is made to compromise again, and all agents reach an
agreement supporting alternative B (Figure 4 (f)).

4 An Example and Experimental Result

In this section, we show an example of our system, using MiLog (a mobile
agent framework for implementing intelligent agents with logic programming) [2],
which is written in Java language.

Figure 5 (a) shows AHP interface windows. A user enters his/her preferences
using these windows. The 1© in Figure 5 shows the hierarchy in AHP. A user
can create new criteria and check the alternatives. The 2© in Figure 5 shows the
pairwise comparison matrix. A user can check the result of pairwise comparisons.
The 3© in Figure 5 is opened when a user clicks a cell in 2©. A user judges

2

3

1

1 2

(a) AHP Interface (b) Agent Communication Viewer

Fig. 5. System Examples.



An Approach to Coalition Formation 695

pairwise comparisons individually by using 3© window. A user can enter his/her
preferences only by using the mouse.

Figure 5 (b) shows the windows for monitoring agents. The 1© presents the
interface for monitoring agent communication status. We call this monitoring
tool the “Agent Monitor.” The 2© shows each agent interface. A user can check
the argumentation status by using these tools.

We evaluated the performance of our argumentation-based negotiation
method. Our preliminary set of experiments involved 15 agents with 6 alter-
natives. Each agent’s valuation of alternatives was given at random. The utility
was given according to “Borda Count”, which is suitable for deciding the ac-
ceptable winner.

Figure 6 shows the experimental result. “Best” is the highest possible utility
in each trial. “Worst” is the lowest possible utility. Our method produces mod-
erate utility. Namely, our method is not dependent on both a majority opinion
and a minority opinion. Moreover, when worst utility is very low, our method
can avoid selecting such an alternative.

Number of trial

U
til

ity

Fig. 6. Comparison on Utility.

5 Conclusion

In this paper, we proposed an argumentation-based negotiation method for coali-
tion formation. We focused on a mechanism which can evaluate arguments. In
order to evaluate the arguments, we prepare certain functions, so we employ the
AHP.
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In this paper, we defined the procedure for argumentation-based negotiation
between two agents. During the negotiation, agents can create the most effec-
tive proposal and change a negotiation strategy autonomously because they can
calculate the effectiveness of potential proposals. Moreover, we presented the
procedure for coalition formation in a multiagent environment using our argu-
mentation method. An advantage of our method is that agents can reach an
agreement reflecting multiple valuations, and the negotiation among agents is
completed quickly. Another advantage is that if agents have no need to create
proposals, each user’s private data is not opened to others during the negotia-
tion. The experimental result shows that an agreement is not dependent on both
a majority opinion and a minority opinion. This indicates that agents examine
potential proposals autonomously by using our method.

Our future work is to develop a more flexible mechanism. Currently, we are
trying to combine a logical argumentation framework and a more appropriate
evaluation mechanism.
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Abstract. Based upon empirical studies, this paper describes a negotiation
model to support materials selection by design teams using concurrent design
methodologies. The model is realised in a tool that supports designers in this
task. Given a list of materials currently proposed, similar alternatives are offered
to individual designers based upon both shared and private representations.
Fuzzy measures of similarity are used to identify possible counter proposals. A
fuzzy measure of value is used to rank these. Conventional negotiation protocols
from economics or game theory did not correspond well to the negotiation
behaviour of designers. Currently, the human user remains responsible for the
communication of any proposal he or she wishes to make, and for the supporting
argumentation.

1   Introduction

We are engaged in the development of knowledge-based approaches to supporting
design engineers using concurrent design methodologies. We are particularly
interested in supporting design teams in optimising designs over the whole life cycle
of a product: from conception, through manufacture, use, maintenance, reuse,
recycling and disposal.

The successful deployment of knowledge-based systems in design is relatively limited.
A number of explanations are offered. Landauer [1] observes that knowledge models
underpinning the systems developed do not align with the motivation and cognition of
the individuals concerned. Smithers [2] suggests that, in the field of design, the
computational techniques that have been used focus on what machines can achieve
and do not reflect how people actually reason and behave. This observation can be
extended to include systems that support or implement negotiation. Researchers have
drawn extensively upon game theory and decision science but the extent to which
these economic approaches can be connected to human-oriented negotiation is very
much an open question [3].
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In response to the above situation, we have developed knowledge models which better
reflect the cognition of the designers, facilitate (some of) the normal dynamics of the
design process, and examine ways in which these might be computationally achieved
[4], [5]. This paper reports on that part of a design support system, which assists a
concurrent design team in negotiation during the materials selection stage of design. It
seeks to identify ways in which designers may be supported in identifying alternative
materials, the choice of which would improve the design from their perspective, and
which are more likely to be acceptable to partners in negotiation.

The paper first describes the nature of the concurrent design problem; looks at how
designers view the artefacts about which they negotiate; and considers computational
support for negotiation. The paper then describes an agent-based architecture that
supports the design team in negotiation during materials selection. Finally, it discusses
the resulting system and outlines related work in progress.

2   The Concurrent Design Problem

Design can be considered as consisting of two distinct  tasks: the analysis task
generates a formal design specification from an informal problem description; the
synthesis task entails the generation of a design solution from the formal specification
[6]. Concurrent design is a specialisation of this model and is distinctive in the degree
to which it incorporates a large number of different life-cycle perspectives at the very
earliest stages of product design [7]. Perspectives that may be considered include
design for market, manufacture, assembly, transportation, maintenance, energy
efficiency, reusability (of components), recycling and disposal.

Concurrent design is characterised by an iterative process of ’propose-critique-
negotiate’ [8]. Iteration occurs both at the stage where a (revised) conceptual design is
arrived at during analysis, and in the detailing of that conceptual design during
synthesis (Figure 1).

In previous work with product designers we have developed a knowledge model to
guide the development of design support systems. This involved using a technique to
re-represent the designers’ linguistic representation of their knowledge, behaviour and
their organisational context in a semi-formalism based upon the CommonKADS
model set [9]. The methodology is described more fully elsewhere [4].

In the research above, negotiation emerged as a significant (socio-political) experience
in the product design domain. Our studies revealed the need to deploy computational
techniques that aspire to allow systems to facilitate and maintain at least some of the
dynamics which characterise human interaction in concurrent design. To achieve this
we have already proposed an agent-based approach which features human/agent
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interaction in which the autonomy of the agent may be determined by the designer it
represents at any stage [10], [5].

propose

critique

negotiate

Model
Library

Current design problem in
terms of functions

and constraints
(internal and external)

Advanced
design model

Downstream
perspectives

Additional internal
constraints

Customer /
market needs

Revised
solution

Current
design model

Assessment

Fig. 1. Concurrent designers iterate through a cycle of ’propose-critique-negotiate’. The
contributions from different design perspectives vary over this cycle. There are 3 knowledge
intensive reasoning steps: propose, critique and negotiate. The negotiation step is the stage when
the differing assessments of the designers are resolved to the extent that another iteration is
initiated, or an acceptable solution, is agreed (Barker, Meehan and Tranter, 1999)

3   Representing Designers

We support designers with computational agents, which share each designer’s own
viewpoint on a design artefact. Holloway [11] has detailed attributes of materials used
by concurrent designers. Designers’ viewpoints appear to be partially shared with
other members of the team (e.g. some attributes have a shared ‘label’). Table 1 records
some of the attributes of materials considered from three different concurrent design
perspectives. It reveals both those attributes for which designers have shared labels
and those attributes that are not shared (or are not reported as such).

In some cases, it is possible to have considerable confidence that the ‘understanding’
of the attribute is genuinely shared. The shared concept ‘specific heat’ provides such
an example in the context of materials selection. Air Pollution Index (API) and Water
Pollution Index (WPI) [11], [12]. are examples of concepts that are constructed
deliberately in order to facilitate shared meaning. Some shared ‘labels’ may be far
from agreed between designers (e.g. 'toughness', ‘suitability’).
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Table 1. Concurrent designers represent materials in an attribute space. For many attributes,
designers share labels (if not meanings) and this facilitates dialogue and argumentation in
negotiation. Many attributes belong to just one perspective on the concurrent design process

Even if attribute meanings are shared, the values they take may not (e.g. when
comparing ‘high’ and ‘low’ for the concept ‘durability’).

When designers recognise that certain attributes/concepts appear to be shared, these
may feature explicitly in the decision making process. Designers who perceive they
share common concepts are able to conduct a dialogue in which proposals and counter
proposals are made, along with supporting argument that uses these concepts. A
dialogue (in the context of the design of a drink container) illustrates this:
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Designer 1. “Can we consider HDPE instead of PET: I think we can live with the
loss in strength and we will achieve a significant reduction in WPI.”

Designer 2. “I’m happy to look at that but I think the permeability of the HDPE
will be too great.”

Designer 1. “Not if we reduce the gas pressure, or perhaps the shelf life.”

The materials mentioned in the dialogue (HDPE, PET) are the highest level of shared
concept (without shared terminology at this level, there can be no negotiation). The
attributes of these materials that the designers appear to share include ‘strength’,
‘WPI’ and  ‘permeability’. The values these take in the dialogue are qualitative and
have an implied order e.g. ‘too great’. (Negotiators do not always propose new values
in an explicit sense. Rather, these are implied by the offer and argumentation often
relies on higher order terms which imply how the values should change e.g. there
should be a ‘loss’ or ‘a significant reduction’.)

When designers do not share labels/concepts, they tend (or perhaps learn) not to
feature these in dialogues. These concepts may be important to the individual
concerned, and a high priority may be attached to optimising them in a negotiation,
but, they do not naturally form the basis of argumentation. This implies that a
computational agent representing a specific designer should distinguish between the
(apparently) shared representation and a private representation of any artefact.

4   Computational Support for Negotiation

Computational approaches to negotiation may be characterised in a number of ways. 
For example, negotiating agents may be co-operative or competitive, or may be
constrained to tell the truth or to honour contracts. In terms of human interaction
during agent-mediated negotiation, it does not significantly misrepresent the current
situation to assert that there is a largely bimodal distribution of computational
approaches to negotiation. There are systems that seek to facilitate efficient and
effective human negotiation, which leave members of a (distributed) process team
firmly in control of their associated communication agents [13]. Sometimes this
strategy is adopted from a philosophical point of view: at other times it is legitimated
as pragmatic. Other systems aim to implement more fully autonomous, agent-based
negotiation [14], [15], [16], [17], [18], [19]. Our review of the literature suggests that
the majority of recent work in the field of computational models for agent-based
negotiation is designed to achieve autonomous negotiation with minimal human
involvement (e.g. in the context of e-commerce and communications systems).

A useful framework for understanding agent-based negotiation is provided by Zlotkin
and Rosenschein [17], [18]. As valuable as this framework is, it seems to us that the
assumptions underlying these techniques are overly restrictive. Typical assumptions
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are that agents agree to be truthful, to adhere to agreements, to share goals. Other
assumptions commonly made are that the agents share vocabulary, meaning and
viewpoint. These assumptions do not always (or even commonly) characterise human
negotiation in design. Thus, in seeking to realise more flexible, agent-based
approaches which support negotiation we have been led to exclude many
computational approaches which, whilst valuable in many other contexts, do not allow
us to support negotiation dynamics as we have witnessed them. However, we have
identified some approaches that contribute to a way forward. We have combined and
extended these to develop a prototype system which supports negotiation in the
context of materials selection for product design.

5   Negotiation Model

Drawing upon a template provided by Faratin et al. [19], we examine negotiation
between members of the design team and identify features of the situation which
inform the choice of a negotiation model.

1. Co-operation. Although designers in a concurrent design team may be perceived
to share a common goal and thus be expected to act co-operatively, this is not, in
general, the case. Even if the final goal is shared, the designers often pursue their
own objectives within a project; not least because they have different perspective
on the design artefact. Thus, the negotiation model cannot assume co-operative
behaviour during the design cycle.

2. Information sharing. Similarly, the model cannot assume information sharing in
the sense required were the negotiation to be a process of identifying an optimal
resolution (usually Pareto optimal). If designers have different representations of
an evolving artefact, then of necessity, some information is non-sharable. (Thus,
the question of whether they might withhold information in order to seek an
advantage is academic in this context.)

3. Proposal Evaluation. The degree to which agents’ models are public depends
upon the extent of the shared perception of the object of negotiation and upon
willingness to share that representation. However, in evaluating a proposal, the
agents will, in general, rely upon a private evaluation function, not least because
some perceived dimensions of the proposal are private.

4. Time constraints. Time constraints do exist for designers and do feature in the
dynamics of negotiation. Outcomes are frequently the best solution given the time
available for consideration. We have not studied the effect of time on negotiation
behaviour in material selection and so do not explore it further in this paper. (We
do not feel that the introduction of time will fundamentally change the process of
negotiation. It will influence the outcome in the sense that the continued evolution
of the design artefact is curtailed.)
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5. Resource Constraints. Resource constraints are an issue in design negotiation.
Interestingly, they do not always feature as attributes of the design artefact itself
though they may do so for some members of the concurrent design team, e.g. in
production planning or processes. They feature in reasoning about proposed
changes to a design; e.g. change may imply additional costs.  Resource costs can
be incorporated into the concept of ‘utility’, which is a function of the value
attributed to a proposal by an agent and the cost to that agent of agreeing to the
proposal (e.g. the additional work required to bring about the change).

6. Tactics. Negotiation can be viewed as search for agreement. The tactics of the
negotiators determines the character of the negotiation. It is possible to discern a
spectrum of tactics. At one end of this spectrum is the monotonic concession
protocol (Zlotkin and Rosenschein, 1996b; see also Huns and Stephens, 1999).
Negotiators make stepwise minimal concessions from individually maximal
positions and hope to converge towards agreement. At the other end of the
spectrum is an approach, more akin to collaborative hill climbing, in which offers
and counter-offers are intended to be perceived as similar to the current proposal
but which have added-value for one, more, and possibly all of the negotiators. To
facilitate human negotiation, it is necessary to allow both of these protocols (and
many in between).

In seeking to realise a flexible, agent-based approach to support negotiation among
designers, the above characterisation necessitates the exclusion of many negotiation
protocols. However, it is important that it should not be proscriptive in respect of
tactics allowed to the users. The analysis implies the need for a similarity measure that
can be used to compare proposals. For any individual, it should be applicable to what
they perceive to be a shared representation or to their private representation. It also
implies the need for a measure of value that can be applied to distinguish between
similar proposals.

5.1   Similarity

From the perspective of any one member of the design team, the materials under
consideration share a set of attributes or properties. The values attributed to each
property will vary between individual materials. Given two materials (m,n) from a set
of materials, M, under consideration, the similarity of these materials over a set of
properties, P, associated with the materials may be given by:

Sim(m, n) = Sp˛ P wpSimp(m, n) . (1)

where wp is a normalised weight associated with a property, p, by the designer (Sp˛ P

wp=1); and Simp is the similarity function for property, p [19].
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The values associated with some properties vary continuously (subject to natural limits
or constraints). For other properties, discrete values only may be found: the values of a
property may be explicitly ordered but sometimes an order results from the
perceptions of the designer (see dialogue above). In such circumstances, it is
appropriate to choose a fuzzy measure of similarity.

Valverde [20] offers a definition of an appropriate similarity function:

Simp(m, n) = Inf1 £ i £ m  (hi(m)« hi(n)) . (2)

where Inf is the infimum and hi(m)« hi(n) is a fuzzy equivalence relation induced by
the ith criteria or comparison function, hi: common examples include:

h(m)« h(n)=1 - | h(m) - h(n)| . (3)
and

h(m)« h(n)= min(h(m)/h(n), h(n)/h(m)) . (4)

5.2   Value and Utility

Designers commonly evaluate similar materials. In choosing a function that seeks to
capture the evaluation of a given designer, the concept of ‘value’ is an attempt to
condense the motivation(s) of the designer into a single discriminant term. Given some
material, m, with a set of properties, P, a measure of the value which a designer
attaches to the material, in some context, is:

Score(m) = Sp˛ P wpScorep(m(p)) . (5)

again, wp is a normalised weight (Sp˛ P   wp=1) associated with a property, p, by the
designer: these weights are not, in general, the same as those used in the similarity
function. Scorep is the score assigned to a material property, p, arising from its value,
m(p). For each property, a scoring function mapping to [0,1] is chosen.

Both Sim and Score produce values in the range [0,1] as this is believed to help
designers in evaluating proposals and counter proposals.

Utility is related to the value of a proposal but makes explicit any cost associated with
its acceptance. A suitable expression is:

Utility(m,n) = (Score(m)-Score(n)) – c(m,n) . (6)

where (Score(m)-Score(n)) is the difference in value between choices m and n and
c(m,n) is the cost associated with making the change, if agreed. In general, explicit
representations of these costs are not available, mainly because they tend to be highly
volatile. Accordingly, it is not usually practicable to incorporate these costs in to the
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computational support system. In many cases, it is possible to view these costs as
contributing to the weights in (5).

It is necessary to determine various weights for the above expressions. It is possible to
use machine learning to determine such weights. However, an approach, which gives
more control to the user, is to derive the weights from user preferences at the time of
use. In addition, as observed above, the weights are often volatile and many machine
learning approaches may not be suited.

The easiest way to express preferences is by ranking. If normalised weights are
required [21], they can also be obtained directly from the ranking. If a simple ordering
does not adequately express the preference weightings, they would have to be obtained
more directly. It is easy to take account of the relative ‘distances’ between ranked
objects if desired.

6   A Negotiation Support Tool

The negotiation support tool for material selection is specified as follows. We use a
distributed agent architecture supporting  negotiation between  human members of
concurrent design teams. Agents share the same architecture but differ in their domain
specialism i.e. they represent domain objects (materials in this case) in different
spaces (see description above and Table 1). Holloway [11], [12] documents the
materials related knowledge of the system and the sources of the data.

A design team comprises individuals who contribute a variety of perspectives to the
emerging artefact. In some teams there will be one member representing each
perspective. In other teams there may be a many: many mapping between perspectives
and people. In some circumstances, an individual designer seeks to represent many or
all of the perspectives for themselves. In practice, the mapping from perspectives to
people may vary over the product design lifetime. The system is designed for use in all
these modalities. The mapping of people to agents is left as an issue to be determined
when the system is actually used.

Each member of the team may rank materials, viewed from their own perspective,
using a graphical interface in which sub-trees and leaves of a class/instance hierarchy
of materials related concepts can be ordered. They can also rank the properties
associated with materials (although these seem less prone to change with time and
context). These rankings enable the various weights in the similarity and value
functions to be obtained.

Given a list of materials currently proposed for the design, similar alternatives are
offered to individual designers based upon both shared and private representations.
The system uses expressions (1), (2) and (3) to determine similarities. It does this for
each agent and gives two similarity values, one over all (private) properties, the other
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using what are perceived by the user to be the shared concepts. Expression (5) is used
to evaluate similar materials. The human user remains responsible for the
communication of any proposal he or she wishes to make, and for the supporting
argumentation.

7   Discussion

The system described above is intended as a step towards a materials selection support
tool for concurrent designers. Negotiation, is a key sub-task in the design process:
designers evaluate proposals from their peers; consider alternatives based upon their
preferences and choose a counter proposal in the event of non-acceptance. This paper
offers a model for that process and suggests computational means to support designers
which are sensitive to the designers’ changing preferences and criteria. The systems
described is intended for use by individual members of the design team but could be
used by smaller teams, even individual designers, interested in accessing other design
perspectives.

Future work on this project has a number of different objectives. The system does not
yet provide direct support for argumentation in relation to counter proposals (though
the basis for this is clearly present). We are developing extensions to the system which
assist in the selection of counter proposals by attempting to model other members of
the team in respect of shared representations but also in respect of the consistency with
which they are perceived to pursue particular goals and sub-goals. A significant
empirical trial of the system is needed to verify (or otherwise) the extent to which it
succeeds in supporting the negotiation dynamics that are observed in design teams as
this is seen as crucial to successful adoption of the technology.

As currently specified, initiative in negotiation lies very much with the human user.
More flexible/adjustable agent autonomy would seem to offer increased likelihood of
adoption of design support systems, more scope for reproducing the dynamics of
collaborative design and increased cost effectiveness.
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Abstract: In this paper, we present a new high-level descriptive language for
coordination protocol description in multi-agent system. Our language is both
programmer and non-programmer oriented. We construct our language
underlying XML under the consideration that XML is not only easily
understandable by people who do not have a complete understanding of XML,
but also facilitates the developing and maintaining parsers, and also facilities
our language easily to integrate with WWW-world. In order to enable our
language to describe complex coordination protocol, on one hand, we use
interaction-oriented model as the design model for our language, which enables
our language to easily describe a coordination protocol, where each interaction
agent is indicated as a role. On the other hand, our language enables calling
outer functions/methods written in general programming language to implement
complex computation. We also enable our language to support multi-role
description and the inheritance mechanism among coordination protocols. Its
capability is demonstrated by giving out an example on the Vickrey auction.

1   Introduction

Agents usually interact with each other to deal with affairs in some multi-agent
environment. In order to make such interactions take place, the environments will
provide a computational infrastructure, i.e. coordination mechanism, which will
include protocols for agents to communicate and coordination protocols for agents to
interact. The communication protocol specifies the classes of messages that can be
exchanged among agents and the coordination protocol specifies and governs the
exchange of those messages, i.e. the conversation, among agents.

In the field of distributed artificial intelligence, some coordination protocols have
been proposed for the interaction of the agents. For examples, the contract net
protocol [1] is used for task allocation; the unified negotiation protocol [2] for
exchanging tasks among agents that are heterogeneous and self-motivated;
TRACONET [3] is used for bounded rational, self-interested agents to make
announcing, bidding and awarding decisions; and so on.
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However, different coordination protocols are suited for different applications and
usage scenarios. For example, there would be the protocols for electronic commerce,
travel applications, student registration, and so on. That means while constructing a
multi-agent system that allows users to freely define various applications, only having
a set of standard or predefined coordination protocols is not enough and impossible.
The tools, mainly the languages, for supporting defining and customizing protocols
are demanded.

In this paper, we present a new high-level descriptive language, which is both
programmer and non-programmer oriented. We construct our language underlying
XML under the consideration that XML is not only easily understandable by people
who do not have a complete understanding of XML, but also facilitates the
developing and maintaining parsers, and also facilities our language easily to integrate
with WWW-world.  In order to enable our language to describe complex coordination
protocol, on one hand, we use interaction-oriented model (see section 2) as the design
model for our language, which enables our language to easily describe a coordination
protocol, where each interaction agent is indicated as a role. On the other hand, our
language enables calling outer functions/methods written in general programming
language to implement complex computation. And also, our language supports multi-
role description and the inheritance mechanism among coordination protocols.

2   Our Agent Interaction Model

2.1   Basic Conceptual Model for Agent

Fundamentally, an agent is an active object with the ability to perceive, reason and
act. In our agent interaction model, agent perceives by receiving message from other
agents. Agent reasons according to communication protocol, interaction protocol and
the message it received. The actions of agent will include the sending of the messages
and other actions defined by agent users.

Interaction-Oriented Idea: In order to simplify the design of our agent interaction
model, we take interaction-oriented idea [9] into consideration where commitments are
the key element that is viewed as pledges to undertake a specified course of action.
By having commitments, agents become easier to deal with. Also, the desired
commitments serve as a sort of requirements on construction of an agent.

Therefore, in our interaction model, from the point of the view of the interaction-
oriented idea, in the interaction every agent adopts the different commitments
regulated by communication and interaction protocol. And by that, in the interaction,
different agent plays their respective role.  More exactly, in our interaction model,
where agent perceives by receiving messages, we could understand the commitments
of the opposing interaction agents are the messages should be replied.

Formulating Model: Below we give out a formal description on our agent interaction
model.
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• Interaction agent set-- AG={ag1,ag2,…agh}, this also denotes an interaction
including h agents.

• Sending message sets for an agent-- MS={ms1,ms2,…m si}, |MS|>=0;
• Receiving message sets for an agent-- MR={mr1,mr2,…mrj}, |MR|>=0;
• User-defined action sets for an agent-- AU={a1,a2,…ak}, | AU|>=0;
• The parameter set of a message--P(mi)= {pi1, pi2,…, pil}, |P(mi)|>=0;
• The parameter set of an action--P(ai)= {pi1, pi2,…, pin}, |P(ai)|>=0;
• Interaction database of an agent--L.

From the interaction-oriented perspective, MS reflects the commitments of this agent
to other agents. And accordingly, MR reflects the commitments from other agents.
These two sets construct the role that an agent will play. Au reflects the right of users
to control the interaction, and we could understand that every ai denotes the user’s
control strategy in the interaction. So, to an agent, its actions set A should be A=MS

UAU. As to P(mi), we could say it reflects the definition of the communication
protocol which defines the message exchanged among agents. Interaction database L
is used to record the messages sent and received before and also record the current
state of the agent. L will be used in the reasoning process of an agent. To be notable,
in our model, interaction database records the information only of one ongoing
interaction because currently we assume each interaction process is independent of
each other.

According to the above definitions, we could describe out the model of an agent with
the tuple ag=<E, MS, MR, AU, L> where symbol E denotes agent engine of an agent,
which will mainly include three parts, i.e. one for perceiving, one for reasoning and
one for action. Agent engine E reflects the process model of an agent.

• Agent agi perceiving-- MR
’=agi.receiveMessagesFrom(AG-{ agi })

MR
’ denotes the messages that agi received from other agents. AG-{ agi } denotes

the set of other agents in an interaction AG. Apparently MR
’ should be the subset

of MR of agi.
• Agent agi Reasoning--A’=agi.reasonBasedMessages(MR

’, L)

A’ denotes the result after agent agi reasoning on the received message set MR
’. And

there is A’= MS’ UAU’ where respectively, MS’ and AU’ are the subset of MS and AU.

To be notable, reasoning process involves dealing with the parameters of the
message and actions. That is to say, reasoning process is not the simply mapping
from MR to A’ and possibly complex computation will be involved for determining
the parameters values for any mi� �0S’ or ai� �$U’. So the more detailed reasoning
representation could be:

MR’, P(m1), P(m2),… P(m|MR’|), L  where  mi� �0R’
agi.reasonBasedMessages
====>   1) MS’, P(m1), P(m2),… P(m|MR’|)  where mi� �0S’

2) AU’, P(a1), P(a2),… P(a |AU’|)  where ai� �$U’

We have ever said that every ai denotes the user’s control strategy in the
interaction. Exactly, every ai only reflects the outer behaviors of user’s strategy, and
the true strategy settings should be in this reasoning process. Similarly, although MS

represents the commitments of an agent to other agents, how to controlling and
managing commitments should also be set in this reasoning process. It is Ms and
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reasoning process agi.reasonBasedMessages that construct the whole interaction
protocol.

• Agent agi acting: L’=agi.doActions(A’)
agi  will send the messages mi� �0S’ and execute the user-defined actions ai�
AU’. And new interaction database L’ will be formed by updating L.

2.2   Our XML-Based Markup Language

-Functionality of Our Language. From our interaction model in the section 2, we
know the model of an agent could be simply represented as a tuple, i.e. ag=<E, MS,
MR, AU, L>, which underlies the functionality of our description language for
coordination protocol.
In our language, we take the form of rule set R to enable users to describe the
reasoning process agi.reasonBasedMessages of agent engine E. For MS, MR and AU,
they can be described in our language. mI� � 0S could be set, which denotes the
initiative message an agent sends out at the beginning of the interaction process. User-
defined action set AU  consists of two types, i.e. the internal functions FIN our language
itself provides and the outer methods FOUT in outer Java classes,  For interaction
database L, our language enables users to define and operate variable set V freely that
may be used to record the state of an interaction process. In an interaction process, our
language interpreter will be responsible for recording the history messages MH in
interaction database L. Therefore, our language don’t provide functionality to describe
the structure of history messages database, however, they exist objectively. Thus,
access to MH is provided for users.
If we call script as the description on the coordination process under some protocol in
our language, an script SC for an agent will be, SC=<R, MS, mI , MR, FIN , FOUT , V>.
-Representing Sending Message. We enable user to define message without strong
limitation by providing a simple framework where a message is composed of two
parts, i.e. common attributes part and the free parameters part, shown as below:
<message MsgLabel=“labelname”OwnerName=“ownername” MsgName=“msgname"

          Priority=“priorityvalue"
MsgType=“messagetype">

      <para Name=“paraname"
Type=“typename"><paraee>…</paraee></para>…</message>
-Representing Receiving Message The following framework shows the receiving
messages that are the commitments from other agents in an interaction.
   <inputmessage Name=“inputmsgname" Owner=“*/ownername">

<para Name=“paraname " Type=“typename"> </para>… </inputmessage>
-Representing User-Defined Action. Our interaction model requires us to enable
users to define their actions. In order for that, our language provides two ways. One is
by the functions the language itself provides. Another is by the interface with
procedural language (here we mean Java) the language provides.
So far, the functions our language itself provides are limited, which include
assignment statement, some basic arithmetic functions such as ‘add’, ‘sub’, ‘div’,
’mul’, ‘sin’, ‘cos’, and so on. The below shows the framework of using  function in
our language.
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<functionname>< functionnameee>…</functionnameee>…</functionname>
The following framework shows the interface with general programming language
Java, by that, user could specify the outer class name and method name, conceptually
which denotes the action user defined.

 <method ClassName=“ classname" MethodName=“methodname">
           <para Name=“paraname" Type=“type"> </paraee>… </paraee> </para>… </method>

-Representing Interaction Database. In our interaction model, interaction database
of an agent is used to save the related data in one interaction. We divide the related
data into two categories, that is, message that an agent received and the variables that
user defined for recording the temporary or the final result in an interaction.
Representation of receiving message is shown in the previous section “Representing
Receiving Message”.

For the definition of the variables, so far, in our language, we provide two types of
variable. One is ‘STRING’ that is the default type, and the other is ‘LIST’. The
following framework shows the definition of the variables.

<variables><var Name=“varname" Type=“STRING" Value=“initvalue"></var>
   <var Name=“listvarname" Type=“LIST" >

        <value>initvalue </value>  … <value>initvalue </value> </var> …</variables>

For messages in the interaction database of an agent, it is quite possible that messages
are from different owners, with different classes and received at different time. As a
result, in order to visit a message, exactly the parameters of one specified message, in
our language, we have the following framework.

<xxxee Type=“MSGVAR” MsgOwner=“ownername”  MsgName=“msgname” ParaName=“paraname” >
      <indexee>indexvalue</indexee></xxxee>
*The tag ‘xxxee’ generally denotes a parameter variable object, for examples, ’<paraee>’.
* <indexee>indexvalue</indexee> defines the sequence number of this class of message.

Accordingly, we provide two ways to access the history variables. For the variable
with type “STRING”, we have the following framework:

<xxxee Type=“USERVAR" VarName=“varname"/>
For  the “LIST” type one, there is the similar framework as for the parameters of
message:
<xxxee  Type=“USERVAR" VarName=“varname"><indexee>indexvalue</indexee>
</xxxee>

-Representing Reasoning Process. The basic form of a rule is conditions in the LHS
and actions in the RHS. According to our reasoning model in the section 2, further we
could see that conditions should be the result of a computing process to MR’, P(m1),
P(m2),… P(m|MR’|) and L. The actions should be the corresponding messages to be sent,
i.e. MS’, P(m1), P(m2),… P(m|MR’|) and the actions user defined, i.e. AU’, P(a1), P(a2),…
P(a |A

U
’|).  For simplicity, we assume the general situation. That is in an interaction,

every time when an agent does actions, it sends out at most one message or the copies
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of one same message (in the case of broadcast). Under this assumption, we provide
the framework for rule representation as below:

<message MsgLabel=“msglabel”, OwnerName=“ownername" MsgName=“msgname"
Priority="priorityvalue">

  <para Name=“paraname" Type=“typename"><paraee>… </paraee> </para>…
  <condition> <and><andee>…</andee>… </and>  </condition></message>

3   Improvement

3.1   Necessities

In the previous sections, we have presented our XML-based markup language for
defining and describing coordination protocol. However, that language is not very
strong from the two points below.
Single role support: From our agent interaction model, there is ag=<E, MS, MR, AU,

L>. Ms and MR, construct the role an agent plays in an interaction process. However,
generally, in an interaction process, agent will play several different roles.
No inheritance: Inheritance is very useful for incrementally designing new protocols
based on the existing protocols. In our language above, there is no such mechanism.

3.2   Improving Agent Interaction Model

In order to support multi-role playing of an agent in an interaction process and
inheritance mechanism, we redefine our agent interaction model recursively:
1). On the top-level, we change the agent model definition into ag=<E, Rs,, AU,  L>,

where Rs denotes the role set that an agent plays in an interaction process. That is,
Rs={r0,r1,r2,…rN}. We call rI a sub-role used by ag. Conversely, ag is the parent-
role of role rI .

     At the same time, because of the involvement of the multi-role, some
corresponding actions such as start, stop, suspend, resume, etc., here that is
denoted as set AR, supporting scheduling roles should also be added, that is to say,
AU=AUUAR. E and L have the same definition as in the previous sections.

2). We define r0={MS,,MR,,P },which denotes the true role agent plays. We add item P
to denote from which the definition of sub-role r0 inherits. When P is null, that
indicates the role definition has no inheritance.

 To be notable, the concept P is different from the concept of parent-role P’ of sub-
role r0. The former reflects the static attribute of sub-role r0 and the latter reflects
the dynamic relationship in an interaction process, i.e. on “runtime”. On the top-
level, P’ must be null and P is not.

3). We define rI  (I>0) as another tuple <EI ,RIS ,AIU, LI >.EI ,RIS ,AIU, and  LI  have the
same definitions in 1) on the next level. Besides, we allow that sub-role rI is able to
refer to the variables in L of its parent role.
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From the definition, we could see that the definition is recursive and leveled. The
definition of ag implies the definition of a top-level role. That indicates new
definition is compatible with our original definition ag=<E, MS,, MR,, AU,  L>, because
that actually in the improved definitions is ag=<E,{r0},,AU,  L> where
r0={MS,,MR,,null}.
Now accordingly, we could give out the new script definition that is also recursive.
That is SC=<R, SCs, FIN, FO,, V> where SCS={ sc0, sc1, sc2,… scN}, sc0={ MS, mI , MR,
scP} and scI  ={ RI, SCIS,FIN ,FIOUT, VI } (I>0). SCIS  has the same definition as SCS.  It is
clear that scI denotes the script for sub-role rI . script sc0 of sub-role rI has the
inheritance from scP.  Additionally, FIN   now includes the set AR that denotes the set of
the operating roles.
-Representing Multi-role Supporting. From our improved agent interaction model,
there is script SC =<R, SCs, FIN, FOUT , V>, so in our language, firstly, we provide the
framework below for representing SCs-{sc0} in one script.

<outerole>  <outerolee Name=“outerolename" Location=“scriptlocation">
     <rolevariables> <var Name=“varname" Type=“STRING" Value=“initvalue"></var>
     <var Name=“listvarname" Type=“LIST" ><value>initvalue </value>… </var>…
</rolevariables></outerolee>…</outerole>

All possible sub-roles used in this script should be defined in-between the tag pair
<outerole></outerole>. The tag pair <outerolee Name=“outerolename"
Location=“scriptlocation"></ outerolee> is used to represent the reference to some
sub-role with the script located at “scriptlocation” that is the form of URL.
“outerolename“ is the role-name assigned by user that acts as the identity of this sub-
role in this script The tag pair  <rolevariables> </rolevariables> represents re-
initializing the user-defined variables defined in the script of sub-role (refer to section
2, representing interaction database).
After the definition on the sub-roles to be used in this script, the operations in set FIN

on those sub-roles could be made. In current version of our language, we provide four
kinds of operations, which are starting a sub-role, stopping a sub-role, suspending a
sub-role and resuming a sub-role. The following example shows stopping the sub-role
“register”:

<para Name=“%STOPROLE%" Type=“%PROCEDURE%">
   <paraee><stop><stopee>register</stopee></stop></paraee></para>

-Representing Inheritance Mechanism.  In order to represent the inheritance
relationship of some script for some role, the tag pair shown below is provided:
<role  Name=“rolename" Interaction=“interactionname" ParentRole=“parentrolename"
Location=“ scriptlocation "/>
If in the terminology of Object-Oriented, the attribute “Name” denotes the role class
name defined by some script including such tag pair. The attribute “ParentRole”
denotes the parent role class from which current role class inherits. That is, the
attribute “ParentRole” is the representation of P in r0={MS,,MR,,P }. The attribute
“Location” specifies where the script of  “ParentRole” is, which is the form of URL.
The attribute “Interaction” specifies the interaction class that maybe the role will take
part in.
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4   Experiment

In the previous sections, we have outlined the framework of our XML-based markup
language for coordination protocol. In order to verify that our language has enough
functions, we show an example about Vickrey auction .

In our experiment, we have three classes of agents. One is auctioneer who will sell
something; the other is bidder who will buy something from the auctioneer; the last
one is mediator agent who will be responsible for organizing the auction activity. The
auction activity consists three phases:

Registration phase-every auctioneer wanting to make auction should make
registration to mediator agent, so should do every bidder wanting to bid. Waiting
phase-auctioneer and bidders wait for the notification from the mediator agent for
beginning auction Auction phase-auctioneer makes announce and bidders bid.
Auctioneer computes the auction winner.

Therefore, both auctioneer and bidder agent will play two classes of roles besides
their top-level role. For the former, those are “Registrar” and “Auctioneer”. For the
latter, those are “Registrar” and “Bidder”.

Because of the limited paper space, here we just show  the  most  important  messages
and actions settings  for  role  Top-level  Auctioneer  and  Auctioneer.  The  other  related
documents and full implementation will be put on our website
http://www.ichi.sjtu.edu.cn in near future.

Table 1. Related Messages Setting in our Experiment

Role Sending Messages Receiving Messages Actions

Top-level
Auctioneer

S:StartRegister () V
S:StopRegister () V
S:StartAuctioneer() V
S:StopAuctioneer()V

L: local Message
V: Virtual Message
*:Broadcast Message

R:RegisterOK(Owner)
R:RegisterFail(Owner)
R:AuctionOK(Owner)
R.AuctionFail(Owner)
R:Notification(Owner)

StartRole(“Registrar”)
StopRole(“Registrar”)
StartRole(“maoauctioneer”)
StopRole(“maoauctioneer”)
PrintInfo**(Variable
Registerfailreason)
PrintInfo(Variable
Auctionfailreason)
PrintInfo(Variable,Auctionresu
lt)

Auctioneer S:Announce(Owner) *
S: AuctionOK(Owner)L
S: AuctionFail(Owner)L
S: WaitBid (Owner)L

R:Bid(Owner, Price, Email)
R:TimeEvent(Eventname)

SaveBidInfo
**(R:bid.owner,price,email)

ComputingResult**()
Set (variable auctionresult with
value from action
ComputingResult)
Set(Bidflag with value 1)

The following accordingly shows the reasoning rule set:

**: Those actions are methods in outer Java class. PrintInfo has the function to show information in a dialog.
SaveBidInfo has the function to saving bid price from each bidder. ComputingResult  has the function to get the
winner of the auction according to Vickey auction rule.
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Table 2. Related Rule Sets in our Experiment

5   Conclusions and Future Work

The main contribution of this paper is an XML-based Markup Language for
describing coordination protocols. In such field, at present, there have been some
related research projects. For example, COOL [4] is based on KQML messages,
describes the protocol with state transition rules. CooL [5] describes coordination
protocols based on a multi-agent plan, which consists of procedures agents to follow
and communication primitives. AgenTalk [6] incorporates an inheritance mechanism
for supporting defining new protocols based on the existing protocols or customizing
existing protocols.
Compared with those languages, our language will have the following several
advantages combined with the those brought from XML-based approach: 1) Both
Non-programmer and Programmer oriented;2) Directly Rule-based Idea; 3)Agent
‘Memory’-enabled;4) Facilitating Agent Mobility;5)Facilitating Script Sharing in the
Internet
Our language is being developed and we have developed the interpreter by using IBM
parser XML4J for its preliminary version in Java. We also have developed some
experimental applications in our language, such as agent bargain and auction, with the
IBM Aglet Environment in order to verify the ability of our language.
We design our language for constructing mobile-agent based services for digital city
[8], and the functionality of current version of our language will be further extended.
For example, we will include the mobilizing control actions into our language, which
will be used to describe the behavior related to agent mobility. We also think of
developing the more easy-to-use interface for our language users, though in XML
field, XML document editors are available.
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Abstract. In this paper, we discuss an agent based solution strategy to
the new customer centric economy created by the Internet. This solution
strategy includes changing the current supply chain model into a value
net model that is driven by the customer and coordinated by a complex
multi-agent network. To coordinate all activity within the multi-agent
value net a new agent based communication language based on the Ex-
tensible Markup Language (XML) is proposed.

1 Introduction

Over the past few years’ enormous technological advances have changed the way
many organizations conduct business. During the digital age, companies are ex-
pected to be agile, flexible, and customer oriented. They’re required to provide
cost quotes, delivery times, delivery tracking, and production updates to the
customer in real time. In response, organizations are reengineering and streamli-
ning various processes and business practices to improve customer relations and
productivity. One process that has improved customer relations, productivity,
and efficiency during the digital age is the supply chain.

The supply chain is a process that spans the entire enterprise integrating
processes based on flawless delivery of basic and customized services. There-
fore the objective of Supply Chain Management is to optimize information and
product flow from the receipt of the order to the purchase of raw materials,
to delivery and consumption of the finished product [Fox et al, 1993]. For the
supply chain to operate efficiently during the digital era, all the functions and
processes must be integrated within a network providing a rapid and quality
response to any demand or informational request from the customer. Therefore
the supply chain becomes a digitalized and dynamic, high performance network
of customer/supplier partnerships and information flows. This new model of the
supply chain is known as a value net [Bovet and Martha, 2000].

The value net model creates an informational infrastructure that facilitates
the distribution of information from a customer to the various manufacturing
sites and suppliers. Therefore the purpose of the value net model is to fulfill
the customer order with high quality products meeting delivery requirements
while minimizing the cost of the parts, manufacturing, and transportation. To
make these decision-making processes efficient and hence construct a reliable
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net reliable, it is imperative that we integrate and automate all the decision-
making processes to solve the various value net problems. Within the old supply
chain model, decisions were made by humans with the aid of computer processes
such as Enterprise Resource Planning (ERP). However the customer centric
value net model requires organizations to make decisions and pass information
to suppliers, distributors, and customers in real time. Agent based systems by
virtue of their adaptability, autonomy, and social ability make them a viable
technology to be used in implementing real time decisions and communication.
Each agent within the value net would represent a part of the decision making
process. Hence creating an agile network of decision makers that react to the
customer in real time as opposed to a rigid process flow that is decided before
the customer places an order.

To make the multi-agent value net efficient, reliable, and practical a multi-
agent communication language to send messages across the Internet needs to be
developed. This language will connect the customer to all the decision-making
agents within the value net making one complete interactive, and seamless net-
work.

2 Problem Definition

The current supply chain problem within many organizations is two fold. The
first problem concerns the way orders are proposed by the customer, quoted by
the manufacturer, and agreed upon by both the customer and the manufacturer.
The second problem concerns the actual decision processes and methodology
used from the time an order is placed to the delivery of the final product to
the customer. Though these two problems may seem to be different, both deal
with integrating information from different sources. This similarity leads to the
generation of a common solution strategy. In this paper we look at an agent
based framework for implementing such a solution strategy.

The first part of the current supply chain problem lies within the company
organization and process flow. The typical manufacturing organization has many
different facilities, customers and suppliers that are all interconnected by a sup-
ply chain system in which many companies use an Enterprise Resource Planning
(ERP) system to help with the decision making process. This type of ERP sy-
stem begins with a demand forecast, which goes to the manufacturing facility,
and finally to finished goods distribution where the customer can select the final
product. Therefore the product is pushed through the system from the supplier
to the customer as seen in Figure 1. With the aid of ERP systems most of the
information is passed via Electronic Data Interchange (EDI).

Smaller organizations have the same supply chain model, however they utilize
more archaic and manual methods to make the necessary decisions. These types
of supply chains are slow, inefficient, and often, but not always, conform to a
fixed product line. Therefore a multi-agent value net needs to be implemented,
so that all information given to the company and driven by the customer will
be distributed to the network of departments and suppliers in real time as in
Figure 2.
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Fig. 1. The Supply Chain

Fig. 2. Value Net [Bovet and Martha, 2000]

The other problem of the current supply chain model involves the decision-
making processes. This problem is particularly complex since the input to one
manufacturing facility is the output from another facility within the network.
Thus each facility must make decisions based upon their suppliers’ decisions
and consequently making the value net as strong as the decision-making abi-
lities of each facility. Therefore, a facility needs to make accurate decisions in
real time concerning their inventory levels, manufacturing schedule, and total
cost and then relay that information to their respective customers. This flow of
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information and decisions will then originate from the customer and be passed
through the value net to the raw material supplier, the intermediary supplier,
the manufacturer, and then returned to the end customer in real time.

Presently, automation of the supply chain model has been researched using
intelligent agents, however a technology based value net using multi-agents has
not been investigated. Agent-based approaches have been applied for enterprise
integration, manufacturing production planning, scheduling and process control,
and material handling within the past decade, but few models incorporate Inter-
net based networks and communication languages. Most of the models created
for these applications utilize KQML for communication, and ignore the Inter-
net as a promising networking medium. Thus the current multi-agent models
designed for the supply chain have many limitations when compared to the re-
quirements of a customer centric value net. These limitations are as follows:

a) A customer centric value net requires a communication language that can di-
rectly communicate, interact, and pass data with clients, or other intelligent
agents (digital decision support) that are located globally. Therefore the va-
lue net must be digitalized and Internet enabled. The Internet will provide
for the most diverse and location independent network, and digitalization
will provide for easy manipulation and decision support. KQML and the
respective deviations do not support Internet processing and distribution.

b) The assimilation of digital support within business processes requires the
integration of heterogeneous systems (databases, independent departmen-
tal software, and individual companies). For a true seamless value net, the
intelligent agents have to communicate with every aspect of the business
and current Agent Communication Languages (ACL) are not designed nor
created for these heterogeneous systems. However the Extensible Markup
Language (XML), is designed for data communication within heterogeneous
systems and is supported by the Internet.

c) The multi-agent value net will have to stretch across many different busin-
esses and sectors of industry. Therefore the strength of the communication
language will be the ability to manipulate the language to fit every sector
or industry standard. The Extensible Markup Language allows for each in-
dustry to change, add, or delete the actual markup without changing the
structure of the platform or communication process. This will allow for the
multi-agent value net to be utilized within any sector of industry.

d) The final limitation of current multi-agent supply chain models is the future
limitations. These supply chain models cannot be easily scalable or manipu-
lated for wireless interactions. The future of the value net relies on its ability
to receive wireless data from multiple intelligent machines around the world.
[Bovet and Martha, 2000]. For example, the office copier will let the sup-
plier know that it is low on toner and paper before running out. Robots will
send and receive wireless messages to suppliers pertaining to the inventory
levels as they browse the line side inventory. Finally, an intelligent computer
chip inside a car timing belt will send a wireless message to the owner and
the manufacturer of the vehicle concerning the status of the belt. These are
only a few of the possibilities, however the strength of these implementations
resides within the value net platform.
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Current supply chain models and multi-agent supply chain models have many
limitations that prevent a customer centric value net. The customer will drive
future orders, and the decisions within the value net, and therefore the decisions
will have to be made instantly and accurately. Hence to make any organization
truly efficient, agile, and customized a technology-based multi-agent value net
must be implemented. We therefore propose in a multi-agent system to imple-
ment a customer centric value net.

3 Background Work

To our knowledge we feel that there are no Internet based value net implementa-
tions. However considerable work is reported on agent based implementation of
supply chains and the coordination/communication within a multi-agent supply
chain. In this section we briefly review the literature relevant to both of these
subjects within a multi-agent supply chain.

Various multi-agent systems have been researched and created in order to
generate models, however Mark Fox was probably the first to propose organi-
zing the supply chain as a network of intelligent agents. In the work by Fox,
Chionglo, and Barbuceanu in 1993 a multi-agent system was proposed that had
two types of agents, functional and informational [Fox, M.S. et al, 1993]. The
functional agents performed the control activities such as logistics, order ac-
quisitions, transportation, resource management, scheduling, and dispatching.
The informational agents were used to provide for the information and com-
munication services. This design created a multi-agent model where each agent
performs one or more supply chain functions. This specific model used KQML-
based communication with user driven decision-making processes. Then in 1996
Barbuceanu and Fox created another ”communication component that imple-
ments an extended version of the KQML language” for multi-agent supply chain
models [Barbuceanu and Fox, 1996]. They stated that their commutation lan-
guage within this model will communicate through various forms of messages in
order to change the state of an agent or to perform actions. Nevertheless this
language and architecture does not take the communication between the custo-
mer and the system nor between the system and current departmental software
and databases into consideration.

In 1996, Swaminathan created a supply chain model through simulation with
structural elements and control elements [Swaminathan, et al, 1996]. Structural
elements include the production (retailers, distribution centers, plants, suppliers)
and transportation elements and both of these elements are modeled as agents.
The control elements (inventory, demand, supply, etc) are used to coordinate
flow of products. In this work they also propose a message based communication
system, where a set of message classes define the interaction between agents.

In 1996 Kalakota, Stallaert, and Whinston generated a model that crea-
ted more generalized agents; agents that represented the distribution centers,
manufacturing facilities, inventory, and the loading dock [Kalakota, et al, 1996].
Therefore only the flow of material through the supply chain was modeled in this
multi-agent design. The real time supply chain optimization system generated
by this team utilized the Internet and EDI to transfer information. In addition,
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the work by Hinkkanen in 1997 has suggested various distributed decision sup-
port systems for real time supply chain management systems that are completely
managed by agents. They suggest that an agent can be modeled as a human and
thus agents can drive the supply chain [Hinkkanen et al, 1997]. Like the work
completed by Kalakota, Stallaert, and Whinston, this proposal suggests using
EDI as the medium to exchange information. Although EDI connects multiple
companies through data exchange, EDI does require a stringent standard for all
companies within a network to comply and limits the accessibility of information
to the customer; therefore preventing a customer driven value net. In addition,
global organizational implementation would be limited.

Yung and Yang [Yung and Yang, 1999] proposed another multi-agent supply
chain model. This model was designed to solve the constraint satisfaction pro-
blem within the supply chain and therefore consisted of three types of agents;
propagation, interface, and control agents. The propagation agents perform the
needed algorithms according to the problem distributed to them. The interface
agents worked with the manager in the supply chain concerning orders, errors,
or miscellaneous information and the control agent stored all the necessary infor-
mation for the supply chain [Yung and Yang, 1999]. This model utilizes KQML,
JDBC, and Socket/HTTP to coordinate all communication within the system
and between suppliers. This approach enhances the communication process from
previous work, however does not simplify the entire process by directly acces-
sing (i.e. without passing through a database agent) current legacy systems,
departmental software, databases, and customers across the Internet.

4 Value Net Implementation: A Multi-agent Approach

The multi-agent approach to value nets is composed of two componenets: the
multi-agent system architecture and the communication component within the
architecture. The design aspects of these components will fulfill the efficiency,
agility, and customer centricity of a value net.

4.1 Multi-agent Value Net Architecture

The multi-agent value net model is created using agents that represent different
aspects of the manufacturing organization within the value net (i.e. Logistics,
Scheduling, Resources, Purchasing, and Accounting). This design is hierarchical
in structure and imitates the physical organization of an industry (Figure 3).
This organization naturally results in a master-slave agent configuration with
a coordinating agent interfacing with the customer. This type of structure will
force the entire value net to be responsive and driven by the end customer across
the Internet and not by the manufacturing floor or a set of suppliers across a
supply chain.

In addition, the hierarchical structure of this multi-agent system will allow
for different agents to work in parallel to solve a customer order proposal or
problem in real time. Since each agent has a unique domain and the associated
knowledge base, they will all represent different departmental viewpoints and
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their combined knowledge will answer any customer proposal or response. Thus,
each departmental agent will provide required answers to a coordinator who
makes the final decisions and communicates them directly to the customer. After
receiving the information regarding a customer proposal or problem from the
respective agents, the coordinator will make a decision and either give a response
to the customer across the Internet or confer with the slave (departmental) agents
for further information. Once the customer and the coordinating agent agree on
a final order, the coordinating agent then distributes the appropriate tasks to
each agent in order to fulfill the order and therefore complete the customer
driven value net. To make this multi-agent system function appropriately all
communication with the customer must be in real time and across the Internet.

Fig. 3. Multi-Agent Value Net

4.2 Multi-agent Value Net Communication Language

To create the above architecture such that all communication and needed deci-
sions within the value net are in real time and across the Internet, we propose
an agent communication language that utilizes a combination of the Extensible
Markup Language (XML), Java and HTTP.
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This agent communication language will be message based and hence each
agent will respond to an event that is generated by a message from another
agent or the end customer. All messages within the multi-agent system will be
associated with a class and the class will define the intent of the message and
the type of response required.

Example: Message Type - Ask
Speaker Intent - The listener will assert the truth

based on their algorithms,
experiences, and knowledge base.

Response Message - Inform message with the assertion
as the content.

The content of the message will contain the destination agent name, the
sending agent name, and the information being asserted or queried. Therefore a
message can either initiate a new activity within the receiving agent or continue
a dialog about a current activity. All messages created within the system will
conform to a standard document type definition (DTD) created by the developer
and poised by XML. These common DTD’s will allow for easy parsing and
composing capabilities using a simple Java program. This will allow one message
to have information for many different agents, but each agent will only be able
to view their appropriate assertion or query and thus creating one data source
with many different views.

The combination of decision making agents and a real time communication
language that can communicate with customers across the Internet, will make
any value net agile, flexible, efficient, and customer oriented. This type of plat-
form will be able to conform to various types of industries and value nets, the-
refore creating a company solution to current customer demands.

5 Conclusions

As companies begin to reengineer their supply chain process using information
technology capabilities, their supply chain will begin to form into a value net.
This value net will be agile, fast and customer driven. Therefore the customer
will determine the product to be produced and the supplier that creates the
resources. In order for companies to create this agile value net, they will need
to generate a platform of autonomous agents that can respond to the customer
in real time. These autonomous agents will represent the various departments
within the manufacturing organization and will be able to efficiently commu-
nicate with each other, suppliers, and the end customer. The solution to this
communication process lies within XML and Java messages. The purpose of
this research is to investigate and develop an efficient communication process
and ontology using XML within the value net organization.
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Abstract. We have studied the development of multi-agents that
must collaborate within their working environment according to a set
of norms. The agents used are defined and implemented in dynamic
logic programming (DLP), using the LUPS knowledge updating system
developed in XSB. The aim of this study is to experimentally find out
how norms imposed on agents can lead to an acceptable and robust
collective behavior. Such a normative generated behavior is more
natural in an open environment where new agents may enter the world
with expectation of social acceptance. The experiments carried out have
shown where we have flaws in the initial definition of the norms. We
have been able to learn how to modify the norms in order to improve
the social behavior of the group of agents in the warehouse scenario.

Keywords: autonomous agents, KBS methodologies, distributed prob-
lem solving, knowledge representation, norms, social constraints

1 Introduction

Various coordination approaches have been developed for multi-agent systems,
but quite often autonomy is required in open environments where agents have
considerable autonomy [2]. However, autonomy comes with a price, materialized
by norms or rules, if some reasonable and robust cooperation is expected from
the society of agents [7]. Socially sophisticated BDI agents [4] have also been
introduced by including norms and obligations in a BDI interpreter, with the
the declared claim ”to increase the efficiency of agent reasoning”.

In the research reported in this paper we have used the extended logic pro-
gramming for the general definition of the agents in the style of [5,6]. To describe
agent behavior we have used, whenever convenient, the dynamic logic program-
ming (DLP) paradigm [3], with its ”Language of UPdateS” (LUPS) [1] that
describes transitions between consecutive knowledge states.

Next we succinctly present the main DLP and LUPS ideas used in the agent
model. Then the simulation framework with its warehouse scenario environment
and implemented agent are described. Afterwards the experimental results are
shown and discussed.
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2 Dynamic Logic Programming Agent

The agent cycle is a variant of that proposed in [5]: (i) observe inputs, (ii)
think, (iii) select one or more actions to perform, (iv) act. The main body
of this cycle is defined in extended logic programming. Changes in the knowl-
edge of the agent have been represented in dynamic logic programming (DLP),
where knowledge is conveyed by a set of theories, encoded as generalized logic
programs. Propositional variables of the form not A are called default atoms.
Propositional variables whose names do not begin with not are called objective
atoms. A generalized rule has the form:

L0 ← L1, . . . ,Ln (1)

where every Li is an objective or default atom.
The language LUPS1 has a precise declarative and procedural semantics.

Various commands can be used to specify updates of knowledge. To specify a
”persistent update command” we can use:

always [event ] (L← L1, . . . ,Ln) when (Lk+1, . . . ,Lk+n) (2)

that is the knowledge of the agent is updated with the given generalized rule
L ← L1, . . . ,Ln when the event takes place and the condition specified by
Lk+1, . . . ,Lk+n is fulfilled. The commands available in LUPS allow us to very
conveniently specify changes in the knowledge of agents. We can also express
reasoning of agents regarding actions that they might have interest to under-
take. Communication between agents, although not considered in this paper, is
also facilitated by expressions of knowledge updating.

3 Simulation Framework

The agent has been implemented in XSB2 and LUPS. The environment has been
completely implemented in XSB. Swarm3 has been used to control and visualize
the experiments.

3.1 Warehouse Scenario

Our warehouse scenario consists of various zones with objects. Every object is
defined by a utility value and a lifespan time. When the lifespan expires the
object disappears, unless it has been picked up in the meantime by an agent.
Each agent has the capability to execute the actions: moveLeft, moveRight,
moveUp, moveDown, popLeft, popRight, push.
1 LUPS is available from http://centria.di.fct.unl.pt/˜jja/updates/lups.p
2 XSB home page http://xsb.sourceforge.net/
3 Swarm home page http://www.santafe.edu/projects/swarm/
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All agents have the duty to carry the object in an embarking zone. An agent
can carry just one object at a time. When the agent succeeds in carrying the
object to the embarking zone, it gains a value one utility.

The behavior of agents has been constrained by various norms (rules), like:
(i) between object columns agents can move downwards just on the ”down”
column; (ii) between object columns agents can move upwards just on the ”up”
column. Prohibitions (restrictions) have been introduced like: (i) no two entities
(agent or object) are allowed simultaneously on the same square; (ii) an agent
can carry just one object; (iii) an agent cannot walk on zones for objects; (iv) an
agent can pick up just an object adjacent to its square; (v) an agent can leave
an object just on a square adjacent to its own position.

The map and the norms for agent moves among the zones of objects are
illustrated in figure 1 (a). The change in the map after a few steps are shown
in figure 1 (b). Agents carrying objects are shown in a darker grey, while the
objects are shown in black, and the ”warehouse” zone is pictured by a vertical
lines texture.

Fig. 1. (a) Scenario map representing the norms for agent moves among zones of ob-
jects. (b) Change in scenario after a few steps.

3.2 Implemented Agent

A cycle of the implemented agent is described by the pseudo-code below.

initialize currentWorldModel, currentGoals, mostPreferGoal, . . .;
while ¬member(finalState,currentStates) ∧ ¬expire(deliberationLimit)

nextStates := successors(currentStates,capabilities);
currentStates := filter(nextStates,norms,prohibitions);

endwhile
if member(finalState,curentStates)
then action := takeAction(finalState);
else mostUtilState := select(utilityCriterion,currentStates);

action := takeAction(mostUtilState);
endif
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We illustrate the usage of LUPS in the generation of the decision tree. The
operators that generate the new state are declared as ”persistent update com-
mands”. These operators, representing the capabilities of the agent, have been
coded in an abstract space to ensure independence from agent position. For
instance, moveUp is represented as ”move(-1,0)”, meaning that the agent can
move on a square within the same column and the line is decremented by 1,
while popLeft is ”pop(0,-1)” meaning that the agent picks up an object on the
same line with the agent and the column decremented by 1. Similarly push is
”push(1,0)”, that is the agent places the object on a location on the same column
and the line incremented by 1.

always state(NewX,Y,HasObj,[move(-1,0)|ActionList],NewUtil)
when state(X,Y,HasObj,ActionList,Util),

prolog((NewX is X - 1,evalState(NewX,Y,HasObj,NewUtil)),
canDo(X,Y,HasObj,move(-1,0)), not stop.

Besides the generation of the new state an ”update” of the ”WorldModel” also
takes place. The states are filtered by applications of norms and prohibitions
imposed in the scenario on the ”current updated WorldModels”.

always canDo(X,Y,HasObj, move(-1,0)) <-
prolog((NewX is X - 1, isOnMap(NewX,Y), isPosFree(NewX,Y),
not(isOnDown(NewX,Y)))).

The selection of the action to fulfill the current goal is performed by the rule:

always selectAction(Goal) <- state(X,Y,HasObj,ActionList,Util),
prolog((isPerformed(Goal, state(X,Y,HasObj,ActionList,Util)),
extract(FirstAction,ActionList)).

The generation of the tree is finished when a state is found with the goal
satisfied relative to the ”current updated WorldModel”. When the procedure
terminates before ”stop” becomes true, the action is chosen based on the utility
of each state, in our scenario the number of objects that can be picked up before
disappearing.

4 Experimental Results

Several experiments have been carried out to test the robustness of the archi-
tecture. The parameters used to control the experiments are: (i) worldXSize
and worldYSize map dimension; (ii) numberAgent represents the the number
of agents; (iii) objColumn length of object zones; (iv) dimWarehouseheight of
warehouse; (v) maxObjVal maximum utility value assigned to an object; (vi)
maxObjPersist maximum life span of an object. The placement of entities on
the map is random for each experiment. Deliberation has been limited by the
parameter deliberationLimit on the depth of the decision tree. The maximum
value used in our experiments for deliberationLimit was 4. The utility accumu-
lated by agents, the number of objects carried to the warehouse and the objects
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lost (due to the fact that their life span expired) have been monitored. The
parameters objColumn and dimWarehouse have been used to enlarge/decrease
the space between objects and warehouse to see the behavior of agents in areas
without prescribed norms.

The number of waisted objects is dependent on the parameters numberAgent
and maxObjPersist. Increasing the life span of objects allows agents to pick up
more objects, regardless of how weak their reasoning is. Increasing the number
of agents leads to an overpopulation of the space available and to an increase in
the number of conflicts.

The agents use a utility criterion to partially order the states in the deci-
sion tree. The action chosen is the one leading to a state with highest utility.
In this version conflicts appear when two agents intend to move to the same
position. Another conflict that appears is when two agents intend to pick up the
same object. New norms have to be introduced that consider mutual behavior
of agents.

Fig. 2. (I) Conflict between two agents carrying objects and intending to move to the
same position on the ”down” column. (II) (A) Conflict between two agents without
objects, intending to pick up the same object, (B) Conflict between two agents without
objects intending to move to the same square

From several experiments we have found various conflicts occurring between
agents: (i) two agents that carry objects intend to move at the same time on
the ”down” column to get the objects to the warehouse, figure 2 (I), (ii) two
agents without objects intend to pick up at the same time the same object, part
A in figure 2 (II), (iii) conflict between two agents without objects that intend
to move to the same position in the zone between objects and warehouse, part
B in figure 2 (II).

The simulation framework does not allow two or more agents to act on the
same location. If the agents try to do it the environment forces them to stay on
their position (their action is not executed).

Experiments have shown that conflicts in areas with existing norms are more
persistent than conflicts in areas without norms. One conclusion would be that
norms with higher degree of generality should be provided with exceptions for
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specific situations. For example, in figure 2 (I) the two agents carrying objects
intend to go to the warehouse. Their only solution due to the norms imposed on
them is to walk to the warehouse on the ”down” column. Since their position
does not allow both of them to do it at the same time, conflict resolution could
be realized in two ways: (i) by adding a new norm ”priority for the right side”
as in traffic rules; (ii) by adding an exception to the norm saying that an agent
is allowed to go down on the ”up” column if the following three positions are
free (a kind of overtaking in the traffic rules).

5 Conclusions

We have carried the concept of normative agent development a step further by
experimenting with a multi-agent system defined using norms. We have used
extended logic programming and dynamic logic programming to generate the
desired behavior. This step is important for applications where nonmonotonic
reasoning is imperative and change of agent knowledge is expected. This ap-
proach is also useful if we want to move towards a methodology that enables
development of agent technology with normative facilities. Further work will in-
clude studying how general mechanisms conceived for policy management could
be captured by norms. Run-time selection of coordination mechanisms in multi-
agent systems should also be important to import into normative agents.
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Abstract. A novel configuration method for systems design has been
developed, that considers, at the same time, system reliability and cost.  This
method helps to maximize the reliability, minimize the cost and obtain the best
possible configuration for the system to be designed.  To accomplish this, a
combination of Bayesian networks and heuristic search are used so to help the
designer find the optimum configuration in the immense search space
available.  The method has as entry parameters: the minimal reliability
requirement or maximum cost of the computer system to be designed, the
function of the system as a reliability block diagram and a description of each
component. From this input, the methodology transforms automatically the
reliability block diagram to Bayesian network equivalent, from which the
reliability of the system is obtained through probability propagation. Starting
form the initial block diagram, a set  of  heuristic operators is used to generate
new configurations. The “best” configurations are obtained using beam search
with some heuristics to improve the search efficiency. There are 3 alternatives
for defining the best configurations: (i) minimize cost with a reliability
restriction, (ii) maximize reliability with a cost restriction, and (iii) make a
compromise between reliability and cost (Pareto set). The methodology is
applied to the design of a distributed control system with promising results.

1 Introduction

The design of critical systems has two fundamental stages. In the first stage, the
reliability requirements are specified, the system components and its interconnection
(architecture) are defined and a mathematical model for the reliability estimate is
established.  In the second stage, the form of implanting fault tolerance is specified [6].

Usually, the designers of high reliability systems receive three parameters. The first
is the function that the system must accomplish to satisfy the user’s requirements.  The
second parameter is the reliability degree that the design must fulfill.  And the third, is
the behavioral information of each one of the components that will be used. When the
designer has all these information, he/she proceeds to generate a first system version
with the indispensable minimal components.  Since the system fails if some of these
components fail, it is considered as a serial system from a reliability point of view.
Given this initial configuration, the reliability of the system is estimated based on the
individual components’ reliability and standard analysis techniques. Some commonly
used techniques are reliability block diagrams, fault trees and Markov models [1].
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Once the reliability parameter from the first system version is obtained, an iterative
cycle is entered and the designer proceeds to do several trials of the system design,
until the required reliability is obtained.  In each trial the initial system configuration is
changed.  Furthermore, the cost factor is generally not taken into account. The design
process is generally ad-hoc. Therefore, a general configuration methodology is
required, that considers the following two parameters: reliability and cost.
In this paper we present a new method for “rational” configuration of high reliability
systems through the combination of Bayesian networks and heuristic search.  The
adjective rational means that a balance between the system reliability and its cost is
sought.  The method helps to select the best configuration, according to the user’s
needs.  The methodology covers three alternative:
- Based on a reliability restriction, obtain the “best” possible system configuration,

according to the cost.
- Based on a cost restriction, obtain the “best” possible system configuration,

according to its reliability.
- Obtain a balance between reliability and cost to produce the best possible

configuration, so that reliability is maximized and the cost is minimized.
The rest of the paper is divided in five parts: antecedents, reliability analysis with
Bayesian networks, methodology,  and conclusions and future work.

2 Antecedents
The methodology is based on reliability concepts and Bayesian networks.

2.1 System Reliability

Of the inherent characteristics in the concept of quality, reliability is probably the most
important.  The reliability expresses the probability that an equipment operates without
defects in a period of time, in an environment which it was designed for.  It refers to
how well does the system fulfils the user’s requirements [3]. The reliability of a
complex system depends on the reliability of its components, so that it can be defined
as a mathematical relationship between the reliability of the parts and that of the
system.

The failure frequency is known as the failure rate.  This is used as a parameter for
the reliability mathematical formulation.  The failure rate is measured in number of
failures by operating time.  Its reciprocal value is called mid time between failures
(MTBF) and it is generally measured in hours between failures. A system reliability
block diagram (RBD) tool is used in system reliability analysis.  It represents the effect
of the subsystem’s failures on the reliability of the system.  It is a form of black boxes
for analysis that requires that a system is splitted into components or subsystems. It is
assumed that each black box will be in one of two states: successful or with defect [2].
Given the failure probability of each component, the failure probability of the system
can be evaluated based on the topology of the RBD. Basically, the probabilities are
combined according to the structure of the RBD: for serial components (AND) the
probabilities are multiplied, and for parallel components (OR) the complement
(probability of success) is obtained by multiplying the success probability of the
components.
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2.2 Bayesian Networks

For reliability analysis we use Bayesian networks. Bayesian networks (BNs) are
directed acyclic graphs (DAG) in which each node represents a random variable or
proposition.  The arcs between nodes represent dependencies or direct causal
influences between the bound propositions. The force of these dependencies is
quantified by conditional probabilities [5].

A Bayesian network (BN) contains the necessary information to answer
probabilistic queries about its variables.  These queries can be to interpret specific
entry data or to recommend the better action course to be followed.  This requires the
instantiation of a set of variables corresponding to the entry data, propagation to
calculate their impact on the probabilities of the other variables, and finally to obtain
the posterior marginal probabilities of the unknowns.
The propagation procedure is based on Bayes’ theorem and on the dependency
structure of the net. For single connected networks, it is implemented through the
communication between neighboring nodes by means of local operations, through the
messages sent between nodes connected in the net [5].  This permits to update the
probability of any variable by means of the evidence that comes form its parents and
children.  The posterior probability of a variable is obtained by Bayes’ theorem.  There
are alternative methods for probability propagation in multiconnected networks [5].
BNs techniques offer some advantages with respect to the other techniques used in
reliability analysis.  BNs are an alternative to include the condition of event
dependency in the conventional fault tree models.  They have the property of
probability propagation in both ways (causal and evidential), while the others
techniques are only for analysis.

3 Reliability Analysis with Bayesian Networks

A method for reliability analysis based in BN is established.  A RBD is transformed to
a BN and reliability calculations are done through probability propagation [7]. Fault
trees are a subset of BNs, so this technique has a wide potential of application in
reliability analysis.  In addition, it permits to represent aspects as dependencies
between failures and the combination of sources of information.We first present the
simple cases of serial and parallel systems using BN, and then a general method to
transform any RBD to a BN equivalent.

3.1 Serial Systems

It is said that the system components are in series, from a reliability point of view, if
they should work all so that the system is successful, and it is enough that one fails for
the system to fail.  The representation by means of a RBD of a serial system is shown
in figure 1.b and its BN equivalent in figure 1.a.
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A  conditional  probability  matrix  is defined, that represents the  system  arrangement
and it  permits  to  obtain  ist  joint probability distribution,  through  the  following ex-
pression:

P(X/A,B) =
œ
ß

ø
Œ
º

Ø
1110

0001

x

x
 

b’a’  ab’  ba’  ab     

Where the elements of the conditional probability matrix columns, P(X/A,B), are the
combination of the parent nodes states: A,B are operating, A has failed and B is
operating, A is operating and B has failed, and both fail.  For a serial arrangement, the
first line represents the success probability of the system given A and B, it is one when
A and B operate and zero when any fails. The second line represents the failure
probability and it is inverse to the first line. This matrix is equivalent to an AND gate
[7].

3.2 Parallel Systems

It is said that the system components are in parallel, from a reliability viewpoint, if
only one is needed to work so that the system is successful, and the system only fails if
all of its components fail.  For a parallel arrangement as that of figure 1.c, a BN is
obtained as shown in figure 1.a. The BN structure is the same for series and parallel
configurations, but the conditional probability matrix, P(X/A,B), is different in each
case.  In this case only the conditional probability matrix is modified, such matrix is
equivalent to an OR gate [7], and it is the following:

Fig. 1.  RBD for basic serial and parallel systems and Bayesian network equivalent. a)
Bayesian network for both cases. b) RBD for Serial System. c) RBD for Parallel System.
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The generalization for multiple components is immediate. For instance, for a 3
component system which requires two components functioning, the probability matrix
is:

P(X/A,B,C) = 
1 1 1 1 0 0 0 0

0 0 0 0 1 1 1 1
Ø

ºŒ
ø

ßœ

3.3 Complex Combination of Serial-Parallel Systems

For complex systems, which combine subsystems in series-parallel the previous
equations in recursive form are applied.  There are combinations of components that
are not in series or parallel in a strictest sense. For example, consider the arrangement
which is known as a bridge type system. This system functions if at least one of the 4
possible paths is available. Using a BN approach the solution is simplified so the
system reliability can be obtained from a single network [7].

3.4 Bayesian Network Generation

For system designers it is more convenient to use RBD than BN. So we developed a
method for transforming any RBD to a BN equivalent. A pseudocode for the
conversion algorithm is shown in figure 2.
The algorithm generates, initially, two virtual components, the extremes of the RBD,
called “Start”, and “Finish”. The algorithm consists basically of two parts.  The first
generates an adjacency matrix that represents a RBD.  The second constructs the BN
from the adjacency matrix generated previously.  It identifies all the possible paths
from the first component (“Start”) until the last component (“Finish”) in the adjacency
matrix.  Each path forms a virtual node. The search for all the possible paths is
accomplished in recursive form until that there are not more paths left. In the BN
structure, the system components are the root nodes and each possible path is a node
virtual (intermediate nodes), and there is a node leaf that represents the system. Each
virtual node that corresponds to each path has a series (AND) probability matrix. The
leaf node that represents the complete system has a parallel (OR) probability matrix.

4 Design Methodology

The proposed methodology has as main objective to define a “rational” method for
configuration of high reliability systems that makes a compromise between cost and
reliability.  This method must help to maximize the reliability, minimize the cost and
obtain the “best” possible system configuration. Figure 3 summarizes the algorithm for
the proposed methodology.
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Fig. 2.  Pseudocode for the RBD to BN conversion algorithm.

The configuration system requires as input the following:

1. Configuration type, which can be one of the following:
- Minimize cost given a reliability restriction.
- Maximize reliability given a cost restriction.
- Obtain configurations that make a balance between reliability and

cost.
2. Cost of adding a redundant component.
3. Initial RBD. It is the graph with the minimal components so that the system
accomplishes the required function.

&RQYHUW�5%'�WR�%1
EHJLQ

Generate adjacency matrix
Generate paths

HQG Converts of RBD to BN
*HQHUDWH�$GMDFHQF\�0DWUL[
EHJLQ

For each element of the connections’ vector make
To obtain the corresponding object to the
component origin
If this is not entry in Adjacency Matrix

Adjacency Matrix ‹ to add that component
as entry

End If
To obtain the corresponding object to the
destination component
Adjacency Matrix ‹ to add that component as
output

End For each
HQG Generates Adjacency Matrix
*HQHUDWH�3DWKV
EHJLQ

For each output of the “Start” component of the
Adjacency Matrix

Make PathSearch (Start, output-i)
End For each

HQG�Generate Paths
3DWK6HDUFK��5RZ��&ROXPQ�
EHJLQ

PathMatrix ‹ Adjacency Matrix [Row, Column]
For each output-i of Adjacency Matrix [Row,
Column]

If output-number > 1
PathMatrix[i+1] ‹ PathMatrix[i]

End If
PathSearch (Row, output-i)

End For each
HQG�PathSearch
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4. For each component, the following data is required:
4.1. Type of component: identifies component’s family.
4.2. Code of the component: identifies the component within others similar of

the same type.

operate in
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4.5. Cost.
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parallel.

Fig. 3.  Methodology for reliable systems design.

 are 3 basic cases that that the user can select, which we deno
guration type:

1. Obtain, from the user, an initial RBD, with the minimal elements so that
the system operates.  This initial configuration corresponds to a RBD in
which all the elements are connected serially.

2. Generate a first BN from RBD obtained in 1.  With this model, the first
value for system reliability and cost are obtained.

3. Iterate until finding the best configurations:
3.1 Generate configurations selecting them based on heuristics to

select the  “best” configurations
3.2. Evaluate its cost.
3.3. Evaluate the configuration reliability through BNs.
Obtain the configurations with maximum reliability given a cost restrictions.
Obtain the configurations with minimum cost given a reliability restriction.
Obtain the configurations that at the same time maximize reliability and minimize
cost. These are called non-dominated solutions (Pareto).

utput of the system is a set of configurations (the user can specify the number)
ding to the configuration type selected. For each configuration generated by the
m, it evaluates its reliability and cost. The reliability is obtained by the method
 on BN described on the previous section. For the cost calculation, we use a

le cost function. The cost of the system is obtained based on the cost of each
onent multiplied by the number of components, plus an additional cost for each
dancy.  It is obtained using the following equation:

SystCost = (#CR*$GR) + å
=

n

k

kCCk

1

$*#

e #CR is the total number of redundant components, $GR is the general cost of
g any component in parallel, #CK is the number of components of the type K, $CK

t of each type K component, n is the total number of types of components used in
ystem. The “best” configurations are obtained using a heuristic search procedure
s described in the next section.
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4.1 Search Procedure

A search process starting from the initial (serial) configuration obtains the “best”
configurations. The search for the best configuration is a kind of beam (W) search aided
with heuristics. The criteria for the beam is based on the configuration type. The
system returns the first M configurations with:

q Lower cost that have a reliability equal or above the specified limit
(Rmin), or

q Maximum reliability that have a cost limit specified (Cmax), or
q Lower cost and maximum reliability (Pareto set).

The search procedure is based on the algorithm shown in figure 4. The parameters
W and M are adjusted according to the specific application. The operators for
generating new configurations are split into three groups, according to the
configuration type:

Case 1: reliability restriction and minimize cost
1. Change low reliability components by similar components of higher

reliability if they exist.
2. Add redundancy at the component level.  The maximum number of

parallel components should be observed.
Case 2: cost restriction and maximize reliability

1. If the maximum cost is surpassed, change high cost components for
cheaper ones.  If the maximum cost is not surpassed, change low
reliability components for similar components of high reliability.

2. If the maximum cost is surpassed, eliminate redundancy.  If the
maximum cost is not surpassed, add redundancy at the component
level.  The maximum number of components in parallel should be
observed.

3. Add redundancy at the subsystem level and system level, provided
that the maximum cost is not surpassed.

Case 3: reliability and cost balance
1. Change low reliability components by similar components of higher

reliability if they exist.
2. Add redundancy at the component level.  The maximum number

of parallel components should be observed.

The heuristics that are taken into account in order to reduce the complexity of the
search procedure in the configuration process are the following:

1. First change the smaller reliability components for similar
components (same type) of greater reliability.

2. First add redundancy at the component level and as second option
add redundancy at the subsystems level.

3. Do not put many components in parallel, since as after putting 2
components in parallel, the marginal profit on the reliability of the
system is minimal and the increase in the cost is at least linear.
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Fig. 4. Pseudocode for the search algorithm.

The methodology is illustrated with a real example in the next section.

4.2 An Example

In order to illustrate the procedure, this was applied to a Programmable Logic Control
System (PLC) for controlling thermoelectric plant burners, whose initial RBD is shown
in figure 5. For simplifying the example, only five controllers are included.

Fig. 5.  Programmable Logic Control System (PLC). (a) Initial  RBD, (b)  Cost  and  reliability
results, and (c) Component’s description.
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The input parameters are the following:
• SAC has a reliability of 95% and costs $30.
• Burner controller (C1 to C4) has a reliability of 94% and costs

$20.
• Alternative burner controller has a reliability of 96% and costs

$25.
• For reliability restriction case, the PLC system needs to have a

reliability of 98%.
• For cost restriction case, the user has a $250 as maximum cost.

Case 1:  Reliability restriction
In the case in which we have as restriction to comply with a given reliability, we
proceed to configure the previous system to try to obtain the reliability of 98%.  For
this, the following is done:

1. Receive as entry a first version from a RBD without redundancy, to solve
the problem in question. According to the given formulation, the initial
system cost is  $110.

2. From the initial RBD, a BN equivalent of the system is generated.  This is
shown in figure 9.  From the reliability of each system component and
propagation, a 0.7417 system reliability is obtained.

3. Since the reliability restriction has not been satisfied, an iterative process
is entered generating different configurations, until a configuration with
the required reliability is obtained.  In this example, after applying the
operator 1 we have as a result a 0.8069 for the system reliability.

4. The search process is continued until configurations that satisfy the
reliability requirement are obtained. One of these is a redundant
configuration (each component duplicated), with a reliability of 0.9832
and a cost of $220.

Case 2:  Cost restriction
In the case in which we have as restriction to comply with a given maximum
cost (e. g. $250), we proceed to configure the previous system to try to obtain
the configurations with higher reliability.  For this, the following is done:

1. The cost and reliability of the initial (serial) configuration is
obtained: 0.7417 and $110, respectively.

2. Although the cost restriction is satisfied, an iterative process is entered
generating different configurations, until the W configurations with
highest reliability are obtained

3. The search process obtains several configuration with higher reliability
that satisfy the cost restriction. One of them is the same as the one
obtained in case 1.

Case 3:  Cost and Reliability restrictions
In the case in which we have to obtain the configurations that they comply with a given
maximum cost and reliability minimum, that is, a the configurations that make a
balance between reliability and cost.  In this case, we consider a maximum cost of $200
and a minimum reliability of 0.8. For this, the following is done:
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1. Similar to cases 1 and 2, we receive as entry a first version from a RBD
without redundancy, to solve the problem in question.  According to the
given formulation, the initial system cost is  $110 and reliability of 0.7417.

2. Since the cost and reliability restrictions have not been satisfied, an
iterative process is entered generating different configurations, until a set
of non-dominated configurations (Pareto) are obtained.

3.  After the search process, as set of Pareto solutions are obtained. Three of
the non-dominated configurations are shown in figure 6.

Fig. 6. Three of the final configurations for case 3.

5 Conclusions and Future Work

Reliability is one of the primary elements that must be taken into account in systems
quality.  We detected the need of having a methodology that supports systems designers
in reliable systems configuration and that considers a reliability requirement and cost.
Through the combination of BNs and heuristic search, a method for rational systems
design was developed.  This method helps to optimize the reliability, minimize cost and
obtain the best system configuration. This methodology helps the designer to obtain the
best configuration, so that an optimum balance between reliability and its cost is
obtained. The methodology was applied to the design of a distributed control system.
As future work we plan to explore the possibility of bottom-up propagation in the BN
model of the system. We think that this could help to find the optimal configurations
more efficiently by discarding configurations that can not have the desired reliability.

b)

a)

c)
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Abstract. Mass customization of configurable products made
knowledge-based (and web-based) product configuration systems
an important tool to support the sales engineer or end user when
configuring systems according to the customer’s needs. Configuration
problems are often modeled as Constraint Satisfaction Problems, where
the configuration process is an interactive search process. During this
search process, the user may encounter situations, where a path in the
search tree is reached, where no solution can be found. In this paper we
show how model-based diagnosis techniques can be employed to assist
the user to recover from such situations by calculating adequate (or
optimal) reconfiguration or recovery actions. 1

Keywords: Intelligent interfaces, Automated Problem Solving.

1 Introduction

Following the paradigm of mass-customization [4], products are offered to the
customer in many variants. Knowledge-based configuration systems (configura-
tors) are a successful application of AI technology and can assist the technical
engineer, the sales representative, or even the customer to configure the products
according both to technical restrictions and the customer’s needs. An interac-
tive configuration application has therefore to provide adequate support to guide
the user through the problem solving process to come to a working solution.
Modeling configuration problems as Constraint Satisfaction Problems (CSP) -
as well as extensions like Dynamic CSPs [16] and Generative CSPs [9] - has
shown to be applicable to a broad range of configuration problems due to the
advantages of comprehensible declarative knowledge representation and effective
computability. In a Constraint Satisfaction Problem, the configurable features
of the product correspond to constrained problem variables with a predefined
range of selectable values. In addition, constraints restrict allowed combinations
of value assignments, i.e., legal product constellations. A solution (configuration)
is found, if all the problem variables are assigned a value and no constraint is
violated. In an interactive configuration session, the user is presented the choices
and incrementally enters selections according to his/her specific requirements.
During the interactive search for solutions there may be situations where after
1 This work was partly funded by the EU commission under contract IST-1999-10688.
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a sequence of selections no more solution can be found or a certain value is no
longer selectable. The question arises which of these choices have to be taken
back to recover from this situation. In another situation, after having already
made some selections, the user decides to revise some of the prior choices. The
problem then is to reconfigure the system in a way, that most of the other choices
can be reused and do not have to be entered again. Note, that the calculations for
reconfiguration may be done according to some optimality criterion, i.e., where
the number of problem variables to be changed is minimized or some overall
costs are minimized.
In this paper we present an approach to interactive reconfiguration where config-
uration problems are represented as CSPs with n-ary constraints and a model-
based diagnostic algorithm is utilized to calculate recovery actions. The search
for suitable alternative configurations given complete or partial configurations
can be done without additional modeling efforts for repair actions. Furthermore
the search for repairs can be guided by a domain dependent heuristic which takes
change costs for the prior user inputs into account.
After giving an example we define the notion of reconfiguration (repair) of inter-
active configuration problems. After that we sketch an algorithm for the com-
putation of such reconfiguration alternatives (with repair instructions). In the
final sections we compare our work to previous work and end with conclusions.

2 Motivating Example

For demonstration purposes we show a small example from the domain of con-
figurable personal computers, where the user can interactively make selections
on certain features. The user selections for the CSP are unary constraints on
the problem variables. During the session the user wants to revise one of the
prior choices and select a feature which is inconsistent with the other choices.
Let us assume, our PC has the following configurable features.
model = {basic, pro, luxury}. case={desktop, minitower, tower}.
cd-drive = {none, 36-speed,48-speed}. dvd-drive = {no, yes}.
cd-writer = {no, yes}. scsi-unit = {none,10GB, 20GB}.
ide-unit = {none, 5GB, 12GB}. cpu = {PII, PIII, AMD}.
In addition, certain constraints have to hold on correct configurations, e.g.,
(cd-writer =yes) ⇒ (scsi-unit 6= none).
(cd-writer = yes) ∧ (dvd-drive = yes) ∧ (cd-drive =yes) ⇒ (case 6= desktop).
(ide-unit 6= none) ⇒ (scsi-unit = none).
(scsi-unit = none) ⇒ (ide-unit 6= none).
(model = basic) ⇐⇒ (case = desktop).

Let us assume the user has already consistently configured some parts of the
PC interactively and stated some requirements (R1 ... R7):
(R1) model = basic, (R2) case = desktop, (R3) cd-drive = 36-speed,
(R4) dvd-drive = yes, (R5) cd-writer = no, (R6) cpu = PII, (R7) ide-unit =
5GB.
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At this moment, the user decides that he/she wants to have a CD-writer within
the configuration. The configurator detects that this choice is not compatible
with the prior choices, e.g., the CD-writer will require an SCSI-unit. In addition,
not all of the three CD devices will fit into the small desktop case. Therefore, the
selection of the CD-writer will not be possible. In addition, typical commercial
systems (and online configurators) do not provide adequate support to explain
the situation or to help the user to recover from it. In another situation the
user may try to revise the decision on the case, where in commercial systems
often all decision that were made afterwards will have to be re-entered. Finally,
it may be better for the customer to revise his/her decision on the model and
select the ”pro” model where a mini-tower case is already included and will be
cheaper than taking the ”base” model where any case other than the desktop
causes additional costs. This notion of optimality is also not present in nowadays
systems.
It is the goal of our approach to calculate suitable configurations which retain
most of the prior decisions or follows some other objective function like a minimal
prize. Typically not all user decisions have to be revised and there will be several
alternatives. In this context we assume that some part of the user requirements,
is fixed and is regarded as a ”must”. In the example, the requirement ”need CD-
writer” should definitely not be revised. Possible ”good” alternative solutions
(S1 ... S4) and repair instructions are therefore, e.g.,
(”change cd-drive and IDE-Unit selections” {R3,R7})
S1:(model=basic, case=desktop, cd-drive=none, cd-writer=yes, dvd-writer=yes,
scsi-unit=5GB, ide-unit=none, cpu=PII).
(”change dvd-drive and IDE-Unit selections” {R4,R7})
S2:(model=basic, case=desktop, cd-drive=36-speed, cd-writer= yes, dvd-
writer=none, scsi-unit=5GB, ide-unit=none, cpu = PII ).
(”change case and IDE-Unit selections” {R2,R7})
S3:(model=basic, case=minitower, cd-drive=36-speed, cd-writer=yes, dvd-
writer=yes, scsi-unit=5GB, ide-unit=none, cpu = PII ).
(”change model, case and IDE-Unit selections” {R1,R2,R7})
S4:(model=pro, case=minitower, cd-drive=36-speed, cd-writer= yes, dvd-
writer=yes, scsi-unit=5GB, ide-unit=none, cpu = PII ).

In all reconfiguration solutions, an SCSI-unit has to be installed. In addition,
in reconfiguration solutions S1 and S2 we give up one of the other CD devices.
In S3 we change the case and in S4 the case and the basic model (which already
includes the minitower) are changed. The user decision on the CPU type
does not necessarily be changed (although it would be possible to configure a
completely different system). As a result, the user is prompted a set of possible
repair actions (reconfigurations) where the user can select the alternative which
matches his preferences best (assuming that we do not want the system to
change values without notifying the user). In the following sections we will
show how we can calculate a suitable set of reconfiguration solutions using
a consistency-based diagnosis approach ([12], [17]) with extensions for our
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domain. Note, that in general we are not interested in the calculation of all
possible other solutions and explanations as there may be too many for larger
configuration problems. Our aim is to focus on alternatives where the suggested
solutions are minimal with respect to the number of affected variables (user
decisions) or some cost function (e.g., price of the components). Note, that if
the number and size of these alternatives is too large, this will not help the user
too much. The outcome of the diagnostic calculation will be one or more sets
of variables (i.e., user decisions) that have to be changed. In addition, possible
values for those variables are computed during the search. The affected variables
and the value proposals correspond to actions that have to be taken for repair.

In the following section we will treat this model of interactive reconfiguration
of constraint-based configuration problems more formally.

3 Defining Reconfiguration for Constraint-Based
Configuration Problems

In terms of model-based diagnosis (MBD) a system is a pair (SD, COMPS)
where SD is the system description (describing the correct behavior of the
components and COMPS are the components of an actual system. Given a
set OBS of observations that conflicts with SD and COMPS the goal is to
find an explanation (diagnosis), i.e., to find a subset D ⊆ COMPS of compo-
nents which - if considered faulty - explain the unexpected behavior, i.e. make
SD ∪ OBS ∪ {COMPS − D} satisfiable. Both the system and the observations
are expressed in terms of logical sentences. We will now match the concepts of
MBD with the problem sketched in Section 2.

Definition 1 Constraint Satisfaction Problem: A Constraint Satisfaction Prob-
lem (CSP ) is defined as a triplet < X, D, C >, where

– X = {X1, ..., Xn} is a finite set of variables,
– each Xi can take its value from a finite domain DXi, where D = {DX1 ∪

... ∪ DXn}, and
– a set C of constraints restricting the combination of values that variables can

take.

A solution to a CSP is an assignment of a value from its domain to every
variable from X, in such a way that every constraint from C is satisfied. 2

The configuration problem (expressed as CSP) corresponds to SD and any
solution to the CSP is a valid configuration. During the interactive session,
the user requirements (UR) are added to the CSP as unary constraints, e.g.,
cd-writer=yes from the example. If there are user constraints on all problem
variables, we call UR complete and partial otherwise.

Definition 2 User Requirements (UR): UR is a set of unary constraints for
CSP < X, D, C > of the form (Xi = V ), where Xi ∈ X, V is an element of the
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Domain DXi and each Xi appears at most once in a constraint from UR. UR
is called ”complete” if for every x ∈ X there is an unary constraint (x = V ) in
UR; else UR is called ”partial”. 2

The user requirements are divided in two categories: revisable requirements
RR (corresponding to COMPS) and non-revisable ones which must not be
changed (corresponding to OBS) denoted as NR.

Definition 3 Reconfiguration Problem: A Reconfiguration Problem (RCP ) is a
triple (< X, D, C >,NR,RR) where < X, D, C > is a CSP and UR = RR∪NR
are user requirements. 2

A reconfiguration problem arises, if the CSP < X, D, C ∪ UR > is unsatisfi-
able. Our aim is to calculate a (minimal) subset S (diagnosis) of elements from
RR, which have to be relaxed, such that the remaining problem is satisfiable.

Definition 4 Reconfiguration Diagnosis: A Reconfiguration Diagnosis (S) for
a Reconfiguration Problem (< X, D, C >, NR, RR) is a set S ⊆ RR such that
the CSP < X, D, C ∪ NR ∪ (RR − S) > is satisfiable. 2

Definition 5 Minimal Reconfiguration Diagnosis: A Reconfiguration Diagnosis
S for a RCP (< X, D, C >, NR, RR) is said to be minimal iff there exists no
S′ ⊂ S such that S′ is a diagnosis for (< X, D, C >, NR, RR). 2

Following a diagnose-and-repair approach we can calculate reconfiguration
solutions in the context of a diagnosis:

Definition 6 Reconfiguration Solution: Given a Reconfiguration Diagnosis S
for
RCP (< X, D, C >, NR, RR), every solution to the CSP < X, D, C ∪ NR ∪
(RR − S) > is a reconfiguration solution for RCP . 2

Note that, if the CSP < X, D, C ∪ NR > is satisfiable, a reconfiguration
solution will always exist, since in the worst case the Reconfiguration Diagnosis
S will contain all elements of RR.

With the definitions so far, all solutions to the original CSP joined with the
unrevisable user requirements are therefore legal reconfiguration alternatives. As
a result, it is important to have a discrimination criterion for these alternatives,
i.e., a preference function describing the ”fit” or optimality has to be defined.
One possibility to do this, is to assign each constraint from RR a correspond-
ing value (weight), expressing e.g., the costs of changing the value or some user
preference. In our example, changing the case of the PC could be undesirable
for the user (expressed through preferences/weights). Consequently, a ”good”
reconfiguration solution would avoid relaxing this requirement. The fit of a re-
configuration solution could therefore be defined as the sum of the weights of
the constraints from RR. If the constant value ”1” is assigned to each of this
constraints, the best reconfiguration solution will be the one, which minimizes
the number of constraints in S.
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Definition 7 Optimal Reconfiguration Diagnosis:
Let RCP (< X, D, C >, NR, RR) be a Reconfiguration Problem and Π be a func-
tion assigning each constraint from RR a value w, w > 0. Given a Reconfigura-
tion Diagnosis S for RCP , let Φ(S) = Σe∈SΠ(e). An Optimal Reconfiguration
Diagnosis for RCP is a reconfiguration diagnosis S such that there is no other
reconfiguration diagnosis S′ such that Φ(S′) < Φ(S). 2

Note, that other optimality functions are possible, which take preferences for
individual values for the variables into account.

4 Computing Reconfigurations

Having mapped the reconfiguration problem to a consistency-based diagnosis
problem, we can use the standard hitting set algorithm ([17],[12]) for the calcu-
lation of diagnoses.

The approach is based on the notion of conflict sets and on the algorithm
to solve overconstrained CSPs from [3]. In addition we adapt the algorithm for
the reconfiguration problem and prune the search tree through the usage of an
evaluation function for optimal reconfiguration diagnoses.

Definition 8 Conflict Set: Given a reconfiguration problem
RCP (< X, D, C >, NR, RR) , a conflict set is defined as a set CS ⊆ RR such
that the CSP (< X, D, C ∪ NR ∪ CS >) is unsatisfiable. 2

Informally speaking, a conflict set is a subset of the constraints of the re-
visable user requirements which definitely violate a constraint from the original
constraint satisfaction problem with the unrevisable requirements (or makes it
at least impossible to get to a solution). We construct a directed acyclic graph
(DAG) for the computation of minimal hitting sets according to [17] for the re-
configuration problem RCP (< X, D, C >, NR, RR). The DAG is generated in
breadth-first manner, since we are interested in diagnoses of minimal cardinality.
The nodes are labeled with conflict sets for the reconfiguration problem, edges
leading away are labeled with elements from these conflicts. The path from the
root node to a node is denoted as H(n). During the construction of the HS-DAG
we make a call to the ”theorem prover” (which is a constraint solver in our case)
TP (< X, D, C ∪NR >, RR−H(n) >) at each node which returns true and a so-
lution if the CSP (< X, D, C ∪NR ∪ (RR −H(n)) >) can be solved. Otherwise,
a conflict set for RCP is returned. When calculating solutions we can either
compute all possible remaining solutions for that diagnosis, can optimize the
solution according to some criterion, or can simply return an arbitrary solution
(whereby this solution search can be guided by an additional heuristic).
Additional Closing of Nodes
In addition to the techniques for pruning and closing of nodes from the basic
algorithm we can introduce an additional rule to reduce the size of the HS-DAG:
If a new node n with H(n) is to be generated, we can calculate Φ(H(n)) which
will be the reconfiguration costs for that new node. If there is already another
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node n′ containing a diagnosis S in the tree where Φ(S) < Φ(H(n)) then node
n can be closed, because there cannot be a better reconfiguration (according to
the optimality criterion) under that node.

5 Experimental Results

We implemented a prototype environment for the proposed approach, where we
support interactive reconfiguration. To allow for web-based interactive config-
uration we used a Java-based constraint solver library (JSolver [5]). With this
extensible set of Java-classes one can solve n-ary constraint satisfaction prob-
lems using a forward propagation and backtracking search algorithm efficiently.
The implementation of the HS-DAG calculation and the extensions for reconfig-
uration was also done as a set of Java classes, whereby the HS-DAG algorithm
can also be employed for other application scenarios of model-based diagnosis
[7]. When building an interactive configuration system, the constraint satisfac-
tion problem has to be defined using the JSolver libraries. This configurator is
then incorporated into a graphical user interface, where the user interactively
makes his selections. In a situation when no more solutions can be found or
some values are no longer selectable, the choices so far are handed over to the
diagnostic engine, which calculates reconfiguration alternatives. Finally, the sys-
tem can present a number n of best reconfiguration alternatives to the user to
choose from in order to recover from the current situation. Given our simplified
example from the domain of configurable PCs, these results can be computed
instantaneously on a standard P-II computer. In our application scenario, both
the configurator with the knowledge base, i.e., the selectable features and the
allowed combinations of values, and the reconfiguration libraries, are integrated
into an applet and can be viewed within the user’s browser. So the communi-
cation costs with constraint checking/solving at the server side can be avoided.
The reconfiguration alternatives can not only be presented to the user to choose
from but the values of the selected alternative can also be changed automati-
cally. Our experiments showed the applicability of our approach to real-world
sized problems for interactive (online-)configuration with a number of about 30
user inputs. Note, that the coniguration problem itself contains possibly hun-
dreds of variables, but these variables will not affect the computation time for
diagnosis, because only the user inputs are revisable. However we found that di-
agnoses of higher cardinality (more than 7) will not help the user much because
the alternatives are too complex. Therefore, the search depth can be limited to
a certain level.
For diagnosis of larger problems the exploitation of structural abstractions
in the system (knowledge base) has shown to be a promising approach ([2],[8]).
The idea is to diagnose the system on different levels of abstraction, where several
components of the system are grouped together and treated as one. This reduces
the number of diagnosable components on the more abstract levels and the search
space. The results of diagnosis on this abstract levels can be used to focus the
diagnostic process on the next level. For our application domain this notion
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of grouping of components (in our case the user inputs) is intuitive, because
typically the configurable system is decomposed into several parts and for each
part there may be several user inputs which can be grouped. When searching
for diagnoses we test the system on the more abstract level where always these
groups of user inputs are relaxed for one consistency check. Note, that nearly
no additional modeling effort for the different abstraction levels is needed (as
e.g., described in [2]) because no abstract ”behavior” is needed. (For detailed
information on the hierarchical approach in another application domain which
is implemented in the prototype, see [8].)

6 Related Work

Rich and Sidner [18] present an approach using a collaborative agent based on
shared plans supporting the user to cooperatively solve a (e.g., travel planning)
problem. The agent guides the user through the interactive process to find a
solution. The system records previous user actions and supports the user to
recover from situations where the user is lost or stuck in some stage of the
process. The system then presents a suggestion to reduce some constraints to
come to a solution. This is where our approach can be incorporated to efficiently
find a suitable set of recovery actions for configuration problems. The approach
of using a collaborative agent can be an interesting for the configuration domain.
However, the generation of discourses (maybe using natural language) is beyond
the scope of this paper, although the configuration domain can be an application
domain for intelligent collaborative agents.
Mannistö et al. [14] describe a general framework for reconfiguration based on
a given configuration and reconfiguration language. They assume the explicit
existence of reconfiguration rules/operations which can be applied to an exist-
ing configuration. The optimality criterion can be expressed through a valuation
function for the individual operations. They present a study on current practices
of reconfiguration in industry showing the need for more automated support for
reconfiguration. Our framework however does not require the existence of ex-
plicit reconfiguration rules, whereby the formulation of this knowledge causes
additional knowledge acquisition and maintenance efforts. Using their notion of
reconfiguration, the main focus lies in reconfiguration of an already installed sys-
tem, whereas in our approach the interactive setting is of importance (although
our approach can also be applied to reconfiguration of existing systems).
Crow and Rushby [6] extend Reiter’s [17] framework for model-based diagnosis
for fault detection, identification and reconfiguration. They introduce an addi-
tional predicate rcfg (similarly to the ab predicate in model-based Diagnosis)
on components of the system to be diagnosed. They describe a framework for
reconfiguration merging model-based diagnosis with repair, and claiming that
automated repair should be the consequence of the diagnostic process. However,
in their approach, the reconfiguration knowledge (which comprises a model of
”spare” components) has to be modeled explicitly. In addition, integration of
optimality criteria is only considered to a small amount, whereas we think that
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the notion of ”good” or ”optimal” reconfigurations is an intrinsic feature of
reconfiguration.
Bakker et al. [3] show an algorithm for diagnosing over-constrained Constraint
Satisfaction Problems using a model-based diagnosis algorithm. This work
strongly correlates with ours from the viewpoint of computation and algorithms.
However, they focus on general CSPs and not on (interactive) configuration prob-
lems with their specific characteristics of constrainedness. In addition, in their
algorithm, any of the given constraints of the knowledge base can be revised,
whereas we only relax user decisions, i.e., the unary constraints. Therefore the
size of the knowledge base, i.e., the number of constraints, does not affect the
size of the HS-DAG, which is a limiting factor for efficient diagnosis. In our ap-
proach, only the user-selectable variables (resp. only the already given inputs)
are taken into account making the resulting HS-DAG smaller in size.
The notion that solving a configuration problem by repairing an existing (and
inconsistent) configuration can be more effective than solving the problem from
scratch has been brought up already in one of the first configuration design prob-
lem solvers [13]. In this system, based on the VT elevator domain, a propose-
and-revise strategy problem solving method was described using fixes when parts
of the configuration (design) are inconsistent. A heuristic method of repairing
a special inconsistent Constraint Satisfaction Problem (n-queens) was presented
in [15]. They argue, that for this problem it is more effective to repair an existing
setting (configuration) based on the min-conflicts heuristic than building a solu-
tion from scratch. Their approach uses a hill-climbing algorithm (with or without
backtracking) where one starts with a situation which is ”near” to a solution and
incrementally changes parts of the configuration. At each step, a slight improve-
ment of the overall situation is achieved. This can be related to our approach,
where we start from a ”good” situation (the user requirements which can be a
complete configuration) and try to reduce conflicts and do not calculate solutions
from scratch. Compared to our approach, this repair approach and other (local
repair algorithms) only return one single reconfiguration without regarding any
optimality criterions and without showing different alternatives.
Freuder et al. [11] describe an approach to solve overconstrained Constraint Sat-
isfaction Problems, where we have a situation, where no solution exists (which
can be compared to our reconfiguration situation where the unary user con-
straints make the problem overconstrained). In their approach, the goal is there-
fore not to find a ”maximal” solution, where all constraints are satisfied (which
is not possible) but rather find a solution where a maximal number of constraints
is satisfied. During the search process, a search path does not fail when a sin-
gle inconsistency is encountered but rather when enough inconsistencies (at a
certain cut-off number) have been encountered, which can be compared to some
extent with the additional tree pruning in our diagnostic algorithm. However, in
the reconfiguration setting only the unary user constraints can be relaxed but
not the constraints from the original CSP like in Freuder’s approach.
Amilhastre et al. [1] present an approach to handle interactivity during the
search for solutions for a constraint based configuration problem. They deal
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with situations during an interactive configuration session, when no solution can
be found or features are no more selectable at a certain stage. They propose
the construction of a finite automaton based on all possible solutions of the
CSP in a preprocessing step before the configuration system is employed. At run
time, corresponding answers or explanations (i.e., repair possibilities) for the
user questions mentioned above can be calculated. This interactive setting can
also be handled with our approach for small-sized problems, whereby immediate
response times cannot be guaranteed. In a larger reconfiguration setting, the
applicability of constructing an automaton describing all possible solutions to
the original CSP may be limited since the graph operations are still exponential
in the size of revisable user choices.

7 Conclusions

More and more configurable products are offered to the customer and made
interactive configuration systems a valuable tool to support the customer in as-
sembling a functioning system according to his specific needs. The complexity of
the interactive configuration process creates new demands on the user interface,
because the configuration process is an interactive search process in constraint-
based systems. In nowadays systems, only little support is given to guide the user
in cases no adequate solution can be found after the user entered some choices. In
this paper we present an approach for an intelligent support for interactive con-
figuration of constraint-based configuration problems. Reconfiguration (repair)
alternatives can be presented to the user in cases the search process has reached
a dead end. We described a framework for computing (optimal) reconfiguration
solutions based on a standard algorithm for model-based diagnosis using con-
flicts for focusing purposes and extensions for our domain. In our approach, the
reconfiguration knowledge (repair actions) does not have to be modeled explic-
itly but is inherently given in the basic underlying CSP model. Our approach is
capable of providing reconfiguration solutions for CSPs (and also Dynamic Con-
straint Satisfaction problems) with n-ary constraints given partial or complete
initial configurations. An extensible prototype environment was built to test the
applicability of the approach in an interactive setting, whereby the implemented
libraries can be incorporated into a system with additional user support.
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Abstract. The conceptual product design is highly dependent on people’s
experience, creativity, tacit knowledge and their availability. The proposed
methodology guides the product design knowledge decomposition and
acquisition, including information about consumers, product and manufacturing
process required at the conceptual design stage. The methodology also proposes
a framework for building up an expert system to support concurrent engineering
teams early in the design by simulating the design process. The expert system,
using object oriented programming structure, has the objective of detailing the
product components from specific product requirements. A case study was
developed in an appliance company to validate the proposed methodology.
Several cases were ran comparing the simulated results with real projects. The
speed in generating and evaluating product concept alternatives, the framework
for knowledge construction and the transformation of tacit (company
technology) into explicit knowledge (that can be manageable) were identified as
the main benefits.

1 Introduction

Launching new products in the market place has became a fundamental factor for
improving a company’s competitiveness. But to achieve success, these products must
be launched in the right time, that means, as fast as possible because competition has
the same goals. So there is a huge pressure on product design teams to develop better
products in the shortest time. Management and engineering systems have been
developed for improving the design process but their application depends on people’s
experience, creativity, specific knowledge and availability (Chen & Occeña [5] and
Yassine [18]). Conceptual product design is a crucial area in the design process and,
besides this, it is highly dependent on people and on their tacit knowledge.

As more and more companies are developing products in families and
platforms (Keane [10]; Pulkkinen [15]; Tichem [17]), there is an opportunity for using
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artificial intelligence techniques to speed up the knowledge transfer process between
concurrent engineering team members in the design process. Nowadays knowledge is
becoming a competitive advantage (Frank [7]) and there is a need to make tacit
knowledge an explicit one (Handenhoven [8]).

In available literature, the only knowledge acquisition techniques presented
are generic ones such as interviews, protocol analysis and book reading (Durkin [6]
and Sriram [16]). These generic methods do not work well to structure knowledge
acquisition because they focus on contacting experts and their efficiency greatly
depends on the experience and ability of the knowledge engineer rather than on
experts’ experiences. Some authors proposed techniques for helping this process but
they do not direct address the problem of knowledge acquisition (Liu & Brown [12]
and Myint & Tabucanon [13]).

In this paper we present a formal methodology which handles knowledge
decomposition, knowledge acquisition and expert system construction for supporting
concurrent engineering teams (Araujo [2]). The methodology focus on extracting and
acquiring all knowledge about market, product and process required in the conceptual
design stage and on structuring an expert system, that can simulate the product design
process in this stage.. It is also discussed that an advantage of this methodology is to
make tacit knowledge an explicit one and to help improving the overall knowledge of
team members, thus enhancing their satisfaction.

2 Design Classification

Several authors have classified design tasks (Brown & Chandrasekaran [4], Goel [9],
Pahl & Beitz [14]) according to different points of views. These classifications cover
only 3 categories and they have in common that category 3 designs must use known
knowledge. That does not mean that category 3 designs are easy, only that no
innovations are required. Indeed, evolution design, parametric design, and modular
design are the most common types of designs applied by companies all around the
world because the required knowledge is available and easier to manage. The
methodology to be discussed is specifically applied to design processes that fall into
category 3 design.

3 The Methodology

The aim of this methodology is to give a tool to concurrent engineering teams for
helping the task of developing and analyzing product concepts in the design concept
stage as well as providing the team an important tool for structuring knowledge
acquisition and knowledge representation in product design. The methodology is
divided in 5 stages (Figure 1): (1) Problem definition; (2) Knowledge base
conceptualization; (3) Knowledge base representation; (4) System development and
testing; and (5) Knowledge and system documentation. As it will be shown, the first 3
stages are related to knowledge acquisition (involves product as well as artificial
intelligence knowledge) and represents the planning stage in a PDCA (Plan-Do-
Check-Act) cycle. The 4th is related to system construction (involves artificial
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intelligence as well as programming knowledge) and represents the execution and
checking stage. The last one is a standardization stage for ensuring that all knowledge
will be kept within the team and available to be used in future improvements.

3.1 Stage 1 - Problem Definition

At the first stage the product and its decomposition level are defined and resources
and time schedule are assigned. It is compulsory to have experts on product design,
marketing, manufacturing process and artificial intelligence. These experts will need
to work together as a team in brainstorming sessions and technical meetings.

Fig. 1.  Methodology Stages and the PDCA Process.

3.2 Stage 2 - Knowledge Base Conceptualization

The second stage has the important and critical goal of acquiring product, design
process and manufacturing process knowledge. It provides the team a structured path
for achieving the goal. For easing of explanation, it is divided in seven steps, as seen
in Fig. 2 and Fig. 3. Figure 2 shows steps 1 to 5, from product planning to parts
decomposition, and Fig. 3 shows steps 6 and 7 (process information and knowledge
modeling).

In the Product Planning Matrix (Step 1- Engineering requirements)
engineering requirements are identified (Y1, ..., Yk, ..., Yn, where 1£k£n) for product
definition and correlated against each other; this data must be represented in a matrix
(Akao [1], ASI [3]). For each engineering requirement (EngR) the set of values in
which it is valid must be identified. All engineering requirements (Yk) will be input
data for product design.

The next step is the engineering requirements modeling (Step 2), where
algorithmic and heuristics rules must be developed for each previously identified
correlation of EngR. The aim is to get Yi = f(Yp, Yk), where p,k„i. In parallel (Step
3- Product Architecture), the product architecture must be deployed from the product
concept and made explicit in a top-down decomposition showing how each part is
related to other. All parts interfaces must be shown.
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The Step 4 – Product Map requires that previous steps be completed and its
goal is to get all critical part attributes (xi , i integer). Critical part attributes are part
specification although engineering requirements are product specification. Critical
part attributes must be found by deploying a specific engineering requirement from
product level to part level, using the product architecture and expert knowledge. One
must identify if any specific usability or environmental characteristic can also affect
the specific EngR. For each part attribute, the set of values or a standard value valid
for the product must be identified.

Fig. 2.  Knowledge Base Conceptualization Framework – Steps 1 to 5. This figure shows how is
the information flow between steps. Arrows indicate information transfer  without transfor-
mation.
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At next step (Step 5 – Parts Decomposition) the goal is to correlate all
attributes found to each engineering requirement by using a matrix (Part Deployment
Matrix). From this matrix, it is identified where there is a relation between two
attributes. Using the Incidence Matrix concept (Kusiak & Larson [11]), each attribute
correlation is now considered a design constraint. The attribute correlation must be
added to the engineering requirements axis in the Part Deployment Matrix and then
the Design Process Matrix is created. For each engineering requirement and each
attribute correlation, algorithmic and heuristics rules must be developed showing the
relation Yi = function f(xj ) or xi  = function g(xj , i„j). To make these rules explicit,
new attributes may be required – these attributes will be called secondary attributes.
All secondary attributes must be placed in the critical attributes axis in the Design
Process Matrix.

The new matrix clearly identifies which attributes are required for solving
the engineering requirements and also identifies how these attributes are related to
each other due to the product concept. But it is not a complete matrix because it does
not have any process information.

The manufacturing process flowchart (Step 6) is required for identifying
where the process puts constraints on product design, that means, how part attributes
have their set of values limited. The manufacturing process flowchart must have the
complete sequence of activities for manufacturing the final product. For each activity
one must identify the required attribute inputs and the required resource (equipment,
tooling or technology). If any required resource is restricting a part attribute set of
values, it must be made explicit by rules. This new set of values (rule) must be
understood as a constraint in the design process and therefore it must be added in the
engineering requirements and attribute correlation axis of the Design Process Matrix,
as seen in Fig. 3.

The Design Process Matrix now contains knowledge about product design
and process, but it does not show how the design process itself starts. So, the
remaining step (Step 7 – Knowledge modeling) is to make explicit the design process.
The design process should be deployed in sequence of design tasks and represented in
a flowchart. To each task the required part attributes must be associated as inputs and
outputs, and if it is the case, the required engineering requirements as inputs. These
part attributes must be classified according to the origin of its generation: (i) user
must give it; (ii) data to be stored in database and retrieved when required; (iii) result
of inference engine from initial data. The part attributes must be reorganized in the
Design Process Matrix in the same order as required in the design process. As seen in
Step 5, expressions have already been found to explicit part attributes relations. Each
part attribute that is a result of inference engine must be solved by using engineering
requirements, and other part attributes previously solved or known by developing
expressions like  xi  = function g(Yk,  xn , i„n) and all xn  must be known.

The completion of Stage 2 consolidates the knowledge acquisition in a
systematic way and makes it explicit for the whole company. The next stage is to
guide the acquired knowledge representation.
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Fig. 3.  Knowledge Base Conceptualization Framework – Steps 6 and 7. This figure shows how
new information is added to the Design Process Matrix and its benefits.
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3.4 Stage 4 - System Development and Testing

This stage requires a team member with programming skills. All objects, their slots,
production rules and methods within frames must be coded. System interfaces must
be developed for enabling the user to provide information whenever required (as
identified in stage 2) and also to present the results. Specific functions for sending
messages to objects must be developed for ensuring that the design process logic will
be followed. The system must be checked for consistency by experts.

3.5 Stage 5 - Knowledge and System Documentation

The purpose of this stage is to ensure that all work done is registered. The knowledge
documentation enables the experts tacit knowledge to become explicit for the whole
company and it contains all matrixes, the product architecture, all product maps and
the design process flowchart. The system documentation is required for helping
inexperienced users to use the system.

4 A Case Study and Results

An appliance company with worldwide presence was selected for applying and
validating the methodology. This company was selected because it uses concurrent
engineering for developing products and because of the high number of Class 3
projects it develops. The methodology was applied by a concurrent engineering team
and the system developed, called SEAPP, was validated with real data and by users.

4.1 The Application

The methodology was followed and all steps were executed in Stage 2. The main
outcomes were that 9 product maps were done and 54 critical part attributes were
identified. The Part Deployment Matrix was completed and critical parts that affect
several requirements were selected. For completing the Design Process Matrix, 89
secondary attributes were identified. So, this means that it was required 89 secondary
attributes for supporting the existence of 54 critical attributes. The manufacturing
process analysis showed that 21 constraints were found related to 4 equipment (roll
formers, door formers, wrapper assembly line and product assembly line). The design
process flow was agreed and all tasks were identified.

The key factors that enabled a successful knowledge acquisition were the
experts dedication and their knowledge about the product, the usage of known tools
and the systematic approach. The team identified that the fact that knowledge was not
homogeneous within the team, and the excessive number of attributes dealt with, were
hurdles in applying the methodology; but at the same time they recognized that at the
end the team was abler and much more knowledgeable about the product. Other
benefits are that tacit knowledge was made explicit, critical attributes were identified
and manufacturing constraints in product design became clear to the design team.

For representing knowledge, the object hierarchical structure was finished
with 68 object classes and subclasses and 121 instances. A class to store historical
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data about former products was created for taking advantage of case-based reasoning
techniques. The design tasks in which knowledge must be generated as a result of
inference engine from initial data were represented by 26 production rules and 41
methods (inside frames).

The object communication strategy was based in the design process flow. It
was a clear path used in evaluating the system. For user visualization and control, 5
graphical windows were created: 3 for setting initial data (project objectives) and 2
for presenting results. Besides this, a written report is also available to the user. The
time spent in encoding the knowledge, creating the interfaces and testing each module
in an isolated way was 35% of the total time used for finishing the expert system. The
others 65% were spent to test the whole system, correct typing mistakes and adjust
logic between modules. These results show that encoding the whole knowledge, as a
coherent system is the second critical bottleneck after knowledge acquisition.

4.2 The Validation of SEAPP

The SEAPP system was tested and validated by 2 criteria: (i) Efficiency in detailing a
product concept; (ii) Importance in supporting concurrent engineering teams.

The efficiency in detailing a product concept was measured by using data
of past projects and comparing the parts specifications given by the system with real
parts specifications. The system was ran for 4 projects and all data was collected and
compared. The difference between the real data and the simulated one was calculated
for each part attribute in percentage (attribute deviation-DA). For the same project,
the average of all DA in module gave the project average absolute deviation – DMP,
considering that all part attributes have the same importance. With similar thought,
we also calculated the attribute average absolute deviation (DMA) within the 4
projects. The partial results are seen in table 1.

Table 1. System efficiency. It shows calculated deviations for each simulation run.

The users considered the calculated DMP low, especially because SEAPP
is aimed to be used at the product concept stage in the product design process. The
calculated DMA were considered negligible for almost all attributes, except one –

AProject

Variables DA % DA% DA % DA %
Attribute average

absolute dev. (DMA)
External height -0,8% -1,4% 0,7% -0,4% 0,8%
Internal height -1,3% -2,0% 0,7% 0,9% 1,2%
Evaporator height 0,0% 0,0% 0,0% 0,0% 0,0%
Evaporator width 0,4% 0,4% -5,9% 0,4% 1,8%
Evaporator length -1,6% -1,6% 1,1% 0,8% 1,3%
Suction line length -3,4% 5,3% 3,8% 5,7% 4,6%
Mettalic sides weight 5,1% 5,1% 5,1%
Heat exchange area 10,5% -4,7% 11,6% -12,5% 9,8%
Heat loop length 3,4% 3,4%
Compressor model 0,0% 0,0% 0,0% 0,0% 0,0%
Polyurethane weight -2,0% -4,3% 4,9% -8,3% 4,9%
Product average absolute dev. (DMP) 2,5% 2,5% 3,2% 3,2%

Model 2Model 1 Model 3 Model 4
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heat exchange area. Further analysis showed that the heat exchange area was not
matching well because real products were deviating from the recommended standards.

The importance in supporting concurrent engineering teams was measured
by applying a questionnaire to users after their trials with SEAPP system. They
pointed out that the system can reduce product design concept time, optimize
resources usage, turn tacit in explicit knowledge and be used as a training tool. They
evaluated the efficiency as good (as measured before) and did not think that the
system was difficult for using, but they did think that the users must be slightly
knowledgeable about the product.

5 Conclusions

The results seen in the case study showed that the methodology has several important
points and it also has broadened the area of knowledge acquisition techniques. The
benefits can be found in 3 domains: (i) product design process; (ii) knowledge
acquisition and decomposition and (iii) team motivation and learning.

In the knowledge acquisition and decomposition domain an important
contribution was the development of a procedure to acquire knowledge about product
design in a systematic approach and its decomposition into an easy structure for
knowledge representation. In the product design process domain the main benefits
are: the speed in generating and evaluating product concept alternatives, increased
capability in decision making by enlarging the number of simulated alternatives, the
setting up of an information system about technical requirements unfeasibility,
effectiveness in part specification, and understanding of manufacturing constraints in
design. In the team motivation and learning domain the advantages lie in the
transformation of tacit into explicit knowledge and in increased team members
satisfaction due to incremental knowledge gains about product design, as well as in
their ability to understand and handle the concept design factors.

Acknowledgements. The support of Whirlpool Corporation, mainly the Product
Development Center in Joinville- Brazil, is gratefully appreciated.
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Abstract. An alternative approach to the synthesis of the intelligent
control of manufacturing systems understood to be the discrete-event
dynamic systems (DEDS) is presented in this paper. The Petri nets (PN)
are used to express analytically both the model of DEDS to be controlled
and to represent knowledge about the control task specifications express-
ing goal criteria of control, constraints and further external conditions.
Both the DEDS model and the knowledge base (KB) are simultaneously
used in the procedure of the control system synthesis. The elementary
control possibilities are generated (by means of the model) in any step
of the procedure and tested with respect to existence conditions. When
there are several control possibilities satisfying the conditions the most
suitable one is chosen by means of the KB.

1 Introduction

DEDS are large-scale, asynchronouos, complex systems with concurrency or/and
parallelism among subsystem activities, e.g. manufacturing systems, transport
systems, communications systems. Their behaviour is influenced by the occur-
rency of discrete events that start or stop the activities of the subsystems. The
problem of the successful automatic control of them is very actual. The main aim
of this paper is to point out a simple alternative approach to dealing with the
problem of the knowledge-based intelligent control synthesis. On that way the
PN-based based model of the system to be controlled as well as the rule-based
representation of knowledge about the control task specifications are utilized.
The presented approach is built on base of [2]-[5] with utilizing the results of [6].
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2 The PN-Based Model of DEDS

PN-based models [13] are used very frequently. An analogy with the ordinary PN
(OPN) is used also here, in order to build the mathematical model of the DEDS
to be controlled. It is the analogy between the DEDS subprocesses or activities
and the OPN positions as well as the analogy between the DEDS discrete events
and the OPN transitions. The OPN are understood here (as to their structure)
to be the directed bipartite graphs

〈P, T, F,G 〉 ; P ∩ T = ∅ ; F ∩ G = ∅ (1)

where P = {p1, ..., pn} is a finite set of the OPN positions with pi , i = 1, n,
being the elementary positions; T = {t1, ..., tm} is a finite set of the OPN
transitions with tj , j = 1,m, being the elementary transitions; F ⊆ P × T
is a set of the oriented arcs entering the transitions. The corresponding arcs
incidence matrix F = {fij} , fij ∈ {0, 1} , i = 1, n ; j = 1,m. The element fij

represents the absence (when 0) or presence (when 1) of the arc oriented from
the position pi to its output transition tj ; G ⊆ T × P is a set of the oriented
arcs emerging from the transitions. The arcs incidence matrix G = {gij} , gij ∈
{0, 1} , i = 1,m ; j = 1, n. The element gij represents the occurrence of the arc
oriented from the transition ti to its output position pj ; ∅ is an empty set.

However, PN have also their dynamics - marking of their positions and its
dynamic development. The simplest form of the OPN-based model of the DEDS
dynamics in analytical terms is the following linear discrete system

xk+1 = xk + B.uk , k = 0, N (2)
B = GT − F (3)

F.uk ≤ xk (4)

where k is the discrete step of the dynamics development; xk = (σk
p1
, ..., σk

pn
)T

is the n-dimensional state vector of the system in the step k. The elements
σk

pi
∈ {0, cpi}, i = 1, n express the states of the DEDS elementary subprocesses

or operations. The passivity is expressed by σpi = 0 and the activity is expressed
by 0 < σk

pi
≤ cpi where cpi is the capacity of the PN position pi as to

its marking. In the so called safety PN the cpi = 1; uk = (γk
t1 , ..., γ

k
tm

)T is
the m-dimensional control vector of the system in the step k. The elements
γk

tj
∈ {0, 1}, j = 1,m represent occurring of the DEDS elementary discrete

events (1 - presence, 0 - absence), e.g. starting or ending elementary subprocesses,
other activities, failures, etc.; B, F, G are, respectively, (n × m), (n × m) and
(m × n) structural matrices of constant elements. F = {fij} ; i = 1, n , j =
1, m; fij ∈ {0,Mfij } expresses the causal relations among the DEDS states
(the causes) and the discrete events (the consequences) where 0 expresses the
nonexistence and Mfij > 0 the existence and multiplicity of the corresponding
causal relations. G = {gij} ; i = 1, m , j = 1, n; gij ∈ {0,Mgij } expresses
analogically the causal relation among the discrete events (the causes) and the
DEDS states (the consequences). Both of these matrices are the arcs incidence
matrices; (.)T symbolizes the matrix or vector transposition.
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3 The Control Synthesis Problem

The control synthesis problem is that of finding a sequence of the control vectors
uk, k = 0, N that is able to transfer the controlled system from the given
initial state x0 to a prescribed terminal state xt. However as a rule, the DEDS
control policy cannot be expressed in analytical terms. Knowledge concerning
the control task specifications (like constraints, criteria, etc.) is usually expressed
only verbally. Consequently, the proper knowledge representation (e.g. the rule-
based one) is needed in the form of a domain oriented KB. KB is utilized at the
choice of the most suitable control vector uk in any step k when there are several
possibilities how to proceed to the next step (in order to avoid any ambiguity as
to the further development of the DEDS dynamics).

In order to find the suitable control vector uk able to transfer the system
from the existing state xk into a following state xk+1 the simple procedure can
be used. It can be concisely described as follows:
START

– k = 0 i.e. xk = x0; x0 is an initial state; xt is a terminal state
LABEL:

– generation of the control base wk

– generation of the possible control vectors {uk} ∈ wk

– generation of the corresponding model responses {xk+1}
– consideration of the possibilities in the KB (built on IF-THEN rules)
– choice of the most suitable control possibility
– if (the xt or another stable state was found) then (goto END) else ( begin
k = k + 1 ; goto LABEL; end)

END
This procedure is schematically illustrated on Fig. 1. To express the control

base generation in analytical terms let us write

-
-

-

�� �

k = k + 1

Control
Vectors
Generation

Control
Base
Creation

Knowledge
Base

System
Model

?
`-`

wk

{uk}

(uk, xk+1)

{xk+1}xt

Fig. 1. The principial procedure of the control synthesis
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xk = (x1
k, ..., xn

k)T (5)

yk = (y1k, ..., yn
k)T , yi

k =
{

1 if xi
k > 0

0 otherwise ; i = 1, n (6)

yk = neg yk = 1n − yk (7)

vk = FT .yk , vk = (v1k, ..., vm
k)T (8)

zk = (z1k, ..., zm
k)T , zj

k =
{

1 if vj
k > 0

0 otherwise ; j = 1,m (9)

wk = neg zk = 1m − zk , wk = (w1
k, ..., wm

k)T (10)

where neg is the operator of logical negation; 1n is the n-dimensional constant
vector with all of its elements equalled to the integer 1; yk is n-dimensional
auxiliary binary vector; vk, zk are, respectively, m-dimensional auxiliary vector
and m-dimensional auxiliary binary vector; wk is m-dimensional vector of the
base for the control vector choice.

The vector wk represents the control base because it expresses the possible
candidates for generating the control vector {uk} in the step k. Its nonzero
components point out the enabled transitions (when the PN analogy is used) in
the step k, i.e. the possible discrete events which could occur in the system in
the step k and which could be utilized in order to transfer the system from the
present state xk into another state xk+1. When only one of the wk components
is different from zero, wk can be used (when (4) is met) to be the control vector,
i.e. uk = wk. When there are several components of the wk different from zero,
the control vector uk has to be chosen on base of additional information about
the actual control task. The choice of the control vector can be made either by
a human operator or automatically on base of a corresponding domain oriented
knowledge representation built in the form of the rules (e.g. IF-THEN ones)
predefined by an expert in the corresponding domain. Such a KB consists of a
suitable expression of the constraints imposed upon the task in question, criteria,
and further particulars concerning the control task or the controlled object.

To obtain the elementary control vectors {uk} ∈ wk the following generation
procedure is necessary:

uk ⊆ wk , uk = (u1
k, ..., um

k)T , uj
k =

{
wj

k if chosen
0 otherwise ; j = 1,m

Theoretically (i.e. from the combinatorics point of view) there exist

Np
k =

Nt
k∑

i=1

(
Nt

k

i

)
= 2Nt

k − 1 , Nt
k =

m∑
j=1

wj
k. (11)

possibilities of the control vector choice in the step k. There are the control vec-
tors containing single nonzero elements of the base vector wk, the control vectors
containing pairs of its nonzero elements, triples, quadruplets of its nonzero ele-
ments, etc. (until the vector containing all of the nonzero elements of the base
vector wk).
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4 Knowledge Representation

A suitable form of the knowledge representation is needed in the control synthesis
procedure to decide which control possibility should be actually chosen in any
step k when there exist more than one of the realizable possibilities. The rule-
based knowledge representation is usual in practice to construct a suitable KB.
To express the KB, even in analytical terms, the PN-based approach is used
here. However, it is supported by the logical PN (LPN) or/and fuzzylogical PN
(FPN) defined in [11], [12]. Some pieces of knowledge (e.g. some statements) are
expresed by means of the PN positions and the rules are expressed by means of
the PN transitions (taken together with their input and output positions). The
mutual causality interconnections among the statements and rules are expressed
by means of the analogy with the oriented arcs among the PN positions and
transitions - see Fig. 2. More details about such an approach are given in [2]-[5].
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Fig. 2. The rule Rj with input and output statements

The KB structure can be formally expressed as

〈S,R, Ψ, Γ 〉 ; S ∩ R = ∅ ; Ψ ∩ Γ = ∅ (12)

where S = {S1, ..., Sn1} is a finite set of the statements; Si , i = 1, n1, are the
pieces of knowledge (the elementary statements); R = {R1, ..., Rm1} is a finite
set of the rules; Rj , j = 1,m1, are the rules either in the form of implications:
Rj : (Sa andSb and ... andSc) ⇒ (Sd andSe) or in the form of IF-THEN struc-
tures: Rj : IF (Sa andSb and ... andSc) THEN (Sd andSe), where Sa, Sb, ..., Sc

are the input statements of the rule Rj , and the Sd, Se are the output state-
ments of the rule; Ψ ⊆ S × R is a set of the causal interconnections among
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the statements entering the rules and the rules themselves. It can be expressed
by means of the incidence matrix Ψ = {ψij} , i = 1, n1 ; j = 1,m1, where
ψij ∈ {0, 1} in case of the LPN and ψij ∈< 0, 1 > in case of the FPN. In
other words the element ψij represents the absence (when 0), presence (when 1)
or a fuzzy measure of existence (when its real value is between these boundary
values) of the causal relation between the input statement Si and the rule Rj ;
Γ ⊆ R × S is a set of the causal interconnections among the rules and the
statements emerging from them. It can be expressed by means of the incidence
matrix Γ = {γij} , i = 1,m1 ; j = 1, n1, where γij ∈ {0, 1} in case of the LPN
or γij ∈< 0, 1 > in case of the FPN. γij expresses the occurrence of the causal
relation between the rule Ri and its output statement Sj .

The KB ”dynamics” development (i.e. the statements truth propagation) can
be formally expressed as follows

ΦK+1 = ΦK or∆ andΩK , K = 0, N1 (13)
∆ = ΓT orΨ (14)

Ψ andΩK ≤ ΦK (15)

where ΦK = (φK
S1
, ..., φK

Sn1
)T , K = 0, N1, is the elementary state vector of the

KB (i.e. the state of the statements truth propagation) in the step K; K is the
discrete step of the KB dynamics development; N1 is an integer (the number of
different situations); φK

Si
, i = 1, n1 is the state of the truth of the elementary

statement Si in the step K. The statement is false (when 0), true (when 1) or
true with a fuzzy measure (when φK

Si
acquires its value from the real interval

< 0, 1 >); ΩK = (ωK
R1
, ..., ωK

Rm1
)T , K = 0, N1 is the ”control” vector of the

KB (i.e. the state of the rules evaluability) in the step K; ωK
Rj
, j = 1,m1

is the state of the rule Rj evaluability in the step K. The rule is not able to
be evaluated (when 0), able to be evaluated (when 1) or able to be evaluated
with a fuzzy measure (when ωK

Rj
is from the real interval < 0, 1 >); and

is the operator of logical multiplying in general. For both the bivalued logic
and the fuzzy one it can be defined to be the minimum of its scalar operands
- e.g. a and b = c = min {a, b}; or is the operator of logical additioning in
general. For both the bivalued logic and the fuzzy one it can be defined to be
the maximum of its scalar operands - e.g. a or b = d = max {a, b}.

The knowledge inference procedure is analogical to that generating the above
introduced control base vector wK . It is the following

ΦK = negΦK = 1n1 − ΦK (16)

vK = ΨTand ΦK (17)
ΩK = neg vK = 1m1 − vK = neg(ΨT and (negΦK)) (18)

where the meaning of quantities is also very analogical to those utilized at the
vector wk deriving. Hence, vK is the m1-dimensional auxiliary vector pointing
out (by its nonzero elements) the rules that cannot be evaluated, because there
is at least one false (of course in the LPN analogy) statement among its input
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statements; ΩK is the m1-dimensional ”control” vector pointing out the rules
that have all their input statements true and, consequently, they can be evaluated
in the step K of the KB dynamics development. This vector is a base of the
inference, because it contains information about the rules that can contribute
to obtaining the new knowledge - i.e. to transfer the KB from the state ΦK of
the truth propagation into another state ΦK+1. These rules correspond to the
nonzero elements of the vector ΩK ; neg is the operator of logical negation in
general. For both the bivalued logic and the fuzzy one it can be defined to be
the complement of its scalar operand - e.g. neg a = b = 1 − a.

5 The Program Realization

To automatize the control synthesis process as well as to bridge the OPN-based
model with the LPN/FPN-based KB the program system was created in [6].
Two files can be opened in the system: ’model.pnt’ created by the graphical
editor of OPN [10] and ’kb.pnt’ created by the same editor extended for
LPN/FPN in [1] and time/timed PN in [9]. Three windows are screened if
KB operates (i.e. if the button KB is switched on). In the left window the
OPN-based model or its verbal description can be alternatively seen while in
the rihgt window the LPN/FPN model of the KB or the I/O interface between
OPN model and the KB. The I/O interface yields (at the beginning) the empty
skeleton. It can be fulfilled by the operator in order to define desirable relations
between the OPN-based model and the LPN/FPN-based KB. In case of the KB
with one rule (two input and one output statements) the skeleton is the following:

input {
P1 {

return F
} end
P2 {

return F
} end

} end
output {
// output place:
// P3,

return F

} end

The third window (the state one) is situated in the down part of the screen
and it contains the actual state of the system as well as information about
the enabled transitions of the OPN model. After finishing the control synthesis
process the final sequence of the control interferences for the real DEDS can
be obtained from this window. When KB is switched off, further small window
appears in the center of the screen - see Fig. 3. It offers to the user the actual
control possibilities and yields him the possibility to choose manually the most
suitable one (from his subjective point of view). The detail description of the
program system is given in the user handbook [7].
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Fig. 3. A view on the screen when the button KB is switched off.

6 The Illustrative Example

To illustrate the above introduced approach consider the FMS given on the
Fig. 4. It consists of two robots R1, R2 serving five machine tools M1-M5, two
automatic guided vehicles (AGVs), two entries (raw materials A and B, respec-
tively), and two exits (final A-parts and B-parts, respectively). M1, M2 produce
the same intermediate A-parts and M4 produces the intermediate B-parts. M3,
M5 produce the final A-parts and B-parts, respectively. Using above mentioned
analogy the OPN-based model can be obtained - see Fig. 5. It can be knitted
e.g. by means of the method [8]. Meaning the OPN positions is the following:
P1 - availability of A-raw material, P2 - loading by R1, P3 - machining by M1, P4
- delivering via AGV1, P5 - loading by R2, P6 - machining by M3, P7 - machin-
ing by M2, P8 - availability of R1, P9 - availability of AGV1, P10 - availability
of M1, P11 - availability of M2, P12 - availability of R2, P13 - availability of M3,
P14 - loading by R1, P15 - loading by R2, P16 - machining by M4, P17 - deliv-
ering via AGV2, P18 - machining by M5, P19 - availability of B-raw material,
P20 - availability of M4, P21 - availability of AGV2, P22 - availability of M5.
The transitions T1 - T14 represent the starting or/and ending the corresponding
operations. The nonzero elements of the structural matrices of the OPN-based
model are in case of the F : {f11, f22, f27, f33, f44, f55, f66, f78, f81, f89, f93,
f98, f10,2, f11,7, f12,4, f12,12, f13,5, f14,10, f15,13, f16,11, f17,12, f18,14, f19,9, f20,10,
f21,11, f22,13} and in case of the G : {g12, g23, g28, g34, g3,10, g45, g49, g56, g5,12,
g61, g6,13, g77, g78, g84, g8,11, g9,14, g10,8, g10,16, g11,17, g11,20, g12,15, g12,21, g13,18,
g13,12, g14,19, g14,22}. Starting from the initial state vector x0 of the system

x0 = (1 0 0 0 0 0 0 1 1 1 1 1 1 0 0 0 0 0 1 1 1 1)T ; v0 = (0 1 1 1 1 1 1 1 0 1 1 1 1 1)T

w0 = (1 0 0 0 0 0 0 0 1 0 0 0 0 0)T ; u1
0 = (1 0 0 0 0 0 0 0 0 0 0 0 0 0)T

u2
0 = (0 0 0 0 0 0 0 0 1 0 0 0 0 0)T ; u3

0 = (1 0 0 0 0 0 0 0 1 0 0 0 0 0)T
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Fig. 4. The flexible manufacturing system.

Fig. 5. The Petri nets-based model of the FMS.

While u3
0 does not satisfy the existence condition (4), u1

0, u2
0 are admissible,

however, not simultaneously because of the conflict between the enabled transi-
tions T1 and T9 (R1 can take either A or B raw material). It has to be solved
by the KB. When the maximal parallelizm is used and the number of the final
A-parts has the priority with respect to the number of the final B-parts, the
following table presents the final sequence of the control interferences into the
real DEDS found automatically by the proposed program system.

step k 0 1 2 3 4 5 6 7 8 ...
transitions t1 t2 t3 & t9 t4 & t10 t5 & t11 t6 & t12 t1 & t13 t2 & t14 t3 & t9 ...
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Abstract. This paper presents MAIC a knowledge-based decision support
system for the maintenance of chemical plant equipment. The main functions of
the system are:
- The management of information concerning the components of pieces of
equipment together with the corresponding corrosion agents and critical factors
for this component.
- A case based reasoning and retrieval function to search the corrosion case
database for similar cases.
- Several knowledge-based functions to support the economic assessment of a
technically feasible solution.
The last part of the paper describes the conceptual framework of the OPTRANS
development environment which was used to develop MAIC and which gives it
many of its interesting features.

Keyword: chemical plant construction & maintenance, case-base reasoning,
expert-system, knowledge based DSS, coupling case-base and deductive
reasoning

1 Introduction to the Problem

1.1 Description of the Engineering and Maintenance Decision Process

The study and choice of construction material for chemical plant equipment is a task
performed by process and maintenance engineers. This task has both technical and
economical aspects which are described in Pieri et als [16]. Very often lack of time
and budget constraint compels the process engineer to take his decision with only a
limited amount of information. Not only corrosion tests and accurate economical
analysis are not performed, but even in-house information is hardly accessible. In these
conditions the only resource available is personal experience, which very often tends
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to suggest reiterating some previous choice. However a process engineer only rarely
meets two identical decision situations, and so he may run the risk of unexpected
failures or excessive costs due to an unnecessarily conservative choice of materials.
Consequently the problem is to design a system which will speed up and improve the
decision process of the engineer by giving him the opportunity to learn from previous
cases. The ideal system should guide the engineer to gather information on costs and
possible failures from a database of cases and help him to generate alternatives and
evaluate them. Ideally the database should include cases originating from in-house
experience as well as cases from outside sources such as the Corrosion Protection
Institute. Both the difficulty and the interest of designing a DSS application to support
such a kind of decision process comes from the need to combine analogical reasoning
on a large data base of cases with deductive reasoning to support the selection of the
right material (during plant design) or the right protection measure (during
maintenance). This problem is made even more complex by the fact that the selection
of material implies a mixture of both technical and economic computation with
reasoning based on chemical as well as economic knowledge.

1.2 Survey of Literature Concerning This Problem

Several systems have been described in the literature to help solve part of this
problem. Since the main cause of chemical plant shut-down or malfunction is due to
corrosion problems [20] it is not surprising that nearly all of these systems concentrate
on providing advice on selecting the right material and maintenance procedure to
prevent corrosion. CORIS by Gerven et als [7] was designed to support the decision of
selecting a material to avoid pitting corrosion. The Donegani antiCorrosione Expert
System (DOCES) by Farina et als [6] was designed to diagnose corrosion phenomena
in boilers and to assist the operating personnel in identifying the cause of boiler
failure. The expert system described by Christaldi et als [3] assists the process
engineer in the task of selecting suitable materials during industrial plant design. The
above mentioned systems rely on technical knowledge only. They do not take costs
into consideration and as a consequence can lead to misleading decision when the
economical aspect have to be taken into account. To provide expert advice mixing
chemical knowledge and economic knowledge implies the coupling of numerical
simulation (or computation) and reasoning. A survey of the literature on this coupling
problem can be found in Boudis [2]. With respect to coupling case base and rule
based system see Stuchlik [18]. It should be also pointed out that the adoption of the
system by the process engineer is dependent on the ease with which it can be upgraded
according to needs. To reach this goal the conceptual framework and knowledge
representation formalism used must remain as clear as possible so that the process
engineers can understand it easily and eventually involve themselve in the
development of the application. Recent papers have emphasised the need to manage
and computerise maintenance knowledge to develop a Maintenance Management
Information System  [19].
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1.3 Approach Proposed by MAIC

In the present paper a different approach is proposed: MAIC (Materialy per
Apparecchiature di Impianti Chimici.) is designed to support the tasks described in
§1.1 by:
- allowing engineers to search a data base of maintenance cases, simulating reasoning

by analogy to provide a small sample of solutions which have already been applied
in similar situations and that the engineer can study.

- forecasting possible failure using a description of the case at hand and deductive
reasoning in conjunction with corrosion knowledge.

- proposing protection measures to prevent corrosion using deductive reasoning and
corrosion knowledge, the final choice being left to the engineer.

- providing maintenance support for, not only a large spectrum of corrosion types, but
also for a large set of materials and for all phases of corrosion protection.
The approach we propose enables the maintenance and process engineer to take
economic variables into consideration for his investment decisions in equipment over
the life time of the plant. Not only are the cost criteria always taken into consideration
when comparing alternatives but the system also provide advice on how to avoid
failure, shut-down and damage during construction and production of the plant. If this
advice implies costly maintenance measures such as periodical control and tests, their
cost will be taken into account by the system when comparing alternatives. MAIC is
implemented using a knowledge based DSS development environment, using
formalism very close to the formalism natural to the users. Before providing some
insights concerning the structure of MAIC we shall describe the system from the user
point of view. For more details the user is refered to Pieri[16].

2 Description of the System

2.1 Nature of Data Used

MAIC uses a file management system and three databases:

User files Contains corrosion cases created by the user, including the
original data and the results of MAIC knowledge based
advice. It takes the form of files created by the user.

Corrosion DataBase: Contains cases from the company Donegani
Anticorrosione, organised in a database which cannot be
modified by the user but which is accessible for retrieval.

Material DataBase: Contains unit costs, physical properties and mechanical
characteristics of materials which can be updated.

Cost DataBase: Contains all the factors necessary to compute the total
investment cost which can be updated by the user.

2.2 Functions Provided by the System

MAIC provides five main functions. They help the user to make the main steps of the
analysis by allowing him to study similar cases, by generating suitable material
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alternatives, rating them according to their performance and estimating the economic
impact of each alternative, until a final choice is made.
File: Activates a menu to manage user data.
Input: Activates a menu to input user data
Dbase: Activates a menu to search and display analogous cases

from the Donegani Antocorrosione database.
Material choice: Activates the expert assistant (KBS) which will provide the

user with alternative materials and maintenance rules for
the case under review.

Economics: Generate the economic parameters necessary to make a
final decision.

User data describing cases are recorded in files. Each record of a file contains the
description of a single case. That is to say the set of input data and, possibly, the
results obtained by analysing the data of this single component with MAIC.
Functions for data capture and user data management. All the standard functions
for file managment are provided. A function Find facilitates retrieval of cases
containing a given string, a function Filter filters the cases  which satisfy a set of
conditions. An input form allows the user to enter data (see fig.1) on a new case or to
modify an existing one.
Searching the data base and simulation of analogical reasoning. Both the user
case and the data base cases are specified by standard variables, a subset of which are
listed and explained in table 1. Variables can be considered  as  attributes  of  the  case

Table 1. A sample of the variables describing a case.

Variable Description Type Interval or
number of

possible values
Temperature real 0-1000°C
Pressure real 0-200Kg/cm2
PH Measure of acidity real 0-14
Velocity real 0-50 m/s
Component qualitative 35
Equipment qualitative 26
Duty fluid contacting the

component
qualitative 25

Physical state qualitative 7
Corrosive
agent

Corrosive present in duty qualitative 65

Critical
factors

Non chemical factors
affecting corrosion

qualitative 10

Material qualitative 59
Failures Qualitative 63
Remedies Qualitative 85
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and interpreted as co-ordinates which set the position of a case in a multi-dimensional
attribute space. In table 1 physical variables (type real number) refer to the fluid in
contact with the component subject to corrosion. This fluid is called "duty". In table 1
two different kinds of variables are used:
 -in the first group of variables the values are real numbers defined within an interval -
in the second group are included qualitative variables whose values are elements of a
specific list.
This information can be used to calculate a dissimilarity factor between the user case
and each of the data base cases. The variables, which identify each case, are grouped as
shown on table 1. The simulation of reasoning by analogy implies that a measure of
resemblance r (or similarity or association coefficient) between two cases is made
available to the user and that such a measure can be modified easily if needed. If E is a
set of cases,  the coefficient r is defined by a function which assigns to each pair of
cases X, Y˛  E a real number.
A resemblance coefficient must be symetric:

r(X,Y) = r(Y,X)
and must be so that either  r(X,X) <= r(X,Y) or r(X,X) >=r(X,Y)  holds
Resemblances usually have the property:

r(X,X) = r*
In this case a new resemblance measure d: d(X,Y) = r(X,Y) - r* can be defined which
is order equivalent to r.
This resemblance measure called dissimilarity coefficient has several properties:
R1 d(X,Y)>=0
R2 d(X,X) = 0
R3 d(X,Y) = d(Y,X)
 If the coefficient d has the following additional properties:
R5 d(X,Y)=0 => X=Y
R6 d(X,Y) <= d(X,Z) + d(Z,X)
d is called a distance.
For an interesting comparison of resemblance measures the reader is refered to
Gatagelj and Bren [1]. Such resemblance measures have been defined for variables
associated with cases. In the present situation the variables describing each case are a
mix of quantitative and qualitative variables. This type of situation has been analysed
by J.C. Gover [8]. In MAIC a distance measure has been computed according to the
following basic principle:

a) In the case of quantitative variables a simple absolute difference is computed:
ri = | ai - bi|/Ri  where ai and bi are the values of the user case and the data base case
and Ri is the range of the variable.

b) In the case of qualitative variables the list of variables can be arranged in a
similarity/dissimilarity tree. In this tree the number of nodes to be crossed to connect
two of the terminal nodes using the shortest path along the tree computes the
dissimilarity coefficient. In this case the function ri is computed: ri= ni/Ni. where ni is
the number of nodes crossed by the ith variable and Ni is the maximum number
possible for that qualitative variable. In this way for each variable i a real number is
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computed with range [0,1]. For the second case let’s take the physical state as an
example. Seven possibilities are supplied in MAIC they appear as terminal nodes of
branches in the tree of table 2.
From table 2 some examples of dissimilarity coefficients, measured by the number of
crossed nodes can be put in evidence. Having calculated the previously described
dissimilarity for each variable the final total distance between two cases D is
computed: D = å  ri., ri being positive by definition, D is itself positive and the previous
construction rule for the distance is equivalent to the well known city-bloc method. D
is a distance in the sense that it complies with rules R1 to R6.
MAIC contains an algorithm to calculate D which use matrices of distance for each
variable. For physical state, the matrix is as shown on table 3. The same method is
used for the other variables. In some cases (material, corrosive agent, failure,
remedies) the corresponding matrices are fairly large and therefore trees are
complicated. For instance for remedies the matrix becomes very large since the list has
85 members and thematrix has 7225 elements. Taking into account that the matrix is
symetrical and the diagonal elements vanish by definition of the distance, the number
of elements to be memorised is reduced to 3570. MAIC will provide a list of cases
sorted according to the distance computed as explained above. The engineer can then
browse this list of cases or apply the distance computation to a subset of the case base
to apply the analogous reasoning to a restricted list of cases selected according to a
given criterion.

Table 2. Tree structure to compute dissimilarity for physical state.

 
Physical  

State   
  

With   
Solid   

Liquid/  
Gas   

Dew   
Vapor   

  Dry   

Liquid/  
Solid   

Slurry   

 With    
 Gas 

Liquid   
Dust in    

Gas Gas   

Wet 

Functions to support the choice of material for a component. As shown on fig 2
three main functions are provided by the material choice option to: choose material,
 forecast failures, propose protection measures.
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Table 3. Number of crossed nodes between physical states.

Gas Dust in
gas

Dew
vapor

Liquid/
gas

Liquid/
solid

Slurry liquid

Gas 0 1 4 4 4 4 3
Dust in Gas 1 0 4 4 4 4 3
Dew vapor 4 4 0 1 3 3 2
Liquid/gas 4 4 1 0 3 3 2
Liquid/solid 4 4 3 3 0 1 2
Slurry 4 4 3 3 1 0 2
Liquid 3 3 2 2 2 2 0

The "Material Choice" button runs the inference engine which makes a choice
within a list of more than 50 material types (metallic and non metallic) which are
stored in the system cost data base, and assigns to each material a score on a scale
from -100 to +100. This score measures the suitability of the material for the
component under study and the planned conditions of use. The user can set a threshold
to reject all the materials with a score lower than the threshold.

The "Failure Forecast" button runs the inference engine which uses a knowlege
base which examines a list of possible failures (the system contains a predetermined
list of over 40 items or components) and sets a certainty factor (CF) for each one. This
failure "expert assistant" takes into account problem data and the specific material
used in the case. The "expert assistant" has to be run for each alternative generated by
the material choice expert assistant. The certainty factor is measured on a scale
between –100  and 100, and expresses the degree of belief with which this particular
failure is likely to occur.

The "Protection measure" button runs the inference engine which uses a
knowlege base, which suggests protection and maintenance procedures (remedies) for
the failure as forecasted by the "Failure Forecast" expert assistant. More than 60
possible protection measures are available in the system and each one is given a score
(between –100  and +100). This score shows the degree of efficiency of the protection
measure .

The method of certainty factor to update expert beliefs was used not only
because it was provided by the inference engine but also for other reasons. No two
chemical plants are identical and since this is also true for functioning conditions, the
sample of nearly identical cases, to compute a statistical frequency of failure or
reliability measure for components is very small or inexistant. The clearest treatment,
in our opinion, of the two main methods of updating non probabilistic measures of
belief: certainty factor and the Dempster-Shafer method, is made by Mark Stefik [17]
Supporting economic analysis of possible alternative. Economic analysis of
alternatives is provided by the system. It uses several models which are described in
Pieri [16]
Cost models: The cost of the alternative is computed according to the

component geometry and the quantity of material used to
construct the component. The simplest model computes
cost using the component weight and the more
sophisticated one calculates the cost using the component
thickness according to pressure.
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Investment cost: this model computes the investment costs, taking into
account the expected life of the plant.

Multicriterium choice: this model compares cases concerning the same
component but built with different materials over the
expected life of the plant.

2.3 Example of the Use of MAIC

Input and data management. Let us assume that the user wants to choose a material
for tubing of a superheater (of a bank heat exchanger type) in a process boiler that
works in the following conditions:

Temperature 390 °C
Pressure  80 bar (gauge)

The input form of this case is shown in fig 1. The window contains three input zones:
Project number, Project name, Item (identifier of equipment). These identifiers are for
easy retrieval and identification of the case, they will appear in all outputs of MAIC.
All the other problem data, are inputed in the appropriate zone. All the variables are
useful to guide the choice of a material, but only two of them are required to obtain
realistic results: temperature and "duty" (see §2.2). These two variables qualify
physico-chemical conditions of corrosion and no prediction of material performance
can be made if they are not known.

Fig. 1. Input form for the data concerning a component (the case describes a tube).
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All the other variables (physical state, pressure, pH, velocity, corrosive agent and
critical aspects) are optional. The system will work even if they are not specified, and
will still give usable results. This does not mean that there is no effect if additional
variables are specified. The more information is supplied, the better will be the
proposed material choice. For instance, pressure is necessary if MAIC is required to
indicate not only the choice of material, but also the component thickness (without
pressure no thickness calculation is possible). Velocity is also an optional variable.
However the user should keep in mind that if he is investigating a case with possible
erosion, the specification of velocity will make the choice of material more accurate.
As shown in fig 1 under the title "corrosive agent" the user can specify the corrosive
environment by specifying a set of corrosive agents. Specifying the corrosive agent is
optional but it qualifies the role of "duty" much better and, if it is known to the user, it
is strongly recommended that it be fed into the system.
pH is a special variable. It is optional, and where it is not pertinent (gas phase), MAIC
simply ignores it. However pH greatly affects the corrosion behaviour of materials. A
pH value can be estimated by the system using a specific knowledge base, using other
variables, mainly duty and corrosive agents.
Search for similar cases. Informations in the Corrosion DataBase are stored in a plan
(table) of the multi-dimmensional data base. The parameters used to describe the cases
are more or less the same as the parameters for the material choice assistant. Some
parameters can be added, for instance the year of the creation of the original
maintenance report and the type and duration of service of the equipment. If the user
wishes to find in the Corrosion DataBase a case analogous to the example of Fig 1, a
stepwise search is started by finding cases with the string “exch” (exchanger) in the
column Equipment followed by other searches (component = tube, temperature >350
°C, equipment use as superheater) .
Out of the last 5 cases remaining after the search in the Corrosion DataBase, case 9
appears to be interesting. It refers to a primary superheater of an auxiliary boiler
working at 454°C and 100 bar (gauge) The material used is Alloy Steel 1.25 Cr 0.5
Mo. The case was described because a tube had burst. An example of a report of the
complete case is presented in Pieri [ 16]
Supporting material choice. Fig.2 represents the material choice display window.
The diagnosis concerning material choice is obtained using the "Material choice"
option of the main window.This window is structured in three columns. In the left
column all the input data of the user case are displayed for reference including critical
factors: in this case heat stress and internal stress.
In the top part of the central column the results concerning material choice for similar
case found in the Donegani data base are displayed. In the example, Carbon Steel (CS
R510) and Alloy steel (1.25 Cr 0.5 Mo) are suggested by the system with respectively
65 and 60 as measures of likelyhood for their use in such a situation .
The CS R510 material has been tested also for failure forecast and protection
measures (remedies). The results provides by MAIC are shown in the top right column
of the window. The types of failures observed for similar cases in the Donegani data
base as well as remedies (none in this case) are displayed with their likelyhood. Fig 2
shows the number of occurrence (2) for the marerial choice given a threshold of 60.
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The number of occurrences (5) for these types of failures given a threshold of 60 is
also displayed, etc…
Economic analysis. The multi-criteria comparison of alternatives created by the
choice of material expert function is done using all the relevant comparison elements,
coming both from economical and corrosion analysis. A description of this analysis
and the way  the results are presented to the user is made in Pieri [16]

Fig. 2. Window for material choice.

3 Development Environment Used

The MAIC application was developped using the OPTRANS Object knowledge based
DSS development environment.

3.1 The OPTRANS Object Development Environment

OPTRANS Object is the result of a research effort undertaken to solve some of the
problems of the first generation KB-DSS development environment cf. Klein [13] The
basic hypotheses taken in OPTRANS is that the development environment should be
defined as a tool to formalise different kinds of knowledge needed to implement a
solution. For a brief description of the system the reader is refered to Klein,
Methlie[09]and Klein [10][12][14]. In OPTRANS an application is built from seven
main objects classes or resources (Fig 3):
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-the application (in its technical sense): The instructions of the application define the
user interface and the global logic of the application .(scheduling of resources)
- the application common data structure
- the models which are used to formalise quantitative relations between variables.
- the data base models which are used to formalise computation procedure at the
multi-dimensional data base level.
- the reports which are used to define the presentation of information
- the knowledge bases which are used to formalise knowledge as rules.
- the multi-dimensional data bases which are used to define and query more complex
data which will be used by the application.

Application

Report

Data

Expert

Model

Data Base
models

Data base

Fig. 3. Main components of a KB-DSS application designed with OPTRANS.

This approach which is based on a limited number of objects classes leads to the
design of structured applications. It also provides applications were data capture,
computation and presentation of information are to a large extent independent. This is
the key to easy changes in the application according to the engineers’ need.

3.2 Communication Mechanism between Objects and Rule Structure

The fundamental characteristic of OPTRANS is presented symbolicaly on fig 4. All
sources of knowledge: database, models, statistical programs, experts, reports can
exchange information through the common data structure of the application which
plays the role of a blackboard under the control of the application which plays the role
of a scheduler. This architecture presents several advantages described by Engelmore
and Morgan in [4]. In OPTRANS a variable of a model can be used in the condition
part of any rule. For example after running a numerical simulation the application can
run an inference engine which will start reasoning using rules, the condition part of
which contains expression using variables of the models. The conclusion of reasoning
can be stored in a variable and then used by another expert. In the material choice
knowledge base, the rules are regrouped in 13 rules subsets concerning: Duty, Agent,
pH, criticity, component, temperature, velocity,…In OPTRANS the syntax of a rule is
as follows :
If <Condition>
(Concluded_Fact <Fact 1> is <Val1>

<Fact 2> is <Val2>
…
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<variable1> = <Val1>
<variable2> = <val2>

…)
(Execute <Label>)
(Rule_Subset <Rule_Subset_Name> (<Priority>)
(Message <Text_of_Message>)
(Comment <Text_of_Comment>)
End_of_Rule

The execute key word allows the rule to send back the control to the application
which can then open and run a model and then go on with the inferencing. For a brief
description with an exemple of communication between the model and knowledge
based system in OPTRANS the reader is refered to Klein [10][11],[14]

3.3 Structure of the MAIC Application

The structure of the MAIC application is best explained by fig 4. The application is
used to define the user interface and the scheduling of the resources (calls to Data
Bases, models, experts  ).The MAIC application uses five knowledge bases (KB):

 

Multidimensionnal  
data base   

Algebraic   
Modeling   

Report   
Generator   

Inference   
Engine   

USER   
(Proces s   

Engineers)   

  
  
  
  Interface  

and  

global  

logic 

  

Corrosion  
case   
Data base   
Cost  
engineering   
Data base   

Cost models   
Distance  
models   

Case report   

Knowledge base for: 
-  Material proposal 
-  Failure  forecast 
-  Protection mesure 
-  Speed of  corrosion   
-  pH verification   

Fig. 4. Structure of the MAIC application a designer view.

-a KB to help select the right material component (702 rules)
-a KB to help forecast failure (500 rules)
- a KB to propose protection measures (600 rules)
-a KB to estimate the speed of corrosion (200 rules)
-a KB to check the pH value (150 rules)
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These KB have been defined using knowledge from experts as well as theoretical
knowledge. The knowledge concerning range of acceptable temperature for certain
materials comes from the specialised literature. 30 cases out of the 450 cases of the
Case Base have been use to develop the first version of the KB. Several months were
spend testing the conclusion of the knowledge bases on other cases of the Donegani
Case Base to validate the rules.

4 Conclusion and Future Research

This work has demonstrated the possibility of using OPTRANS object a knowledge
based DSS tool to implement an application which integrates analogical reasoning,
deductive reasoning and economic models to support better the work of process
engineers when designing or maintening a chemical plant.. The system was written
entirely by specialists in the domain with only methodological help from the
OPTRANS designers and without using any algorithmic progamming. The system has
now been in use for a year and some first conclusions can be made. The first request
of users is to widen the knowledge base for the selection of material by extending it to
more materials and to more chemical processes and by adding better images of
corroded parts. This work demonstrate that the combination of rule based and case
base reasoning together with formal models was successful in supporting better the
work of the process and maintenance engineers when the engineers use knowledge
which can be explicitely writen (or was explicitely writen in books) and when they can
also learn from experience based on previous cases. Similar conclusions were drawn
by Krogel and Stuchlik [18] in manufacturing planning.
With respect to the simulation of analogical reasoning, more work has to be done to
test different measures of dissimilarities and compare their efficiency. A second
direction is to improve the capacity of MAIC to support the bidding activity. Adding a
database containing data on previous offers will then be needed.  A third direction is
to explore how automatic learning mechanism could be implemented to improve the
quality of the diagnosis as new cases are observed.
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opportunity to develop the MAIC application. Mr.Farina from Donegani for useful
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Abstract. Cutting the costs and increasing the added value of steel products
using new production methods and advanced control systems are the key factors
in competitiveness of the European steel producers. In order to meet the
challenge of the steadily growing pressure to improve the product quality,
rolling mills employ extensive automation and sophisticated on-line data
sampling techniques. Since the number of factors involved in the processes is very
large, it takes time to discover and analyse their quantified influence. The paper
gives a survey about the knowledge processing, using neural networks in rolling.
The two main streamlines are shown by exemplary case studies: Self Organizing
Maps as Data Mining tool for discovering the hidden dependencies among the
influencing factors, finding the relevant and irrelevant factors, as well as
application of different types of neural networks for optimisation of the draft
schedule.

1 Introduction

The knowledge processing, using methods of artificial intelligence opened new ways
in "efficient use of deficient knowledge" [1] in rolling. A survey of knowledge-based
methods in metal forming in 1992 [2] contained less than 200 papers. The growing
interest toward these methods though is shown in a paper [3], which contains 50
reference items only about artificial neural networks in rolling. The mathematical
models either describe only a very small part of the production process (e.g. in the
rolling, stresses and strains in the billet in roll gap, using 3D FEM models), or
simplify the entire process so, that it cannot be estimated, how big is the error
introduced by the simplifications.

Every technological operation can influence the product quality. Technology
affects the material properties that further influence the geometry that determines the
design of the technology. Disciplines of mechanics and kinetics cannot easily handle
the problems of friction, wear, fracture, and precipitation in metals, heat evolution,
and distribution. Modelling such sophisticated phenomena needs new approaches. For
process planning, measured and predicted data and their steady comparison are
necessary.
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The introduced on-line measurement systems in modern mills can register only the
local changes, and control e.g. some stands in finishing mill in order to compensate
the errors in the flatness, but can not estimate the reasons of the defect, because it is
outside of the scope of measuring system, sometimes in the furnace, or in the
transport line.

2 Different Types of Neural Networks in Hot Rolling

The use of Artificial Neural Networks (ANN) in rolling started in the beginning of
1990’s, but the number of published works is growing rapidly. Prediction of process
variables using measurements from previous process phases has been most common
way of utilising ANNs in industrial applications. Metallurgical processes have also
been extensively investigated and modelled using ANNs (e.g. blast furnace processes
have been modelled with measured process data, as well as ANN based solution for
temperature control in continuous steel strip annealing furnace, etc.).

Although the number of papers still remained small, the applications of neural
networks in rolling cover a wide field of applications ranging from flatness control to
the prediction of mechanical properties of the rolled material. In addition, in rolling
the most effective way of applying neural networks may not be the global ANN
model but a combination of a neural network and the classical mathematical model
(e.g. [4]).

The greatest benefit of the ANN is the quick interpolation ability. Usually ANNs
are used as correction factors in the physically based rolling models that take into
account the features responsible for the variations in the process, like changes in
alloying element compositions. These hybrid models give a solution in overcoming
the difficulties of mapping between inputs and outputs, by leaving only unknown
dependencies for ANN to solve.

Another field of ANN applications is to use them for developing fast models from
numerically simulated data in order to avoiding the long computations in real-time
environment. By using simulated data it is possible to overcome the common problem
of unevenly distributed data associated with logged process data.

In the automation and control of the strip flatness and the determination of mill
settings needed for an incoming strip before the strip actually enters the mill ANNs,
based on both measured and simulated data are used. An efficient process model
should be able to predict rolling forces, torque, material properties etc. It is sufficient
accurate, reliable and can be updated fast. By using ANNs these goals can be reached
provided, that sufficient amount of process data is available. In addition, taking post-
calculation into account, which means compensating the pre-calculation error by
continuously adapting the models to the real time process. The neural networks are
able to do both modelling and adaptation and perform them equally well.

For control task a reasonable task sharing between the mathematical modelling and
neural network based correction is necessary:
• the on-line computations should be performed by neural networks, but
• possibilities of the mechanically correct mathematical modelling should be

utilised.
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Traditional tasks solved by ANN are, as follows:
• prediction of the width in finishing mill,
• correction of the strip or plate temperature calculated by analytical models.

Fig. 1. Neural networks in control of rolling mill [5].

Networks used in rolling mill control can be divided into two groups, as networks
trained off-line in development laboratories, and built into the control, and networks
with "training on the job". Recently the ANN is an efficient method used in many
rolling mills, as it can be seen in Fig. 1 [5].

3 Knowledge Discovery Based on Self Organizing Maps

Self Organising Maps (SOM), developed originally for speech recognition, are
especially suitable in analysing the very complex processes, e.g. hot rolling. Unlike
supervised learning methods, the SOM can be used for clustering data without
knowing the class memberships of the input data.

Application of SOM helps to discover hidden dependencies influencing the quality
parameters, such as flatness, profile, thickness and width deviation as well as wedge
and surface quality. First steps of the SOM based Data Mining is the Data
Warehousing; collection of data from different computers in the different hierarchical
levels of computer control in the rolling mill, and transforming the data into the same
format. The next step is data preparation (data cleansing), filtering out the noise of
measurement units, as well as the idle states.

 In order to find the relevant and irrelevant factors from ca. 40 different on-line
measurements as well as from the ca. 100 statistically pre-processed (mean, standard
deviation, average deviation, min. and max. deviation etc.) technological parameters,
beginning from the chemical content, the casting and re-heating parameters by the
coiling speed and temperature. SOM analysis enabled the estimation of main
measured values that are closely connected with the change of quality parameters. As
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quality parameters, geometric accuracy, grain size, mechanical and magnetic
properties can be chosen.  Results have been published in e.g. [6]. The projection on
the component planes shown in Fig. 2 can be interpreted, as slicing the n-dimensional
model vectors of the map into component planes. The SOM component planes give
the clustering of each component separately.
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Fig. 2.  Process of Data Mining.

Fig. 3.  Typical maps made by processing of 16.000 strips, showing the changes in some
alloying elements, roll gaps, yield stress, maximum tensile stress, elongation, and ultimate
tensile ratio.

 



Different Kinds of Neural Networks in Control and Monitoring of Hot Rolling Mill         795

 Component planes can also be used for correlation hunting: discovering hidden
co-incidences. Correlation between components can be seen as similar patterns in
identical positions of component planes. Using component planes in correlation
hunting is easy, selecting the "suspicious" component combinations for further
investigations. However, the similar patterns do not mean a causal connection.
Detailed analysis of the physical process is necessary to decide, whether the factor
should be included into the neural network for draft scheduling, or not.

 

Fig. 4. Two level neural network model used for modifying the draft schedule in order to
achieve the prescribed mechanical properties.

4 ANN Based Draft Schedule

Based on the results of the Data Mining a two level ANN model has been developed
(Fig. 4). After having measured the transfer bar temperature, the ANN model suggests
to modify the draft schedule, as well, as the  cooling, and the rolling speed in order to
achieve the necessary mechanical properties, as well as balanced currents of the stand
drives. The user interface can be seen in the Fig.5.

5 Conclusions

• Self-Organising Maps represent an effective method for discovering the hidden
dependencies among the technological parameters in the environment of the full
automation.

• Neural networks are effectively used in rolling industry, both for prediction of the
quality and for the control of equipment.

• In the framework of co-operation between Dunaferr Steel Works and Bay Zoltán
Institute for Logistics and Production Systems a special program has been
developed modifying the existing automatic control in order to achieve the same
mechanical properties of  the strips with different transfer bar temperature.
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Fig. 5. User interface of the program, used on workshop level in the hot rolling mill.
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Abstract. A model for predicting vibration series of turbogenerator unit is
proposed by combining ANNs techniques with non-linear phase space
reconstruction. Such established model doesn’t make any hypothesis to history
data, but reproduces the dynamic specific of attractor by phase space
reconstruction. ANNs architecture to which the prediction model applys is
discussed. The influences of embedding dimension m and time delay � on
prediction accuracy are also discussed in detail. Fairly well agreement can be
acquired between the predictions of model and actual vibration series of unit.

1  Introduction

As the development of technology, in order to realize optimal and effective
management of turbogenerator unit, surely the fault diagnosis and preventive
maintenance will be replaced by predictive maintenance, among which, prediction of
future behaviors of machinery is of great importance. At present, time series
predictions of vibration have two approach denotes as model with parameters and
model without any parameters [1,2]. Based on the first method, hypothesis must be
given for the history data. Prediction results are acquired by anticipating the
parameters of the model. However, neglecting any other information which might be
available may lead to lower prediction accuracy. It can be concluded as a linear
method.

Vibration of turbogenerator unit is a characteristics non-linear behavior, thus any
attempts to applying linear method to anticipate its future behavior will neglect much
valuable non-linear characteristics. On the other hand, due to the complexity of
vibration phenomena, exact mathematical model is still unavailable, or cannot be
solved because of insufficient initial parameters.

In the past few decades, time series prediciton problem are approached to its
close-to-exact results in many fields by employing chaotic prediction theorem, such as
the attempts to predict electric power consumption, the tendency of stock market and
sloar macula[3~6]. Based on non-linear theorem, manifold from the time series
originated can be used to construct another space, which could reappears the complete
characteristics of original system completely. Besides, the artificial neural network
models are powerful enough to realize time series prediction by applying manifold
reconstruction. A prediction model based on ANN technology is the method of non-
parameter, that is to say, ANN techniques for time series prediction with respect to
time series history doesn’t require any hypothesis for the studied system to build a
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reliable model. Many nonlinear systems can be described fairly well by such ANNs
model.

It is the concern of the present study to explore the method of prediction of
vibration series for turbogenerator unit by combining ANNs techniques with non-
linear phase space reconstruction. In this paper, the proposed prediction model is
verified by real vibration signals.

2 Non-linear Prediction Approach for Vibration of Turbogenerator

Two processes are necessary for non-linear prediction models, which are
reconstruction of phase space and approximation of non-linear function.

2.1  Reconstruction of Phase Space

Real turbogenerator system is undoubtedly multi-dimension. However, only one or
several variables for describling complicated phenomena can be deserved, such as
amplitude, phase et al. For a system space of m-dimension, the instantaneous state of
vibration system behaves a condition point in vibration curve. If the vibration
characteistics can be summerized to a group of determined laws, it can be used to
describe the continuous process of the system. According to chaotic theory, this
indicates that all factors affect the vibration behavior will concentrate to one subclass
of phase space named attractor. The attractor contains all specific of the current
vibration system.

Expressing the outcomes of vibration phenomena over time form a vibration
series as {xi(t)� (i=0, 1, …, N-1), the information about current state can be then
expressed as m-dimension time delay vector. The vectors that are reconstructed from
the time series are as follows:

{ }1)1(12111

~
,...,,, +−++= τττ mxxxxx

{ }1)1(12112

~
,...,,, +−++++++= τττ mpppp xxxxx

:

{ }1)1(1211

~
,...,,, +−++++++= τττ mNpNpNpNpN xxxxx                                    (1)

where p is the inter-vector delay and � is delay time, m stands for embedding
dimension, N is the number of vectors reconstructed from the vibration series. The
selection of these parameters can refer to literature [7].

According to Takens’s theorem [7], if the dimension of attactor of the vibration
series is estimated as dG, the phase space of dynamic system can be embedded in a
manifold of dimension 12 +≥ Gdm . In such condition, the specific of system attactor

will be contained in these series, which means that the history behavior contains the
current information of the system. So phase space reconstructed by (1) can be taken as
the differential homeomorphism of original space����� ����	� 
���� ����
�� �� ����
�
mapping F: RRm →  between these two space. The mapping is with the conditions of
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))(()( txFtx =+ τ                                                  (2)

expanded as:
( ) ( ) ( ){ }τττ )1(,....,),( −−−=+ mtxtxtxftx                        (3)

where f is mapping from m-dimensional space to one-dimensional real space. The
essence of prediction of vibration state is that using known N dada to approximate

functions f, or get the approximate mapping 
~
f .

2.2  Approximations of Non-linear Functions

Theoretical work shows that, in addition to their powerful ability to uniformly
approximate almost any arbitrary continuous function on a compact domain, ANNs
can also effectively construct approximations for unknown complex nonlinear
functions by learning from examples (only known outcomes of the function) [8]. This
ability to approximate unknown complex input-output mapping makes them attractive
in practical applications where traditional computational structures have performed
poorly, such as those with ambiguous data or large contextual influence.

3  ANNs Prediction Model

3.1  Architecture of Neural Network

As shown in Fig.1, a three-layer BP
network is employed to construct a
vibration prediction model. Three
different layer types can be
distinguished: input layer (the layer

][X 21,{ xx= ,… nx ) that known

series of measured signals at time t-1,
t-2,…, t-n are applied to), output layer
(the layer ][Y  that outputs result of
predictive value at time t) and one
hidden layer between input and
output layer. The model doesn’t need
any assumptions to analytical signals, but trains the networks with original samples
directly. The acquired non-linear function ~

f  is saved by weights. The network

considered here are either feedforward, in which the signal flow is from input layer
towards output layer by activation function, or recurrent, in which the feedforward
signal flow is supplemented with feedback error flow.

3.2  Vibration Prediction Process

Step 1 The collected vibration signals are preprocessed by filtering the noise and
possibly stationarization, and form the vibration curve with respect to continuous

Fig. 1.  ANNs architecture

x1

x2

x3

xn

Input >X@

Output [Y]
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times. Then reconstruct the vectors [X] from the vibration series. The known vibration
series are divided into two regions: training zone and verification zone, of which the
former is about two times of the later. Here we define “window” of width n as region
formed by n nodes with equal time interval on vibration series. Applying these n
nodes to input layer of training NNs, the target output is the neighbour vibration value
of the last node. Again according to Taken’ theorem, the width of training window n
must not be smaller than the embedding dimension m of the studied vibrations series
in order to save as much inherent characteristics of dynamic system as possible. Of
course, enough training windows should be includes providing more samples to NNs.

Step 2  In training region, n nodes in window are applied to input layer of NNs
successively to obtain output result. The output is compared with target output, and
the weights and output, as well as the number of the hidden layer neurons are modified
by the gradient decent error minimization technique until the output values have
fulfilled the tolerance requirement. Iterate this process by moving the window to
obtain new input nodes and traget output until the window has been slided through the
whole training region.

Step 3  Predicting the series value at verification region by the acquired NNs
samples. Compare the output result with actual value in this zone and record every
error. Iterate the process until the input window has been slided through the whole
verification region.

3.3 Selection of Embedding Dimension m and Time Delay �

For the vectors [X] reconstructed from the vibration series, the selection of embedding
dimension m and time delay � is of the most important effect on specific of the
recontructed phase space. Too small time delay will lead to information redundancy,
the vector may lose its independence. On the other hand, large time delay will weaken
the correlation between neighbour signals.

As for embedding dimension, although Takens gave the principle m>=2d+1, the
dimension d of dynamic system is unkown in most cases, so the selection of m is still a
problem. However, it can be sure that a larger embedding dimension m will be more
beneficial to some extent. But too large embedding dimension can also reduce the
reliability of the model due to the improving complexity.

The most current methods of embedding dimension selection still have some
randomicity[9]. In present paper, we use gradual approximation method to acquire
embedding dimension and time delay by judging whether the accuracy of prediciton
can converge as gradually increasing these two parameters respectively. A certain
dynamic system can usually converge to a low-dimension space, which means a
regular embedding dimension m. Furthermore, the later results will illustrate that, as
increasing embedding dimension to a extent, the prediction accuracy will no longer
improve.

Having selected the optimal window width n by the determined m and �, we can
conduct the above three steps in 3.2. The ANNs model such established can then be
used to forecast the future development of vibration series of turbogenerator.
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3.4 Prediction

Sliding the input window to the last n nodes of the known series and applying them
into prediction networks, the output is the predictive value of vibration series on next
step. Iterating the process continuously can obtain the future bahavior of vibration.

Self-adaptive ability is endued to the ANNs model by modifing input window
with updated data during prediciton process.

4 Results with Discussion

Prediction of vibration state have been realized in condition monitor and fault
diagnosis system of 100MW turbogenerator unit at the first power plant of Tianjin.
Two vibration series were selected here for analyzing. Data sampling rate is defined
32 point per period���������
�������������
��������������������t, and time delay � =
k��t (k is integer).

Applying the parameter r2 to express the accuracy of prediction model:

∑
∑
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ii                                           (4)

where,
^

, ii xx  denote actual and predicted vibration values respectively, while 
_

x

denotes the mean of the actual data.
The coefficient r2 is a function of the mean squared error normalized by the

variance of the actual data. For a prefect prediction model, the coefficient of
determination r2 should be 1. r2 closes to zero means that the prediction model cannot
work.

For actual vibration signals, the influence of time delay � on prediction accuracy
r2 is shown in Fig.2. While � is selected a small value, the coefficient of determination
r2 is rather low, indicates a poor prediction result. As rising � near to 4��t, r2

approximate to its greatest value. However, as � is greater than 6��t, the prediction
accuracy r2 begins to decrease. This may be concluded that the best value of time
delay � is about within (4~6)��t, among which �t is data sampling interval.

Fig.3 shows the influence of embedding dimension m on prediction accuracy r2.
As far as embedding dimension m rises�r2 will increase. While embedding dimension
m>8, the accuracy of prediction don’t change obviously longer, r2 will maintain a
constant value.

The sample acquired by VDAX and computer from X direction of shaft vibration
of bearing No.1 in a certain period is divided into two regions. The former one is used
to establish prediction model for vibration series. The later one is employed to verify
the model by comparing the prediction data with measured data. The comparison is
illustrated by Fig. 4. Fig. 5 shows the results of another vibration series.

It can be shown from Fig.4 that the prediciton accuracy r2 is as high as 0.925.
Fig. 5 indicates that prediction accuracy of 0.874 is achieved, which may indicate that
the predictions of model agree well with actual vibration series.
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5 Concluding Remarks

ANNs techniques is combined with non-linear phase space reconstruction to predict
vibration behaviors for turbogenerator unit. The proposed prediction model doesn’t
make any hypothesis to history data, but reproduces the dynamic specific of attractor
by phase space reconstruction according to embedding theorem. Proper ANNs model
selected provides the basis to achive the reconstruction of attractor and conducts the
prediction processes. A method of gradual approximation is employed to determine
embedding dimension m and time delay �, which have important influence on
predictive accuracy. More effective method for determining m and � should be
explored further. Moreover, prediction accuracy can obviously depend on the
dimensions of signal itself, which should be paid more attention in furture.
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Abstract. Intelligent agents and multiagent societies are becoming a
recurrent solution to complex distributed artificial intelligence problems.
Some of the agent properties determine the sort of problems that they
can solve efficiently. Here, we describe a complex environmental process,
Wastewater Treatment Plant, which is difficult to control. An agent-
based architecture is proposed, which improves some previous works on
Intelligent Systems which are not based on agents. The proposed archi-
tecture is described and several specific-purpose agents are designed for
that problem and their interactions explicated.

1 Introduction

Intelligent agents [4][5] have become a common approach to solve an increasing
number of problems which require artificial intelligence treatments. Some of the
agent properties as autonomy, social behavior, reactivity, and initiative [2] are
guidelines towards the sort of problems that agents can solve efficiently. These
properties also indicate that agents are not isolate elements but elements which
interact within a multiagent system (MAS) whose final purpose is to supply an
intelligent global performance.

Environmental systems are usually described [9] as dynamic, spatially dis-
tributed, complex, random, periodic, and heterogeneous systems. Therefore, any
Environmental Decision Support System (EDSS) [1] used to manage a particular
environmental domain must be designed to satisfy all these features.

In the Wastewater Treatment Plant (WWTP) domain, the complexity of the
process -composed by several operational units- makes the implementation of
an automatic process control difficult. Different mathematical models have been
put forward to describe them [3][11] though they cannot deal with all kind of
WWTP deata as qualitative, uncertain and approximate knowledge, off-line and

L. Monostori, J. Váncza, and M. Ali (Eds.): IEA/AIE 2001, LNAI 2070, pp. 804–811, 2001.
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subjective information, dynamic conditions, and constraints to keep the outflow
under the environmental law limits and minimizing the environmental effects.

All these features reveal that WWTP supervision and control can only be
treated in a multi-disciplinary way, that includes: monitoring, modeling, qual-
ity and cost control, qualitative information, expert knowledge and experiential
knowledge. So, the management of a whole WWTP (system evaluation, diagno-
sis, supervision, actuation, etc.) seems appropriate for a multiagent distributed
AI architecture [4].

In this paper we study the requirements of a WWTP control and supervision
system. In section 2 we describe the WWTP domain. In section 3 we show some
specific agents that work together in order to control and supervise a WWTP.
Conclusions are in section 4.

2 Waste-Water Treatment Plants

Wastewater treatment processes [15] are usually called pre-treatment, primary
and secondary. Pre-treatment includes simple screening to remove large float-
ing objects and grit. Primary treatment uses sedimentation and coagulation-
flocculation to settle most of the suspended solids from wastewater. Although
pre-treatment and primary remove about 35% of the Biological Oxygen Demand
(BOD) -a global organic measure-, and 60% of the Suspended Solids (SS), wa-
ter still has both enough organic matter to cause dissolved oxygen depletion
problems and also enough nutrients to accelerate eutrophisation in the rivers.

Fig. 1. Flowsheet of a conventional Wastewater Treatment Plant.

A secondary treatment involving the microbial oxidation of wastes is usually
required to meet discharge permits. Such biological treatment mimics nature
by using micro-organisms to oxidize biodegradable organic into stabilized, low-
energy compounds. See arrows in figure 1. The most frequent secondary treat-
ment is activated sludge process, where oxidation is carried out in a bioreactor.
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Then, a settler is used to separate micro-organisms from the wastewater. Sec-
ondary treatment removes about 90% BOD and 90% SS. The process produces
a large amount of a subproduct called sludge that must be treated before it is
discharged to the environment. The sludge treatment involves a new set of units
as thickening, stabilization and dewatering.

3 An Agent Architecture for WWTP Supervision and
Control

Intelligent agents can be used to build a system for supervising and controlling a
WWTP. Two alternatives to construct the system arise [9]:the spatial distribu-
tion criterion that studies the WWTP process units and assigns an agent to each
unit in order to look after the unit behavior, and the funtionality distribution
criterion that analyses the control actions that take place in the plant, groups
these actions which are related to a same concept, and assigns an agent to each
concept so that it is responsible of carrying out the control actions related.

Fig. 2. The WWTP Multiagent System Interaction.

Although the spatial distribution criterion has been used to develop a previ-
ous agent-based system [11], two are the main criticisms: the autonomy of the
units is not assured, and agents perform complex tasks that go in the detriment
of their specialization. Agents specialization is desirable since the more specific
an agent is, the more intelligent behavior it can have.

The main drawback of the functionality distribution criterion lies in the
amount of experience required to select a correct set of WWTP basic actions.
Nevertheless, agents under this option are autonomous, social, reactive, and they
have initiative in the sense that they have their own vision of the WWTP, they
know the functionality that they are supplying and they work to achieve it. Each
agent has to decide what to do on the basis of an internal state and its percep-
tion of the WWTP. Moreover, it plans the course of action and it is engaged in
a conversation with external agents whenever that is useful for its purposes.
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Here we propose a WWTP supervision and control system which is the result
of applying the functionality distribution criterion. The specific-purpose agents
created are decided according to our experience in designing and implement-
ing WWTP intelligent systems [10,12,13]. Figure 2 shows the architecture of
the MAS conceived. There we can distinguish the WWTP, the communication
system, and eight sort of agents.

3.1 The Monitoring Agent

The monitoring agent (MA) is responsible of the direct actions on the WWTP
data income. Figure 3 represents it as a chart. It interacts with both the plant
and the communication system. MA takes the information about the WWTP by
means of sensors that supply continuous on-line information about the state of
the plant at different places. A second source of information comes from both the
laboratory and the operators. MA accepts the sensors inputs, decides which data
to store and to ignore, and supplies a quick access memory organization. This
organization is under continuous adaptation so that access is always efficient
(dynamic indexing) [8]. The filtering block reduces the input noise. Then, data
is evaluated and analyzed. Whilst superfluous, defective, or useless information
is rejected, the rest of information is used to detect incoherent data. Coherent
data is incorporated to the evolutive Data Base.

Fig. 3. The Monitoring Agent and the Actuator Agent.

MA accepts global and partial accesses to the data stored. All the queries
are used to analyze how frequent these questions are and which organization of
the data base warranties an efficient access. This organization involves the data
fractionating [8], the use of indexes or hash files, sorting processes, etc.

MA can be used remotely to display functions that represent the temporal
evolution of the data. Moreover, MA incorporates some basic alarm capabilities,
e.g. if some sensor is out of the range of normality, an alarm is raised. This alarm
will be captured by the actuator agent or a user agent that treats it.

The basic interactions of MA are the following: it supplies information on
past situations, permits a continuous display of data or expressions, supplies a
basic alarm system, and captures some data from the WWTP.
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3.2 The Actuator Agent

This agent is responsible of interacting with the on-line actuators and sending
the recommended actions to the operator (off-line actuation). The actuator agent
(AA) acts over some parameters of the WWTP. In the activated sludge process,
these parameters are the dissolved oxygen concentration (DO), the sludge purge
flow (SPF) and the sludge recirculation flow (SRF).

Figure 3 depicts AA. On-line actions are the result of some alarm situation
or user order. These actions are attended by a reactive system that acts on
the actuators directly. The reaction table contains the situations on which the
system must react. On-line hard-constrained actions affect the actuators but
they have a filtering mechanism in order to control which of them must be really
done. Finally, soft-constrained actions produce recommendations that goes to
the WWTP laboratory.

The interactions of AA could be summarized in: it suggests orders, asks for
checking in drastic actions, accepts direct orders over on-line actuators of the
WWTP, processes alarms and reacts to solve them.

3.3 User Agents

The WWTP intelligent system must be carefully defined to meet the require-
ments of all the particular type of end users that work in the plant. EDSS
are used by three user categories [9]: the environmental scientist that wants to
develop models and experimentally test them, the environmental manager or
operator that uses the models generated by the scientist, and the environmental
stakeholder or head of the plant that wants access to understanding about the
responses of different parts of the system under proposed management decisions.

We have already identified two more users which are the developer or knowl-
edge engineer and the installer or computer scientist.

The basic interactions of the user agents (UA) are: they accept orders and
transform them into MAS goals, receive and display information and suggestions,
and supply justifications to certain actions.

3.4 The Modeling Agent

Mechanistic or numerical modeling of the WWTP contributes to have a global
description of the plant to be used in the control process. There are many mech-
anistic models and classical control engineering methods [11]. They are based on
a numeric model which is useful to control the plant in a stationary situation
but which cannot work properly when there are either abnormal or unforeseen
situations. The modeling agent (MO) integrates several numeric and qualitative
models which are used whenever an agent requires a specific control or simulation
of the WWTP.

The interactions of MO could be summarized in: it accepts a selection of sim-
ulation and control models, enables and disables the simulation and automatic
control of the WWTP, asks for input data to perform simulation and control,
and suggests control actions.



Autonomous Agents Architecture 809

3.5 The Predictive Agent

Predictions are based on the WWTP models and they could be made by MO.
However, prediction ia as an important feature of hard-real time control systema
that it requires a special attention in WWTP. This is why we devote an agent
(PA) to predict tasks exclusively. PA is in charge of selecting the best simulation
model among the ones available from MO, interpreting the results of simulations
and broadcasting them.

The interactions of PA could be summarized in: it studies hypothetical sit-
uations, informs about abnormal situations before they happen, admits user
decisions on the simulation model, enables and disables simulation models, and
decides the current best model.

3.6 The Numerical Control Agent

Whenever the operation of the WWTP is normal, numerical control algorithms
are suitable to control the basic parameters of the process: DO, SPF, SRF, and
other inputs to some automatic machines in the WWTP, such as the cleaning
grid at the pretreatment, etc.

The numerical control agent (NC) is in charge of selecting the best control
algorithm among the ones available from MO. The control algorithms can be
predictive, optimal, adaptive, feedback or feedforward control schemes among
others.

The interactions of NC could be summarized in: it accepts orders to activate
or maintain the automatic control, accepts orders to deactivate the automatic
control, admits user decisions on the control algorithm to apply, and analyzes
the input data to decide the best control algorithm.

3.7 The Expert Reasoning Agent

Each WWTP has its own supervisor, regardless of it is a person or a team.
This supervisor is expert the fields that are involved in the plant’s daily activity:
chemistry, biology, electricity, mechanics, etc. The expert reasoning agent (EX)
is used to contain all the expert knowledge available. EX offers some knowledge
engineering capabilities as knowledge acquisition methodologies [12], diagnosis
techniques [14], and knowledge evaluation procedures. It also supplies an inter-
face with the internet which is used to obtain information about other WWTPs.

EX is implemented as an expert system with a modular knowledge-base
specialized in the different process units of the plant. From the current data
available at the WWTP, EX diagnoses the state of the plant according to its
rule-based knowledge, and proposes an actuation plan. EX can also act as a
tutor system that explains what is happening in the plant.

The interactions of EX could be summarized in: it incorporates user knowl-
edge, interacts with the Internet to have an updated knowledge-base, makes a
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rule-based diagnosis of the operating situation of the plant and justifies it, ac-
cepts data and incorporates it if the data is recurrent, asks for advise on knowl-
edge before accepting it, explains why a new knowledge is rejected or accepted,
and answers the actuator and the user agents questions.

3.8 The Experience Reasoning Agent

This agent makes an experiential-based diagnosis and solution plan, by means of
case-based reasoning. The experiential knowledge about practical problem solv-
ing is represented by means of cases or experiences that include the description
of situations. A case library contains information about previous situations and
the solutions given to them as well as a measure of their efficiency.

Whenever a new problem is solved, the experience reasoning agent (EA)
learns new experiences provided by an expert or another source of knowledge.

The interactions of EA could be summarized in: it learns about the success
or failure of past solved practical knowledge, makes a case-based diagnosis of
the WWTP operating situation and a case-based proposal of an actuation plan,
forgets some cases if the feedback of their use is not good, explains why a new
knowledge is rejected or accepted, and answers actuator or user agents questions.

4 Conclusions and Work in Process

Our work followed two lines: analyze the WWTP domain and select the devel-
oping tool. The analysis of a WWTP has been twofold. On the one hand, we
have applied several AI methodologies to solve some aspects of the supervision
and control of a WWTP [6][11][13]. On the other hand, we analyzed how a MAS
could improve the supervision and control of a real WWTP [7]. Also, we have
been working to find a tool for agent development that could satisfy all the re-
quirements that the experts recommend in a system that has to supervise and
control a WWTP. This tool is Jade1.

Here, a new MAS architecture has been given to supervise and control a
WWTP. Eight different types of specific-purpose autonomous agents have been
identified, their role described, and their structure proposed. Now, we are work-
ing to implement and integrate all the methodologies to the final MAS system.
Copious information is also being stored in order to have a feasible test bed for
local executions of the agents.
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Abstract. The paper attempts to illustrate the positive interference of life cycle
assessment techniques of products and production facilities, on the one hand,
and of agent-based approaches applicable within their life cycles, on the other.
In the approach proposed in the paper, not only the cost problems, but also the
environmental impacts of processes and operations are considered during a re-
source allocation process relying on market principles. A hierarchical rule
structure called Priority Rules System is introduced.

1   Introduction

Due to the numerous changes on the world market in the past decades, the key selling
points for manufacturers have changed. In order to remain competitive, manufacturers
had to extend their practices guided just by economic criteria like efficiency, produc-
tivity, profitability with new ones like health and environmental impacts, resource and
energy conservation, waste management and social aspects. Therefore, a society must
find a compromise between being internationally competitive and having a healthy
environment, between productivity of labour and socially healthy workplaces, and
other similar apparently contradictory matters.

The increasing product variety, together with demands for better quality, shorter
throughput times and lower stock volumes, have called for an improved reaction to
perturbations in the external environment, changes in the manufacturing systems and
uncertainties of manufacturing processes.

In our view, the problem of the continuously growing complexity of manufacturing
processes and the necessity of considering the environmental issues in the manufac-
turing, can be advantageous addressed by using agent-based approaches.

The paper gives a short overview of life cycle assessment techniques of products
and production facilities, on the one hand, and of agent-based approaches applicable
within their life cycles, on the other, in order to illustrate their positive interference.

Furthermore, an approach that incorporates environmental aspects in agent-based
dynamic production control is presented. This includes the a.) Presentation of the
functional structure of the agents in the model, b.) Description of the mechanism of
resource allocation process, c.) Visualisation of information exchange.
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2 Environmental Issues in the Life Cycle of Products and
Production Facilities

The environmental focus must be shifted from the production to the products them-
selves covering all life cycle phases, i.e. material acquisition, production, distribution,
use, and disposal [8]. In other words, Product stewardship is emphasized, which is an
intrinsic part of any environmental management system (EMS) action plan, in that the
responsibility of the company goes beyond its operations to include the responsibility
for their products’ environmental performance throughout the product life cycle [8].

Life cycle engineering is the art of designing the product life cycle through choices
about product concept, structure, materials and processes, and life cycle assessment
(LCA) is the tool that visualizes the environmental and resource consequences of these
choices. And finally, life cycle analysis makes quantifying the environmental impacts
possible [8].

In the designing or redesigning process for reduction of environmental effects, usu-
ally, the following EcoDesign strategies are applied. Try to

• find a product (service) that is more environmentally friendly than the present
one used,

• select low impact materials,
• reduce weight and volume,
• choose clean production techniques,
• select a clean form of distribution,
• reduce energy and supply consumption during use,
• use a product as long as possible,
• make products easy to repair or manufacture,
• limit the size of toxic items,
• design with monomaterials,
• integrate parts that need to be disassembled.

During life cycle costing (LCC), the costs of production, installation, usage and
disposal are analyzed and allocated, aiming at minimizing the total costs. One impor-
tant area of future activity is the internationalization of environmental externalities in
cost calculations [12].

As an illustration for treating production facilities as products themselves, [13] pre-
sents a methodology for incorporating health and environmental hazard information
into manufacturing systems planning through the use of process mechanics models,
and system workflow modeling. Implementation examples included simulation of
hazard impacts due to process parameter selection, catalyst selection and resource
allocation (waterjet deburring versus mechanical deburring). Product life cycle costing
is applied to manufacturing systems in [14].

As to process planning, a hierarchical part planning strategy for evaluating the en-
ergy, mass and environmental impact of machined parts is presented in [15]. The
described strategy incorporates both micro planning (optimization at the feature level)



814         E. Zudor and L. Monostori

and macro planning (determination of feature sequence through the analysis of geo-
metric and process interaction). The allowable level of environmental data uncertainty
for a given planning decision is also described.

3  Agent-Based Approaches within the Life Cycle of Products and
Systems

Over the past years significant research efforts have been devoted to the development
and use of Distributed Artificial Intelligence (DAI) techniques (e.g. [16]). An agent is
a real or virtual entity able to act on itself and on the surrounding world, generally
populated by other agents. Its behavior is based on its observations, knowledge and
interactions with the world of other agents. An agent has capabilities of perception and
a partial representation of the environment, can communicate with other agents, can
reproduce child agents, and has own objectives and an autonomous behavior [17]. A
multi-agent system (MAS) is an artificial system composed of a population of autono-
mous agents, which co-operate with each other to reach common goals, while simulta-
neously pursuing individual objectives [17].

The life cycle of products is made up of a series of stages: requirement analysis, de-
sign, implementation and deployment, operation, logistics and maintenance and de-
commissioning. Agents can be used in every phase of generic life cycle [18]:

Requirements definition (definition of a set of needs or requirements that are
 to be satisfied)
Positioning (relationship to other products in the enterprise).
Specification (functions that the product will support).
Design (mapping the functions to implementation strategies).
Implementation (the phase of the life cycle in which the product is
 constructed).
Commissioning (the product is put to use).
Operation (maintaining the product in regular productive use).
Decommissioning.

Without the aim at completeness, some main application fields are as follows:

3.1   Agents in Product Design

Design becomes increasingly decentralised (team of designers in different locations,
working for different companies, dealing with the design the components and subsys-
tems of a complex product, using many different analysis tools). A short survey of
design systems working according to the agent principles is given in 18. Remaining at
the main categories only, agents can be catalogs of pre-defined parts, pre-existing
design tools or the designers themselves representing components and subsystems of
the product.
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3.2   Agents in Planning and Scheduling

Holonic manufacturing systems (HMSs), as one of the new paradigms in manufactur-
ing, consist of autonomous, intelligent, flexible, distributed, co-operative agents or
holons [19], [20].

Three types of basic holons, namely resource holons, product holons and order
holons, together with the main information flows between them are defined in the
reference architecture in [21]. These basic entities are structured by using object-
oriented concepts such as aggregation or specialization. Staff holons are also foreseen
to assist the basic holons in performing their work. Other authors refer only to two
types of basic building blocks, e.g. order and machine agents in [2], job and resource
agents in [22], order and machine (resource) holons in [6].

A common feature of these approaches is that the functions of the order and prod-
uct holons are somehow integrated in one basic type. One of the most promising fea-
tures of the holonic approach is that it represents a transition between fully hierarchi-
cal and heterarchical systems [19], [23].

3.3   Agents in Real-Time Control

Co-ordinated proactive objects in process control systems can usefully be viewed as
agent-based systems. Among other examples, the control of transfer line type
manufacturing system is described in [18].

Though many promising research results and a number of successful industrial
applications are known, only a limited number of sources couple agent-based
principles and environmental issues. In the next Section, an attempt is described for
incorporating environmental issues in holonic production control.

4  Incorporating Environmental Aspects in Agent-Based Dynamic
Production Control

The approach proposed is an agent-based one, more accurately, a holonic-based ap-
proach. The term of holon, introduced by the manufacturing community, represents an
agent with or without manufacturing capabilities. The model is built on the principles
of holonic manufacturing systems (HMSs)[19], [24], [21], [25].

4.1   The Functional Structure of the Agents in the Model

As part of the resource allocation mechanism, the model presented includes as infor-
mation flow agent an element called Task Master (TM), and the resource holons as
information and material flow agents.

The Task Master is responsible for job orders, including job decomposition into
tasks, task announcement and assignment, monitoring and record keeping.
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As part of the TM, the following units can be found (Fig.1.):
� the Task Decomposition unit,
� the Task Announcement unit,
� the Booking System,
� the Monitoring unit,
� the Record Keeping unit,
� the Task Assignment unit.

Fig. 1. The communication flow in the system when a job that has to be performed is an-
nounced

The task assignment unit comprises the bid gathering unit (where the resource
holons send their offers for the task accomplishment), the Priority Rules System (sys-
tem of rules for evaluating the bids), a temporary holder of rejected bids (rejected bids
are temporary stored for the case of reevaluation), a task assignment unit (accepted
bids are communicated to the winner resources).

The Booking System (BS) gathers the data about the abilities (the tasks that they
are able to perform) of resources on the shop floor. All resources are expected to re-
port towards the Booking System, in their own interest.

Resource holons communicate the status (started, paused, finished) of the task they
are performing to the TM, which stores the information in the Record keeping unit.
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A resource holon should include the following components:
� a communication interface for incoming and outgoing

messages (bids, status etc),
� control mechanism for coordinating its actions and events,
� knowledge about itself (abilities, price, environmental effects, etc),
� knowledge about its environment (knowledge about other

agents as TM, etc),
� reasoning mechanism for using the acquired knowledge,
� learning mechanism for updating the acquired knowledge,
� record keeping mechanism, which allows to learn from history.

4.2   The Mechanism of Resource Allocation

When a job order enters the system, after the decomposition of jobs into tasks, the TM
starts the task assigning process by checking in the BS which resources could be able
to perform the task in question. These resources will receive a task announcement
containing the following information: the task description, the earliest time to start, the
latest time to finish and the bidding window time (the time interval that is at its dis-
posal for reacting to the task announcement).

The resource holons will respond to task announcements by sending bids, which
will be evaluated by the TM by using its multi-level system of rules named Priority
Rules System (PRS). In the model presented, both the economic criteria and the envi-
ronmental impacts of processes and operations are taken into account in the rules.

To go into details let J be the job needed to be processed on the shop floor, and Tj,
j=1…n, the number of tasks comprising it. In this basic model the PRS is a three-level
rule system. The number of levels can be increased if required. Let S be the set of
rules in the PRS, and R1, R2…Rt the rules. Then, S={Ri}, and Ri = {Ni, O, Ui, Pi},
where Ni is the name given to the rule i, and Ui the utility of the rule. O represents the
objective function for the rules having the same level of priority.

Based on the values of these types of variables, the TM is going to make the deci-
sion whether to select a certain bid or not. Pi denotes the priority of the rule. A rule
with priority 1 is considered eliminatory. So, if these rule terms are not satisfied by the
bid, it will not be taken into consideration further. The rules with P=3, e.g., are con-
sidered only in the case of equal results for bids previously analyzed by rules with
P=2. Every decision variable will be multiplied by the corresponding utility value.

4.3  Visualization of Information Exchange with the Help of an Object Oriented
Program

With the help of the SIMPLE++ production and logistics simulation package, the
communication between agents on a shop floor was simulated. The mathematical
model, which takes the PRS into consideration, was transposed in the SimTalk pro-
gramming language.
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In order to illustrate the functioning of the model, let incorporate 5 resources in the
simulated system, each of them able to perform multiple operations. The job to be
processed consists of 3 tasks, so J = {T1, T2, T3}. The first task announced could be
performed by the first and the fifth resource, the second task by all the resources and
the third task by the second, forth and the fifth resource.

The PRS comprises 6 rules, so S = {R1, R2, R3, R4, R5, R6). These rules are on the
first three levels of the priority system. The utility of the rules can be changed ac-
cording to the actual goals of the given factory. The six rules are N1 = Due date rule,
N2 = Bidding time rule, N3 = Cost rule, N4 = Environmental effect rule, N5 = Breaks
rule, and N6 = Tool usage rule.

The Due date rule concerns the available interval of time for performing the task.
If the time obtained by adding the processing time to the starting time of the task ex-
ceeds the requested latest time to finish (and found in the task announcement), then
the bid is rejected.

The Bidding time rule concerns the time interval when the bids can be sent. If a re-
source sends a bid after the interval of time specified by the TM, that one is not going
to be included in the competition.

The Cost rule concerns the cost of processing the task.

The Environmental effect rule concerns the value of the negative effects of opera-
tion on the environment. In this example the effects are measured in MET (Materials,
Energy, Toxicity) point values 10.

The Breaks rule refers to the number of unplanned breaks in the past 2 years. The
number of unplanned breaks influences the possibility of not being able to complete
the task in time.

The Tool usage rule concerns the usage of the tools applied while accomplishing
the job. It represents the percentage of the total lifetime until the tool reaches its end-
of-life. Different rules for tool usage can be defined. The tool with sufficiently enough
time left to the end-life is going to be chosen, as in the example, the safety of having
completed the task in time is considered to be primary.

The priority for R1, and R2 is 1, for R3, R4, R5 is 2, and for R6 is 3.

The utility of rules R1 and R2 is not important, since they are eliminatory (P=1)
rules and both have to be satisfied at the same time. However, the utility is important
in the case of P=2. The result of the corresponding computation is going to be the
weight of the bid according to the rule.

The total weight of the bid (BW) is the sum of the weights according to rules. The
objective function is to minimise this weight. Then,

BW = Uc*C + Ue*EnvEf + Ub*B                                   (1),

where C is the cost variable, Uc the utility assigned to the cost rule, EnvEf is the
environmental effect variable and Ue the utility assigned to the environmental effect
rule, B represents the unplanned breaks variable and Ub the utility assigned to the
Breaks rule.
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In this example the cost and environmental issues are of the same importance,
therefore, the rules taking these two matters into consideration must have the same
utility value. The objective function is to minimize the weight of the bid.

The bid to be chosen must have the smallest values for cost, environmental effect
and unplanned breaks according to their utility, in this case 40, 40 and 20%. It means
that for the TM, the cost and the environmental effects are of the same importance and
more important than the unplanned breaks.

A more detailed description of the approach, together with a more comprehensive
example can be found in [26].

5   Conclusion

The paper gave a short overview of life cycle assessment techniques of products and
production facilities, on the one hand, and of agent-based approaches applicable
within their life cycles, on the other.

In order to illustrate their positive interference, as an example, an approach was
presented that incorporates environmental aspects in agent-based dynamic production
control.

A more detailed elaboration of the proposed ideas is addressed in future research,
and a more thorough series of experiments is foreseen.

Acknowledgements. This work was partially supported by the National Research
Foundation, Hungary, Grant Nos. T026486 and T034632.

References

1. Henry, J., G., Heinke, G.W.: Environmental Science and Engineering, Prentice-Hall, Inc.,
U.S.A (1996)

2. Wiendahl, H.-P., Ahrens, V. : Agent-based control of self-organised production systems,
Annals of the CIRP, 46/1 (1997) 365-368

3. Wiendahl, H.-P., Scholtissek, P.: Management and control of complexity in manufactur-
ing, Annals of the CIRP, 43/2 (1994) 533-540

4. Hatvany, J.: Intelligence and co-operation in heterarchic manufacturing systems, Robotics
& CIM, 2/2 (1985) 101-104.

5. Rabelo, R.J., and L.M. Camarinha-Matos: Negotiation in multi-agent based dynamic
scheduling, Robotics & Computer-Integrated Manufacturing, 11/4 (1994) 303-309

6. Kádár, B., Monostori, L., Szelke, E.: An object oriented framework for developing dis-
tributed manufacturing architectures, Proc. of the Second World Congress on Intelligent
Manufacturing Processes and Systems, June 10-13, Budapest, Hungary (1997) 548-554

7. Kádár B., Monostori, L.: Agent based control of novel and traditional production systems,
Proc. of ICME98, CIRP International Seminar on Intelligent Computation in Manufacturing
Engineering, July 1-3, Capri, Italy, (1998) 31 - 38 (key-note paper)

8. Alting, L.: Life cycle engineering and design, Annals of the CIRP, 44/2 (1995) 569-580



820         E. Zudor and L. Monostori

9. Hauschild, M., Wenzel, H., Alting, L.: Life cycle design - a route to the sustainable indus-
trial culture?, Annals of the CIRP, 48/1 (1999) 393-396

10. Boothroyd & Dewhurst Inc. & TNO’s: Design for Environment, Wakefield, U.S.A. (1996)
11. Ilie-Zudor, E., Mihálcz, I.: Environmental analysis of a robot hand driven by SMA wires,

Int. Conf. on Inf. Techn. and Computer Science, MicroCAD '99, Febr. 23-25, Miskolc,
Hungary, Section G (1999) 167-171.

12. Tipnis, V.A.: Product life cycle economic models - Towards a comprehensive framework
for evaluation of environmental impact and competitive advantage, Annals of the CIRP,
40/1 (1991) 463-466

13. Sheng, P., Bennet, D., Thurwachter, S.: Environmental-based systems planning for ma-
chining, Annals of the CIRP, 47/1 (1998) 409-414

14. Westkämper, E., Osten-Sacken, D.: Product life cycle costing applied to manufacturing
systems,, Annals of the CIRP, 47/1 (1998) 353-356

15. Sheng, P., Sinivasan, M.: Hierarchical part planning strategy for environmentally con-
scious machining, Annals of the CIRP, 45/1 (1996) 455-460

16. Bond, A.H., Gasser, L. (Eds.): Readings in DAI, Morgan-Kaufmann (1988)
17. Koussis, K., Pierreval, H., Mebarki, N.: Using multi-agent architecture in FMS for dynamic

scheduling, J. of Intelligent Manufacturing, 16/8 (1997) 41-47
18. Parunak, H.D. Industrial and practical applications of DAI, in: Multiagent systems: a modern

approach to distributed artificial intelligence (ed.: Weiss, G.), MIT Press (1999) 377-421
19. Valckenaers, P., Bonneville, F., Van Brussel, H., Bongaerts, L., Wyns, J.: Results of the

holonic system benchmark at KULeuven, Proc. of the Fourth Int. Conf. on CIM and
Automation Techn., Oct. 10-12, New York (1994) 128-133

20. Van Brussel, H., Valckenaers, P., Wyns, J., Bongaerts, L., Detand, J.: Holonic manufac-
turing systems and IiM. In: IT and Manufacturing Partnerships, Conf. on Integration in
Manufact., Galway, Ireland (1996) 185-196

21. Van Brussel, H., Wyns, J., Valckenaers, P., Bongaerts, L., Peeters, P.: Reference archi-
tecture for holonic manufacturing systems, Computers in Industry, 37/3 (1998) 255-276

22. Tseng, M. M, Lei, M., Su, C.: A collaborative control system for mass customisation
manufacturing, Annals of the CIRP, 46/1 (1997) 373-376

23. Bongaerts, L., Monostori, L., Kádár, B.: Hierarchy in distributed shop floor control, Com-
puters in Industry, Elsevier, Special Issue on Intelligent Manufacturing Systems, Vol. 43,
No. 2 (2000) 123-137

24. Márkus, A., Kis, T., Váncza, J., Monostori, L.: A market approach to holonic manufacturing,
Annals of the CIRP, 45/1 (1996) 433-436

25. Monostori, L., Kádár, B., Hornyák, J.: Approaches to manage changes and uncertainties in
manufacturing, Annals of the CIRP, 47/1 (1998) 365 - 368

26. Ilie-Zudor, E.; Monostori, L.: An environmentally benign approach to agent-based manu-
facturing, Preprints of the 1st IFAC Workshop on Multi-Agent-Systems in Production,
December 2-4, Vienna, Austria (1999) 191-195



L. Monostori, J. Váncza, and M. Ali (Eds.): IEA/AIE 2001, LNAI 2070, pp. 821-826, 2001.
© Springer-Verlag Berlin Heidelberg 2001

Fractal Businesses in an E-Business World

Dr.-Ing., Dipl.-Wirtsch. Ing. Wilfried Sihn and  Dipl.-Ing. Joachim Klink
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Stuttgart/ Germany

Abstract. The modern corporate management is still in a state of permanent
change, whose dynamics of development is rather increasing than decreasing.
This change takes place especially in a linking up of value added activities (that
occurs more and more in a cross-company way) and the computerisation of
business processes. It occurs under various approaches and keywords (e-
business, supply chain management, virtual business, e-procurement,..). This
change on the one hand includes a successive adjustment to known trends, and
on the other hand it includes new challenges for corporate management. In this
paper, the change in corporate management is discussed using the concept of the
‘fractal business’ as an example. Solutions for the future are sketched, too.

1 Changes in Management – Management of Change

For ten years, we have been living in a time that has been called a ‘time of change’
everywhere. Markets, products, and technologies are changing at an unprecedented
speed. Since the beginning of the 90ies, when Europe was in the worst economic crisis
of the post-war era, businesses have tried to keep up with that change. Market shares
are being regained with various approaches, concepts, and strategies, as well as a
reduction of costs and processing time and– last bust not least – the ability to react to
changes quickly is being increased. It is interesting to watch how management con-
cepts have developed during the past years.

Among all of the consultants’, research institutes’, and practical persons’ trends,
three fundamental developments can be extracted:

1. The development of ‘adaptable’ businesses
2. The development of business networks
3. The computerisation of added value (e-business)
When looking at these developments on an abstract level, the conclusion can be

drawn that it is the development in the same state, seen from different perspectives.
The first case is about transforming a rigid, centralistically organised structure into a
dynamic shape with decentralised organisation units. In the second case, an attempt is
made to co-ordinate and optimise several legally autonomous businesses together. In
the third case, a technology revolutionises the possibilities of interaction between
business and customer (“business to customer”, B2C) and between business and busi
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ness (“business to business”, B2B). All of the three developments have a common
objective: an added value, produced together and co-operatively with making full use
of high degrees of freedom and the single added value partner’s ability to react. Obvi-
ously, modern top-level organisations are a composite of extensively autonomous
organisation units with common objectives and defined rules of co-operation. It is a
form of co-operation we have propagated in the form of the ‘fractal business’ concept
for nearly ten years and which has by now been practised in many businesses.

2 The Fractal Company – Origin of a Trend Reversal!?

In 1992, we published the book “The Fractal Company: A revolution in corporate
culture”. Connected to this book is a turn in the thinking of modern business manage-
ment. The concept of the ‘fractal business’, as it has been called since the transmission
to non-industrial branches, stands for a break with the paradigms that could then be
found in theory and practice. New approaches, methods, and concepts have been de-
veloped and introduced in companies. For many, the ‘fractal business’ has become the
‘European answer to lean production’. The management trends that were set then are
today more relevant than ever. The direction in which we have been heading proved to
be successful and is a signpost for modern corporate management. The features of
fractal units of organisation are established in many businesses as a model.

3 Features of Fractal Units of Organisation

“A fractal is an autonomous unit whose objectives and performance can be described
unambiguously” [1]. This is how the fractal was defined originally. With that, nothing
is said about a fractal’s size or organisational structure. A fractal is generally a unit of
a business which has objectives, achieves results and acts autonomously. In this con-
text, the description of objectives and achievements for business units is important.
This was new at that time. What was new was that these objectives and achievements
were not only fixed on financial scales. In contrast to the so-called Center-concepts,
which generally include financial objectives, the objectives of a fractal are orientated
on its contribution in the entire added value of an enterprise. This does not necessarily
have to be a financial contribution.

3.1 Self-Similarity

A fractal has objectives, achieves results, can be described through connections (both
within the fractal and with other fractals), elements, and qualities. Therefore, from the
single employee to the entire business, everything can be described in fractals. Using
systems theory, a fractal can be thought of as an open system which itself includes
(subordinate) fractals and is also part of a superordinate fractal. All units of organisa-
tion are businesses within businesses; employees are entrepreneurs in their company.
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3.2 Self-Organisation

Fractals run by self-organisation. They are allowed a defined amount of autonomy to
reach their objectives and accomplish their results. Efficiency requires the ability to
act. Fractals are able to act because they can command their resources which are nec-
essary for the supply of performance on their own authority and own adequate free-
dom for acting and making decisions. Self-organisation also means market economy
principles within a company. The fractals organise themselves and are not controlled
from outside. The fractal’s limits (see above) describe how far this self-organisation
stretches, which scope of development it has. The rules of the game between fractals
are set by their relationships.

3.3 Self-Optimisation

Fractals do not persist on their status quo, but are part of the change. They revise their
objectives, performance, and qualities permanently and adjust them accordingly to the
market’s requirements. In this, there are evolutionary changes, e.g. through adaptation
of qualities, relationships, etc. However, revolutionary changes, e.g. in the form of a
partition, separation, or even dissolution of fractals are possible.

3.4 Dynamics, Vitality, Adaptability

The features described above allow fractals not only to adapt to changes, but to act
anticipatingly and on their own initiative. Fractals are, to a certain extent, “autono-
mously viable”. For an extensive definition of the term “adaptability” we refer to the
works of the Sonderforschungsbereich “Wandlungsfähige Produktionssysteme” (spe-
cial research field “adaptive production systems”)1. For a better understanding of what
is described by adaptability, the following sentences may suffice: Adaptability is the
ability to reach lasting changes out of one’s own strength. These changes lead to con-
ditions that were unknown before the changes occurred. Entirety – The Six Level
Concept

The fractal business sees itself as a holistic concept. It is based on the insight that a
company is only fully efficient as a whole, as a unit. Local or one-sided optimisations
are not very helpful; the unit is as weak as its weakest part. The approaches of cost
accounting, of compensation and of PPC must fit, the entire philosophy must be har-
monious, and the concept must be consistent. A fractal (and with it, the entire com-
pany) is described using the levels ‘culture’, ‘strategy’, ‘finances’, ‘socio-
informational level’, ‘information’, and ‘material flow and process level’.

                                                          
1 Westkämper, E.; Zahn, E.; Balve, P.; Zilebein, M.: Ansätze zur Wandlungsfähigkeit von

Produktionsunternehmen – ein Bezugsrahmen für die Unternehmensentwicklung im turbu-
lenten Umfeld. In wt Werkstattechnik 89 (1999) 9
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4 New Developments, New Business Environments, New Challenges

Since the original development of the ‘fractal company’ concept, several influential
factors and business environments which are relevant for business management have
evolved or changed. These changes are manifold; they concern among other things:
• A new generation of businesses and entrepreneurs. Along with the buzzword “new

economy” an unprecedented founding wave can be noticed which questions many
“laws of success” that were valid until now.

• New business models, new markets. The term “new business models” stands for
innovative ways to achieving economic success. The added value itself changes.
Many businesses make money by producing “traffic” and creating a “community”.

• A change in the understanding of what a product is. Whereas in the past the term
“product” usually meant a physical product, today the virtual share of a product has
increased. Instead of buying a car, you merely purchase mobility or the sensation
that is combined with the brand’s image.

• New technologies. Especially in the information and communication technology
sector massive changes take place with a noteworthy influence on industrial prod-
ucts and production.

• New methods and procedures. The industrial added value is more and more sup-
ported by efficient methods and is realised both better and faster.

New forms and models of organisation. The developments and new models of or-
ganisation focus on cross-company organisation. Be that in the form of virtual enter-
prises, business networks, or supply chains – the added value that is linked up across
companies is established step by step.

Despite these multifaceted changes of the past years, no fundamental break con-
cerning the basic orientation for successful business management can be noticed.
Rather, the significant paradigms of a “fractal company”(the “turbulent environment”,
adaptive business structures and processes, holistic management,...) have been con-
firmed and applied in various concepts. Especially the mega-trend of “linked-up added
value” with its many specific characteristics follows the basic philosophy of fractal
organisation – the common added value of extensively autonomous performance units
with the objective to react very flexibly and quickly to the market’s requirements.

These modified but still valid business environments offer the modern business
management freedom to act. They are a reason for testing the validity and potentials of
the fractal company concept. Also, new adaptations and further developments should
be identified. An extension of the fractal model accordingly to the latest market devel-
opments – namely the trend towards linked-up added value and “e-business” – is at
issue. Those two developments are currently the most prominent drivers for concepts
and methods of business management.
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5 “Fraktal+” – Adaptation and Further Development of a
Successful Concept

The fractal company concept is generally practical for taking up the developments
sketched and for offering suitable solutions. As mentioned in the beginning, the basic
principles within a fractal company can be compared to those of a business network or
a virtual enterprise. The linked-up added value is in this case achieved through legally
autonomous fractals, i.e. the companies involved. The self-similarity principle thus
makes the mapping of this linked-up added value possible and thereby offers an ap-
proach to view this form of added value in the framework of the known theory. The
definition “A fractal is a business unit that acts autonomously” must simply be modi-
fied to that effect that the company itself and systems comprising several companies
are to be regarded as fractals, too. It could be something like “A Fraktal+ is an
autonomous performance or business unit consisting of parts of companies, the com-
pany itself, or several companies,...”.

However, the adaptation of the fractal company concept is slightly more difficult
regarding the e-business phenomenon, which is marked by changes in the business
model area. Yet, at second view, it becomes clear that the generic fractal model offers
adequate application possibilities. A fractal is, among other things, described through
its objectives and accomplishments. These objectives can, as mentioned above, be
manifold; they are not restricted to the financial dimension. Neither are the achieve-
ments restricted to producing material goods, but they comprise any form of producing
performance. Thus, the models for describing the performance of so-called “not di-
rectly productive fractals” (as, e.g. in a personnel or quality department) are, at least in
principle, conferrable to the “new economy” business models. Here, too, we find per-
formance units (the start-ups) which do not (yet) generate any financial yield, but are
appreciated (in the capital market) because of other performance features (“commu-
nity” size, degree of being known,...).

The general applicability of the “fractal company” concept, however, must not lead
us to ignore that the concrete solutions and concepts to be developed are new. Yet, this
fact does not pose a real problem, as each fractal company is unique. It is just the
individual specifications of fractals – depending on the context of the entire economic
unit and their contribution to the entire added value – that make this concept so multi-
faceted and thereby efficient.

As a conclusion, you should bear in mind that the general approaches of the fractal
business will be valid in the future and will offer the business management sufficient
potentials. Furthermore, there are enough challenges and questions to be answered in
this modified environment. We are looking forward to meeting these challenges.
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Abstract. Based on the previous results of the authors, the paper highlights a
novel approach for generating multipurpose models of machining operations,
combining machine learning and search techniques. A block-oriented
framework for modelling and optimisation of process chains is introduced and
its applicability is shown by the results of the optimisation of cutting processes.
The paper illustrates how the framework can support the simulation-based
optimisation of whole production plants. The applicability of the proposed
solution is demonstrated by the results of an industrial project where the task
was to optimise the size spectrum of the ordered raw material at a plant
producing one- and multi-layered printed wires.

1 Introduction

Reliable process models are extremely important in different fields of computer
integrated manufacturing [5]. On the base of the applied knowledge, fundamental,
heuristic and empirical models can be distinguished.

Model-based simulation is usually an efficient technique to make difficult problems
more tractable. It can contribute to elaborating new algorithms, supporting decision
makers, decreasing the risk in investments, and running the systems exposed to
changes and disturbances more efficiently.

From simulation point of view, one can distinguish knowledge-based hybrid
systems (KBHSs) if simulation and some kind of intelligent techniques, e.g. expert
systems (ESs), artificial neural networks (ANNs), fuzzy systems or their combination
are used together [8], [9].

Learning denotes changes in the system that is adaptive in the sense that learning
techniques enable the system to do the same or similar task more effectively next time
[3], [7]. Obviously, machine learning (ML) techniques can enhance the performance
of any KBHS architecture, i.e. embedded, parallel, co-operative, intelligent front-end
[8], [9]. From another point of view, simulation can be used for generating training
examples for learning.
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The paper illustrates the benefits of combining AI, ML and simulation techniques
in the optimisation of:
• manufacturing processes,
• process chains, and
• production plants.

2 Multipurpose Modelling of Manufacturing Processes

Difficulties in modelling manufacturing processes are manifold: the great number of
different machining operations, multidimensional, non-linear, stochastic nature of
machining, partially understood relations between parameters, lack of reliable data,
etc. A number of reasons back the required models: the design, optimisation, control
and simulation of processes and the design of equipment [1], [4], [12].

Artificial neural networks (ANNs) are general, multivariable, non-linear estimators.
This soft computing technique can offer viable solutions especially for problems
where abilities for real-time functioning, uncertainty handling, sensor integration, and
learning are essential features [7]. Successful applications in manufacturing were
reported on in the literature [6], [10], [14]. The assignments to be performed
determined the I/O configurations of the models, i.e. which parameters are to be
considered as inputs and which ones as outputs. This predetermination, however,
results in models, which do not necessarily realise the best mapping between the
considered quantities.

2.1 Generation of Multipurpose ANN-Based Process Models with Automatic I/O
Configuration

In the following space an approach based on back propagation ANN-learning and
heuristic search for generating multipurpose models is described, which are expected
to work with the required accuracy in different assignments. It consists of the
following phases:
• Determining the (maximum) number of output parameters (No) from the available

N parameters which can be estimated by using the remaining Ni = N - No input
parameters within the prescribed accuracy.

• Ordering the available parameters into input and output parameter sets having Ni

and No elements, respectively.
• Training the network whose input-output configuration has been determined in the

preceding steps.
The above phases are performed parallel, using the speed of the learning process as

an indicator for the appropriateness of the ANN architecture in question to realise the
required mapping. The selection of the right I/O configuration is especially important
in the case of noninvertible dependencies. In order to accelerate the search for the
ANN configuration, which complies with the accuracy requirements with the
minimum number of input parameters, the sequential forward search (SFS) technique
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[2] is used. As result, the algorithm gives a general model of the given system
incorporating all of the connections among considered quantities but without any
regards to any possible assignment related to the given system. A more detailed
description of the algorithm can be found in [13].

2.2 Application of the Multipurpose Models in Various Assignments

Because of the general nature of the multipurpose models, almost in every application
only some of the model parameters are known and the task is to determine the
unknown parameters while satisfying some constraints. In a general case it means that
a part of the model input and a part of the model output parameters are known while
all of the other parameters have to be determined independently if they are on the
input or on the output side of the model. To build up a method able to handling such
general cases, a simulated annealing based search technique was developed. The
method applies the general model that realises the dependencies among system
parameters built up according to the algorithm described in the previous paragraph. As
a result, this search algorithm gives one solution for a given assignment of the user. To
generate a larger number of solutions the search has to be repeated. A more detailed
description of the algorithm can be found in [13].

3 Optimisation of Machining Processes by Using the Multipurpose
Model

Optimisations can be realised to satisfy some constrains or goals where there are
several solutions of a given assignment. There are different approaches to optimise a
given process or process chain [4], [11]. The final part of the paper deals with the
problem of modelling and optimisation of process chains through the extension of the
modelling and search techniques introduced for single processes. At the Computer and
Automation Research Institute a block-oriented software was developed named
“ProcessManager” to optimise operations and/or production chains form various
points of view at the same time. The “ProcessManager” block-oriented framework
for modeling and optimisation of manufacturing processes and process chains referred
above incorporates (Fig. 1.):
• definition of the elements of the chain,
• determination of the process models by integrating analytical equations, expert

knowledge and example-based learning,
• connecting the single models into a process chain by coupling input-output model

parameters not limited to models of successive processes in the chain,
• definition of eligible intervals or limits for the process parameters and monitoring

indices,
• definition of a cost function to be optimised, etc.
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Fig. 1. The framework called “ProcessManager”.

Fig. 2. illustrates the application of “ProcessManager” for the threefold optimisation
of the viewpoints of the customer (minimisation of the surface roughness), owner of
the company (profit/productivity maximisation) and the employed engineer
(maximisation of process stability through minimisation of the ‘a/f’ ratio).

Fig. 2. Chain model for optimisation of the plate turning operation with optimisation criteria.

The figure shows the building up phase of “ProcessManager”, where the model of
the plate turning is realised by an ANN and the other variables to be optimised, e.g.
cutting intensity ‘q’ and ‘a/f’ for stability, are given by equations. Parameters resulted
by the optimisation of the plate turning operation are illustrated by 3D-plots in Fig. 3.
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Ratios of the weighting factors of the three variables to be optimised are represented
along the axes.

The “surfaces’ are to be used together, i.e. the moving along the plane marked by
‘Ra’ and ‘a/f’ occurs on each of the diagrams at the same time. The corner marked by
‘q’ indicates the position, where the viewpoint of the company owner is the most
important and by moving along the axes ‘Ra’ and ‘a/f’ represents that the viewpoints
of the customer and the engineer become more and more important with respect to ‘q’.
The determined surfaces show the possible compromises among different viewpoints.
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Fig. 3. Parameters resulted by the threefold optimisation of the plate turning operation.

4 Hybrid, AI-, ML-, and Simulation-Supported Optimisation of
Production Plants

Simulation techniques can be advantageously used in the design of new production
plants. However, their application is usually extremely time-consuming. Some
preliminary results of an iterative procedure for the design of manufacturing systems
(resource requirements) employing ANNs in conjunction with simulation were presented
in [1]. The aim of the ANN was to learn the inverse of the simulation function. Given
desired performance measure levels (e.g. mean job tardiness, mean job flow time, mean
resource utilisation and the completion time of all tasks), the network should output
appropriate values for the system parameters (e.g. the number of resources for each work
centre of a job shop). The approach was regarded as a valuable tool for the
manufacturing system design problem, guiding the highly iterative design process and
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hence reducing the required number of simulations by a simple and automatic training
procedure.

Now, it will be shown how the modelling and optimisation approach and the
developed framework described in the previous sections can be used for the
optimisation of whole production plants where the simulation function cannot be
inverted, therefore, a search process is required. The concept is illustrated in Fig. 4..
According to this concept, the production plant is represented as a chain of processes
where the most important part (parts) is (are) simulated by appropriate (in most cases
discrete event) simulation packages. In the case of plant optimisation, most of the
parameters are fixed and - satisfying some constraints - the values of other parameters
are to be determined in order to reach some performance measures. Naturally, some
constraints have to be satisfied at the same time.
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Fig. 4. Concept of the hybrid, AI-, ML- and simulation-supported optimisation of production
plants.

It is appropriate to replace the time consuming simulation with ANN-based models
initially trained by patterns generated by the plant or - in most cases – by the
simulation. An optimisation framework as the “ProcessManager” described above,
can search for solutions by using the ANN model(s). Whether a found solution is
appropriate, i.e., it is within the region appropriately realised by the ANN model(s), is
to be checked by simulation. If this run indicates unexplored region, the related
patterns are added to the training set(s) of the ANN(s) and after training, a new
optimisation step is started. If the simulation provides with reinforcement, the found
solutions are used for the determination of the system parameters searched for.
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4.1 Industrial Application

The above concept was applied for the optimisation of the production plant of a
Hungarian firm producing one- and multi-layered printed wires. In a previous project
the task was to analyse the production plant by using the SIMPLE++ simulation
package and to initiate business-process reengineering measures if needed. The subject
of optimisation in the project to be reported on here was to determine the geometrical
(height and width) parameters of a given number of boards serving as raw material for
the production. The aim was to maximise the average surface utilisation and to
minimise the mean flow time.

The parameters to be determined influence the whole production, i.e., the machines
used, their scheduling, part routing, etc. Moreover, the mapping between these
parameters and the performance parameters of the plant is not invertable,
consequently, in order to obtain the required results, the use of the previously
developed simulation model of the plant was straightforward. Production orders were
generated randomly based on the statistical data of a month, which could be
considered as characteristic. A new algorithm was developed for placing the printed
wires on the boards. Substituting the simulation for an appropriate neural network
trained by the back propagation technique an acceleration of the optimisation with a
factor of about 6000 was experienced. The average surface utilisation of the raw
material was increased by about 20%, with the additional benefits of using only some,
this way standardised boards as raw material, i.e. lower purchase prices, lower storage
costs and better quality of the end products.

Some proposals for further improvement of the production were also given as some
supplementary results of the project:
• introduction of a more flexible working time,
• modification of the production information system,
• pointing out the bottlenecks in the production,
• warehousing of some frequently ordered products,
• introduction of new operations in the production,
• extension of the simulation for the order processing and some preparatory phases of

the production.
The success of the project indicates the applicability of the concept presented in this

section, i.e., the hybrid, AI-, ML- and simulation-supported production optimisation.

5 Summary

The paper presented a novel approach for generating multipurpose models of
machining operations, which combines machine learning and search techniques.
Simulated annealing search was used for finding the unknown parameters of the
multipurpose model in certain applications. A block oriented framework for modelling
and optimisation of process chains was introduced and its applicability was illustrated
by the results of the optimisation of cutting processes. The concept of the hybrid, AI-,
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ML- and simulation-supported optimisation of production plants was also outlined.
Some results of an industrial project demonstrated the applicability of the concept
where the task was to optimise the size spectrum of the ordered raw material at a plant
producing one- and multi-layered printed wires. Further industrial applications of the
concept and the developed modelling and optimisation framework are in the
preparation phase.
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A Multi-Agent Fuzzy Cognitive Tool
For Reengineering Manufacturing Systems

Julio Macedo1
1Institut Strategies Industrielles, 229 Forest, Pincourt, P.Q., J7V8E8, Canada

Abstract. Discrete simulation models are suggested as tools to support
reengineering. However, these models cannot identify the nature of the improvements.
Furthermore, they are tedious to build when they must be detailed enough to produce
accurate evaluations of the improvements impacts. A new system for reengineering
that supports the identification of the improvements using benchmarking implemented
with fuzzy cognitive maps is presented. This system uses qualitative optimal control
models to evaluate the impacts of the improvements and behavior-based learning to
reach analysts’ agreement. The new system is applied to reengineer a filling line of
pharmaceuticals and the results are compared to the ones obtained by optimizing a
discrete simulation model of this same line.

1  Introduction

The operations required in making a product constitute a process. The latter marks the
product with managerial characteristics like production delay, rate of defective products,
poor quality cost and product variety. In serial production, the observed managerial
characteristics often differ from the ones desired by the target market so that it is necessary
to reengineer the process. Reengineering consists of modifying the designs of the
manufacturing system’s components so that they become integrated into a form such that
the managerial characteristics of the products satisfy the values desired by the target
market. Literature surveys of reengineering indicate that simulation models of
manufacturing systems are used to support the identification of the improvements and the
evaluation of their impacts [1]. However, simulation models present two weaknesses. First,
they are not aware of the improvements introduced by the top-performing firms in the
industry. Second, their construction is long when they are made detailed enough in order to
produce accurate evaluations of the improvements impacts.

This paper presents a new system to support process reengineering named MC-
ENREMOS (Multi-agent Cognitive Expert-Neural Reference Model System). It includes
fuzzy cognitive maps (named reference models) that support the identification of the
manufacturing system improvements from the ones introduced by top-performing firms in
the industry. In addition, MC-ENREMOS includes qualitative optimal control models
(named calibration models) that calculate the economic sizes of the improvements.

2  Literature Position

A n ag en t is a com pu tatio n al p ro ced ur e that is cap ab le o f  auto no mo us  in telligent reactio n to  its
env ir on m en t in or der  to m eet its  d es ign  o bjectiv es  [ 7 ]. I n add ition , an  ag en t h as  its ow n  m od el
o f th e env ir o nm en t that s ur ro un d s it an d can  exch an ge in fo rm ation  w ith  o ther ag ents in or der 
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to meet its d es ig n o bjectiv es . I n pr actice, au to m atio n agents  are u s ed  to  autom ate r eal-tim e
d ecis io n s an d  d es ig n -s up p or t ag ents to pr ov ide as sistan ce to  d es ig ner s [6 ] . MC-EN REMO S 
u ses des ig n- s up po rt ag en ts named  r ef erence m od els  [ 3]  th at h elp  the an aly sts id entif y  the
d es ig n imp ro v em en ts  du rin g a reeng in eer in g exercise. MC- EN REMOS  includ es  referen ce
m od els that cov er  o n e of  th e fo llo win g to pics: P r od uct s tr uctur e, s et- up  op er ation s, pr od uctio n
f lo w, h u man f acto r and  p r od uctio n plann in g. Ho wev er , each ref er en ce mo del inclu d es 
v ar iables related  to  d if f er en t com po n en ts  o f  the manu factu rin g sy stem so  th at it is an
integ rativ e m od el. A t th is po in t n ote that MC- EN REMOS  is  app lied by  a gr o up  o f analy s ts 
that co n verg e to co m mo n s izes  an d ph y sical r ealizatio ns  fo r n ew  d es ign s o f th e m an uf actur in g 
s ys tem com po n en ts  w ith ou t n eg otiatio n  as in  clas s ic m ulti- ag ent s ys tem s [ 7] , bu t u sin g an 
adaptation  o f  b eh av ior -b ased learn in g  [ 2] .

3  MC-ENREMOS System

The application  of MC-ENREMOS starts by  the s election of a typical pr oduct portfo lio an d the
des cription using sto ryboar ds and  multi-agent diagr ams of  how the pro ducts use th e
man ufactu ring s ystem’ s comp onents  durin g prod uction . The descriptions  are d irected to d elimit
the process that shou ld be reengineered  and to iden tify the attributes of the man ufactu ring
sys tem’s compon ents that co rrespo nd to the co ntrol variab les of  the r eferen ce mod els.

MC- EN REMOS  co ns is ts  of  tw o pr ocedu res  d ir ected  to  r ed es ign  th e cu rr ent p h ys ical
r ealizatio ns  of  the manu f actu rin g sy s tem com po nen ts  [ 3 ]. The firs t o ne s u pp or ts th e d es ig n  o f
the tar g et p h ys ical realization s  u sin g th e k no wledg e of  th e top -p er f or min g firm s  in the
ind us tr y  and  disr eg ard in g  the cu rr en t con str aints  o f th e p ro b lematic f ir m  ( Fig. 1) . The s eco nd 
o ne s up p or ts  th e des ig n o f th e p hy sical r ealization s of  th e eco no mic s izes of  th e
m an uf actur in g  s ys tem  com p on en ts  (F ig . 2 ). Th e eco no mic s izes  ar e th e o nes  that m in im ize
the s um  of  th e po or  qu ality  cos ts (th os e ap p ear b ecau se th e cur rent manag er ial characteristics 
o f th e p ro du ct po rtf olio  deviate f ro m  the o n es  d esired b y th e tar get m ar k et) an d  imp r ov em en t
inv es tm ents, an d res pect th e fir m co n strain ts to  im plem ent n ew desig ns . A t th is  po in t n ote that
app licatio n o f pr ocedu res  in Fig . 1 and  2  r equ ir es es tab lish ing  cor r es po n dences  betw een  the
attribu tes  o f  the m anu factu ring  sy stem co mp o nents  ( ob jects ), wh ich are at a p hy s ical level,
and  the refer en ce m o del v ar iables, w h ich ar e at the con cep tu al level. In  ad ditio n, it is
n eces sar y to  tr an sf o rm  th e valu es of  th e attribu te ob jects  f r om  r eal u nits (p hy s ical level)  to  0 - 1
s cales ( co nceptual lev el) , becau se th e refer en ce an d calib ratio n mo d els w or k with 0- 1  s cales 
to av oid  the hu ge p r ob lem  o f co n verting  u nits th at belo n g to  diff er ent d o main s.
A s in dicated  in  F ig . 1 , the p ro ced ur e f or  co nceiv in g th e tar g et p hy s ical realization s  o f th e
m an uf actur in g  s ys tem ’s  co mp on en ts co n sists o f th e f ollo w in g s teps . F ir st, s elect o ne to pic f or 
r eeng in eer in g  the m anu factu ring  sy stem so  th at th e refer en ce mo del v ar iab les related  to  this 
top ic ar e dis play ed . S eco nd , in tro du ce ap pr o ximate valu es fo r  the caus e- eff ect f or ces  o f th e
r ef er en ce mo d el and  fo r the m an agerial ch ar acter istics d es ir ed by  th e tar get mar ket. Th ir d,
MC- EN REMOS  m atches the in tr od uced values to  a ref er en ce mo del o f th e cho s en  top ic
( wh en  th is  m atching  is  n o t po ss ible MC- EN REMOS  d isp lays  a ref er en ce mo del to be us ed  as 
a q ualitativ e s im ulato r)  an d so lves it pr od u cing  zero es  an d o nes fo r  its  co ntro l v ar iab les. In 
add itio n , MC- EN REMO S  d is p lays  im plem entatio n  exam ples  o f  the co ntro l v ar iab les in th e
ind us tr y . Fo u rth, g u id ed  by  the ex am p les dis play ed an d the co ntro l v ar iab le v alu es  ( a v alue of 
o ne ind icates  to in creas e the cu rr en t v alue of  th e co rr esp on d in g ob ject attribu te an d  a v alu e of 
zer o to  decr eas e it) , th e g ro up  of  an alys ts  desig ns  the targ et ph ys ical r ealizatio ns  of  the
m an uf actur in g  s ys tem  com p on en ts . The diverg ences  of  the an aly sts ar e s olv ed  b y n eg otiatio n.
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Fig. 1. MC-ENREMOS procedure to design the target physical realizations of the
components (objects) of a manufacturing system.

The procedure for designing the physical realizations of the economic sizes of the
manufacturing system objects (Fig. 2) is supported by calibration models. The latter are
optimal control models that include the variables and state equations of the corresponding
reference model, the firm constraints to implement the design changes and an objective
function that minimizes the poor quality costs and investments to implement these changes.
As indicated in Fig. 2, this procedure consists of two main parts. The first one (upper part
of Fig. 2) is the feeding of MC-ENREMOS with data that remains unchanged during the
iterations of the procedure. The second one (middle of Fig. 2) is a behavior-based learning
that allows the group of analysts to reach an agreement on the sizes and physical
realizations of the redesigned manufacturing system components.

838 J. Macedo 



Fig. 2. MC-ENREMOS procedure to design the physical realizations of the economic sizes
of the manufacturing system components (objects).
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Fig. 3. Correspondence between the attributes (italic) of the simulation model objects
(capital letters) and the variables of the reference models (bold). The solutions of the
reference models are indicated by the shaded (means 1) and unshaded (means 0) shapes.
Only partial views of the reference models are illustrated.
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A s in dicated  in  the up per  p ar t o f Fig . 2, th e feeding  o f  MC- ENREMOS  co ns ists of  th e
f ollo win g steps . Fir st, intro du ce in to MC-EN REMO S  the cu rr en t v alues  o f the p ro d uct
p or tf olio man ag er ial char acteris tics  an d th o se o f  the s tate and  con tro l v ar iables of  th e
calib ratio n m od el. The latter  ar e ob tained b y ev alu atin g  the attr ib u tes o f th e m an uf actur in g 
s ys tem o bjects related  to  the v ariab les  o f the calibr ation  m o del an d  tran sf or min g th e r es ults to 
0 -1  s cales . This ev alu ation  is d on e w ith dif feren t partial ev aluatio n to o ls  that u se as 
b en ch mar ks  th e targ et ph y sical r ealizatio ns  pr ev iou sly d es ig n ed . Secon d, ev aluate an d 
intro du ce in to MC-EN REMO S  the v alu es  of  the caus e-eff ect f or ces  o f the calibr ation  m o del.

As indicated in the middle of Fig. 2, the behavior-based learning procedure consists of
the following steps. First, one analyst of the reengineering group is chosen as an active
designer while the other analysts participate as benchmark designers (which means that
they do not communicate with the active designer but put their designs on a blackboard so
that the active designer can evaluate his suggested design by comparison). Second, each
analyst suggests a tentative design for the manufacturing system components and estimates
the unit investment required to implement it in 0-1 scale; finally, he introduces this unit
investment and the firm constraints to implement his suggested design into the calibration
model. Third, MC-ENREMOS solves the calibration model producing time functions for
the sizes of its state and control variables in scales of 0-1. Fourth, the analysts transform the
preceding sizes to real units of the corresponding attributes of the manufacturing system
objects and put them on the blackboard. Fifth, using the displayed sizes, the analysts
redesign the physical realizations of the manufacturing system components and put them on
the blackboard. Sixth, the active designer compares the current sizes and physical
realizations of the components on the blackboard to the ones of his design and takes one of
two actions in order to agree with the benchmark designers: If the size of his current design
is below (above) the ones of one or more designs in the blackboard, he increases
(decreases) his current unit investment to implement a new design and increases (decreases)
the sizes of the attributes of his current design. Then, the active designer goes to step two
above (the tentative design step) until he is satisfied with his design; at this point, another
analyst is chosen as an active designer. The procedure stops when the group of analysts
converges to common unit investments, sizes (named economic sizes) and physical
realizations for the redesigned manufacturing system components.

4  Application

MC-ENREMOS was successfully applied to reengineer a real production line that fills
pharmaceuticals in tubes. However, in order to facilitate experimentation, this application is
reported using an agent simulation model of the current filling line.
The agent simulation model of the current filling line is a high nonlinear 3D virtual reality
model represented in the middle of Fig. 3. The agents (capital letters) are modeled as
objects that include structural attributes (some of them are in italic in Fig. 3) and plans to
act depending on the information or the resource received. These agents exchange resources
and messages between them so that a typical portfolio of pharmaceuticals is filled
according to the following process: First, a number of tubes arrives at the line in racks of
size racksize so that operator FRANCINE takes one tube at a time, fills it with a pharma-
ceutical using a manual PUMP, checks the level of the pharmaceutical in the tube (the
number of racks containing tubes with wrong levels of pharmaceutical is PUMP’s attribute
badfilledracks) and puts it back in the rack. When the same type of tubes to fill is less than
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two, FRANCINE’s cycle time increases of a percentage extracycle (FRANCINE’s
attribute). Second, the racks of filled tubes wait in the buffer OPENTUBE until operator
NANCY or HUGUE pulls one rack at a time and caps the tubes manually in workstations
CAP1 or CAP2. These operators have cycle times that vary according to a normal
distribution with standard deviations devcycletime1 and devcycletime2, respectively; in
addition, the probability that at least one tube is badly capped increases with the number of
capped tubes. Third, NANCY or HUGUE transfer the racks of capped tubes to the
CAPPED TUBE buffer so that operator JONATHAN takes one tube at a time, tightens the
tube cap and puts it back in the rack. Fourth, when 4 or more racks are waiting in CAPPED
TUBE, operator JONATHAN puts a number of these racks in a vehicle TROLLEY in
timeload minutes (TROLLEY’s attribute) and drives it to another room where he unloads
the racks to buffer PREPRINT. The TROLLEY currently transports 20 racks per trip
because CAPPED TUBE buffer is at least tracklength meters from the PREPRINT buffer.
Fifth, operator GINETTE takes one tube at a time from the racks waiting in buffer
PREPRINT, prints it using machine PRINTER and puts it in a BASKET. When the tubes
are not properly capped by NANCY or HUGUE (the number of racks with one or more bad
capped tubes is badcappedracks), GINETTE recaps the tubes, but this increases her cycle
time. At this point note that the total time to execute the five steps above on a number of
tubes arriving in racks of size racksize is throughput and the total poor quality cost is cost.

According  to th e procedure in Fig . 1, the ref erence models of p roduction flow [5]  and
hum an factor [4 ] were chosen and their variab les (s hown in brackets in Fig. 3) were matched to
the attributes (in italic in Fig. 3) of  the s imulation mo del ob jects. Then, these refer ence m odels
wer e solv ed gen eratin g the target values for their contro l variables in the fourth colu mn of Table
1. For ex ample, MANC=1 mean s, at a conceptual level, to increas e the contin uous h andlin g
between w orkstations CAP1, CAP2 and PRI NTER m achine so th at, at the p hysical level, the

Table 1. Convergent solutions of some variables of production flow and human factor
reference models and corresponding calibration models.

Control variable Initial value Reference model Calibration model
(t = 0) (t = 4) (t = 40) (t = 4)

Production flow
SIM 0.2 0.93 1 0.89
MANC 0.2 0.93 1 0.91
MGR 0.7 0.05 0 0.43
Human factor
PROC 0.2 0.93 1 0.39
ZERO 0.2 0.94 1 0.80

Table 2. Transformation of unit poor quality costs from real scales to 0-1 scales.

Managerial characteristics values
Value at t = 0 Value at t = 40

Unit poor quality costManagerial
characteristics
(object attributes) Real units 0-1 scale Real units 0-1 scale Real units 0-1 scale*
DEL (throughput) 102 min. 0.70 86.63 min 0 $2.57/min $0.5657/0.01 gap
DEF (badcappedracks) 5 boxes 0.12 0 boxes 0 $0.576/box $0.17/0.01 gap
DEF (badfilledracks) 12 boxes 0.23 0 boxes 0 $0.19/box $0.17/0.01 gap
COUT (cost) $42.3 0.07 $2 1 — —

* Calculated by interpolation from the other values in the table.
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Table 3. Unit investments in 0-1 scales to implement the object designs.

Degree of implementation
of the improvement

Unit improvement
 investment

Control variables
(object attributes)

Real units % Real units % Real units 0-1 scale*
Production flow

SIM (tracklength) 30 m 0% 22.23 m 100% $8.10/m $0.63
MANC (timeload) 1.1 min 0% 0.99 min   100% $201.8/min $0.22
MGR (racksize) 10 tubes 0% 1 tube 100% $0.35/tube $0.0316
Human factor

PROC (devcycletime1) 0.02 min 0% 0 min 100% $150/min $0.03
PROC (devcycletime2) 0.03 min 0% 0 min 100% $100/min $0.03
ZERO (extracycle) 20 % 0% 0 100% $2.74/1% $0.5477

* Per 1% of implementation (calculated by interpolation from the other values in the table.)

Table 4. Convergent objective functions of the calibration models corresponding to
production flow and human factor reference models.

Production flow

Min
40

0

0.22362 [BAL(t) - BAL(t)*]2 + 0.222 [MANC(t) - MANC(t)*]2 + 0.03162 [MGR(t) - MGR(t)*]2 
+ 0.31622 [MMOB(t) - MMOB(t)*]2 + 0.63252 [SIM(t) - SIM(t)*]2 + 0.102 [SURA(t) - SURA(t)*]2 
+ 0.1732 [DEF(t) - DEF(t)*]2 + 0.56572 [DEL(t) - DEL(t)*]2 dt

Human factor

Min
40

0

0.75212 [ELOI(t) - ELOI(t)*]2 + 1.822 [MAIN(t) - MAIN(t)*]2 + 0.7522 [METH(t) - METH(t)*]2 
+ 02 [NAUTO(t) - NAUTO(t)*]2 + 0.75212 [PAL(t) - PAL(t)*]2 + 02 [POS(t) - POS(t)*]2 
+ 0.032 [PROC(t) - PROC(t)*]2 + 0.70362 [SIG(t) - SIG(t)*]2 + 0.54772 [ZERO(t) - ZERO(t)*]2 
+ 0.70362 [PROP(t) - PROP(t)*]2 + 0.75212 [NSUP(t) - NSUP(t)*]2 + 0.70362 [ERG(t) - ERG(t)*]2 
+ 0.75212 [DPDE(t) - DPDE(t)*]2 + 1.40712 [EQUI(t) - EQUI(t)*]2 + 02 [DIF(t) - DIF(t)*]2 
+ 02 [EXC(t) - EXC(t)*]2 + 0.1732 [DEF(t) - DEF(t)*]2 + 0.56572 [DEL(t) - DEL (t)*]2 dt

Table 5. Calibration model solutions in real scales at the last iteration of the procedure to
design the economic sizes of the manufacturing system objects.

Current value (t = 0) Target value (t = 40) Economic size (t = 4)Control variables
(object attributes) Real units 0-1 scale Real units 0-1 scale 0-1 scale Real units*
Production flow
SIM (throughput) 30 m 0.2 22.23 m 1 0.89 23.3 m
MANC (timeload) 1.1 min 0.2 0.99 min 1 0.91 1 min
MGR (racksize) 10 tubes 0.7 1 tube 0 0.43 7 tubes
Human factor
PROC (devcycletime1) 0.02 min 0.2 0 min 1 0.39 0.015 min
PROC (devcycletime2) 0.03 min 0.2 0 min 1 0.39 0.02 min
ZERO (extracycle) 0.2 0.2 0 1 0.80 0.05

* Calculated by interpolation from the other values in the table.

attribute corresponding to MANC, namely  tim eload attribute of TROLLEY , shou ld be
decreased  from its cu rrent value 1.1min . Guid ed by these values  and implementatio n exam ples,
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the group  of an alysts  desig ned th e targ et phy sical realization of the filling lin e in F ig. 3 as a
hig h-speed mach ine th at automatically f ills and cap s one tube at a time.

Using as a benchmark the automatic machine above, the procedure of Fig. 2 was
applied to design the physical realizations of the economic sizes of the manufacturing
system objects. Tables 2 to 5 illustrate some key calculations done during the last iteration
of this procedure. For example, the last column of Table 2 shows the unit poor quality costs
in 0-1 scales per 1% of deviation from the targeted managerial characteristics; these values
were calculated from the known current (with the filling line of Fig. 3) and targeted values
of the managerial characteristics (with the automatic filling machine), and the known unit
poor quality costs in real units. Another example is the last column of Table 3, that shows
the unit investments in 0-1 scales per 1% of improvement implementation; these values
were calculated using the known current and targeted values of the object attributes, and the
known unit investments in real units. The poor quality costs and unit investments in 0-1
scales above were the parameters of the objective functions of the last calibration models
(Table 4; from [2]). These models were solved producing values of the control variables in
0-1 scales (last column but one of Table 5) that were transformed to real units (last column

Table 6. Results obtained by solving the agent simulation model fed with the economic
sizes of the attributes of the manufacturing system objects.

With the attributes economic sizes generated
by the calibration models at t = 4

Simulation model
inputs and outputs

Initial values
(t = 0)

Production
flow

Human factor Poduction flow
+ Human factor

Simulation
model

optimization*

Input: Object attributes
tracklength 30 m 23.3 m 30 m 23.3 m 22 m
timeload 1.1 min 1 min 1.1 min 1 min 1 min
racksize 10 tubes 7 tubes 10 tubes 7 tubes 4 tubes
devcycletime1 0.02 min 0.02 min 0.015 min 0.015 min 0.01 min
devcycletime2 0.03 min 0.03 min 0.02 min 0.02 min 0.01 min
extracycle 0.2 0.2 0.05 0.05 0
totalfilledtubes 400 tubes 420 tubes 400 tubes 420 tubes 400 tubes
Input: Unit investments
unitinvtracklength 0 8.10 0 8.10 8.10
unitinvtimeload 0 201.8 0 201.8 201.8
unitinvracksize 0 0.35 0 0.35 0.35
unitinvdevcycletime1 0 0 150 150 150
unitinvdevcycletime2 0 0 100 100 100
unitinvextracycle 0 0 2.74 2.74 2.74
Output: Managerial characteristics
throughput 102.4 min 95.5 min 101.2 min 94.7 min 82.8 min
throughput/tube 0.26 min 0.23 min 0.25 min 0.23 min 0.24 min
badfilledracks 23% 8% 23% 16% 0%
badcappedracks 13% 8% 13.1% 8% 7%
Square poor quality cost $1793 $603 $1529 $510 $84.3
Square investment $0 $84 $9 $93 $11.9
Total square cost $1793 $687 $1538 $603 $96.2
Squ. poor qual. cost/tube $4.48 $1.44 $3.82 $1.21 $0.2
Square investment/tube $0 $0.2 $0.02 $0.22 $0.03
Square cost/tube $4.48 $1.64 $3.85 $1.44 $0.24

844 J. Macedo 



of Table 5). The latter are the economic sizes of the object attributes and served to design
the physical realization of the reengineered filling line: An easy-loading conveyor (respects
timeload=1 minute) between workstations CAP1, CAP2 and PRINTER machine (respects
tracklength=23.3 m), racks of size 7 tubes (respects racksize=7) and a trained operator
FRANCINE who does not lengthen her cycle time significantly when the type of tube to fill
changes (she respects extracycle=5%).

A last point is to investigate how close are the economic sizes generated by MC-
ENREMOS to the ones obtained by optimizing the agent-oriented simulation model of Fig.
3. Hence, this model was optimized producing the results in the last column of Table 6. The
last column but one of this Table includes also the results of solving the simulation model
fed with the solutions of MC-ENREMOS calibration models. As noted, the optimal
solution produces a global cost of 0.24$/tube and MC-ENREMOS a cost of 1.44$/tube
instead of the original 4.48$/tube. In addition, the solutions of MC-ENREMOS calibration
models are highly correlated to the ones of the optimal solution. Hence, in spite of using a
qualitative approach and with the implementation of only 20% of the total number of
control variables in two reference models, MC-ENREMOS produces acceptable results.
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Abstract. When customizing their product lines, manufacturers at-
tempt to fulfill the requirements of the customers within the technical
and economical constraints of the manufacturing environment. Product
line design is a recurrent process that aims at finding the proper balance
between the exploration of new product alternatives and the exploita-
tion of the known selling potential of the available variants. This paper
offers a framework where, driven by the interaction of customer prefer-
ences and the reallocation of manufacturing resources, product families
emerge from technically feasible product alternatives.

1 Introduction

In order to decrease the development, manufacturing and marketing costs of
their products, manufacturers usually prefer to develop, produce and sell several
product versions in parallel. Treating such a group of product variants, a so-called
product line (PL) as a single, integrated unit promises advantages at all stages
of the products’ life cycle. However, the unqualified commitment toward a group
of products may produce adverse effects. In the short range, it is cost effective to
apply a single, well-established technical solution or to focus just at some specific
needs of the customers—however, such an attachment may be disastrous when
new technologies or new requirements emerge. On the other hand, keeping too
many product variants alive is expensive for the manufacturer, since he offers
capabilities that are not actually exploited by the customers.

The paper outlines novel methods applicable in various stages of the design
of PLs: the aim is to find a subset of the technically feasible product variants
that—in order to achieve maximal profit—should be offered to the customers.
Although the actual technical and organizational details may be transposed to
various stages of PL design, the methods will be explained here with concepts
fitted to a specific situation: when the products actually meet the customers.
As for another example: usually, a large number of technical options should be
evaluated at the design of a specific detail of an artifact. Since working out the
details of all these variants would be too expensive, the design office has to select
a subset of the alternatives.

The paper is organized as follows: Sect. 2 refers to related work; Sect. 3
discusses our basic assumptions on products, producers and customers. Sect. 4
presents our approach where the clarification of the customers’ preferences is
interwoven with an incremental PL design process. Sect. 5 concludes the paper.
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2 Related Work

The design of product lines (sometimes called product positioning) is on the
crossroads of engineering and economical research, however, neither the prac-
titioners nor the academic circles pay due attention to the results of the other
community. Below the views of both parties are summarized, with additional
emphasis on findings that urge for developing novel methods.

Analytical and Heuristic Methods. From the management and marketing sci-
ence point of view, product positioning aims to determine which combination
of products should be offered to the customers, and on what prices, so as to
maximize the expected, long-term total profit of the firm. Classical economical
theory postulates that the full satisfaction of the customers’ demand for variety
could not be supplied because of increasing production costs [3]. Intuitive expla-
nations and formal analytical approaches agree on the causes for this phenomena
of the mutual segmentation of offer and demand: upper segments of the market
should be prevented from switching to lower priced products by providing less
than ideal products for the lower segments [8].

Most present-day models are equipped with detailed cost and selection
schemes and combine the customers’ strive for maximum welfare with the pro-
ducers’ intent to earn maximal profit by selecting a subset from the technically
feasible product variants and by setting their prices. Most of such settings lead
to non-linear, mixed integer mathematical programming formulations [2] and
call for the application of heuristic optimization methods. Elsewhere, products
in the line are generated by combining promising attribute values of partially
defined products [6]. Relevant perceptual attributes of the products are selected
for guiding the sequential elimination of product candidates in [5]. These meth-
ods operate at moderate problem sizes and suffer from lack of real-world data
and from verification problems: hence, approaches with less formal rigor should
be taken into consideration, too.

Evolutionary Approaches. This line of research postulates that product selection
is too difficult to be treated as a straightforward optimization process: they call
for dynamic and path-dependent models that allow for randomness, where suc-
cess depends on cycles of reorientation and convergence, and where the internal
environment is affected by the selection pressures from outside [1].

Strategies of local adaptation and system-wide coordination have to be eval-
uated over long time periods: it may turn out that learning had taught outdated
lessons and decreased the ability to compete with new rivals.

The local search nature of innovation has been attributed to the limiting
role of organizational routines that generate similar responses to similar stimuli.
Since the accumulation of competitive advantage can be self reinforcing, non-
linear effects may occur and lessons of chaos theory may be relevant [4]: long
term planning is essentially impossible, short term forecasting is possible, and
best strategies might achieve goals indirectly and even appear counter-intuitive.
The important skills are in anticipating the shape of the future [7].
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3 Problem Setting

The inherent drawback of the usual cost/price base models of product lines is
that each product should be evaluated by each customer to obtain a filled-in
matrix of product evaluations; small changes of these values may cause discon-
tinuities in the customers’ behavior and, indirectly, in the final results. In order
to overcome this difficulty of data acquisition, in our model the producer’s and
the customers’ knowledge of each other comes from two sources: (a) they have a
mutual understanding what the key characteristics of the products are, and, (b)
in the course of their repeated encounters, the producer learns the preferences
of her customers. (With a convention borrowed from the theory of games, one of
the sides, in our case the producer, is distinguished as called she.) Starting with
(a) type knowledge, the producer strives to collect further, (b) type knowledge
and exploits her knowledge to update the product offer.

The Product Model. Our basic assumptions on the products are as follows:

• The products belong to the same product line, so they are comparable with
each other and may (partially) substitute each other at the customers.

• The products can be delivered in several variants that influence both pro-
duction cost and the product’s value for the customer.

• The product is purchased at a single action. The usage, maintenance and
disposal aspects can be judged at the time of purchase.

In other words, this model can not be applied to products that are either (1)
frequently bought (short term effects of advertising and variety seeking nature
of the customers are not considered here); or (2) purchased by a sequence of
events, by adding/replacing some modules of the products.

Each product is described as a vector of attribute = value pairs. The values
of each attribute are discrete. There is a set of distinguished attributes that
are directly used both for product selection by the customers and in product
positioning by the producer: these are called the perceptual dimensions (PD-s)
of the product. The value of each PD should be explicitly given or derivable from
other attributes of the product.

A key novelty of our approach is that the values of each PD form a partially
ordered set (i.e., a preference graph). Obviously, these partial orders include the
usual types of the perceptual dimensions, i.e., the nominal values and the totally
ordered values. The price of the product has no distinguished role in the model;
it may be one of the perceptual dimensions.

The Producer. She intends to maximize her profit from the PL; competition
with other manufacturers is captured by giving the customers the option of not
to buy from her products.

The producer has limited resources for developing, manufacturing and selling
products; her main concern is how to use the limited resources in the most prof-
itable way. We assume that there exists a large set of technically feasible product
variants, but only a small fraction of these variants will be exposed to further
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processing. Considering the design office example, further processing means de-
tailed design here; considering the situation of selling a variety of ready-made
products, focusing further processing means that only a small set of the product
variants will be actually presented to the customers. The running example is the
situation of selling ready-made products to customers; the limited resource is
the showcase where the producer exhibits some products from her product offer.
Increasing the capacity of the showcase requires additional investment, so the
producer should prefer to show an offer of limited size.

The producer faces two problems: The static one is whether she has to offer
a small set of generally acceptable products—but, perhaps, not the most pre-
ferred ones—for the typical customers or to offer the most preferred products
for some—perhaps, smaller—subset of the customers. The dynamic problem is
whether she has to introduce new products in order to explore their selling po-
tential, or to avoid the risk with new products that may turn out unsuccessful.

The Customers. Each customer entity represents an amount of needs toward
the products in the PL, generated by a number of individual (but, for us, indis-
tinguishable) customers. The word customer is used for this aggregated entity.
While each customer is homogeneous in his relation to the products, there is no
further feature available to characterize a customer: the existence of the customer
is limited to his buying demand and behavior.

Our customer model assumes that his decisions are based on his specific
preference structure. Two individual customers are represented by the same (ab-
stract) customer if and only if they have the same preference structure:

• For each customer, the preferences form a directed, acyclic graph (a partial
order): nodes represent products, an edge goes from node p to q if and only
if product p is more preferred than q (p � q). In presence of a more preferred
product others are not selected.

• Nodes of the graph that can not be reached from each other (the incompara-
ble elements of the partial order), are considered as products of incomparable
values. The customer’s selection among such elements is random.

• The preference graphs do not change in time.
• The producer does not know the preference graphs a priori, she has to explore

them by observing the buying behavior of the customers.

Such preference graphs are derivable from the more usual models: First,
from spatial product evaluation schemes where one kind of points represent the
offered products, and another kind of points represent the best products of the
customers. These points are scattered in the same multidimensional space of
perceptual dimensions. Vectors from product to customer points are considered:
whenever, for a specific customer, one vector is “much better” than another,
this constellation creates a preference edge between these two products. Second,
our preference structures may come from an additive part-worth model where
customer-specific weights are attached to the product attributes, and scores are
derived for each level of each attribute: the preferences should be based on the
differences of the part-worth values. Although the above-mentioned models have
rich numerical structure and attractive geometric connotations, it remains doubt-
ful whether conclusions drawn from such models are based on firm grounds: the
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acquisition of the coordinates and weights has to be free from subjective bias
and other (e.g., sampling) errors. As usual in such geometrically inspired ap-
proaches, small changes in the numerical values may cause large differences in
the qualitative decisions.

Before discussing how should the producer explore the preference graphs,
we have to define a reasonable product selection protocol that each customer is
assumed to follow. Let us define the front of a preference graph as the set of its
non-dominated elements. Elements of the front are the best products, incompa-
rable between each other. The k-th front is given by a recursive definition by
removing the k − 1-th front.

While the preference graph is defined over the whole set of products, the
customer’s selection is limited to the offer he actually meets. The protocol of
product selection from the actual offer is as follows:

(1) Selection of a best element: If some elements of the front are present in the
actual offer, one of these products is selected with equal probabilities, and
the purchase action terminates.

(2) Extension of the range of acceptable elements: If no element from the front
is available in the current offer, then with probability p the customer extends
the range of the acceptable products to the next front and acts as in (1).
With probability (1 − p) the action is finished without purchasing anything.

In this protocol, the selection is wholly deterministic with respect to a pair of
comparable elements: whenever a product has been selected, the producer may
be sure that, for that specific customer, no other element in the offer is definitely
better than the selected product.

4 Incremental Methods of Preference Based PL Design

In order to optimize her PL, the producer has to solve several subproblems: first,
she should create an initial offer, then the offer should be refined via exploring
the customers’ preferences. The next sections outline solutions to the consecutive
subproblems.

4.1 Preference from Perceptual Dimensions

Let us assume a known, fixed set of perceptual dimensions of the products (called
∆) and their values. (Obviously, price may be one of these PDs.) Supposing that
the values of the PDs are known, a straightforward way of generating a single
preference graph is to take the Cartesian product of all the PDs and define the
preference graph so that product p with perceptual values (a1, . . . , ak), k ∈ ∆
is preferred over q with perceptual values (b1, . . . , bk) if and only if all ak values
are preferred over or equal to bk.

With this definition the producer creates a preference graph that captures her
reasonable default assumptions at product modeling: (1) all the PDs are indeed
relevant, and the partial order of the values is the most she can know of a single
dimension. Having built the preference graph, it is obvious that the producer
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should make her offer with using front elements. If there are not enough places
in the showcase to include some element(s) of the fronts of each customer, then
she has to select an offer that includes products that are “not too bad for most
customers”—this problem will be discussed later.

4.2 Preference from Customers’ Choice

Here we assume that the producer observes which products are being selected,
and builds the preference graph(s) of the elements in her offer. Whenever the
observed preferences generate a cycle-free graph, there is nothing to do. Unfor-
tunately, this hardly ever happens, since conflicts of the observations arise, due
to two reasons:

Ambiguity in the observation of preferences: First assume that a single cus-
tomer repeatedly selects products from a fixed offer. Whenever he selects product
p, any other product q in the offer may be either (1) less preferred than p (the
selection of p over q was deterministic), or (2) q may be incomparable to p (the
selection was random). The producer is unable to distinguish between the above
alternatives. Therefore, the producer has to assume that all the selections were
deterministic. However, as soon as (over the same offer) the customer makes two
different selections, a conflict arises among the observed preferences.

Mixed observations from several customers: In case of several customers, con-
flicts of the observations arise from the fact that the producer does not know the
identity of her customers. Accordingly, based on all observations she has made,
she should either (1) build a single “best” preference graph for the observed mix-
ture of customers, or (2) create more than one preference graphs to represent
the different customers.

These two problems can be solved in the same framework: let nodes ni rep-
resent products (i ∈ I) and edges eij (i, j ∈ I) represent observed preferences.
Weights of the edges wij = 1, 2, . . . represent the multiplicity of the observa-
tions. The set of observations is conflicting if and only if there are cycles in
this graph. As an explanation of the observations, the producer has to find a
cycle-free subgraph by removing some edges. By removing no more than a min-
imal set of edges, she takes into account the maximal summed-up worth of the
observations.

Generating all the cycles of a directed graph is an easy enumeration exer-
cise with depth-first search. The computational cost of finding the best cutting
edge set can be relaxed by using a decreasing threshold: observations below the
threshold are to be discarded immediately. After this preprocessing the cycle
cutting problem can be formulated as a linear program with 0/1 variables for
deleting/keeping edges, a constraint for each cycle to formulate that the cycle
has to be cut, and with an objective function that minimizes the total weight of
deleted edges.

This way the producer obtains a maximal explanation of her observations
on the behavior of a single customer. However, if the observations came from
different customers, only those products will belong to the front that are pre-
ferred by a majority of the customers. Different customers can be discriminated
in the following way: First, let us suppose that there are two customers, called
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here Green and Red, both with their own preference graphs. The observations
of the producer came from a superpositition of these graphs, colors removed.
Restricted to equal edge weights, the problem can be formulated as follows:
gij 0/1 variable, becomes 1 iff eij is to be deleted from the green graph
rij 0/1 variable, becomes 1 iff eij is to be deleted from the red graph.

Since the edge eij is discarded (the observation is disregarded) iff both gij

and rij are set to 1, the objective is to minimize:

∑
i∈I j∈I

gij · rij

so that each cycle of the graph has some cutting element(s), both in the green
and red versions of the graph:

∑
gij∈C

gij ≥ 1

∑
rij∈C

rij ≥ 1




∀C ∈ cycles of the graph

This formulation can be developed into a recursion of segmentation steps
with feeding back the disregarded red edges into the green graph which will be
further segmented.

4.3 Finding the Relevant Perceptual Dimensions

Here we consider first a single customer’s product selection from a given product
offer: what kind of conclusions the producer can draw on the unknown relevance
of the particular perceptual dimensions for a single customer. Let ∆ be the
overall set of PDs; its subsets will be called styles; our aim now is to find out
the style in which the customer is in fact interested.

Let us assume that the customer with his (unknown) style Ψ selected a prod-
uct p, but in the offer there exists another product q, so that q is definitely
better with respect to some style χ (denoted as p≺χq). There are two explana-
tions: (1) he is interested in some dimension not in χ and the good value in that
dimension makes the chosen product for him incomparable with q; or (2) he is
not interested in a dimension in χ, i.e., the good value there is irrelevant for
him. Obviously, the above explanations may refer to more than one dimensions,
and both may be valid. In this way, taking into consideration against p all the
non-chosen products, the producer can collect upper and lower estimates for the
unknown style Ψ of the customer.

With this construction the producer exploits all information available in a
single product selection step and now she should look at the stream of purchase
actions (over an offer that may be changing as well). In this step, a minimal
explanation for the product selections made by a set of customers is needed:
for each customer we have a number of styles that explain his choice, and we
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are looking for a minimal set of (simple) styles that explains all the selections.
Again, this can be formulated as a 0/1 linear programming problem, but we do
not go into details here.

4.4 Estimating the Weights of the Customer Styles

At this point of PL design, the producer, having collected selling data of her
offer, would like to know what are the relative weights of the different customer
styles. Below such a method will be outlined by an example.

Style          Elements in the front
x1  x2  x3
0     0     0      A B C D E
0     0     1      C 

1     1     1      A B C D E
1     1     0      A B D       

0     1     1      B C D E
1     0     0      A

1     0     1      A C D E

0     1     0      B

C

E

x1

A

B x2

D

x3

Fig. 1. Product line with three perceptual dimensions

We consider three perceptual dimensions (x1, x2 and x3) and five products
(A, B, C, D and E); their relative positions and the front products are as shown
on Fig. 3. The observed buying frequencies of the products are fA, fB , . . . , fE .
The producer would like to know the most plausible frequency distribution
pi ≥ 0, i = 1, 2, . . . , 8 of the eight customer styles.

The first five rows of the matrix below represent the five products, and the
last row ensures that the pi values are indeed a frequency distribution. The
columns of the matrix represent the eight styles. The equal fractions in each
column express the assumption of random choice from among the products of
the front.




1/5 1 0 0 0 1/4 1/3 1/5
1/5 0 1 0 1/4 0 1/3 1/5
1/5 0 0 1 1/4 1/4 0 1/5
1/5 0 0 0 1/4 1/4 1/3 1/5
1/5 0 0 0 1/4 1/4 0 1/5
1 1 1 1 1 1 1 1




?




p1
p2
p3
p4
p5
p6
p7
p8




=




fA

fB

fC

fD

fE

1
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As for finding the most plausible explanation, an appropriate objective func-
tion is the quadratic sum of the pis: it is symmetric as entropy and finding its
minimum is a routine optimization problem.

4.5 Positioning of the Product Offer

Now, the producer has a preference graph for each customer and weights ex-
pressing their relative importance. The aim is to find the best offer, i.e. that
subset of the available products that gives the maximal chance of satisfying the
customers’ needs. The offer has to satisfy constraints: first of all the constraint
of the limited size of the offer.

If the allowed size of the offer is as high as the number of perceptual di-
mensions, it might be enough to offer a product from the front of each one-
dimensional style, and these products will do for the customers with more-
dimensional styles as well. However, such an offer may be poor since it is made
solely of products with good values in one of the dimensions, while they are
(perhaps) pure in the other dimensions. Obviously, a product with good values
in each dimension might be good for anybody—but such a product, due to the
conflicting nature of the dimensions, may be either technically unfeasible, or too
expensive (or both).

If the allowed size of the offer is less than the number of PDs, then some
customers may not find their best products in the offer. In such cases, elements
shared by the 2nd and deeper fronts of several styles may be selected, as a
compromise, by several customers (with some probability, as described in the
customer model): in such a case the presence of generally acceptable substitutes
may increase the selling power of the offer.

Within the framework of our preferential model, we can cope with the above
factors as well. Elements in the front of a preference graph are incomparable: one
of them is better in some dimension(s) and worse in some other dimension(s).
When jumping to another product for improvement along one dimension, values
in some other dimension(s) decrease (otherwise the later product would dominate
the first). Accordingly, one can define a distance of any two products, where
indd(p) is the rank of element p along dimension d:

dist(p, q)
def
=

∑
d∈∆

|indd(p) − indd(q)|

This product distance can be refined to include factors for the weights of the
customer styles and with probabilities of the customers extending their selection
range behind the front. With using this distance, the problem of finding a good
offer can be formalized as a variant of the so-called P-median problem.

5 Conclusion

Product positioning aims at finding a proper balance between the exploration
of new product alternatives and the exploitation of the selling potential of the
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available variants. Key assumptions of our model are that (1) the products can
be described in terms of perceptual dimensions, (2) the customers’ behavior is
driven by their preferences between the products offered, and (3) they behave
rationally by selecting a most preferred item from the offer.

Departing solely from the choices of customers, we have given methods for
the producer (1) to anticipate the relevant perceptual dimensions – so-called
styles – for her customers, (2) to reconstruct the customers’ preferences, and (3)
to estimate the relative weight of different customer styles. These information
are the inputs of the producer’s product positioning decision. When making this
decision she attempts to offer product variants that may maximally meet the
needs of the customers. By using the above methods repeatedly, the producer
can better and better anticipate the demand and refine her offer.

Our model poses a series of qualitative decision problems. Research reported
here strives to help incremental PL design with the help of ideas widely used in
Artificial Intelligence (such as conflict resolution or explanations), in Operations
Research (such as the formulation of the optimization models) and in Decision
Support (such as preference based methods). We hope that the integration of
these techniques, with proper assumptions on the artifacts and the participants
will open up new ways of PL design. Missing links and further details will be
discussed in a forthcoming paper.

Acknowledgments. Work carried out by A. Márkus has been supported by the
”Methodology for Emergent Synthesis” project in the ”Research for the Future”
Program of the Japan Society for the Promotion of Science. Work carried out
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Abstract. Logic of Information Flow (LIF) and Situation Theory (ST) are
formal systems that furnish a rich source of models for formalisation of several
types of computational systems. In this paper, both LIF and ST provide us the
tools needed for formalising a multi-agent system that simulate the stock market
behaviour.

Keywords: Agents, Theory of Situation, Logic of Information Flow, Stock
Market

1 Introduction

First of all we have to agree that  there isn’t a common acceptable definition for
agent. Consider a pragmatic approach, and we’ll pick up, in the several existing
definitions , what appear to us  be a common ground about what an agent really is. In
the intersection of several definitions we could find that agents  are software
components that perceive, reason, communicate and act in someone’s favour,
influencing its environment. One of the keys characteristics attributed to agent  is that
they are capable of reasoning, infer and extrapolate on bases of current experience and
knowledge, in a rational manner, and in a way that can be reproduced . They also
must have an adaptable behaviour,  that is, they must  be capable of analysing the
external environment and act (or react), according to previous successful actions took
under similar conditions, and to adapt these actions in order to meet their goals [5].
Others, like Bates [4] even consider that agents have feelings or emotional
characteristics. So, what we perceived of the several definitions on Agents is that, on a
certain sense, what people really  want, is that agents behave like human beings.

Of course, when saying “perceive”, “reason”,  “communicate”, and “act in
someone favour” we are using anthropomorphic concepts, but we here do not
compromise ourselves on a philosophical or psychological discussion,  that will take
us astray of our main goal. The pragmatic view that we adoptis that agents are pieces
of software. Being so, they are successful on the imitation of human behaviour,
depending on someone’s ability to program them to some specific task that mimic that
behaviour .
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An important question then raises. Given a specific behaviour of an agent is it
satisfactory or not? The answer probably involves the comparisons between agents
and human beings submitted to the  same conditions. In case of simple tasks, like
buying  a given book for the best price, the comparison is straightforward and very
favourable to agents, that is, they can do these kind of repetitive tasks even better than
human beings. But, when we deal with complex systems the answer is very difficult,
indeed, even more if our simulation of the system behaviour comprises several agents
acting together, and with goals that conflict among them. In the case of the stock
market, the problem raises another important question related to rationality or
irrationality of the stock market itself. So, if the investors (human beings) behaviour
are not rational themselves, how could we represent these behaviour by agents?
Whichever agent behaviour would be admitted, on the basis of the irrationality of the
stock market?  This would lead us to a situation analogous to the proposition p Þ  q of
First Order Logic. The truth table of this formula say us that if p is false, then the
implication p Þ  q would be true anyway. In this basis, any behaviour would be
accepted for a given agent[7].

Any psychologist will say at that point that if we don’t know how a human being
behaves, what is a measure of success of a software agent? Considering that what we
are trying in this paper is a formalisation  process of real world behaviour, we know
of no case  where this process led to all original questions being answered, nor do we
know of any case where it has not led to greater understanding of the original
phenomena than was previously possible.  At least we try putting as a criteria of
understanding the ability of predicting, controlling, or manifesting features of the
stock market behaviour to our own advantage. Considering that what we want is a
simple definition of a rational agent, this definition will only say that being rational is
never behave against your own well being, being aware of this.

Anyway, we will simplify the question here considering the aim of this paper.
Viewed from the standpoint of the use of agents within LIF and ST framework, our
present enterprise may be thought of as an attempt to use and develop tools from LIF
and ST viewpoint, in order to capture the complexity of real stock market behaviour.

So, we decided to make an experiment to enable us observe the behaviour of
agents vis-à-vis human beings in a complex system, and calculate how much the
behaviour of agents deviate from the behaviour of human beings. In this experiment
we follow the track of the system when submitted only to interactions with human
beings – this is the real world, that traces a specific path. Then we compute the
evolution of the system when submitted only to interactions with agents. This give us
another trajectory, a virtual one,  perhaps very different from the real one. If our
agents replicate the behaviour of human beings  in a suitable manner, then we’ll find
that the two paths – the real one and the virtual one - will be very close. Then we can
say that our agents model the behaviour of humans well, perhaps with all the
limitations and even wrong decisions inherent to humans, perhaps incorporating also
elements of irrationality.

The complex system we chose to make this experiment was the stock market
behaviour. The state of the stock market on a given day can be thought of as the
stocks value (overture, minimum, maximum, mean, closed),  the volume negotiated
for each stock, the number of negotiations, the total value negotiated in the market,
and the value of  an index like IBOVESPA, IBV, NASDAQ, DOW JONES, NIKEI
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etc, that is directly associated to a particular bourse. The stock market evolves from its
state today, to a new state tomorrow, based mainly, on several orders to buy or sell
specific stocks, given to brokers by investors. These investors fundament their
decisions on various new facts about the world, usually brought to people trough the
media: TV, radio, newspapers, magazines, Internet, etc.

We simulate the behaviour of this complex system through several agents, that
represent the investors in real life [9]. These agents are modelled in a way such that
they mimic different kinds of investors. These agents face some trends in the stock
market, trends which are determined in a broad sense in a analogous way the news
about the world are interpreted by the investors in real life. Different  kinds of agents
(those that search to realise the profit in short term, medium term and long term, that
are more aggressive, in a sense that take more risks, those more conservative take less
risks, etc) will analyse the overall trends in the stock market and will act (buying or
selling stocks) based on their profile. The ensemble of the actions performed by all
these agents will give  us the behaviour of our virtual market. A comparison of the
paths along the time of an index like the DOW JONES, with the corresponding path
of a virtual equivalent index in our model, will give us a measure of the degree of
adherence of our model to the real world. That is, if our model simulates well enough
the stock market behaviour or not. If f(x) is the index trajectory in real life, and if g(x)
is the index trajectory in our model, we could say that

give us a measure of  the absolute error presented in our model.
We’ll use Logic of Information Flow (LIF) [3] and Situation Theory (ST) [6] to

model the different process, entities, information flow, and decisions related to the
stock market behaviour. In that way, will present now a brief overview of these
systems.  After this short explanation, we’ll present our model and we’ll say
something about its implementation.

2 Introduction to Logic of Information Flow (LIF) and Situation
Theory (ST)

Situation Theory was presented in the way we use it here by Barwise and Perry [1]and
Devlin [6]. Barwise and Perry presented ST mainly  as a way of knowledge
representation, intended to representing semantics of  Natural Language. Later on,
Devlin considered ST as means of presenting a new approach to a Science of
Information (SI). Barwise et all [3] considered that the results of their paper were
directly related to Barwise [2]. Here, in this paper, we choose to maintain Barwise [2]
formalism, specially because in  his paper Barwise uses parallel channels, solution
that we consider the most appropriated to our model.

[6] consider that, even so we do  not possess a complete formal system for SI, its
development is possible, the same way Arithmetic was studied and developed, in spite
of, in its beginning, we did not have a formal concept of number. The same could be

ò - |)()(| xgxf
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said about the field of Physics of Particles with the elementary particles like electrons
and protons, that can be viewed as the fundamentals of a whole science like Physics.
So, [6] elected the so called - infon – as the angular stone of his theory. The infon is to
be considered as an unit of information. It has the form:

<R(a1, a2, ..., an, l, t), i)>, where:

 i. a1, a2, ..., an are the arguments of R and can be any individual carved out of the
world as contents of possible propositions. These arguments may be objects of
everyday experience, like, tables, chairs, etc, or more formal objects like
numbers and classes of mathematical knowledge, the truth values of
Propositional Calculus, infons themselves, and situations (as we explain below).

 ii. R is a n+2 place relation.
 iii. i is a polarity. It can assume the values 0 or 1, depending on it affirms or

negates the relation R.
 iv. l and t are special arguments for location and time, respectively.

An infon is an object, so it cannot be true or  false.

Now we try first to explain what a situation is. A situation can be viewed as a chunk
of the world, as perceived by a cognitive agent. A cognitive agent can be a robot, a
piece  of software or a human being. In a formal way we  will define a situation as  a
set of infons.

In ST there is a way of saying that a situation either supports or not an infon. If

where s is a situation and t is an infon then we say that s supports t.
If

We say that s does not support t.
The relation “support” defines a situation, since it can be defined by the set of infons
it “supports”.

ST is a typified system [6]. In ST we have the basic types:

i) Tim: the type of a temporal location; LOC: ii) the type of a spatial location;
iii) IND: the type of an individual; iv)  REL*: the type of a  n-place relation; v) SIT:
the type of a situation; vi) INF: the type of an infon; vii) TYP: the type of a type; viii)
PAR: the type of a parameter; ix) POL: the type of a polarity (i.e. the “truth values” 0
e 1).

For instance, if  l is a location, then it is of type LOC  and the infon  <of-type, l,
LOC, 1> is a fact, i.e., there is a situation that supports it. A proposition in ST always
has the form:

x:T

,| t=s

t„|s
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saying that x is of type T. Being a proposition it can be true or false, i.e., it says that
an infon  may have or not, a situation that supports it. So, another way of representing
a proposition is:

that is the same as  we said above.
An  infon, a situation, or even a proposition can be an argument of an infon. So,

ST is not a first order theory. By the way it is defined, ST raises the problem of well-
foundness. In another paper [10] one of the authors discusses this problem and proves
that a particular application is well-founded.

We said before, our model is applied to the stock market behaviour, so we use
both LIF and ST. Now, we try to explain, in a very concise way, the basic ideas of
LIF. LIF is presented by Barwise [2] as a way of formalising the Information Flow. In
this system we have basically two entities: sites and channels. Sites are the locations
where the information is located. Channels are the paths that permit information flow.
Sites and channels are defined by its types. Types can be thought as uniformities  of a
high order than sites and channels. LIF is proved by Barwise to be a generalisation of
several formal systems, in particular First Order Predicate Calculus (FOPC) and
Situation Theory.  For both the proof is reasonably simple.

In the case of FOPC we say that sites are the collection of propositions, premises
for instance, and inference rules are channels. In this case, since propositions and
inference rules use the same language, we might say that C˝ S, where C is the set of
channels and S the set of inference rules. Inference rules are a particular form of
constraints. Constraints are the way  we, human beings, organise the world.
Constraints may be physical, logical, moral or even conventional laws. A
conventional law may be for instance, being on time for a meeting.

Below we have an example of sites and channels in the Classical Logic context:

                  Constraints

               Site  X     Site  Y

Fig. 1.

3 A LIF and ST Based Stock Market Model

The basic elements of our model are only sites and channels. Intuitively we can say
that sites are places or situations where  information are. Channels are pathways that
link different sites. Information flows from one site to another one through a channel.
Then sites are a set of sentences describing a given situation, and channels  are
constraints that, when applied, make it possible to go from one situation to another
one. In our model, the news originated after the end of a daily stock market operation

t=|s

A
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(trading day) and before the market opening of  next day, will, given a specific world
situation or world configuration, determine some trends in the stock market, affect the
prices specific shares, etc. These trends could be mapped on a graduated scale in order
to facilitate the implementation of our model. Figure I give us a illustration of this
process.

          Site 1                      Site I1

 

                                                                       Fig. 2.

Exemplifying, the news could be sentences like that, first shown in English form,
then, in ST notation:

• NASDAQ index rise (or fall) x%; <<Rise (index, NASDAQ, t, x%), 1 >>
• Rise of  y% in the FED interest rate; <<Rise (interest rate, Fed, t, y%), 1 >>
• An optimistic speech of Dr. Greenspan; <<Speech (Greespan, optimistic, t), 1 >>
• Rise of z% in the economic activity in last quarter; <<Rise (economic activity, l,

t, z%), 1 >>
• Microsoft will be split in two or more companies; <<Split (Microsoft, n0  of

companies, t), 1 >>

Constraints are cause and effect relationships from the news, relative to the  state
of the stock market on the last trading day, and their impact on the stock market.
Examples of these are: first shown in English form, then, in ST notation:

• (Dow Jones index at day t = A) AND (NIKEI index at day t = -B) Å (Dow Jones
index at day t+1 = A - C); <<index (Dow Jones, t, A), 1>> Ù  <<index (NIKEI, t, -
B), 1>> Å <<index(Dow Jones, t+1, A-B),1>>

• (Russia’s president today is capitalist) AND (elections) AND (projections
indicate that Russia’s today president is K% ahead of his competitors) AND
(Moscow’s  bourse index yesterday = A) Å   (Moscow’s  bourse index today = A
+ B);

• <<capitalist(Russia’s president, t), 1>> Ù  <<election(t), 1>> Ù  <<projections
(election, Russia’s president, t, k% ahead competitors), 1>> Ù  <<index(Moscow
Bourse index, t, X),1>> Å <<index(Moscow Bourse index, Moscow, t+1, A+B),
1>>

The agents, in our model (see Fig. 3), will act different from each other, based on
their investor’s profile and by: i) market trends - a scale well graduated to show the
net effect of  the world news submitted to the constraints shown at Figure I; ii) daily

 World
 News

  Market
   trends

Constraints I

Channel
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share price - a table showing the prices and volume negotiated for each specific share,
like the ones that we see at the economic sections of newspapers; iii) The particular
agent situation, that is: kinds and quantities of shares held by the agent, and the
amount of money owned by the agent. “i”, “ii”, and “iii” are sites, and the agent
investor profile is a channel, in the sense that, depending on this profile, the shares
will find another equilibrium point (‘ii’) and the agent situation (“iii”)  will change,
because the agent will sell or buy some shares at given prices. All of this can be
illustrated by Figure II. In reality we have an intermediary site where the agents
register their intention of buying or selling some specific share at a given price. These
intermediary site provides for realisation of the investors (agents) orders.

Constraints represent the agents profile, which mimic the investors profile in real
life.  An example of these kind of  constraints could be:
• (the NASDAQ index has a trend of rise (or fall) x%) AND (the agent bought the

share at a price w% less than today’s price) AND (the agent subjective
evaluation of the market behaviour is of fall at medium run) Å (the agent  sells
the share);

      Sites

    

Fig. 3.

An agent  will order to buy or sell an amount of shares without taking in account
whether there are any agent  with shares to sell or money to buy shares. In this case

    Market
trends

Share
Prices

    Agent
  Situations

  New Share
Prices

 New  Agent
  Situations

        Intermediary Site

Agent1 sells (buys) q1  of share S1 at price p1

...

...
Agenti sells (buys) qi  of share Si at price pi

...

...
Agentn sells (busy) qn  of share Sn at price pn

Constraints
(Agents  profile)
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there is a no operation. It is similar to several other cases in modelling, where we say
that there is no change, i.e., the state si is identical to state si+1.

In our analysis what are sites and channels? We said above that our task was to
simulate the stock market behaviour, based on rational multi-agents. We know, by
everyday experience, that world news have a strong influence on stock market
behaviour. For instance, a President of Federal Reserve’s declaration may determine
an up or down stock market tendency. Actually, this change happens because of
investor’s behaviour, influenced, of course, by FED’s President declaration. But, in
our first analysis, we are treating market behaviour and investor’s behaviour as two
separated phenomena. As in [2] sites are locations for information and channels are
paths for information flow. In our case, world news, stock market trends, and agent’s
status (amount of money and number and type of shares it owns) are sites. They are
described in ST as sets of infons. These sets define site types. Software agents,
implemented by human beings, are channels. These channels also have a type. These.
agents or channels  are classified on different types, depending on some constraints,
that reflect the agents profile.  These profiles mimics types of investor’s profile in real
life

In [2], Barwise explicits a necessary relation among specific situations, i.e.,
tokens and relation among type of situations. As an example we may use a relation
between tokens, such as:

{<<index (Bovespa, 03/05/2000, X), 1)} Å {<<sells (agent , shares, amount_A,
share_T, price_B), 1>>}

But the relation between

{<<index (Bovespa, up), 1>>} Å {<<buy (stock, price / X, amount [ Y), 1>>}

 is a relation between types of situation. For him, this distinction supports the
following inference

where  fi is a relation between types of situations, and |fi a relation between
situation tokens. Here, an infomation channel  means one of these relations between
situations. Barwise, in the same paper [2], explicits the following basic notions:

 i. Sites and channels are objects of his theory. Channels may be or not a subset of
sites.

 ii. There is a three place relation

that holds between channels and site tokens.

,||,|, yjyj =Þ=fifi thth

21 | ss
c

fi
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 iii. There is another object:

called a constraint channel that holds between types of situation.
Barwise affirms that the Axiom of Soundness there is: The channel c is of type

iff for all sites

According to Barwise [2], we may have a parallel composition of channels meaning: c1

and c2 will form a parallel composition provided that for all sites s1, s2  such that:

Parallel channels are  represented by c1 || c2.
We particularly need parallel channels in our model, because our software agents
will be implemented using constructions like that:

If condition 1, condition 2, . . . , condition N,  then buy,
and
If condition 1, condition 2, . . . , condition N,  then sell,

depending on the agent’s profile.
We have said before that agents are like channels. This is precisely what happens

here. Each agent is implemented essentially by saying that such and such conditions
will make the agent buy (sell)  a given amount of  a specific share at a pre-determined
price, depending on the agent’s  money, its amount of shares, and on its profile.

On reality Figure II above is a simplification of Figure III below. In Figure III,
for matter of simplification, we show only two agents realising buy/sell operations,
but we analyse in more detail these operations.

In the case of fig. 4, we see an example where constraints qj,k ‡ qi,k and pi,k ‡ pj,k

obtained, and sites New Share Prices and New Agent Situation are really different of
the old ones. That is not always the case, as we said above.

4 Implementation Aspects  / System Architecture

The implementation of our model - Virtual Stock Market based on LIF,  ST, and
Mobile Agents – will be based in a previous application already implemented:

yj fi

yj fi:c

.::|,, 212121 holdssthensandssiffss
c

yjfi

.||||| 21212121

21

cccands
c

sands
c

siffs
c
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Fig. 4.

Mercado Eletrônico Baseado em Agentes Móveis – MEBAN (“Electronic Market
Based on Mobile Agents”) [11].  This system implemented an electronic market on an
Internet host machine with a given and known IP address, in which mobile agents
trade among them, sometimes acting as vendors, sometimes acting as buyers, on
behalf of their masters, human beings that logged on at remote machines, created their
agents, and gave them specific instructions to buy or sell some products, books in that
case. Implementing MEBAN [11] we built all the basic framework needed to
implement our simulation  of the stock market described here.
Likewise the implementation of MEBAN system, our Virtual Stock Market will use
the Aglets framework. We will not use a specific agents standard, but as the Aglets
framework follows the MASIF (Mobile Agent System Interoperability Facility) in its
own implementation, we will indirectly do the same. Using the Aglets framework will
give us some advantage, because we will not have to disperse efforts building an
infra-structure to support the use of agent technology.  The Aglet API is a
development kit for building mobile agents,  written completely in Java. An aglet is
merely an instance of a class in the  Aglet API, that implements the functionality
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needed to a mobile agent.  An aglet integrates itself with all the infra-structure put at
disposal  by the others components of the framework, such that: servers execution
environments, mechanisms to support code migration between different Internet
hosts, support to actions of the type: suspend and resume execution of an agent,
agent  intercommunication through messages, clone making, agent search, etc... [8],
[11]. So, in using the Aglet framework we’ll concentrate all our attention in
programming only the specific aspects of our application.
The system architecture of our  Virtual Stock Market  is as follows: i) at remote hosts
(base agencies), users will make instances of their agents, based on investors profile,
giving them specific orders to buy or sell determined  shares at given quantities and
prices; These agents then, will travel to an Internet specific host - the Virtual Stock
Market, a machine  with a known IP address ; ii) There, all agents sent by other
Internet hosts, will evaluate market trends, analyze share prices,  their own situations
(amount of money, and types an quantities of shares owned), and then, decide to sell
or buy determined shares at given prices and quantities; iii) Then the agents will travel
back to their source hosts to inform the users the result of their actions. This
architecture is very similar to that adopted in the MEBAN system.

5 Conclusions

The most important improvement we obtained in the present paper was that, through
modelling using LIF and ST, it was possible to represent clearly agent profiles and
stock market situations.  In that way, we can easily compare virtual stock markets
with real ones. Our main goal is to make the difference between real and virtual
markets, measured by the integral of the difference between the two index curves as
small as possible. Here we have not tried to maximise the profit of a particular virtual
agent. Our objective is to represent a complex system through the use of several
agents acting together, even if they have goals that enter in conflict. But , in real life,
what people really want are agents that do something useful, and  to make money is
certainly a very useful thing. So, we are developing a special agent whose aim is to
make money in the stock market. This agent will buy or sell shares in a real stock
market, depending on information obtained on the sites News and Market Trends. All
variables like shares price, quantities of shares bought and/or sold, volume negotiated,
bourse index, etc.  will assume the same values we find in the real market. Our
assumption is that the operations realised by this agent will be very small compared
with the total operations realised in the market, so that its own operations will not
influence prices in the market. This experiment, when applied in a time interval, will
show us if our agent is capable or not of making money in the stock market.
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Abstract. Technical analysis provides an alternative, and in some ways simpler,
method of predicting stock movement. The majority of existing genetic algo-
rithm approaches in the financial area look at fundamental stock characteristics
to determine trading rules. Our hypothesis is that one can develop a genetic al-
gorithm that simultaneously considers many different technical rather than fun-
damental characteristics to develop rules that indicate attractive buying opportu-
nities and signal that it is time to sell specific stocks.

1   Introduction

Genetic Algorithms (GAs) [5] have been used in several different ways in the finan-
cial area. For example, Colin described a GA [3] for discovering trading rules for
buying and selling that maximize profits while minimizing draw downs. His chromo-
some model included four periods of moving averages that make up two price oscil-
lators and a percentage stop-loss. Rabatin  [6] described a GA for trading multi-
currency trading portfolios. Chen and Lee [2] described a GA for determining prices
of European call options. Bauer [1] constructed a GA that selected series combinations
that showed high correlations with stock returns of the recent past, regressing the vari-
ous macroeconomic time series and changes in them, over the 1984-1988 time period.
A select subset of other real and potential applications is available in [4].

The majority of these approaches are considered stock fundamental approaches.
That is, each looks at fundamental stock characteristics, such a low debt level, to de-
termine rules. An alternative approach examines technical characteristics of stocks, for
example patterns in a stock price’s trading or volume. Colin’s approach falls into this
category. However, it only considers moving averages.

Our hypothesis is that one can develop a GA that simultaneously considers many
different technical characteristics to develop rules that indicate attractive buying op-
portunities and signal that it is time to sell specific stocks.

Our goal is to use technical indicators that rely on the recent past to predict the fu-
ture. However, not only do we want to produce rules that turn a good profit, we want
to generate rules that will decrease the risk involved with being in the market.
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In section 2, we briefly describes the technical indicators our GA uses and section 3
outlines the structure of our GA. Section 4 describes the results of using our approach
and section 5 summarizes.

2 The Indicators

Some indicators work well with equities that oscillate at a great rate. Others do well
with stocks that don’t fluctuate that much at all.  For this reason, we use a combination
of different indicators to represent the stock movement for all types of equities.

Moving Average: serves to flatten out the sometimes-rampant daily fluctuations of a
stock, in a sense filtering out the noise and de-emphasizing the daily distortion due to
erratic upward and downward movements.

Money Flow RSI Breakout (MFSRI): a moving average indicator that measures the
flow of money into or out of a stock and relates it to the volume change.

Bollinger Band Crossover: an example of a moving average indicator. Crossovers
work by placing two “bands” around the moving average of the stock, thus outlining
the normal trading range of the equity.

Volume Accumulation Percent (VAP): a volume indicator that uses the amount of
shares traded during a time period to indicate the amount of buying and selling that
goes on for a particular stock.

Candlestick Patterns: formed buy looking at the open, close, high and low for the
time period, usually the previous day or two.  If the stock closes higher than it opened
the body of the candle is white.  If the stock closes lower than the open the body is
black.

Oscillator Indicators: Oscillators focus on the fact that a given equity will oscillate
between an overbought state and an oversold state.

Williams Peaks: After choosing a period P, we calculate the Williams peak as fol-
lows:

WP = (High in Period – Today’s close)/(High in Period – Low in Period)

After choosing an upper and lower signal line, it will indicate a buy whenever the WP
moves below the lower signal line, forming a valley.  A sell will be generated when
the WP moves above the upper signal line, peaking.
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3 GA Structure

GA’s are a form of evolutionary computing modeled after nature’s inherent mecha-
nisms to induce diversity and maintain a healthy gene pool.  They begin with an en-
coding of what possible solutions to the problem at hand would look like.  In our case,
the encoding is in the form of a rule.  The rule is comprised of the possible outputs
from the twelve technical indicators, namely a ‘s’ for sell, ‘b’ for buy, ‘c’ for stay in
cash and a ‘#’ for don’t care what this value is.  Therefore, a possible rule is:

(‘c’,’#’, ’#’, ’#’, ’#’, ’#’,’b’, ’#’, ‘s’, ’#’, ’#’, ’#’)

Now, say the VAP indicator represents the first index, MFRSI the seventh and
Candle Doji Star the ninth.  This would mean that this rule would be triggered if, for a
given day for a given equity, the VAP told us to stay in cash, the MFRSI told us to buy
and the Candle Doji said to sell.

3.1 Mutation, Crossover, Selection Schemes

For our experiments, we used simple mutation, single point crossover, and tournament
selection [5]. The probability of mutation was set at 0.07 to encourage slight changes
over many generations and the probability of crossover was set at 0.8. We chose tour-
nament selection because it is less prone to premature convergence than other types of
selection, such as rank or roulette wheel selection, and because it was more efficient.
Tournament selection employs the fitness function at most once for every member of
the population, assuming that no chromosome is chosen more than once to compete.
Since it is unlikely that a given chromosome will only compete once, this results is in
fewer calls to the fitness function.  If the fitness function is computationally intensive,
this results in superior performance.

3.2 Fitness

To determine a rule's fitness, the process begins by attaining data on a given equity
dating back to Jan 1999.  This date was chosen in order to provide a training period in
excess of one year along with an extra quarter to validate the best rules.  Considering
the forces that drive the market, the older data is, the less relevant it becomes.  One
may suggest this period isn’t long enough to properly train the rule set. However, rules
that worked well two years ago are most likely obsolete to trade with today. For this
reason, the periods we’re dealing with here are a couple of weeks at most, not years.

Once the data is attained, it’s broken into two chunks. One chunk is for the last 66
days and represents the quarter that the rule will trade in after it has evolved from the
system.  We use the remaining data as a training set to determine rule fitness.  The
initial population consists of a configured set of chromosomes and a randomly gener-
ated set of chromosomes.  The configured set consists of rules in which only a single
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indicator is set and the rest are “#”’s.  This was done because it is quite possible that
one indicator works very well for a given equity.  It is also desirable to produce gen-
eral rules. Single set chromosomes serve as a means of maintaining this notion, since
when you cross two single set chromosomes the child will only have two genes set.
The remainder of the population consists of randomly generated chromosomes.

The historical data is fed through the technical indicators, which in turn produce re-
sults for every day in the trial period under consideration.  More precisely, once an
indicator is given the proper data, it outputs an action to take – either buy, sell or stay
in cash.  The outputs from the indicators, taken together, form a “rule” which the
chromosomes in the population are matched against.  For example, say the output
from the indicators produce the following actions:

(‘b’,’b’,’s’,’s’,’s’,’c’,’c’,’c’,’b’,’c’,’s’,’c’)

The chromosomes that are in competition for selection would then be compared to
this pattern.  For instance, this chromosome would trigger:

(‘#”,‘#”,‘#”,’s’, ‘#”,‘#”,’c’, ‘#”,‘#”,‘#”,‘#”,‘#”)

In this case, the rule would create a ‘sell’ transaction with the closing price on that
day as the sell price.  The rule would then stay “in the market” as long as the rule was
triggered.  When the day comes that the rule doesn’t match, and hence does not trig-
ger, a “buy” transaction is generated with the opening price of the next day.  The proc-
ess continues throughout the entire training period, roughly one and a half years worth
of daily data, accumulating transactions along the way.

During the process, the rule keeps track of how many days it was in the market for.
After it processed the historical data and generated the appropriate transactions, the
transactions are evaluated and the percentage change is calculated along with the
number of trades that made money and the number of trades that lost money.  Once
this has completed, the rule is ready to determine its fitness.

Our goal was not to solely produce rules that turn a good profit.  We want to gener-
ate rules that will decrease the risk involved with being in the market.  One way of
doing this is to minimize the number of days one is actually in the market, the idea
being that if you’re not in the market you cannot lose money.  Another way of accom-
plishing this is to minimize the number of negative gain trades and maximize the
number of positive trade gains. This notion was implemented using exponential func-
tions that greatly benefit the rules that performed well in these areas, and to punish the
rules that didn’t perform according to the plan.  The idea behind this is that a rule that
makes numerous bad trades should be punished exponentially more than rules that
only made a few bad trades.  This theory applies also to percentage gains.

To begin with, if the rule loses money, it received a fitness of zero.  It doesn’t make
sense to reward a rule that lost you money. If the rule made money, the following
formula was used:

UaFitness = (10)percentageGain * (20)goodBadRatio
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The benefit of this method is that rules that made profitable trades were rewarded
generously, since a good to bad ratio of 2:1 vs. 3:1 will produce extremely different
results, rewarding the 3:1 ratio far more than the 2:1 and thus encouraging good
trades.  The same applies to the percentage gain but to a lesser extent, since the focus
was on positive trading habits over profit grabbing.

The unadjusted fitness is sent to a function to adjust it based on the number of days
it spent in the market.  The longer you’re in, the riskier it is. Therefore, the fitness
value was adjusted as follows.  If a rule was in the market for less than 15 days, the
fitness remained the same.  If it was in the market between 15 and 25 days, it lost 10%
of its fitness, otherwise it lost 25% of its fitness.

Now we have a newly adjusted fitness to reflect the number of days it was trading
for.  At this point the new adjusted fitness gets altered once again, this time based on
how many genes were set and how many were ‘#’’s.  Rules that are more general are
less dependent and therefore more desirable and should be rewarded.  Therefore, if the
rule had 2 or less indicators set, the fitness remained unchanged.  If it had between 2
and 4 set, it lost 50%, and more than four lost it 75%.  We also did this because rules
that have many indicators set will rarely fire since the number of genes that must
match is greater.

This cycle of crossover, mutation, selection was repeated with a population size of
200 initial rules and repeated for 300 generations.  This was more as a result of the
running time of higher populations and more numerous generations than anything else
since, at the time, having the system run for days on end was not feasible.

4 Results

Our experiments produced some extremely profitable and stable rules for given stocks
on the Toronto Stock Exchange (TSE) in the first quarter of 2000 – an extremely
volatile environment given the high-tech meltdown in March, 2000. The following
tables show sample results including the stock, the indicators that were set in the best
rule produced for that stock, the percentage gain the rule produced, and the number of
days the rule was in the market.

Table 1. Rule Application to the Markey

Stock Indicator Action % Days in Market
Entrust Candle Dojji Star Cash 107 60
Aspen
Resources
Group

Bollinger
MFRSI Breakout

Cash
Buy

46 13

Corel Corp CandlePiercingLine
Williampeaks
MFRBreakout

Cash
Buy
Sell

9 23

Loewen Group CandleDojjiStar Cash 47.5 64



GAs and Financial Analysis         873

In all, we found that our market timing was good and the number of days in the
market was particularly good.  Some issues to consider are the fact that some of the
rules that lost money were run on stocks that were steadily increasing over the period
in question, a very treacherous time to be short selling.  Others incurred a loss due to
being forced out of the market at the end of the training period.

5 Conclusion

We live in a very different market today than we did even five years ago. Equities can
soar or sink based on rumors circulating around financial chat sites.  With such uncer-
tain, baseless and erratic behavior, one seeks a method of interpreting and predicting
such actions.  Enter technical analysis.  It is because of these new and often unfore-
seen forces that technical indicators have something to contribute to market analysis.
Much of the market behavior is induced on a day-to-day basis, so the fundamentalist
approach will often go awry with the short-term investor.  By the time the information
has been accounted for, the market will have swayed already.

Overall our approach was a success, producing some extremely profitable and sta-
ble rules. Our GA provides good coverage of the different types of indicators and
movements that a stock may engage in, thus enabling us, by combining the indicators
together, to produce rules that will act on equities that behave differently. However, a
combination of more or perhaps different indicators could be even more beneficial.
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Abstract. In this paper, we describe the natural language (NL) question-
answering system for financial domains. Technique of semantic headers is ap-
plied to represent the semi-structured and logically complex data in the form of
textual answers by matching the semantic representation of a query with the
ones of the answers. Multiagent architecture of financial advising is suggested,
where each agent represents the specific domain coverage and  viewpoint. We
analyze the customer experience and knowledge engineering process for the Tax
domain, which is rather sophisticated on one hand and requires rather precise
answers on the other hand.

1. Introduction

Due to a recent explosion of information available online, question-answering (Q/A)
systems are becoming an attractive means for finding relevant information, particu-
larly in the business domains.  Attracting new customers and keeping them surfing the
web site of a financial services portal is essential to establish the competitive advan-
tage of the financial and investment companies.
   In this paper, we present the case study of the Q/A applications, where the customers
receive advices on a variety of business-related topics. We have developed the suite of
financial domains including tax, mortgages, insurance, real estate, investments, retire-
ment planning, etc. Because of the complicated nature of financial questions, these
Q/A domains must satisfy the requirements of both logical complexity and high accu-
racy. Representation of business, financial and legal knowledge, oriented to the gen-
eral audience, is much less structured than that of the geographical domain and re-
quires much richer set of entities than the mental states domain, explored earlier [5].
Furthermore, the structure of semantic links between these entities is significantly
more complex in the financial domains.
   Several current NLP-based statistical technologies are able to provide a framework
that approximates the complex problem of answering questions from large collections
of texts [1-3], based in particular on machine learning. However, legal and financial
domains require rather deterministic technique to provide the accurate answers[7]. It
was experimentally verified that just producing the portion of related information,
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such that a customer needs an additional step to select the actually relevant portion, is
unsatisfactory in the legal and financial domains. Because of the complicated nature of
the questions, our Q/A domain has to satisfy the requirements of rather large-scale
vertical domain capability, with both logical complexity and high accuracy (Table 1).

Table 1. The samples question of mortgage domain. NLP system needs to handle up to four
entities to perform Q/A in financial domains. Neither keyword search – based nor statistical nor
syntactic match can provide satisfactory advising in vertical domains.

How much lower is an adjustable rate mortgage compared to a fixed rate loan?
Does the "start" rate quoted by lenders on a loan stay in effect for the term of the mortgage?
How can I avoid negative amortization on an adjustable rate mortgage?
How risky is a 125 percent loan to value second mortgage?

Fig. 1. Mortgage advisor, deployed by compareinterestrates.com. Customers are encouraged to
ask a question about mortgage and provide an answer quality feedback. The log of question and
answers will then be processed by domain expert and incorporated in a new version of the mort-
gage advisor by knowledge engineers. See Table 1 for the list of sample questions.

2. Technique of Semantic Headers for Question-Answering

The technique of semantic headers (SH) is intended to resolve the problem of con-
verting an abstract textual document into a Q/A form. There are two opposite ap-
proaches to this problem with respect to the optimal degree of formalization. The first
one assumes that complete formal representation of any textual document is possible
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[4,8,9], and the second one assumes that the textual information is too tightly linked to
NL and it cannot be satisfactorily represented without it.

 The first approach brings the advantage of understanding based on full-range rea-
soning capabilities, but it sacrifices the necessity of NL generation, which introduces
additional deviation from the answer semantic. Attempts to provide an exact answer,
inherent to the full formalization approach, reduces the overlap between a potential
query and existing answers. (Query understanding is posed as a recognition problem
[10]: how to find the most relevant answer for a given query, even if there is no direct
answer). The second series of approach (from the primitive syntactic match to the full-
range morphological and syntactic parsing), which does not require answer formaliza-
tion, is not sufficiently precise for the financial domains and does not allow proper
disambiguation of common-usage terms.

Evidently, knowledge of the  semantic model of the whole domain is required to
build the set of semantic headers for a given paragraph. Only the data, which can be
explicitly mentioned in a potential query, occurs in semantic headers. The rest of the
information, which would be unlikely to occur in a question but can potentially form
the relevant answer, does not have to be formalized.

   Let us consider the Internet Auction domain, which includes the description of
bidding rules and various types of auctions.

 “Restricted-Access Auctions. This separate category makes it easy for you to find
or avoid adult-only merchandise. To view and bid on adult-only items, buyers need to
have a credit card on file with eBay. Your card will not be charged. Sellers must also
have credit card verification. Items listed in the Adult-Only category are not included
in the New Items page or the Hot Items section, and currently, are not available by
any title search. “

   What is this paragraph about? It introduces the “Restricted-Access” auction as a
specific class of auctions, explains how to search for or avoid selected category of
products, presents the credit card rules and describes the relations between this class of
auctions and the highlighted sections of the Internet auction site. Rather than changing
the paragraph in order to adjust it to the potential questions it answers, we consider all
possible questions this paragraph can serve as an answer to:

1 What is the restricted-access auction?
2 What kind of auctions sells adult-only items? How do I avoid adult-rated

products for my son? How do you sell adult items?
3 When does a buyer need a credit card on file? Who needs to have a credit

card on file? Why does a seller need credit card verification?
Below is the list of semantic headers (formal representations for the canonical

questions above). These semantic headers are assigned to the answer.
auction(restricted_access,_):-restrictedAuction.
product(adult,_):-restrictedAuction.
seller(credit_card(verification,_),_):-restrictedAuction.
credit_card(verification,_)):-restrictedAuction.
sell(credit_card(reject(_,_),_),_):-restrictedAuction.
bidder(credit_card(_,_),_):-restrictedAuction.
seller(credit_card(_,_),_):-restrictedAuction.
what_is(auction(restricted_access,_),_):-restrictedAuction.
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Then the call to restrictedAuction will add the paragraph above to the current an-
swer, which may consists from the multiple pre-prepared ones.

We conclude the section by the final definition what semantic headers for the semi-
structured domains are [6]. Semantic headers of an answer are the formal generalized
representation of potential questions, taking into account the set of other semantically
close answers and relevant semantically close questions. Therefore, natural language
understanding problem is posed as a recognition of a question and relating it to a fixed
set of answers.

The totality of semantic headers forms the axiomatic environment serves as a basis
to produce the inference link to the query. Those semantic headers involved in the
resultant link are considered to be associated to the relevant answers. Matching the
translation formula (formal query representation) with SHs is therefore the central
operation [6], which follows NLP for semi-structured domains [5].

3. Multiagent Q/A Architecture

Advising in the domains with semi-structured knowledge representation requires the
distribution of knowledge between the Q/A agents. Any real-world domain is some
combination of central topics (principle domains) and accompanying domains, helping
to answer questions involving information not directly related to the central topics.
The set of principle and accompanying domains is called meta-domain. Particularly, in
the meta-domain family law we have the principle domains family & college, mar-
riage & divorce, wills &trusts. However, some questions to this meta-domain can be
of rather psychological or financial nature; therefore it is necessary to use accompa-
nying psychological and financial domains. For example, the query “how to file tax
return after divorce”, addressed to the family law meta-domain, must involve tax
knowledge as well. It seems reasonable to include some relevant tax knowledge into
the divorce domain, but using the tax domain itself is still required for some questions.
It is very inefficient in terms of information redundancy, design reusability and
knowledge update viewpoints to incorporate complete “foreign” knowledge into each
domain.

  We choose the multiagent architecture to resolve the issue of answering inter-
domain issues. Each domain is associated with the agent, providing Q/A in this do-
main and cooperating with the other agents in the sense of sharing the degree of confi-
dence this agent actually understood the question and found it relevant. It is worth
illustrating the Q/A architecture using the analogy with the human agent. To get an
advice, it is reasonable to consult multiple persons. It is even better to allow these
“human Q/A agents” to have a discussion between each other to exchange their ad-
vices, taking into account their respective confidence of the answer relevancy.

 Multiagent architecture delivers better domain coverage, as well as optimizes the
knowledge distribution between domains, than a single-agent advisor. To decrease the
conflicts between ambiguous entities when a set of accompanying domains grows in
size, knowledge is distributed between Q/A agents. These agents have the common
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domain environment (set of predicates and values for their semantic types), but the
domain information is addressed from the various prospective.  For the tax domain
(Table 2), the first agent knows the general data about taxes based on the “TeleTax”
information, the second agent knows how to file forms, and the third agent provides
longer answers for more specific topics [7]). The distributed architecture allows us to
generate better coverage of the domain, though the same information can be stored
from two different viewpoints. Therefore, we improve the domain coverage, without
increasing the total amount of data. The customer gets the first answer from the agent
that has obtained a more specific (usually, a single) answer. The other agents may be
initiated upon request. Distributed architecture helps the customers to obtain more
complete answers without a loss of accuracy.

Table 2.  Agents for the tax domain. For each meta-domain, it is possible to include the agents
as the script parameters to provide Q/A for a particular customer.

Three-
character code

Agent name Domain source Domain size
(#questions/#answers)

IRS Main individual tax
domain

TeleTax topics 2200/400

FRM Individual tax forms IRS references on how to
fill forms

1700/300

TIP Taxpayer’s tips E-mails with tax ques-
tions, submitted to Tax-
Logic, Inc.

400/100

SMB Small business
tax

Small-business tax (IRS
CD)

2000/250

HRB Tax Topics, not
addressed by the
agents above

E-mails with tax ques-
tions, submitted to H&R
Block, Inc.

400/100

http://www.iaskweb.ru/scripts/demo2.pl?name=irs,frm,tip,smb,hrb

Multiagent architecture allows imitating Q/A in horizontal domain by means of
detailed NLP, inherent to the vertical domains. Usually, Q/A system is either very
robust but performs a shallow processing for a horizontal domain, or implements the
detailed processing of a limited amount of data. Combining multiple agents, we derive
a horizontal domain, having as complex Q/A as would be expected for vertical do-
mains.

4. Developing and Using Question-Answering Domains

The Tax Adviser was subject to evaluation by about 6 thousand users per month dur-
ing the 1999 tax-filing season. The customers were attracted to iaskweb.com site by
the articles in “Boston Globe” newspaper and “Mass HighTech” magazine, describing
the Q/A system as an alternative to the traditional way of tax counseling. Currently,
simplified Tax Advisor is available from the web site of hrblock.com, the major pro-
vider of tax services in US with more than 100 million web site visitors annually
( www.hrblock.com/taxes/fast_facts/tax_search.html ).
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   In accordance to the opinions of a series of tax return assisting, investment, mort-
gage (see Fig.1), insurance and financial companies, which have employed iAskWeb’s
advisors, they can replace human agents, automatically answering financial questions
in more than 50% of cases. We log all transactions; customers have the options to
provide feedback to the system concerning a particular answer if they are dissatisfied
(too long, non-relevant, partially relevant, etc.). Though the length of answers usually
does not exceed a page of text (rather short and specific), the customers had more than
90% satisfaction with the system. Human agents intervene Q/A process in case of
failure of automatic system.  With the answer size not to exceed 6 paragraphs, the
system correctly answers more than 70% of all queries, in accordance to the analysis
of the Q/A log by the experts. Even with 70% accuracy, which is relatively low for
traditional pattern recognition systems, over 95% of customers and quality assurance
personnel agreed that the automated financial adviser is the preferable way of access-
ing information for non-professional users. Using the natural language Q/A system for
advising is the fastest way to receive a reasonable advice, compare to Internet key-
word search or human customer support.

 Desired accuracy can be achieved only by thorough domain adjustment in accor-
dance to the query logs, processed by the domain experts. In the financial domains, the
accuracy of an agent just alpha-released by a knowledge engineer frequently lies be-
low 40 %. In each of the financial agents, desired accuracy is achieved after more than
a month of the adjustment, carried out by a knowledge engineer and an expert.
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Abstract. Pattern-matching is a fundamental feature in many applications such
as logic programming [5,13], theorem proving [4], term rewriting and rule-
based expert systems[3]. Usually, patterns size is not constrained and
ambiguous patterns are allowed. This generality leads to a clear and concise
programming style. However, it yields challenging problems in the compilation
of such programming languages. In this work, we deal with such problems in
order to improve time and space requirements of pattern-matching as well as
termination properties of term evaluation.

1 Introduction

Pattern-matching automata have been studied for over a decade. Pattern-matching can
be achieved as in lexical analysis by using a finite automaton [2,7,8,11,14]. Gräf [7]
and Christian [2] construct deterministic matching automata for unambiguous patterns
based on the left-to-right traversal order. In functional programming, Augustsson [1]
describes matching techniques that are also based on left-to right traversal of terms
but allow prioritised overlapping patterns. Although these methods are economical in
terms of space usage, they may re-examine symbols in the input term. In the worst
case, they can degenerate to the naive method of checking the subject term against
each pattern individually. In contrast, Christian’s [2] and Gräf’s [7] methods avoid
symbol re-examination at the cost of increased space requirements. In order to avoid
backtracking over symbols already examined, like Gräf’s our method introduces new
patterns. These correspond to overlaps in the scanned prefixes of original patterns.
When patterns overlap, some of the added patterns may be irrelevant to the matching
process. The method proposed here improves Gräf’s in the sense that it introduces
only a subset of the patterns that his method adds. This improves both space and time
requirements as we will show later. Sekar [14] uses the notion of irrelevant patterns to
compute traversal orders of pattern-matching. His algorithm eliminates a pattern p
whenever a match for p implies a match for a pattern of higher priority than p. In
contrast with Sekar’s method, we do not introduce irrelevant patterns at once.

The pattern-matching order in lazy evaluation may affect the size of the matching
automaton, the matching time and in the worst case, the termination properties of
term evaluations [16]. The adaptive strategy is the top-down left-to-right lazy strategy
used in most lazy functional languages [14].  It selects the leftmost-outermost redex
but may force the reduction of a subterm if the root symbol of that subterm fails to
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match a function symbol in the patterns. So, the order of such reductions coincides
with that of pattern-matching. Using left-to-right pattern matching, a subject term
evaluation may fail to terminate only because of forcing reductions of subterms when
it is unnecessary before declaring a match. For the left-to-right traversal order, such
unnecessary reductions are required to ensure that no backtracking is needed when
pattern-matching fails.

First, we introduce from [11] a method for generating a deterministic tree
matching automaton for a given pattern set. Although the generated automaton is
efficient since it avoids symbol re-examination, it may contain unnecessary branches.
The main reason for this is the presence of ambiguous patterns with more general
patterns having higher priority. Here, we modify that method so that only relevant
patterns are added. A smaller and more efficient automaton is thereby obtained.

Then, we investigate strategies to select a traversal order that should normally
improve space requirements and/or matching times. Indexes for a pattern are positions
whose inspection is necessary to declare a match.  Inspecting them first for patterns
which are not essentially strongly sequential allows us to engineer adaptive traversal
orders that should improve space usage and matching times as shown in [10,14].
When no index can be found for a pattern set, we show that a position which is an
index for a maximal number of high priority patterns can always be identified.
Selecting such a position attempts to improve matching times for terms that match
patterns of high priority. We conclude the paper by proposing a good traversal order.

We will use some notation and concepts defined as follows: symbols in a term are
either function or variable symbols; the non-empty set of function symbols F is
ranked i.e., every function symbol f in F has an arity which is the number of its
arguments and is denoted #f; a term is either a constant, a variable or has the form    ft1

t
2
...t

#f
 where each t

i
, 1 £ i £ #f, is itself a term. Terms are represented by their

corresponding abstract tree. We abbreviate terms by removing the usual parentheses
and commas. Variable occurrences are replaced by w. A term containing no variables
is said to be a ground term. We generally assume that patterns are linear terms, i.e.
each variable symbol can occur at most once in them. A term t is said to be an
instance of a (linear) pattern p if t can be obtained from p by replacing the variables
of p by corresponding subterms of t.

2 Deterministic Left to Right Matching Automata

In this section, we briefly recall from [11] a practical method to construct a
deterministic tree matching automaton for a prioritised ambiguous pattern set.
Throughout Sections 3 and 4, left-to-right traversal order is used. We first define LR-
matching items and LR-matching sets.

Definition 2.1. An LR-matching item is a triple r:a•b where ab is a term and r is a
rule label. The label identifies the origin of the term ab and hence, in a term rewriting
system, the rewrite rule which has to be applied when ab is matched. The label is not
written explicitly below except where necessary. The meta-symbol • is called the LR-
matching dot, a and b are called the prefix and suffix respectively. A final LR-
matching item is one of the form a•.
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So the LR-matching item •b represents the initial state prior to matching the
pattern b. In general, the matching item a•b denotes that the symbols in a have been
matched and those in b have not yet been recognised. Finally, the LR-matching item
a• is reached on successfully matching the whole pattern a.

Definition 2.2. A set of LR-matching items in which all the items have the same
prefix is called a LR-matching set. An LR-matching set in which all the items have an
empty prefix is called an initial LR-matching set whereas an LR-matching set in
which all the items have an empty suffix is called a final LR-matching set.

The automaton is represented by the 4-tuple ÆS
0
, S, Q, dæ where S is the state set,

S
0 ˛ S is the initial state, Q ˝  S is the final state set and d is the state transition

function. The states are labelled by matching sets which consist of original patterns
whose prefixes match the current input prefix, together with extra instances of the
patterns which are added to avoid backtracking in reading the input. In particular, the
matching set for S

0
 contains the initial matching items formed from the original

patterns and labelled by the rules associated with them. Transitions are considered
according to the symbol at the matching position, i.e. that immediately after the
matching dot. For each symbol s˛ F {̈w} and state with matching set M, a new state
with matching set d(M,s) is derived using the composition of the functions accept and
close defined in Fig. 2.3.

 accept(M, s) = {r:as•b ‰ r:a•sb ˛  M }

 close(M) = M  ̈{r:a•fw#fm ‰r:a•wm ˛  M and $ q:a•fl˛ M
             for some suffix l and f˛ F }
 d(M, s) = close( accept(M, s) )

Fig. 2.3. Previous Automata Transition Function.

The items obtained by recognising the symbols in those patterns of M where s is
the next symbol form the set accept(M,s) which is called the kernel of d(M,s).
However, the set d(M,s) may contain more items. The presence of two items a•wm
and a•fl in M creates a non-deterministic situation since the variable w could be
matched by a term having f as head symbol. The item a•fw#fm is added to remove this
non-determinism and avoid backtracking. The transition function thus implements
simply the main step in the closure operation described by Gräf [6] and set out in the
previous section. The item labels simply keep account of the originating pattern for
when a successful match is achieved. As we deal here with root-matching, every
failure transition ends up in a single global failure state.

Definition 2.4. A pattern set L is ambiguous if there is a ground term that is an
instance of at least two distinct patterns in L. Otherwise, L is non-ambiguous.

Definition 2.5. A priority rule is a partial ordering on patterns such that if p1 and p2 
are

distinct ambiguous patterns then either p1 has higher priority than p2 or p2   
has higher

priority than p1. In the latter case, we write p
1  p  p2

When a final state is reached, if several patterns have been successfully matched,
then the priority rule is engaged to select the one of highest priority. An example is
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the textual priority rule which is used in the majority of functional languages
[1,9,10,15]. Among the matched patterns, the rule chooses the pattern that appears
first in the text. Whatever rule is used, we will apply the word match only to the
pattern of highest priority which is matched:

Definition 2.6. For a prioritised pattern set L and pattern p ˛  L, the term t is said to
match p in L if, and only if, t is an instance of p but not instance of any other pattern
in L of higher priority than p.

3 Fast and Concise Automaton for Ambiguous Patterns

Now, we observe that the close function of Fig. 2.3 may add more items than it need
when the patterns are ambiguous. We start by developing several definitions.

A position in a term is a path specification which identifies a node in the abstract
tree of the term. Positions are specified here using a list of positive integers. The
empty list L denotes the position of the root of the abstract tree and the position p.k
(k ‡ 1) denotes the root of the kth argument of the function symbol at position p. For a
term t and a position p in this term, we denote by t[p] the symbol at position p in t.

Definition 3.1. A term t is said to be more general than a term t´ at the position p if,
and only if, the symbol t[p] is w, t´[p] is a function symbol and the prefixes of t and t´
ending immediately before (i.e., in the linear representation of t) p are the same.
Without too much confusion, we hope, we will also say t is initially more general
than t´ if t is more general than t´ at the first position for which the symbols of t
and t´ differ.

The function close adds new patterns to which the priority rule of the original rule
set must be extended. The following definition enables us to select a unique item
amongst all those which pattern-match a given term: if there is a unique pattern-
matched item whose rule has highest priority then that is chosen; otherwise, when
there are several pattern-matched items associated with rules of maximal priority,
those items must all derive from the same original pattern and we can select the
initially most general. (Any other uniquely defined choice would also be acceptable,
but this is the most convenient in what follows.)

Definition 3.2. Item r:a•b has higher priority than item r´:a´•b́  if the original
pattern of r has higher priority than that of r´ or r = r´ and ab is initially more general
than a´b´. For a matching set M and item r:a•b ˛  M, the term t is said to match
r:a•b in M if, and only if, t is an instance of ab but not an instance of any other item
in M of higher priority.

Although the pattern ab of the item r:a•b will always match the pattern of rule r,
it may match a pattern of higher priority. This could have been used in defining a
priority rule on all terms and hence on items, but is computationally more expensive,
and unnecessary here. It is now possible to determine which patterns are useful for
close to include. Indeed, we can start by considering the usefulness of each pattern in
the initial pattern set:
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Definition 3.3. Suppose L {̈p} is a prioritised pattern set. Then p is said to be
relevant for L if there is a term that matches p in L {̈p} in the sense of Definition
2.6. Otherwise, p is irrelevant for L. Similarly, an item p is relevant for (the matching
set) M if there is a term that deterministically matches p in M {̈p} in the sense of
Definition 3.2.

Clearly, any term that matches an element of a pattern set, respectively item of a
matching set, will still have that property even when an irrelevant pattern, resp. item,
is removed. We can therefore immediately prune irrelevant patterns one by one from
the initial pattern set until every remaining pattern is relevant to the remaining pattern
set, and do the same for each matching set generated by close.

The function close of Fig. 2.3 may certainly supply items that are irrelevant for
subsequent matching. This may happen when the original pattern set contains
ambiguous patterns with more general ones having lower priorities.

Since the relevance of items may depend on the order in which items are added to
a matching set M to form close(M), we need to be careful about re-defining close to
exclude irrelevant items; the result may depend on this order. The new, improved
function is close´ defined (non-uniquely) from the initial close by Fig. 3.4. It seems
best to consider items for inclusion using an ordering which preserves decreasing
priorities. So, highest priority items will be added first. This ensures that items added
to the partially created close´(M) never subsequently become irrelevant.

close´(M)  = any maximal subset S of close(M) such that
if p ˛  close(M)\S then p is irrelevant for S.

Fig. 3.4.  Closure function which supplies only relevant items.

Finally, we consider a special case where the revised specification for close can be
computed more easily. For this new definition, we assume that there is at least one
function symbol in F which does not occur in any original pattern. This definition is
given in Fig. 3.5 where the first line duplicates the conditions of the initial close and
the subsequent lines add an extra condition to exclude some irrelevant items. Roughly
speaking, this condition says that any potentially added item a•fw#f b must contribute
new terms which are not already covered by patterns in M with higher priority.
However, in the general case when close is computed iteratively, an added item may
actually be covered by a previously added item, superseded by a subsequent item of
higher priority or even covered by a number of more specific items.

                     )   ...  else                                                                                       
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Fig. 3.5. Closure function which may supply only relevant items.

Theorem 3.6. Assuming that there is at least one function symbol which does not
occur in any pattern, then all items supplied by the function close† are relevant.

Proof.  The proof is straightforward. It suffices to proceed by induction on matching
sets.        



Improving Space, Time, and Termination in Rewriting-Based Programming         885

4  Adaptive Pattern-Matching Automata

States of  adaptive automata are computed using matching items and matching sets.
Since here the traversal order is not fixed a priori (i.e., it will be computed during the
automaton construction procedure), the symbols in the patterns may be accepted in
any order. When the adaptive order coincides with the left-to-right order, matching
items and matching sets coincide with LR-matching items and LR-matching set
respectively (Definition 2.1 and Definition 2.2 respectively).

Definition 4.1. A matching item is a pattern in which all the symbols already matched
are now ticked i.e., they have the check-mark Ö . Moreover, it contains the hollow
matching dot °  which  only designates the matching symbol i.e., the symbol to be
accepted next. The position of the matching symbol is called the matching position. A
final matching item, namely one of the form p° , has the final matching position which
we write ¥ . Final matching item may contain unchecked positions. These positions
are irrelevant for announcing a match and so must be labelled with the symbol w.

The term obtained from a given item by replacing all the terms with an unticked
root symbol by the placeholder _ is called the context of the items. In fact, no symbol
will be checked until all its parents are all checked. So, the positions of the
placeholders in the context of an item are the positions of the subterms that have not
been checked yet. The set of such positions for an item i is denoted by up(i) (short for
unchecked positions).

Definition 4.2. A matching set is a set of matching items that have the same context
and a common matching position. The initial matching set contains items of the form

° p because we recognise the root symbol (which occurs first) first whereas, final
matching sets contain items of the form p° , where p is a pattern. For initial matching
sets, no symbol is ticked. A final matching set must contain a final matching item i.e.,
in which all the unticked symbols are ws. Furthermore, the rule associated with that
item must be of highest priority amongst the items in the matching set.

Since the items in a matching set M have a common context, they all share a
common list of unchecked positions and we can safely write up(M). The only
unchecked position for an initial matching set is clearly the empty position L.
Constructing adaptive automata. We describe adaptive automata by a 4-tuple ÆS0, S,
Q, dæ. S is the state set, S0˛ S is the initial state, Q˝ S is the set of final states and d is
the state transition function. The transition function d of an adaptive automaton is
defined using three functions namely, accept, choose, and close. The function accept
and close are similar to those of the same name in [3], and choose picks the next
matching position. For each of these functions, we give an informal description
followed by a formal definition, except for choose for which we present an informal
description. Its formal definition will be discussed in detail in the next section.
accept: for a matching set and an unchecked position, this function accepts and ticks
the symbol immediately after the matching dot in the items of the matching set and
inserts the matching dot immediately before the symbol at the given unchecked
position. Let t be a term in which some symbols are ticked. We denote by t° p the
matching item which is t with the matching dot inserted immediately before the
symbol t[p]. then the definition of accept is as in Fig. 4.3:
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accept(M, s, p) = { (asÖ b)° p | a° sb ˛  M }

Fig. 4.3. Function accept for adaptive automata.

choose: this function selects a position among those that are unchecked for the
matching set obtained after accepting the symbol given. For a matching set M and a
symbol s, the choose function selects the position which should be inspected next.
The function may also return the final position ¥ . In general, the set  of such positions
is denoted by ),( sMup . It represents the unchecked positions of d(M, s), and consists
of up(M) with the position of the symbol s removed. Moreover, if the arity of s is
positive then there are #s additional unchecked terms in the items of the set d(M, s),
assuming that ws are of arity 0. Therefore, the positions of these terms are added.
Recall that if a function symbol f is at position p in a term, then the arguments of f
occur at positions p.1, p.2, … , p. #f. We can now formulate a definition for the set of
unchecked positions up(d(M, s) ) = ),( sMup  as in Fig. 4.4, wherein ps is the position
of s which is also the matching position of M.

î
í
ì

¨
=

=
otherwisespppMup

sifpMup
sMup

sss

s

}.#,...,1.{}){\)((

0#}{\)(
),(

Fig. 4.4. Set of unchecked positions.

For the construction procedure of the left-to-right matching automaton, the choose
function is not required because the leftmost unchecked position, if it exists, is always
selected. Otherwise, the final position is used.
close: given a matching set, this function computes its closure in the same way as for
the left-to-right matching automaton. As it is shown in Fig. 4.5, the function adds an
item a° fw#fb to the given matching set M whenever an item a° wb is in M together
with at least one item of the form a° fb¢.

close(M) = M  ̈{ r: a° fw#fb ‰  r: a° wb ˛  M and $b¢ s.t. r¢: a° fb¢ ˛  M
               and "b† If r†: a° fb†˛M and awb   p afb†
                    Then Ø( afw#fb   <afb†)}

Fig. 4.5. Function close for adaptive automata.

The definition of function close above allows us to avoid introducing irrelevant items
[4] wherein   p   and   <  express the priority rule and the instantiation relation between
patterns respectively.

For a matching set M and a symbol s ˛  F  ̈ {w}, the transition function for an
adaptive automaton can now be formally defined by the composition of the three
functions accept, choose and close is d(M, s) = close ( accept (M, s, choose (M, s) ) ).
This function proceeds by first computing the list of unchecked positions of the
expected set d(M, s), then selecting an unchecked position p in ),( sMup  and
computing the matching set N = accept(M, s, p) and finally computing the closure of
N i.e., d(M, s) = close(N). The set accept(M, s, p) is called the kernel of d(M, s).
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5  Position Selection Strategy

In this section, we show how to design selection strategies to choose positions that
need to be inspected. This is done using kernels of matching sets as the patterns added
by close do not affect the choice. First, we define positions, called indexes whose
inspection certainly improves matching time and termination of term evaluation.
Then, we define partial indexes, whose inspection attempts to improve matching
times for patterns of high priority. We conclude by prescribing a good traversal order
for patterns that are not essentially strongly sequential.

5.1 Inspecting Indexes First

Knowing that a placeholder can match any term, a context u of a term t is a term
containing placeholders such that t is an instance of u. Indexes for a context u with
respect to a pattern set L are placeholder positions in u that must be inspected to
announce a match for any pattern in L that unifies with u. Therefore, in any matching
automaton, indexes for a context u must occur in every branch with final state
recognising a pattern which is an instance of u.

Definition 5.1. Let i = a° sb. A position p ˛  up ({i}, s) is an index for i if, and only if,
for every term t that matches asb, t[p] is a function symbol. For a matching set M and
a symbol s, position p ˛  up (M, s) is said to be an index for M if, and only if, p is an
index for every item in M with matching symbol s.

The normalisation of subterms occurring at indexes is necessary. So, safer
adaptive automaton (w.r.t. termination properties) can be obtained by selecting
indexes first whenever such positions exist and using one of the heuristics otherwise.
Furthermore, adaptive automata that choose indexes first have a smaller (or the same)
size than those that do not [10].

5.2  Selecting Partial Indexes

Here, we assume, as for most functional languages that deal with overlapping
patterns, that the priority rule is a total order for the pattern set. That is, for every pair
of patterns p1 and p2 in the pattern set, there exists a priority relationship between
them. Example of such priority rule include textual priority rule which is used in most
functional languages.

For equational programs that are not strongly sequential [3], there are some
matching sets with no index. When no index can be identified for a matching set, a
heuristic that consists of selecting a partial indexes can be de used. A partial index is
an index for a maximal number of consecutive items in a matching set with respect to
pattern priorities. Partial indexes can be defined as follows:

Definition 5.2. Let M = {a1° sb1, … , ak° sbk, … , an° sbn} be a matching set ordered
according to pattern priorities. Then a position p ˛ ).( sMup  is a partial index for M
if, and only if, p is an index for a1° sb1, … , ak° sbk, p is not an index for ak+1° sbk+1, and
no position p¢ is an index for a1° sb1, … , ak+1° sbk+1.

Of course, there are other possible ways of defining partial indexes. For example,
one may choose to define a partial index for a matching set as the position which is an
index for a maximal number of items in the matching set. Another way consists of
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associating a weight to each pattern and another to each position in the patterns. A
pattern weight represents the probability of the pattern being matched whilst a
position weight is the sum of the probability of the argument rooted at that position
leading to a non-terminating reduction sequence. Let L be a pattern set and p a
position in the patterns of L. At run-time, the sum of the products of the weight of
each pattern and the weight of position p determines the probability of having a non-
terminating sequence at p. One may consider to minimise such a sum for partial
indexes to improve termination. However, pattern and position weights may be
difficult to obtain. Choosing partial indexes defined an in Definition 5.2 attempts to
improve the matching times for terms that match patterns of high priority among
overlapping ones. It may also reduce the breadth of the matching automaton as the
closure operation adds only few patterns. Except for final matching sets which have
no partial indexes, such a position can always be found. The motivation behind
choosing such partial indexes is that we believe patterns of high priority are of some
interest to the programmer.

5.3  A Good Traversal Order

It is clear that a good traversal order selects indexes first whenever possible. If a
matching set has more than one index then the index with a minimal number of
distinct symbols must be chosen. Doing so allows us to reduce the breadth of the
automaton but does not affect the height of any branch in the subautomaton yielded
by the matching set. This because all the positions are indexes and so must occur in
every branch of the subautomaton. Now, if there is more than one index with a
minimal number of distinct symbols then either of them can be selected as the choice
affects neither the height nor the breadth of the automaton.

When no index can be found for a matching set, a partial index can be selected. If
more than one partial index is available then some heuristics can be used to
discriminate between them.

6  Index and Partial Index Computation

In unambiguous pattern sets, the indexes for an item i are exactly those placeholder
positions in the context of i wherein i has a function symbol. However, with
prioritised ambiguous pattern sets, a variable position p in the item i may be an index
too. This may happen if i unifies with another item i¢ in the same matching set which
has higher priority and i´  has a function symbol at p.

The following Theorem 6.1 provides an algorithm to compute indexes for an item
i = a° sb with respect to the matching set M in which it occurs. A position
p˛ ).( sMup  is an index for a° sb if either i has a function symbol at position p or (i.e.,
i has an w at p) there is an item i¢ in M such that i¢ has higher (or the same) priority
that i, and p is the only position to instantiate in i to announce a match for i¢. Notice
that the empty position L is always an index for an initial matching set as it is labelled
with a function symbol in every item of the set.

Theorem 6.1. Let M be a matching set and a° sb be an item of M. The position
p˛ ),( sMup  is an index for a° sb with respect to M if, and only if, the following
predicate holds:
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  Index(a° sb, M, p) = ( asb[p]˛ F ) or ( $b¢(a° sb¢˛ M and asb  p sb¢ and asb¢[p]˛ F

                                                                and If asb¢[p]=f Then asb[p‹fw#f]   <asb¢ ) )

Proof.  (Þ ) Let M be a matching set, a° sb an item of M and p a position in ).( sMup .
We need to show that if Index(a° sb, M, p) holds then every term t that matches asb
must have a function symbol at p ( see Definition 5.1). This is clear when asb[p] is a
function symbol. Otherwise, i.e., asb[p] = w, there must be an item a° sb¢ in M such
that asb¢ has higher priority than asb. a° sb¢ must have a function symbol f at position
p, such that asb[p‹fw#f] is an instance of asb¢. Moreover, by definition of
unification, t matches asb means that i is an instance of asb and t does not unify with
asb¢. This happens only when t/p does not unify with asb¢/p. So, t[p] is a function
symbol but distinct from f. 

(Ü ) Here, we need to prove that if Index(a° sb, M, p) does not hold then there is a
term t that matches asb yet t/p = w. Let t be the instance of asb which is obtained by
replacing all ws in asb, except that of position p, with a symbol that does not occur in
any original pattern leaving t/p = w. Index(a° sb, M, p) does not hold means that
asb[p] = w and there is no item a° sb¢ in M that meets the requirements needed in the
predicate for this case. Three cases may occur:

1. If there is no item a° sb¢ in M of higher priority than a° sb then t will clearly
match a° sb;

2. Suppose there is an item a° sb¢ in M of higher priority than a° sb such that a° sb¢
has a function symbol f at position p. Then asb[p‹fw#f] must not be an instance
of asb¢ since the predicate does not hold. So, there is a non-variable position q
such that the symbol s¢ in asb[p‹fw#f] at q is different from the function symbol
asb¢[q]. This means s¢ is either w or a function symbol distinct from asb¢[q]. The
latter case is impossible because asb¢ and asb are overlapping. In the former
case, t will not unify with a° sb¢ because t[q] „ asb¢[q]. then t will match asb;

3. Suppose there is an item a° sb¢ in M of higher priority than a° sb such that a° sb¢
has a variable symbol at position p. If asb is not an instance of asb¢ then using
the same argument as in the second case, t would not unify with asb¢ and
therefore would match asb. Otherwise, suppose that asb is an instance of asb¢, t
would then match asb¢ and so asb will never be matched. This means that asb is
an irrelevant item for M. This is a contradiction since all original patterns are
relevant and the close function adds relevant items only (see [3]).                      n

7 Conclusion

In the main body of the paper, Then, we devised a new closure operation that still
yields a deterministic matching automaton but recognises and avoids such irrelevant
instances and hence improves space and time requirements for such an automaton.
We presented an example that shows clearly how the matching automaton obtained
using the devised closure operation can improve both the space and time
requirements. We also focused on traversal orders of terms during patter-matching.
We first generalised the method of constructing left-to-right matching automata
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described in [3], [4], [5], [6], [7] to build adaptive automata. Then, we proposed an
adaptive traversal order of terms that improves the termination properties for term
evaluations as we look at positions that must be inspected before announcing a match
first. These positions are indexes and partial indexes.
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Abstract. Our knowledge intensive Case-Based Reasoning approach
faces the reuse of frameworks using cases that correspond to frame-
work usage experiences. Knowledge about the framework design, code
and domain complements the cases. The case retrieval, adaptation and
learning mechanisms developed distinguish our work from others in the
framework reuse literature. An authoring tool that helps in the imple-
mentation of the approach is sketched. A prototype tool that helps in the
reuse of a framework in the graphical user interface domain illustrates
the approach.

1 Introduction

An object-oriented framework provides a reusable and extensible high level de-
sign for (sub)systems in a specific domain, together with an incomplete imple-
mentation that consists of a set of interdependent abstract and concrete classes.
Frameworks constitute an important contribution to attain the improvements
in software quality and productivity that software reuse promise. However, they
are quite difficult to understand and master and the documentation provided
with them used to be inappropriate. Thus, the framework-based development
becomes a hard and time-consuming task, taking several months to become a
productive developer [8]. The information needs of framework-based application
developers are [2]: first, prescriptive information that guides in framework use,
and second, descriptive information that helps in framework understanding.

Following these guides, we propose a knowledge intensive Case-Based Rea-
soning (CBR) approach to the framework reuse problem. We present CBR as a
plausible approach to profit from the experience acquired in the use of frame-
works. When developing applications from a framework, the user needs to know
how to use/extend the framework to implement domain actions and (s)he prof-
its from the way in which similar domain actions were previously implemented.
Therefore, past framework usage experiences are interesting pieces of informa-
tion from the reuse point of view, by acting as a prescriptive guide for the use
of the framework. And we propose to develop a CBR system on them.
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The case base collecting past usage experiences is complemented with de-
scriptive knowledge about the framework design and implementation along with
a formalization of the domain terminology. The user can inspect this knowledge
in order to overcome the cognitive gap (s)he faces. Apart from this, it is useful
in the processes of the CBR cycle.

The main contributions of our work in the framework reuse area are:

– Providing an intelligent mechanism to retrieve framework usage experiences
similar to a new problem (the query).

– Providing a mechanism that helps the user to modify the retrieved usage
experiences according to the new problems. This mechanism helps in the
knowledge discovery process, the nontrivial extraction of potentially useful
knowledge (in the form of new usage experiences) implicit in previous expe-
riences and descriptive knowledge.

– Providing a learning mechanism that lets the user enrich the experience base.
That way, a dynamic approach to knowledge acquisition is obtained, what
reduces the initial acquisition effort: a set of seed cases is provided and we
trust in the user to make this set grow.

An important feature of our approach is the use of Loom, a knowledge rep-
resentation system based on Description Logic (DL) and descendant of the KL-
ONE system [3]. We have chosen Loom because of: (a) its richness and expres-
siveness, which let us build structured representations for the cases and the
descriptive knowledge; and (b) the existence of mechanisms like the automatic
classification of structured descriptions –concepts– with respect to a taxonomy
of other concepts, the completion that enriches the definition of instances of con-
cepts –individuals– and the incoherence detection. These mechanisms facilitate
the organization of the information, the construction of the case index scheme
and the development of similarity-based retrieval.

OoFRA (Object-Oriented Framework Reuse Assistant), a prototype tool that
helps in the reuse of a framework to develop applications with Graphical User
Interface (GUI) in the VisualWorks environment, exemplifies our approach.

The paper is organized as follows. Section 2 presents the descriptive knowl-
edge represented. The contents of the case base, the implementation of the case-
based processes and the authoring support are described in Section 3. Related
work, conclusions and future work appear in last section.

2 Descriptive Knowledge

Two types of descriptive knowledge are represented: domain knowledge, and
framework code and design information. Due to the use of Loom, the descrip-
tive knowledge base is implemented as a frame network. Every node represents
a structured description (a concept in the DL terminology). Slots, defined in
terms of relations, restrict concepts and connect them to other concepts in the
network. The terminological component (concept and relation definitions) serves
as lexicon for assertions about objects (represented as individuals) in the world
described. The work in [6] deeply describes the descriptive knowledge represented
and the access modes to it. Here an abstract is presented.
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2.1 Domain Knowledge

It is organized in two types of elements: entities of the domain and actions
performed by/on these entities. The result is a taxonomy of concepts representing
a terminological categorization of the domain and individuals representing the
domain terminology.

Domain action definitions result from analyzing the operations that GUI
entities can perform, or the operations that can be performed on GUI entities.
A domain action is defined as a generic action (i.e., update, access) plus a number
of attributes that modify it. Generic actions are organized in a taxonomy where,
for instance, “add”, “remove” and “replace” are below “update”. Once generic
actions are identified, the attributes that modify them and the restrictions that
apply on these attributes are determined. The attributes can be specific to a
generic action or shared by different ones. The entity that is object of the action
(i.e., list box, input field) and the entity feature affected by the action (i.e.,
activity setting, appearance setting, data managed) are attributes common to
the generic actions “update” and “access”.

The domain terminology represented acts as a language with which case
indexes are built and the user builds the query. In this sense, the concept at-
tribute restrictions that are included in the domain model help to maintain the
consistency of the knowledge base when new cases are included, and assist in the
query construction process (see Section 3). Besides, CBR systems need similarity
knowledge. When retrieving cases that solve problems similar to the query, the
system compares descriptions built from the domain terminology. Thus, we need
similarity knowledge among the domain terms. This knowledge is implicitly rep-
resented in the taxonomy organization. Individuals are classified as instances of
concepts. The more similar two individuals are, the nearer they will be classified.
Therefore, the individuals most similar to a new individual I, instance of C, are
other instances of C. The next individuals in decreasing order of similarity are
the instances of the direct superconcepts of C, and so on. So, the domain tax-
onomy is of double use: it defines a conceptual framework of the representation
and it implicitly includes similarity information.

2.2 Framework Implementation and Design Knowledge

Framework implementation knowledge consists of a structured representation of
the framework class and method information. The information of a class consists
of its superclass, its comment, the methods it implements and the variables it
defines. The information of a method consists of its comment, its code and the
messages sent in its code. Once the concepts representing the class and method
information structure are defined, the information about specific framework ele-
ments is automatically extracted from the framework environment and gathered
by individuals that are instances of these concepts.

The framework design knowledge consists of:

– The specialization restrictions of the framework classes. It is useful when
extending the framework in order to preserve its consistency.
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– The class collaborations. Domain entities are not modeled by one framework
class, but by a group of classes. A class collaboration connects the informa-
tion of the classes that collaborate in order to model a domain entity with
the entity modeled.

– The operation description of the methods. This information is automati-
cally extracted from the method names, and when two methods are similar
their operation descriptions are close in the corresponding taxonomy. This
similarity information is used in the adaptation process.

3 A Case Base of Framework Usage Experiences

In our approach, a case is a usage experience that explains, by means of a set of
steps, how to implement a domain action –the problem– using specific pieces of
the framework code. We distinguish three parts in a case: description, solution
and additional information.

The description are the case features related to the problem it solves. It
consists of a natural language description of the problem, for presentation pur-
poses, and the terminological description of the problem, an individual from the
knowledge base that defines a domain action and acts as the case index.

The solution consists of a natural language description of the case steps, for
presentation purposes, and a formal representation of these steps, in order to
reason about them in the adaptation process. This formal representation is the
sequence of Object-Oriented Programming (OOP) actions to which the natural
language steps correspond. We have defined concepts that represent classes of
common OOP actions (i.e., sending a message, instantiating a class, redefining a
method). For instance, the attributes of the action “sending a message” are the
class of the recipient object and the method corresponding to the message. Once
concepts corresponding to the OOP classes are defined, the OOP actions that
formalize each case solution are instances of these concepts and are described in
terms of the framework classes and methods used in the solution.

The additional information consists of cases that solve related problems and
information that is used in the adaptation task to identify which OOP actions
need to be modified in the solution. The adaptation information consists of: on
which items of the problem terminological description the OOP actions of the
solution depend, and on which previous OOP actions in the solution later OOP
actions depend.

Next, we describe the processes of the CBR cycle exemplified by an interac-
tion with OoFRA (technical details can be found in [5]). So, let’s assume that
a user is implementing an application from the framework in the VisualWorks
environment and (s)he needs to know how to implement a specific domain ac-
tion: accessing the information about the selected item in a list box. The section
finishes presenting the authoring tool used to develop OoFRA.

3.1 Retrieving Cases

A query formulation process lets the user build a terminological description of the
problem using the domain terminology represented. The user selects one of the
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Fig. 1. OoFRA query formulation and retrieval page.

generic actions in the knowledge base and specializes it. The system guides the
user in the specification of action modifiers and in the use of values appropriate
for these modifiers. Modifiers and values are dynamically obtained from the
definitions of the generic action specializations existing in the knowledge base.

Figure 1 depicts the page for query formulation and retrieval in OoFRA. It
shows the results of our sample retrieval process. The user selects the generic
action “access”. The query formulation mechanism builds an instance of the
corresponding concept and suggests three modifiers to specialize the action: the
GUI entity that is the object of the action, the accessed feature of this entity
and the kind of access. And the earliest values suggested for the modifier “Kind
of access” are “multiple”, “simple”, “all” and “partial”.

On selecting “list box” as value for the modifier “GUI entity”, a new asser-
tion is made upon the individual representing the query and this individual is
automatically classified. The completion mechamism infers then that the only
value appropriate for the third modifier is “simple”; “all” and “partial” are val-
ues valid for widgets that display text and a list box does not allow a multiple
selection. Thus, the use of the completion mechanism lets the domain knowledge
assist in the query formulation process.

Once the query construction finishes, relevant cases are found through a two-
step process. First, a number of candidate cases are located: those, if any exists,
whose index is an instance of the most specific concept the query is an instance
of. The rationale of this process is, as outlined before, that the most similar
individuals to the query must have been classified in its surroundings. If no case
exists satisfying the condition mentioned, more and more abstract concepts of
which the query is an instance are used. In a second step, the cases located
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are ranked by non-increasing similarity order to the query using the numerical
similarity measure described in [7].

Using the query built in the example, OoFRA finds three cases. The most
relevant one is “Accessing the selected text” (Figure 1).

3.2 Adapting Cases

“Accessing the selected text” solves how to access the selected text in a text
editor: to send the message selection to the object which acts as controller for
the text editor –an instance of the class TextEditorController. (Controller is the
role of one of the classes in the collaboration.) The case needs to be adapted:
the class and the method used are related to a text editor, not to a list box.

The adaptation mechanism is based on substitution (each solution item of the
selected case that is considered inappropriate for the new problem is substituted
by a more correct one). In this process, user and system collaborate.

First, the items (OOP actions or attributes of OOP actions) in the solution
that need to be adapted are automatically identified. These items are those which
depend on a feature of the case index which has a different value in the query,
and those others that depend on a solution item that also needs to be adapted.
In our example, the query and the selected case index differ in the value of the
object of the action: a list box and a text editor, respectively. (The selected text
in the case is equivalent to the selected data in the query.) The class in the
solution depends on that case index feature. The method depends on the class.
So, the class and the method should be adapted.

In a second step, every item that needs to be adapted is substituted by a
proper new one. First, those that only depend on features of the case index;
then, those that depend on other items of the solution that have already been
adapted. This process assumes that when A depends on B, A and B are related
in the domain model.

Substitution-based adaptation mechanisms keep the structure of the solution
and replace elements of it with more appropriate ones. So, these new elements
must fit the solution structure. Let’s suppose that a solution item A depends
on an item B and B has already been substituted by another item B’. Then, a
substitute A’ for A has to be found. In order to fit the solution structure, A’
has to conform to two conditions:

– It must have characteristics similar to the item it replaces. In other words,
it must be an element in the surroundings of A.

– It must be an element that, in the resulting solution, allows maintaining
dependencies similar to the corresponding ones in the source case. In other
words, it must be related to B’ in a similar way than A is related to B.

Initially, the system looks for those items which are the most similar to A
and depend on B’ in exactly the same way as A depends on B. The user is
responsible for selecting the best substitute among the ones suggested, profiting
from the code and design knowledge represented. If none of the candidates is
acceptable, or there are no candidates, the user can relax the location of substi-
tutes. Backtracking processes can be also made in order to find new substitutes
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for items that have already been substituted. This ability is of interest specially
when it is difficult to find appropriate substitutes for items depending on these
that have been substituted. The abstract idea is to try using a substitute B” for
B that allows to find a more suitable substitute A” for A than A’ is.

Let’s exemplify the sketched substitution process by means of the adapta-
tion process of the case “Accessing the selected text”. The first item that has
to be substituted is the class TextEditorController. The most similar class to
TextEditorController which is related to a list box in exactly the same way as
TextEditorController is related to a text editor, is SequenceController : the class
that acts as the controller for the list box. The user accepts SequenceController as
substitute for TextEditorController and the search of a substitute for the method
selection begins. dispatchMenuSelection:, a method of SequenceController, is pro-
posed as substitute. But, after inspecting the method code and comment, the
user rejects it: the method functionality is to interpret the selected option in the
menu of actions related to the middle button in a three-button mouse. The user
decides to relax the conditions of the search and the method changeRequest is
proposed (the actions select and request are close in the knowledge base). But
this method does not implement the functionality needed: it is the method that
an application sends to itself when the user close the application.

So, the most obvious adaptation (changing the text editor controller by the
list box controller, and the method of the first one by a similar one of the second)
does not seem to be adequate. The user decides then to start a backtracking
process: trying to find a less obvious substitute for the class that, in its turn,
allows finding a method with a suitable functionality.

The restrictions to find a new class are relaxed. Then, four classes related
with the list box are found: SequenceController (which is not suggested to the
user because it was rejected before the backtracking process), SequenceView,
SelectionInList and SpecWrapper. These four classes collaborate to model the
domain entity “list box”. The user has to select one among the last three. And
the comment and the design information of the classes do not help in this task.
The user starts then a trial-and-error process: (s)he selects a class and asks the
system for substitutes for the second item, the method. The user will finally
decide which are the best substitutes with regard to the method goodness. If
the user selects SequenceView, the method strokedSelection is suggested. This
method lets update the way elements in a list box are highlighted when selected.
Therefore, it is not useful. However, if the user selects SelectionInList, the sys-
tem finds two methods, selection and selectionIndex, whose comments are “Get
the selected element from the underlying collection” and “Answer the index
of the current selection in the list”, respectively. So, the first one implements
the required functionality. And the user selects the class SelectionInList and its
method selection as the definitive substitutes.

3.3 Learning Cases

The user has a fundamental role in case learning: (s)he proposes which adap-
tation results to include as new cases. Although we are aware of the need of a
mechanism to control the quality of the knowledge learnt, specially in collabo-
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rative uses of the tool, for the moment, we are confident of a responsible use of
the learning mechanism.

The user has to provide the natural language description of the problem
and the solution, together with the related cases. The system will provide the
skeleton for this information from the adapted case. The case index (the ter-
minological description of the problem) is the individual representing the query
used to retrieve the source case. The formal representation of the solution and
the adaptation information are automatically built from the corresponding ones
in the source case, replacing the original items by the new ones. This is possible
because, as stated before, the structure of the solution in the new case (the one
that results after the adaptation process) coincides with the structure of the
solution in the source case. In the example, the solution in the source case is
formally represented by an instance of the concept corresponding to the OOP
action “sending a message”. And the values of the two attributes of this OOP
action (class of the recipient object and method corresponding to the message)
has been substituted: SelectionInList instead of TextEditorController and the
method selection of SelectionInList instead of the method selection of TextEdi-
torController. Thus, an individual which is an instance of the concept represent-
ing the OOP action “sending a message” is automatically built and the values
of its attributes are the individuals that represent the class SelectionInList and
its method selection.

3.4 Author Support

The information representation process required to develop tools similar to
OoFRA is supported by DocumentationAuthor, an authoring tool which has
two main subsystems:

– JCopernico, a graphic tool for the edition and visualization of knowledge
bases implemented in Loom. JCopernico is the Java version of a previous
tool implemented in Lisp, Copernico [1]. JCopernico is used to build the
descriptive knowledge base. It helps in the definition of concepts, relations
and individuals, diminishing the complexity of the knowledge representation
language and controlling the consistency of the definitions. It also depicts the
information included in the knowledge base in an intuitive manner, properly
presenting the different relations among the elements already defined.

– CaseAuthor, which features an advanced GUI to populate the case base.
CaseAuthor lets introduce plain text description of the case problem and so-
lution, and build the formal representations of these two case parts and the
additional information. Let’s sketch how the formal representation of a case
solution is built using CaseAuthor. When the developer describes an OOP
action in a case solution, CaseAuthor presents the different kinds of OOP
actions defined and the developer selects one. Let’s suppose that the OOP
action is “sending a message”, which has two attributes: the class of the recip-
ient object and the method corresponding to the message sent. CaseAuthor
lets the developer inspect the classes and methods previously represented in
order to select the attribute values. Once the formal representation of the
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solution and the case index are represented, CaseAuthor visualizes them and
lets the developer establish the dependencies that conform the adaptation
information.

4 Related Work, Conclusions, and Future Work

Several efforts in the literature face the framework reuse problem gathering pre-
scriptive information in the so-called cookbooks. The work in [4] presents the
hooks, a means of documenting frameworks similar to cookbook recipes.

Cookbooks and similar approaches have two major drawbacks. The first one
is that they rely on a kind of table of contents, and the manual selection of one
of its entries, as the basic way to access information. This results in sequential
searches, very inefficient in a real context. We face the sequential search draw-
back by means of an approximate retrieval mechanism that allows locating the
usage experience most adequate to the query. The query construction mecha-
nism that we have developed helps to build coherent descriptions, profiting from
the domain knowledge represented and the completion mechanism of the DLs.

The second drawback of cookbooks is that they are insufficient to describe
every use of the framework. It is impossible to anticipate all the different ques-
tions asked by the users and even the framework designers do not know all
the frameworks uses. Some works face this drawback also gathering descriptive
framework knowledge and allowing the user to inspect it. An example of this
mixed strategy is the work of Meusel et al. [10].

Providing access to descriptive information lets undoubtedly cover a wider
spectrum of user necessities, but the user has to face the nontrivial process of
discovering new uses from the information represented. We have represented
deep knowledge about the framework and developed an interactive adaptation
mechanism which, using that knowledge, helps the user to modify the usage
experiences according to the new problems. Thus, not only the access to the
descriptive knowledge is allowed, so that the user may look it up to understand
the framework and modify herself/himself the cases. This knowledge is directly
used by the system in order to help the user to obtain new experiences. Besides,
a learning mechanism allows including the adaptation process results as new
cases. Thus, the user helps in generating new framework documentation.

Knowledge intensive approaches suffer from the so-called knowledge acquisi-
tion bottleneck. The reasoning mechanisms of the DLs, such as the automatic
classification of concepts and the completion of individuals, reduce the cost of or-
ganizing the initial knowledge and the inclusion of new one as a result of the case
learning process. Thus, DLs are considered an extremely appropriate technology
to develop information systems and CBR systems [9].

In order to prove the feasibility of our approach, we have developed OoFRA,
a prototype tool. Apart from people involved in the project, OoFRA has been
used by some of our post-graduate computer science students, what offers us
confidence about its robustness and usability.

Nowadays, we are involved in the development of a comprehensive case-based
approach to framework user training. Apart from the current cases, this training
approach will include cases in the form of sample applications.
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Abstract. Object-oriented software patterns account for knowledge regarding a
solution to a programming problem in a context. Software patterns are increas-
ingly popular and consequently their numbers are growing. Under these circum-
stances, it is a challenge for the pattern user to decide on which patterns to in-
corporate into their design. In this paper, we describe a pattern decision analysis
approach that provides pragmatic support to making this design decision.

1   Introduction

Based on an individual’s programming experience, an object-oriented software pattern
accounts for knowledge regarding a solution to a problem in a context. With the in-
creased popularity of developing reusable object-oriented patterns, a wealth of patterns
is emerging from different origins. In some cases, there is the potential for candidate
patterns to address similar design issues or problems.  Under these circumstances, the
designer or team of an object-oriented design is faced with a dilemma, „Which pattern
is more appropriate for incorporation into the target design?“  Conducting compari-
sons of patterns to answer this question has never been explicitly considered. The
general problem examined in this paper is providing pragmatic support to making this
design decision: the pattern decision problem.

The concept of articulating patterns, as originally envisaged by Christopher Alex-
ander [1], is to develop a pattern language through which a complete structure may be
constructed by applying interrelated patterns. Given a single coherent pattern lan-
guage, Alexander offered a straightforward procedure for choosing relevant patterns to
be compressed into the decision maker’s particular design [1]. With the adaptation of
the pattern to object-oriented software design and given the yearly deliberations to
introduce new patterns [4] the number and diversity of patterns available to the de-
signer continues to grow.  Hence, it is no longer practical to scan and choose from
among a list of pattern titles as originally suggested by Alexander.

The implication is that the pattern user must scrutinize the contents of each pattern
before make a decision to apply it. Pattern writers tend to discuss the benefits and
liabilities of applying their pattern, which are identified as consequences in some pat-
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tern formats. By reading the consequences, the pattern user can determine, by subjec-
tively trading off the consequences of those patterns under consideration, to select the
pattern with more perceived merit [2]. Again, with the number of possible candidate
patterns vying for the pattern user’s attention, this approach can become impractical.
The challenge of refining the number of candidate patterns to a practical number for
the pattern user’s final decision forms the prime motivation to this paper.

The overall goal of this paper is as follows: to describe an approach that facilitates
the comparison of candidate Object-Oriented Software Patterns with the intent to
establish those patterns more appropriate for use in a target design. To meet this goal,
we will include discussions on the following objectives:

• Develop a pattern decision analysis approach suitable for comparing candidate
object-oriented software patterns. This endeavour will entail tailoring the identi-
fied decision analysis approach to deal with pattern specific criteria and metrics
that distinguish one pattern from another.

• Identify distinguishable features that make patterns comparable
The remainder of the paper is organized as follows. Section 2 describes the impor-

tant ingredients of any approach attacking the pattern decision analysis problem. Sec-
tion 3 describes our approach in detail, breaking it down into three stages: input, ap-
plying the method, and output. Section 4 concludes with some brief closing state-
ments.

2   Making a Decision

Before a designer can attempt to understand and apply a particular pattern to their own
context, they must first decide on the appropriate pattern. Given this challenge, im-
portant ingredients to any approach solving this problem are a description of the deci-
sion, the decision maker, the decision procedure and decision analysis.

The Decision
The decision is comprised of a set of candidates. The candidates in question are those
pattern alternatives that have been selected, by the decision maker, for further consid-
eration. Candidates are described by a set of properties that distinguish them from the
other candidates [9].

The Decision Maker
The decision maker is described by the manner in which they react when two candi-
dates, a and b, are presented to them. In principle, the decision maker will exhibit one
of the following [9]:

• Preference. The decision maker prefers one at the exclusion of the other. The
strength of this preference can be further qualified

• Indifference. The decision maker is indifferent between the two candidates
• Incomparability. The decision maker is unable or refuses to compare them
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The Decision Procedure
The aim of any decision procedure is to place more emphasis on those candidates that
will enhance the decision maker’s total satisfaction with the recommended results [3].
This overarching objective will tie together the conflicting objectives typical of the
pattern decision problem.

Decision Analysis
The intent of decision analysis, that has been adopted here, is not to dictate the selec-
tion of a particular solution, but rather organize the candidate solutions while leaving
the final selection to the decision maker [8,9]. Although comparison is considered an
important application of object-oriented software design measurement, this subject has
received little attention [10].

The microcosm of designs collected by object-oriented design patterns provides a
suitable proving ground for approaches to decision-making within the context of ob-
ject-oriented software design. The environment of the decision being made here is
very specific. In particular:

• The decision maker is isolated to the pattern user who is likely to be a software
designer, investigating a set of particular candidate patterns to be applied within
the scope of a larger design.

• The point in time a decision is expected is during initial design activities where
the design begins to take form. It is possible that decisions concerning patterns
may take place later in the design, development or maintenance activities, but it
is presumed that they will not be as frequent as the initial design.

3   Approach

Initially, the ELimination Et Choix Traduisant la REDOLW �,,��(/(&75(�,,��HPHUJHG
as the selected decision analysis method due to the limited amount of user input. An-
other consideration in favour of ELECTRE II is that it can be extended to account for
specific decision problem properties [7].  A particular challenge facing the pattern
decision problem is that many criteria may be applied to compare different candidates.
Given this number, there exists a useful extension to ELECTRE II, which further
reduces the input requirement with a view to enhance the decision reliability [6].

Depending on the description of criteria related to patterns, the number has the po-
tential to be quite extensive. This number will likely detract from the feasibility of
developing a pattern decision aid if the decision maker must assign a preference to
each of the criteria. This difficulty has been examined and it has been previously pos-
tulated elsewhere that an increasing number of decision criteria impacts negatively on
the reliability of an associated decision result [7]. Accompanying this assertion are
options to remedy the challenge. The option applied in this paper entails establishing a
hierarchy of criteria, where many criteria can be categorized or generalized. The deci-
sion maker then assigns weights at the highest level in the hierarchy. This new alter-
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native was selected over conducting a multivariate or interdependence analysis be-
tween criteria to reduce the numbers. Such analysis among object-oriented design
metrics is a field of study possessing its own merits.

The remainder of this section outlines our new extension to conducting ELECTRE
II of applying a hierarchy of criteria. It should be noted that the proposed pattern deci-
sion analysis adapts the extension offered in [7], and is tailored to deal with the spe-
cific pattern decision problem, and to address perceived shortcomings in the presented
extension. In addition, the original extension [6] attempted to simplify ELECTRE II.
In essence, this simplification entails removing the application of the ELECTRE II
decision rules and does not make use of the concordance and discordance thresholds.
Pattern decision analysis re-examines these specific issues.

3.1 The Pattern Decision Analysis Approach

In the pattern world there are typically two potential actors implicated in patterns: the
pattern writer and the pattern user. With the pattern user in mind, it is presumed that
their total satisfaction is dominated by software quality factors. Hence, Figure 1 repre-
sents the pattern user’s hierarchy of values, in our case forces such as performance,
rooted on total satisfaction. We leverage this hierarchy in pattern decision analysis.

3.2 Pattern Decision Analysis Input

The specific input for this method includes:

• The Candidates. The candidates are those patterns to be evaluated during the deci-
sion analysis method. Each pattern must have specific values assigned to its forces
indicting how well the pattern supports those forces.

• The Criteria. In the context of the pattern decision problem, the criteria are analo-
gous to the forces that have been organized into a hierarchy, as shown in Figure 1,
rooted on total satisfaction.

• The Decision Maker’s Preference. The pattern user will assign preference to the
highest level of forces in the related hierarchy. For the purposes here, this level is
represented by Performance, Maintainability, Reliability, and Utility.

• Concordance Thresholds. Defined in terms consistent with the original
ELECTRE II method, two concordance (the agreement that candidate a outranks

candidate b) thresholds 1̂c  and 2ĉ  are required.

• Discordance Threshold. Likewise, a discordance (the refusal that candidate a

outranks candidate b.) threshold d̂  is required.
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Fig. 1. Pattern Force Hierarchy

3.3   Pattern Decision Analysis Method

The pattern decision analysis method contains two stages:

1. Comparing the candidates
2. Analyzing the comparison results

The two stages are repeated, beginning with the deepest forces of the force hierar-
chy and moving up until the results have been generated from comparison against the
highest level of forces with the candidate patterns.

Stage 1: Comparing the Candidates
This stage contains three steps:

1. Normalizing the criteria
2. Calculating pairwise concordance and discordance indices
3. Calculating candidate concordance indices
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Comparing the Candidates Step 1.1: Normalizing the criteria
Beginning with the metrics in the force hierarchy, metric values are normalized. Crite-
ria values are normalized to avoid calculations with criteria representing different
quantitative units or qualitative indices. An assumption regarding normalization made
in the original extension [6] and applied to our approach, is that a particular criteria
value can be divided by a norm aligned to a desired criteria value.  In this regard, the
normalized values are oriented towards the desirable criteria value [7].

minmax

max

1
jj

jij
ji gg

gg
h

-

-
-=

Normalizing Benefit Criteria (1)

• Benefit Criteria. The desired value is the maximum value. Given the value, gji for
criteria j, candidate (pattern) i, the associated benefit normalization, hji, bounded by

10 ££ jih , is included in equation 1; and

• Cost Criteria. The desired value is the minimum value. The calculation for no-

malizing cost criteria, hji, bounded by 10 ££ jih , is calculated according to

Equation 2.

minmax

min

1
jj

jji
ji

gg

gg
h

-

-
-=

Normalizing Cost Criteria (2)

As the comparison proceeds up the force hierarchy, the number of candidates a
particular candidate outranks will be normalized. This latter calculation is dealt with in
Stage 2.2. In the case of the number of outranks, it will always be treated as a benefit
criteria.

Comparing the Candidates Step 1.2: Calculating pairwise concordance and
discordance indices
It is at this step that pattern decision analysis diverts from the extension to ELECTRE
II and introduces our new extension to ELECTRE II to accommodate a hierarchy of
criteria. The pairwise concordance and discordance indices are calculated consistent
with the original ELECTRE II.

• Pairwise Concordance Index. Given the preference weights from the user for the
forces and the representation of candidates by the values related to the multiple
criteria, a pairwise concordance index, ),( bac , is calculated by pairwise compari-

son of the candidates a to b.
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Pairwise Concordance Index (3)

• Pairwise Discordance Index. The pairwise discordance index is the maximum
difference of criteria values within a particular comparison, normalized by the
maximum difference, , among all such differences. An interesting side effect of
using normalized criteria values entails the maximum separation, , which will al-
ways be 1. Thus, the calculating of a pairwise discordance index, transforms into a
search for the maximum disagreement that candidate a outranks candidate b.
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Pattern Pairwise Discordance Index (4)

Comparing the Candidates Step 1.3: Calculating candidate concordance indices
The original ELECTRE II was interested in conditions where the strong and weak
outranking of candidate a over candidate b could be established. With a view to ac-
commodate incomparable candidates, the calculation of candidate concordance indices
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is amended to reintroduce the decision rules of the original ELECTRE II method. In
so doing, the net flow of preference between two candidates can be qualified by the
strength of that preference.

The notion of a preference out-flow and in-flow has been used in the exploitation of
other outranking methods [9]. Consequently a precedent is not being established
herein. For the purposes of pattern decision analysis, calculating four candidate con-
cordance indices will be of interest, distinguishing between strong and weak flows and
whether it is an in-flow or out-flow.
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Pattern Decision Analysis Candidate Concordance Indices (5)

With the calculation of these candidate concordance indices, the comparison stage
for particular forces is completed. Although psychologically complex, the intent is not
for a person to have to carry out the calculations. Rather the distributed decision aid
will handle all related calculations while deriving the final ordering of pattern candi-
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dates. With the candidate concordance indices calculated, the following analysis stage
will entail considering the associated preference flows similar to the analysis accom-
panying the original ELECTRE II explanation.

Stage 2: Analyzing the Comparison Results
This stage is comprised of one step that is repeated as each level in the force hierar-
chy. This stage marks the completion of the method with the calculation of the number
of outranks. The step is entitled:

• Determine the number of other candidates a particular candidate outranks.

Stage 2.1: Determine the number of other candidates a particular candidate
outranks
As explained previously, the original ELECTRE II derived its final ranking by treating
each candidate as a vertex in a directed graph and considered the strong out-degree
and in-degree of each candidate vertex. The respective weak degrees were considered
to break ties. In the pattern decision analysis, a particular visit to a force node in the
force hierarchy is completed by generating the number of outranks a candidate pos-
sesses which indicates that the candidate in question has a more dominant strong out-
flow and lower strong in-flow than the other candidates. Similarly weak out-flow and
in-flow is used to break ties. This number of outranks forms the relative position of
preference for the force in question and in turn forms the basis for normalization in the
subsequent visit to a higher-level force in the force hierarchy.

3.4 Pattern Decision Analysis Output

When the number of outranks is generated at the Total Satisfaction level in hierarchy
the number of outranks for each candidate is normalized one last time. This final nor-
malized value represents the relative order of candidates from highest to lowest, with
preferred candidates having a normalized value of 1.00. It must be stressed that this
final value is not indicative of the amount that one candidate is better than another, but
is useful to generate a final ordering of candidates. That is, if candidate a has a final
value of 1.00 and candidate b has a value of 0.75. This does not imply that candidate a
is 25% better than candidate b. The only inference suggested is that based on the input
preference weights it is concluded that candidate a will be preferred to candidate b by
the decision

4 Conclusion

The proposed pattern decision analysis, facilitates the comparison of candidate object-
oriented software patterns with the intent to establish those patterns more suitable for
use in a design. By applying this approach in independent tests [5], results confirm the
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suitability of the proposed approach to the pattern decision problem, although limited
space prevents us from reporting them here. Acknowledging that issues exist, pertain-
ing to the composition of a force hierarchy around which a pattern decision must be
formed, we presents a legitimate starting point upon which further examination of
comparing object-oriented software patterns can be based. With the suitability of the
approach confirmed and by accommodating the evolution of the force hierarchy and
object-oriented metrics, a design for a pattern decision aid has been formed.
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Abstract. Generating effective test data to show that a faulty structure
could produce a failure poses many complexity problems. Code reviews
are known as an effective method for detecting potential critical program
structures. But detecting this structures in a code review takes a lot of
effort and is error prone.
This paper presents a method to detect potential faulty structures by
program modeling. Therefore we build a database containing informa-
tions about classified faults. For analyzing the program we generate a
first order predicate logic model implemented in horn clauses. We show
how to detect the fault structures defined in the database and how to
reduce the effort for the code review by slicing the relevant parts of the
program.

1 Introduction

Detecting potential critical structures in a program is a difficult but important
part in software development and re-engineering. To show that a critical part of a
program can produce failures in some cases poses a lot of complexity problems,
because in most cases we have to find test cases which generate a marginal
value for a variable at specific program points. On the other hand most of these
potential critical structures are well known and understood. This is the first step
to reveal them. A formal definition of these potential faulty structures is useful
and enables the automation of program analysis.

In industrial practice code reviews, inspections and walkthroughs are effective
methods for detecting potential faulty program structures. Unfortunately the
effort of these methods is very high and the support of automation fells short.
On the other hand, if we have defined these critical structures formally human
static analysis of a program could be partial automated. Therefore we need an
adequate representation of the program. First order predicate logic implemented
in horn clauses seems to be a very good representation for this analysis. A first
order predicate logic model for the program under test could be generated by
a parser. The parser builds the well defined interface between the program and
the model.

The method presented in this paper detects a critical program point depend-
ing on a potential faulty structure and generates a static slice. The structure
of the potential fault is defined in a knowledge-base and has the character of
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a fault specification. If the critical part contains only constants we can fix the
potential fault directly. If the critical program part contains variables we have
to build a static slice including all program paths effecting each variable of the
critical program part. The slice reduces the program complexity and narrows
the focus of attention to the relevant parts of a program during the test process.
Depending on the defined knowledge about the fault structure it is possible to
generate a checklist that tells the tester which parts of the program are critical
and what to analyze.

2 Background

We use first order predicate logic to define the potential fault structures and to
model the program under test. Implementing these definitions in horn clauses
represented in PROLOG makes the definitions executable. The declarative model
enables an easy analysis of the program. It enables the detection of critical
program structures and static slicing of this parts. In this section we give an
overview to the used methods for modeling the program, complexity reduction
using slicing techniques and fault classification.

2.1 Horn Clauses

We use PROLOG as modeling language and for the definition of potential faults.
PROLOG is a logic programming language consisting of a set of Horn clauses.
Horn clauses are universal quantified disjunctive clauses with at most one posi-
tive literal. These are classified in three types called fact, rule and goal. Definite
clauses, or program clauses are facts and rules. A rule has a head A and a body
B1, ..., Bn. As usual, we denote Horn clauses by

A, (fact)
A← B1, ..., Bn, (rule)
← B1, ..., Bn. (goal)

A fact states something which is true, a rule has the meaning that its head A
is true provided that the conjunction of its body literals B1, ..., Bn is true. A goal
is used to activate a logic program P , i.e., it is a question if the conjunction of
the literals B1, ..., Bn follows from P [1]. The representation in PROLOG-clauses
enables execution of the program model and the call of the specified potential
faults as goal. The goal is a call of a PROLOG-rule that specifies the fault to be
detected in the program. The call of a fault specification initiates the program
analysis.

2.2 Slicing

The definition of a program slice differs lightly in different papers. There are two
main classes of slicing criteria; static Slicing and dynamic slicing. The difference
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between static and dynamic slicing is that dynamic slicing assumes fixed input
for a program, whereas static slicing does not make any assumptions regarding
the input. In this paper we use static slicing to reduce the complexity of the
program. Therefore we use the static slicing definition of Weiser [9], e. g. we
build executable static slices. Therefore it is important, that the static slice
contains the critical path, e. g. all parts of the program effecting the critical
structure defined in the fault knowledge-base.

In Weiser’s approach, slices are computed by computing consecutive sets of
transitively relevant statements, according to data flow and control flow depen-
dences. Only statically available information are used to compute slices [9,8].
Weiser defines a static slice as an executable subset of statements of a program.
The static slicing criteria could be further break down in two types [5]:

– The static slicing criterion C = (p, v) requires the computation of a static
slice with respect to a program point p and a variable v, which is not neces-
sarily used or defined at p [9,3].

– The static slicing criterion C = (p, v) requires the computation of a static
slice with respect to a program point p and a variable v, which is used or
defined at p [6]

The computation of static slices is shown as a reachability problem in a
program dependence graph [4], i. e. data dependence and control dependence.
Weiser computes slices with respect to a set of data flow equations [9].

2.3 Fault Classification

The definition and classification of faults is a fundamental requirement for their
systematic and analytic detection. The set of faults classified in their character-
istics depends on the requirements of the analysis. Our requirement is to define
fault classes for an effective static analysis. Therefore it is useful to build a set of
fault definitions with common characteristics. These definition is the knowledge
base for detecting them in our program model. We initiate the analysis by an
inquiry to the system. Therefore we build a search tree containing a set of fault
definitions in their nodes. The edges in the tree couple the nodes in a logical
AND.

3 Program Modeling and Analysis

In this section we summarize the terminology to be used in the paper, without
being complete and formal in order to brief our analysis and modeling approach.
We model the program in three types of facts.

– Facts to describe the data flow.
– Facts to describe the control flow.
– Facts to describe the program instructions and to couple the data flow with

the control flow.
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The facts to describe the data flow are outlined in the typical manner of
variable use, e.g. d-use for the definition of a variable, c-use for the computational
use of a variable and p-use for the predicative use of a variable [7,2]. The data
flow of the program is modeled in the following PROLOG-facts:

– d_use(<variable name>,<line number>,<operation>).

– c_use(<variable name>,<line number>).

– p_use(<variable name>,<line number>,<operation>).

The variable name defines the specifier of the variables data-flow. The line
number specifies the line in which the variable is used. The operation declares
the manipulation or use of the variable. The program under test is expressed
by the parser to instrument the program (adding of line numbers, write each
instruction in a new line) for identification of the variable use by line numbers.

The possible control flow of the program is modeled in directed edges without
respect to conditions:

edge(<line number>,<line number>).

The first line number identifies the start line of the edge, the second
line number identifies the end line.

The third type of PROLOG-facts generated describes the program instruc-
tions. Examples are:

Statements: state(<line number>,<list of data-flow predicates>).

Decisions: decision(<line number>,<if, else, switch>).

Loops: loop(<kind of loop>,<line of loop condition>,

<list of data-flow predicates>).

The third argument in for-loops contains a list of the three arguments defining
the data flow n the loops head.
End of block: end(<line number>, <kind of structure>,<line of structure>).

The line number specifies the line of the instrumented file to locate the
instruction presently under work. The list of data-flow predicates contains
the names of the variables which are manipulated or used by the specified
command. They close the connection between data flow and control flow. Inputs
could also be seen as a definition use of the variable but they have the character
of a start-node. Thus, it is useful to model them separately.

In the first step we have to model the program in the presented manner. The
model is oriented on the lines of the statements. To unify a statement exactly
with a program line we first have to expand the program, especially the loop.
The loop contains three statements in its head. Between this statements exists a
defined control-flow to be modeled. To be able to identify the statement at the
code line we have to write them in separate lines. In the first parse the program
in figure 1 is generated.

The parser generates the following facts for the data flow on the left side and
for the control flow on the right side.
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1 main()
2 {
3 int
4 i,
5 x,
6 y,
7 a;
8 scanf("%i %i", &x, &y);
9 a = -3;
10 FOR
11 (
12 i = a;
13 i = i + 1 <= x;
14 i = i + 1;
15 )
16 {
17 y = y + i;
18 i = i * 2;
19 }
20 printf("%i", y);
21 }

Fig. 1. Expanded example-program containing some potential faults

declaration(4, int, i).
declaration(5, int, x).
declaration(6, int, y).
declaration(7, int, a).
d_use(x, 8, scanf).
d_use(y, 8, scanf).
d_use(a, 9, a = -3).
d_use(i, 12, i = a).
d_use(i, 13, i = i + 1).
d_use(i, 14, i = i + 1).
d_use(y, 17, y = y + i).
d_use(i, 18, i = i * 2).
c_use(a, 12).
c_use(i, 13).
c_use(i, 14).
c_use(y, 17).
c_use(i, 17).
c_use(i, 18).
p_use(i, 13, i = i + 1 <= x).
p_use(x, 13, i = i + 1 <= x).

edge(1,2). edge(2,3).
edge(3,4). edge(4,5).
edge(5,6). edge(6,7).
edge(7,8). edge(8,9).
edge(9,10). edge(10,11).
edge(11,12). edge(12,13).
edge(13,15). edge(13,14).
edge(13,19). edge(14,15).
edge(15,16). edge(16,17).
edge(17,18). edge(18,13).
edge(19,20). edge(20,21).

The third type of clauses, adopting the data flow with the control flow and
representing the program instructions are for the example outlined in the fol-
lowing PROLOG-notation.
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func(1, main).
func(8, scanf).
loop(FOR, 10, [[d_use(i, 12, i = a),c_use(a, 12)],

[p_use(i, 13, i = i + 1 <= x),p_use(x, 13, i = i + 1 <= x),c_use(i, 13)],
[d_use(i, 14, i = i + 1),c_use(i, 14)]]).

state(9, [d_use(a)]).
state(12, [d_use(i), c_use(a)]).
state(14, [d_use(i), c_use(i)]).
state(17, [d_use(y), c_use(y), c_use(i)]).
state(18, [d_use(i), c_use(i)]).
state(20, [output]).
output(20, [["%i", y]]).
end(15, loop_condition, 10).
end(19, loop, 10).
end(21, func, 1).

The method we introduce is a static analysis of the program code. The anal-
ysis process will be carried out in following steps.

1. Define potential faults as knowledge base for the static analysis.
2. Expand the program (Each statement in separated lines).
3. Generate a model of the program under test.
4. Detect critical structures in the program under test by an inquiry to the

fault database. This initiates the analysis process.
5. Build static slices containing all dependencies of the variable v at location l

for a given fault definition Def.

The analysis is initiated by an inquiry to the system. The program in figure
1 contains two potential critical points. The first one is a potential error in line
13. Depending on the compiler the relation 1 <= x could be evaluated before
the calculation i = i + 1. In this case the loop will not terminate. The detection
is not difficult. It is a depth one fault. That means, the search tree has only a
search depth of one. The fault is classified as priority fault. To detect it we have
to expand the relation in the third term of all p use-facts and control if one term
in the relation is calculated. If one term is calculated, the next step is to find
out, if it is enclosed in brakes. We can throw a message that the tester obviously
means (i = i + 1) <= x instead of i = i + 1 <= x. This fault is not very critical,
because it occurs in every test-run that involves this loop and could be detected
by a code coverage.

The second potential fault is much more critical. It depends on the test-cases
to detect it with conventional test methods. Consider the example in figure 1.
i is initiated in the loop by a. a is defined with the value −3. In the loop-head
i is increased with one and in the loop-body multiplied with 2. Because the
multiplication manipulates the value of i faster then the term in the loops head,
i will decrease in every run of the loop. The other variable used in the termination
conditions of the loop x is not manipulated in the loop. So this situation causes
a not terminating loop.

Let us now see how we could detect this fault. First we have to detect the loop
condition. It is described in the clause loop(FOR, 10, [p_use(.... After that
we have to find all d uses in the loop for the variables used in the loop condition.
This terms are also described in the rule above. We find i = i + 1 in the relation
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of the condition, i = i + 1 in the third argument of the loop and i = i ∗ 2 in
the loops body. The last term is described in the d_use(i, 18, i = i * 2)
clause. This clause must be in the loops body, because the loop starts in line 10
and ends in line 19 (clause end(19, loop, 10)). With this knowledge we can
create a list of manipulations for the loop index i. In the example we could solve
the problem with the result ( critical for x >= 0) because the initial value of i
has a defined value of a. This is not possible at all. If we don’t know the initial
value of i or it is calculated in the program the problem is to complex to solve.
In this case we have to add the checkpoint ( critical for i <= 0) in the analysis
report. That means, the automation of the analysis depends on the number
defined variables in the critical structure. If all used variables are constant we
could defintly detect a fault. In presence of variables in this structures we could
give some checkpoints for a further manual analysis like described above. The
exactness of this checkpoints depends on the number of variables and on the
knowledge about the faulty structure defined in the fault classification.

To reduce the complexity of the program for further manual analysis we
generate a static slice. Therefore we have to consider all dependencies of the
critical path, e. g. each statement which influences i in the loop condition and
the loop body up to line 13. In the example the lines 6, 17 and 20 could be
removed.

4 Conclusion

We have presented a method for a fault classification based static analysis to
detect potential critical program structures. Therefore we build a model of the
program implemented in horn clauses. Most of these faulty structures are depen-
dent on the data flow of variables. Thus we could definitely detect a fault, if all
variables are defined, e. g. they are constant. If some variables are not constant
in the critical program path, we generate a static slice containing all program
paths which influence the not defined variables in the critical path to reduce the
complexity for a further inspection. In the analysis report we outline checkpoints
for these inspection based on our knowledge about the fault structure.
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Abstract. Short Paper; Topics: Verification/Validation, Planning

Graphical User Interfaces (GUIs) are very popular and common in computer-based
systems.  Testing GUIs is, on the other hand, a difficult and challenging task for many
reasons: First, the input space possesses a great, potentially indefinite number of
combinations of inputs and events as system outputs and external events may interact
with these inputs.  Second, even simple GUIs possess an enormous number of states
which are also due to interact with the inputs.  Last but not least, many complex
dependencies may hold between the states of the GUI system, and/or between its
states and -inputs.

Nevertheless, most Human-Computer-Interfaces (HCI) will be designed and
implemented via GUI nowadays.  There exist a vast amount of research work for
specification of HCI, there has been, however, little well-known systematic study in
this field, resulting an effective testing strategy which is not only easy to apply, but
also scalable in sense of stepwise increasing the number of test cases, thus also
increasing the test costs in accordance with the test budget of the project.

Test cases generally require the determination of meaningful test inputs and
expected system outputs for this inputs.  To generate test cases for GUI, one has to
identify the test objects and test objectives.  The test objects are the instruments for the
input, e.g. screens, windows, icons, menus, commands, function keys, alphanumerical
keys, etc.  The objective of a test is to generate the expected system behaviour (desired
event) by means of well-defined test inputs.  Robust systems possess a good exception
handling mechanism, i.e. they are responsive not in terms of behaving properly in case
of correct, expected inputs, but also by behaving good-natured in case of illegal inputs,
generating constructive warnings, or tentative correction trials, etc. helping to navigate
the user in the right direction.  In order to validate such robust behaviour, one needs
systematically generated erroneous inputs which would usually entail undesired
events, e.g. system crash.

Test inputs of GUI represent usually sequences of GUI objects activations and/or
selections that will operate interactively with the objects (Interaction Sequences - IS).
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Such an interactive sequence is complete (CIS), if it eventually invokes the desired
system responsibility.  From AI point of the view, the testing of GUI represents a
typical planning problem that can be solved goal-driven: Given a set of operators, an
initial state and a goal state, the planner is expected to produce a sequence of operators
that will change the initial state to the goal state.  For the GUI test problem described
above, this means we have to construct the test sequences in dependency of both the
desired events and the undesired events.

The paper will summarize our research work that have also been used in real
projects.  The favorized methods concentrate on state diagrams and regular events, for
systematically, scalable generating test sequences.  Predicate Logic-based methods
will be introduced for test case selection to reduce the test costs, resulting in better test
process efficiency.
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Abstract. Most recent architectures of intelligent tutoring system (ITS)
focussed on the tutor or the curriculum components, but with little attention
being paid to planning. Therefore, some works identified two main planning
process in ITS: content planning and delivery planning. In this paper, we
propose a  new ITS architecture that involves sophisticated planning agent at
four different levels of the ITS processing. The first planning level (course
planning) and the second one (Lesson planning) are derived from the traditional
content planning. The third and fourth planning levels come from a
decomposition of the tutor module into two different components, one
specialized in the tutorial actions planning and the other tailored for the
generation of multimedia presentations. After a brief presentation of the new
architecture, the paper mainly focussed on the first level planning using
SIMPLAN. This planning oriented achitecture takes advantages of previous ITS
architecture and provides a uniform view of ITS components that can facilitate
collaboration between them.

1. Introduction

Over the last ten years, intensive research has been conducted on Intelligent Tutoring
Systems (ITS), several of them focusing on architectural issues. The first proposed
ITS architectures and included four main components (Burn and Caps, 1988): a
curriculum module, a student model, a tutor (pedagogic model), and an interface
between the student and the system. This basic architecture has since been extended
by many researchers, including Bass, 1998; Titter and Blessing 1998;  Frasson et al.
1996, Nkambou, Gauthier and Lefebvre, 1997; Both the architectures designed by
Ritter and Blessing and Frasson et al. are focused on the tutor. Bass architecture
mainly improves the interface.  Nkambou et al. mostly focus on the curriculum
component.

One problem with those architecture is the heterogeneity of the components. This
makes it difficult to design the communication between components because one has
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to deal with different data representations in different components. This problem is
addressed in our new architecture by observing that the curriculum, the planner and
the tutor are all concerned in a manner or another with the planning problem, that is,
the problem of deciding in advance actions that will be executed in expected future
situations in order to achieve a particular goal. Hence, each component can be
considered basically as a planning process, although each process operate at its own
level of abstraction.

Another problem with the above ITS architecture is that  planning tasks are
currently done in an ad-hoc and scruffy way. The underlying planning algorithm is
not bolstered by a clear model upon which one could rely to prove the correctness or
optimality of generated plans. Furthermore, currently used planning approaches in
ITS do not reason about temporal constraints associated with the learning process or
timing constraints in the synchronization of different medias used to present a course.
Rather, such constraints are dealt with heuristically outside the planning processes.
Note that these limitations not only apply to the above architecture, but also to most
existing ITS architectures.

A great deal of these planning limitations can be overcome by using well-known
planning algorithms in the area of artificial intelligence (e.g., see Dean et al. 1995;
Kabanza, Barbeau and St-Denis, 1997). These algorithms rely on well defined
semantics that allow to prove the correctness and optimality of generated plans. On
the other hand, AI planning research has been addressing various issues that are
relevant to planning in ITS such as handling temporal constraints and reasoning about
uncertain information. Some of this research has been applied to the automatic
generation of multimedia presentations (André and Rist, 1996). As part of the tutor
may consist in producing presentation, this last application is very relevant to tutor
planning.

It is surprising that AI planning techniques have been so under-exploited in ITS,
despite the acknowledged importance of planning in ITS. Our new architecture fills in
this gap. It is not designed as a mere plug-in of AI planning algorithms into an
existing ITS system. In fact, it also involves innovative ideas on the coordination
between different planning processes.

Our new ITS architecture hinges on a multi-layer planning system in which several
planning agents run concurrently, collaborating in order to prepare lessons and teach
them to the learners.  Since planning agents play an important role in our new
architecture, it helps to pursue immediately with some general background on
planning agents in artificial intelligence. Then, we will outline the new architecture by
focusing only on its main components, leaving aside the details on how each
component actually behave. Finally, we will describe one of the components with
more details. Due to space limitations, the other components will not be detailed in
this paper.

2. Planning Agents

We are interested in the design and implementation of agents that are  processes
capable of accomplishing  autonomously various tasks on behalf of users or other
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processes, sometimes with various intelligent competencies, such as the ability to plan
courses at different level of abstraction, or to learn from previous student and ITS
interactions, and to plan multimedia presentation from raw media materials.

Planning agents will play three main roles in our new ITS architecture. Firstly, the
ITS will be able to accomplish tasks or deal with events for which it has not been
explicitly programmed, by planning on-line decision rules that coordinate more basic
ITS processes so that they react correctly. Secondly, since planning agents yield
decision rules that are constructively proven correct and optimal, the ITS reliability
will become increased.

Basic algorithms for planning agents can be defined using explicit exploration of
tree of possible ITS and student actions, the dynamic programming of Markov
decision processes (e.g., see (Dean et al. 1995)) or control theoretical techniques (e.g.,
see (Kabanza, Barbeau and St-Denis, 1997)). All these approaches explore a search
space to compute decision rules. The search space may, however, be differently
structured, depending on formalisms used to model actions, goals, and environments,
and search techniques. Since different formalisms and search techniques yield
incomparable performances or expressiveness, this justifies research on hybrid
approaches.

SIMPLAN (Simulation Based Planner) is a recently developed planning system
that combines model checking and Markov decision theoretic techniques (Kabanza,
1999). It will be used as the basic planning system in our architecture. Although we
opted for this particular planning system in order to fix a concrete development
framework, the architecture of our ITS is open so that the planning algorithm
underlying a particular planning agent may be replaced without jeopardizing the
correct functioning of the system as a whole.

3. An ITS Architecture Based on Collaborative Planning Agents

The new architecture (figure 1) is articulated around four planning agents, each of
them is in charge of a particular aspect of the ITS. Different planning agents may be
implemented by the same planning algorithm, but with different input knowledge.

By “planning process”, we mean any process that decide what action to do and
when in order to achieve a particular goal. A set of decision rules for accomplishing a
given goal is also called plan in the sense that decisions are computed by anticipating
future interactions between the processes composing the system and its environment.
In the case of the curriculum, the task is to plan individualized course. A basic action
is to achieve a particular instructional objective; the goal is to mastery a set of
concepts at a given levels. The individualized course planner agent (IC-Planner
agent) responsibility is to generate a course graph (plan) that fit to the current student
group and according to a given goal that is expressed as set of capabilities to be
acquire by the student (learning requirement). The  Lesson planner agent (LE-
Planner)  based on the course plan, dynamically create the next concept the system
has to focus on and recommends general context of its achievement in the current
session.  A basic action is to include an introduction statement, or a reminder
statement; the goal is to have a lesson plan that can permit to mastery a specific



924         R. Nkambou and F. Kabanza

concept at a given level. As the learning actions are based on student abilities, the TA-
Planner agent plans the sequence of basics activities for the student and the way those
activities will be presented to the student. A basic action is “choosing a learning
strategy” to sustain the activity delivery; the goal is to have the sequences of
resources that will be activated in order to realize lessons goals.

Fig. 1. The new architecture

The IP-Planner is in charge of the presentation of the activity by planning the
sequence of basic actions the student deals with. Any planning agent can
communicate with the student through a learning interface.

In the next sections, we focus only on the planning strategy in IC-Planner.

4. Using SIMPLAN as the Foundation of Planning Processes in ITS

For our initial implementation, we have decided to use the SIMPLAN planning
system (Kabanza, 1999). Reactive plans such as those produced by SIMPLAN are
finite state machine. They specify the actions to be executed by an agent  depending
on the current agent’s state and current environment situation. This contrast with
sequential plans often produced by other planning systems in which produced plans
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are just sequences of actions without any additional pre-condition or context under
which actions in the plan are applicable. In fact, sequential plans are appropriate for
predictable environments in which a planned sequence of actions is always expected
to provide the anticipated outcome. On the other hand, reactive plans such as those
produced by SIMPLAN are suitable for unpredictable environments in which the
agent has no control on events generated by the environment. Hence the agent cannot
anticipate the outcome of its own actions and this is why a conditional plan that map
agent actions to sets of expected situations is necessary. This is the case in ITS
planning because the IC-Planning agent for example cannot anticipate choices made
by the student when following a course.

The IC-Planning agent relies on Curriculum Knowledge Transition Network
(CKTN) for representing planning knowledge (Nkambou, Frasson and Gauthier,
1998). However, although SIMPLAN accepts different planning knowledge
representations, none of them coincides with CKTN. The closest one is the Action
Description Language (ADL) frequently encountered in the artificial intelligence
planning field. So we begin with a brief reminder of CKTN description. Then we
explain how this knowledge is translated into an ADL representation acceptable for
SIMPLAN. This should demonstrate that SIMPLAN effectively fits the new
architecture, at least as far as IC-Planning is concerned.

4.1. IC-Planning: The Actual Process

The Curriculum and its Transition Network. By using CREAM modeling
approach, curriculum knowledge are represented as a network of domain knowledge,
of instructional objectives and of learning materials. Thoses networks contains special
links from instructional objectives to domain knowledge, which denote the
contribution of an instructional objectives to the acquisition of a domain knowledge,
or the fact that a domain knowledge is prerequisite to an instructional objective.
Learning materials are attached to instructional objective as resources that support its
achievement. Instructional objective with the attached learning materials constitute a
special node called “transition”. The resulting network is called CKTN (Curriculum-
knowledge-transition network). An example of CKTN is shown in figure 2. The
CKTN is central in the old planning process in ITS. The core of the system reasoning
during planning process is based on this network.
The Target Group Knowledge. We define a target group (TG) as a group of
students' state of knowledge of various capabilities which may be part of several
curriculums. For instance, the knowledge of a novice nurse on the handling of the
Baxter pump will not be the same as that of an advanced nurse. Therefore, a course on
this topic should not include the same transitions for the former as for the latter. The
advanced nurse would waste her time learning things that she already knows. Thus,
these two groups of nurses constitute two different student target groups and the
planner should build a course well-suited to each one.
The Training Requirement. Training requirement is expressed either as a set of
objectives that the course should reach, or as a set of capabilities to be acquired by the
student. It is also possible to mix these two approaches.
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The old IC_Planning Process. The generation is performed by going through the
CKTN. But before that, the TG state of knowledge is assigned to the capability
nodes and the links which constitute the CKTN. The resulting graph is called a
dynamic CKTN (DynCKTN) and we call this operation the marking of CKTN. More
precisely, it consists firstly in attributing to each prerequisite link a value in the list:
{acquired, partially acquired, not acquired} indicating whether the minimum
acquisition level on this link has been reached according to the target group state of
knowledge; and secondly, to each domain knowledge (capability) a value in
{possessed, partially possessed, not possessed} representing the acquisition level of
the target public and calculated from the levels assigned to the links.

Fig. 2. Part of CKTN on the Baxter Pump

After the marking process, the generation algorithm traverses the resulting
DynCKTN to determine which transition have to be included in the course in order to
permit the acquisition of the knowledge specified in the requirement, a backward
chaining traversal of the sub-graph rooted at the capability in order to choose the
transition judged as necessary for the acquisition of that capability. We first evaluate
the immediate transition that contribute to the capability and then, since some
transitions possess mandatory prerequisite knowledge which in turn has contributing
transition, we have to trace the sub-graph back until we reach a transition without any
pre-requisite or a capability already mastered by the student (as specified in the
training requirement or seen by the marking).
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Fig. 3. DynCKTN from the CKTN in figure 2

The choice of relevant transition is carried out by applying heuristic rules
introduced into the system and which consider several parameters: the links between
capabilities and transitions (prerequisite or contribution), the knowledge in the
training requirement and also the DynCKTN. As the output of this process, a course
graph is generated. Figure 3  shows the DynCKTN derived from the CKTN in figure
2 after the marking process. If the teaching goal is to make student acquire the
concept k16 at a strong level, then one possible  generated course graph will includes
transitions T1, T3, T4 and T5.

4.2. From CKTN to ADL

ADL specifies an agent’s action in terms of precondition, a set of removed facts, and
a set of added facts. Roughly, the precondition is a logical formula expressing facts
that must be true in a state for the action to be meaningful in that state. In other words,
if the precondition is true, then we are in a state where the agent can accomplish that
action. Whether the agent will indeed accomplish the action or not, this will depend
on whether or not the agent’s plan specifies that action for that state. In fact, in every
state, there may be several actions that the agent can execute. However, an agent can
execute only one action at a time, so it must decide upon which action to execute.
This is why it needs a plan that tells which action to execute in the current state. The
set of removed facts specifies facts that are true in the current state become false after
the action is executed, while the set of added facts specifies facts that are not true in
the current state but becomes true after the execution of the action. Both the set of
removed and added facts form the effects or postconditions of the action. Hence,
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given a description of a current state in term of facts true and an ADL description of
an agent’s action, a planning system can predict the state that would result from the
execution of the action by removing facts in the set of removed facts and then adding
facts in the set of added facts.

The translation of CKTN into ADL is quite easy. Input capabilities with their
preconditions become represented by preconditions, transitions are replaced actions,
while output capabilities are specified as added and removed facts. Figure 4 shows
part of the ADL translation of the CKTN in Figure 3. This translation was made
automatically, by a translation algorithm.

Because of space limitations, we cannot give a full description of the SIMPLAN’s
implementation of ADL. Accordingly, we do not expect the reader to fully understand
the above example without a previous reading of the SIMPLAN’s manual (Kabanza,
1999). Nonetheless, we provide a rough explanation of the syntax in the figure which
allows a coarse understanding. Roughly, SIMPLAN uses a Lisp-like notation. Each
action schema is described by an adl-add-op expression, with the keywords :pre, :add
and :del for, respectively, the precondition, added facts and deleted facts. In addition
we have a :name keyword that uniquely identifies each action schema. For instance,
the first add-adl-op expression describes the transition T1 in the CKTN of Figure 3.
The expression :var-gens is roughly a declaration of the variables involved in
description of the action together with some information on how the variable will get
instantiated. The :form keyword describes a logical formula that must hold for the
precondition to be true, for a literal to be deleted (in the :add component) or to be
deleted (in the :delete component).

(add-adl-op
  :name ’(T1)
  :pre (adl-pre :var-gens ’((?x1) (k1 ?x1) (?x4) (k4 ?x4)
                           (?x5) (k5 ?x5))
  :form  ’(and (>= ?x1 1) (>= ?x4 3) (>= ?x5 3)))
  :add (adl-add (adl-cond :form ’(not (exists (?x) (k10 ?x)
                                 (>= ?x 10)))
  :lit ’(k10 10)))
  :del (adl-del  (adl-cond :var-gens ’((?x) (k10 ?x))
  :form ’(< ?x 10)
  :lit ’(k10 ?x))))

Fig. 4. Part of the ADL corresponding to the CKTN in figure 2.

4.2.  SIMPLAN Planning with CKTN

Once we have a translation of CKTN into ADL it becomes easy to generate plans.
The training goal is easily expressed as a goal for SIMPLAN while the student’s
profile corresponds to the initial state for SIMPLAN. Figure 5 shows a trace
generated by SIMPLAN from a goal and initial state corresponding respectively to the
target knowledge and student’s profile highlighted in the CKTN of Figure 2, and with
the ADL actions (part of this is shown at Figure 4) which are translated from the
CKTN of Figure 2. The plan is at the end of the trace.
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More explanations on the representation of plans by SIMPLAN are needed in order
to better understand the plan in Figure 5. A plan is an automaton with states identified
by numbers (ID) and labeled with sets of propositions true. To each state corresponds
the action to be executed by the agent and a set of expected resulting states. More
specifically, because of nondeterminism resulting from uncontrollable events, it may
be the case the outcome of an action is uncertain. In this case, we have a set of
successor states, which means that when the action is effectively executed, we cannot
predict beforehand the outcome, but the resulting state is expected to be one among
the set of successors. For instance, the first two lines of  the reactive plan in Figure 5
specify that state with ID 0 has the attached set of proposition true. Whenever these
conditions hold, the planning agent must perform transition T3 and the expected
resulting state is the one with ID 1. In this particular example, all actions are
deterministic so that we always have only one successor state.  We can see that, the
state with ID 5 contains the goal (K16, 5) that is why the planner stops.

SimPlan 1.0
Init state: ((K15 5) (K14 5) (K9 4) (K8 4) (K7 4) (K6 4) (K5 3) (K4 3)
                 (K3 2) (K2 1) (K1 2))
Goal: (EVENTUALLY (K16 5))
Reactive Plan:
[ID 0 state ((k15 5) (k14 5) (k9 4) (k8 4) (k7 4) (k6 4) (k5 3) (k4 3)
             (k3 2) (k2 1) (k1 2)) ACTION ((T3) 1)]
[ID 1 state ((k15 5) (k14 5) (k12 7) (k9 4) (k8 4) (k7 4) (k6 4) (k5 3)
             (k4 3) (k3 2) (k2 1) (k1 2)) ACTION ((T2) 2)]
[ID 2 state ((k15 5) (k14 5) (k12 7) (k11 10) (k9 4) (k8 4) (k7 4)
             (k6 4) (k5 3) (k4 3) (k3 2) (k2 1) (k1 2)) ACTION ((T1) 3)]
[ID 3 state ((k15 5) (k14 5) (k12 7) (k11 10) (k10 10) (k9 4) (k8 4)
             (k7 4) (k6 4) (k5 3) (k4 3) (k3 2) (k2 1)
             (k1 2)) ACTION ((T5) 4)]
[ID 4 state ((k17 10) (k16 5) (k15 5) (k14 5) (k12 7) (k11 10) (k10 10)
             (k9 4) (k8 4) (k7 4) (k6 4) (k5 3) (k4 3) (k3 2) (k2 1)
             (k1 2)) ACTION ((T5) 5)]
[ID 5 state ((k17 10) (k16 5) (k15 5) (k14 5) (k12 7) (k11 10) (k10 10)
             (k9 4) (k8 4) (k7 4) (k6 4) (k5 3) (k4 3) (k3 2) (k2 1)
             (k1 2)) ACTION ((w 1) 5)]

Fig. 5. SIMPLAN generated plan from  ADL of figure 4

Conclusion

We have presented a multi-agent ITS architecture that includes four planning agents.
In this architecture, planning agents collaborate in order to make the learning process
more adapted to the student. The planning process is supported by SIMPLAN, a
recently developed planning system that combines model checking and Markov
decision theoretic techniques. Reactive plans produced by SIMPLAN specifies the
actions to be executed by an agent  depending on the current agent’s state and current
environment situation (student knowledge, learning goals …). By considering
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teaching/learning process in an ITS as a multi-layer planning task, we lead to a
uniform view of ITS processes from one layer to another. What change is the
semantic of the planning process. Thus communication between ITS component is
made more easy due to the homogeneity of the components. Also, generic planning
agent view of ITS components make it easy to re-use the same technology in many
application domain. This represent a major contribution in component-based ITS
which is the current focus of several ITS researches (Ritter, Brusilovski and
Medvedeva, 1998; Devedzic, Radovic, and Jerinic, 1998). Our future works will
concentrate on the collaboration between planning agents and more experimentation
in real word applications.
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Abstract. Student modeling (SM) is recognized as one of the central problems
in the area of Intelligent Tutoring Systems. Numerous SM approaches have
been proposed and used with more or less success. Constraint-based modeling
is a new approach, which has been used successfully in three tutors developed
in our group. The approach is extremely efficient, and it overcomes many
problems that other student modelling approaches suffer from. We present the
advantages of CBM over other similar approaches, describe three constraint-
based tutors and present our future research plans.

1  Introduction

It is well known that one-on-one human tutoring is much more effective than
traditional classroom instruction, providing an increase of two standard deviations in
learning performance [4]. The goal of the research in the area of Intelligent Tutoring
Systems (ITS) is to build computer-based tutors that achieve the effects of learning
individually with a human tutor. It is a very ambitious goal, and currently available
systems are not near achieving it, although there are ITSs that provide an increase of
one standard deviation over a longer time period [3].

Student modeling is widely accepted as one of the central problems in ITSs. If a
system is to be effective, it must reason about student’s knowledge and adapt its
actions to the needs and abilities of each individual student. Many SM approaches
have been suggested over the years. Some of them are suited to a particular domain,
or a teaching strategy. The research presented here focuses on effective and
computationally tractable student modeling. We adopted Constraint-Based Modeling,
a student modeling approach recently proposed by Ohlsson [15], and have had
extremely good experiences with it. We have developed three constraint-based tutors.
Our focus is on student models; they should be precise enough to guide instruction,
and computationally tractable at the same time. In the next section we present CBM
briefly, and then turn to the three implemented systems in the following section. The
final section presents conclusions and directions for future work.
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2  Constraint-Based Modeling

Student modeling can be defined as the process of gathering relevant information in
order to identify the knowledge state of a student. In an ideal case, the model of a
student should illustrate his/her knowledge, preferred learning strategies, areas of
interest besides that of instruction, preferred presentation style, and so on. Several
techniques for student modeling have been developed for particular domains, the
generality of which is yet to be determined. The survey of SM approaches is outside
the scope of such a paper and the interested reader is referred to [7].

The task of building a student model is extremely difficult and laborious, due to
huge search spaces involved. Several researchers have pointed to the inherent
intractability of the task [8, 15, 16]. Self [16, 17] recommends such design of the
interactions that information necessary for building a student model is provided by the
student, and not inferred by the system. If the goal is to model student’s knowledge
completely and precisely, student modeling is bound to be intractable. However, a
student model can be useful even if it is not complete and accurate [15, 17, 18]. Even
simple and constrained modeling is sufficient for instruction purposes, and this claim
is supported by findings that human teachers also use very loose models of their
learners, and yet are highly effective in what they do [8, 17]. Anderson [2] also points
out that informative error messages are much more beneficial to students than being
told about the sources of their misconceptions

One of the SM approaches that focus on reducing the complexity of the task is
Constraint-Based Modeling (CBM) [15]. CBM is based on Ohlsson’s theory of
learning from performance errors [14]. CBM focuses on faulty knowledge, realizing
that it is not sufficient to describe what the student knows correctly. The basic
assumption is that diagnostic information is not hidden in the sequence of student’s
actions, but in the problem state the student arrived at. This assumption is supported
by the fact that there can be no correct solution of a problem that traverses a problem
state, which violates fundamental ideas, or concepts of the domain.

Because the space of false knowledge is vast, much more so than the space of
correct knowledge, Ohlsson suggest the use of an abstraction mechanism realized in
the form of state constraints. A state constraint is an ordered pair (Cr, Cs), where Cr is
the relevance condition and Cs is the satisfaction condition. Cr is used to identify the
equivalence class, or the class of problem states in which Cr is relevant. Cs identifies
the class of relevant states in which Cs is satisfied. Each constraint specifies the
property of the domain that is shared by all correct paths. In other words, if Cr is
satisfied in a problem state, in order for that problem state to be a correct one, it must
also satisfy Cs. Conditions may be any kinds of logical formulas, hence may be
constructed from various tests on the problem state in question.

In such a way, CBM represents domain knowledge as a set of state constraints.
Constraints define sets of equivalent problem states. An equivalence class triggers the
same instructional action; hence the states in an equivalence class are pedagogically
equivalent. All correct problem solutions do not violate any of the constraints. A
violated constraint signals the error, caused by incomplete and incorrect knowledge.

CBM does not require a runnable expert module, as many other SM approaches
do. This is a very important advantage of CBM, because in many domains it can be
very difficult to build the problem solver. CBM-based computerized tutors are able to
generate instructional actions even without being able to solve problems on their own,
by focusing on violated constraints. Of course, CBM does not prevent an ITS from
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having a domain module. On the contrary, the existence of a domain module can be
very beneficial to the student, as it can provide the answer to student’s questions such
as ‘‘What do I do next?’’. However, the constraint set, if appropriately represented,
might also form the knowledge base of a runnable domain module, because it
contains rich information about the domain. We have developed a constraint
representation for this purpose, and are currently evaluating its potential [9].

Another advantage of CBM is its computational simplicity. Instead of using
complex reasoning required by other diagnostic approaches, CBM reduces student
modeling to pattern matching. Conditions are combinations of patterns, and can
therefore be represented in compiled forms, su as RETE networks [6]. In the first step
all relevance patterns are matched against the problem state. In the second step, the
satisfaction components of relevant constraints are matched. If a satisfaction pattern
matches the state, then the constraint is satisfied. In the opposite case, the constraint is
violated. The student model consists of all violated constraints. This technique can be
used for both on- and off-line student modeling.

Furthermore, CBM does not require extensive studies of student bugs as in
enumerative modeling [1]. Another deficiency of many SM approaches that CBM is
not sensitive to is the radical strategy variability phenomenon. Namely, some
approaches assume that a student systematically uses a single procedure for the task at
hand. However, Ohlsson shows [15] that each student knows several procedures at the
same time and that he or she can switch between them on different problems. CBM
allows students to be inconsistent; it ignores the particular strategy the student
applied, since different strategies may result in the same constraint broken.

3  SQL-Tutor

SQL-Tutor is an intelligent educational system, which helps university-level students
to learn SQL. The architecture of the stand-alone version of the system is illustrated in
Figure 1. For a detailed discussion of the system, see [10, 11, 12, 13]; here we present
only some of its features. SQL-Tutor consists of an interface, a pedagogical module,
which determines the timing and content of pedagogical actions, and a student

modeller (CBM), which
analyzes student answers.
The system contains
definitions of several
databases, and a set of
problems and the ideal
solutions to them. SQL-
Tutor contains no domain
module. In order to check
the correctness of the
student’s solution, SQL-
Tutor compares it to the
correct solution, using
domain knowledge
represented in the form of
more than 500 const-
raints.

Fig. 1. Architecture of SQL-Tutor
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At the beginning of a session, SQL-Tutor selects a problem for the student to work
on. When the student submits a solution, the pedagogical module sends it to the
student modeller, which analyzes the solution, identifies mistakes (if there are any)
and updates the student model appropriately. On the basis of the student model, the
pedagogical module generates an appropriate pedagogical action (i.e. feedback).
When the current problem is solved, or the student requires a new problem to work
on, the pedagogical module selects an appropriate problem on the basis of the student
model.

The interface of the Web-enabled version of SQLT-Tutor [11], illustrated in
Figure 2, has been designed to be robust, flexible, and easy to use. It reduces the
memory load by displaying the database schema and the text of a problem, by
providing the basic structure of the query, and also by providing explanations of the
elements of SQL. The main page is divided into three areas. The upper part displays
the text of the problem being solved and students can remind themselves easily of the
elements requested in queries. The middle part contains the clauses of the SQL
SELECT statement, thus visualizing the goal structure. Students need not remember
the exact keywords used and the relative order of clauses. The lowest part displays the
schema of the currently chosen database. Schema visualization is very important; all
database users are painfully aware of the constant need to remember table and
attribute names and the corresponding semantics as well. Students can get the
descriptions of databases, tables or attributes, as well as the descriptions of SQL
constructs. The motivation here is to remove from the student some of the cognitive
load required for checking the low-level syntax, and to enable the student to focus  on
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higher-level, query definition problems. We have also implemented an animated
pedagogical agent, which had a very positive motivational effect on the students [13].

Students have several ways of selecting problems in SQL-Tutor. They may work
their way through a series of problems for each database, ordered by their complexity,
by clicking on the Next Problem button. The other option is a system-selected
problem (the System’s choice button), when the system selects an appropriate problem
for the student on the basis of his/her student model. We have also implemented a
problem-selection strategy based on Bayesian networks [10].

SQL-Tutor was evaluated in four evaluation studies during 1998-2000, which
proved that students who learnt with the system achieved significantly higher results
than those who did not use the system. An improvement of nearly one standard
deviation was achieved after a single, two-hour long session [12]. All the studies
showed that CBM has sound psychological foundations and that students acquire
constraints at a high rate [12].

4  CAPIT: A Punctuation Tutor

CAPIT (Capitalisation And Punctuation Intelligent Tutor) is a constraint-based tutor
designed for, and evaluated with, school children in the 10-11 year old age group. The
system teaches a subset of the basic rules of English capitalisation and punctuation,
and currently contains 46 problems and 25 constraints. The problems are relevant to
the constraints in roughly equal proportions, although a small number of constraints
(such as capitalisation of sentences) are relevant to all the problems. The constraints
cover the following parts of the domain: capitalisation of sentences and the names of
both people and places, ending sentences with periods, contracting is and not using
apostrophes, denoting ownership using apostrophes, separating clauses using
commas, separating list items using commas, denoting direct speech with quotation
marks and the correct punctuation of the possessive pronoun its.

In CAPIT the student must punctuate and capitalise a fully lowercase,
unpunctuated piece of text. If the child makes a mistake, an error message is
displayed. For example, Figure 3(a) depicts one of the shorter problems in the ITS.
Figure 3(b) shows an incorrect solution submitted by a student, with two errors: the
direct speech does not start with a capital letter, and the period is outside the quotation
marks. The system displays only one error message at a time, and the student is
expected to correct the error and resubmit the problem before any more feedback is
displayed. A feedback message would be displayed if the student submitted this
solution. Error messages are typically short and relate to only a single mistake, but
more detailed information is available on request.

(a) the teacher said open your books

(b) The teacher said, “open your books”.
(c) The teacher said, “Open your books.”

Fig. 3. (a). A problem, (b). a student’s incorrect solution, and (c). the correct solution.

The user interface was designed with the target age group of 10-11 year olds in
mind. Before starting the exercises, a short tutorial is given to all new users of the
system. A child can review the tutorial at any time by clicking the help button. The
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main interface is then displayed, as depicted in Figure 4. Brief instructions relevant to
the current problem are clearly displayed at the top of the main interface. This reduces
the cognitive load by enabling the child to focus on the current goals without needing
to remember them. Immediately below the instructions is the current problem. In this
area, the child interacts with the system by moving the cursor, capitalising letters, and
inserting punctuation marks.

Motivation is provided in two forms. Firstly, children accrue points every time
they submit a correct solution. Secondly, when a correct solution is submitted, a
simple animation is displayed as a reward. We have found this to be adequate
motivation for 10-11 year olds.

The architecture of CAPIT comprises databases of constraints, problems and
student models, the user interface, the student modeller, and the pedagogical module.
When the student submits a solution, it is passed to the student modeller. The student
modeller determines firstly which constraints are relevant to the current solution, and
secondly, which constraints are satisfied. The violated constraints are then passed to
the pedagogical module so that an error message can be selected.

The pedagogical module solves two key decision tasks: it selects the next problem
when the child clicks Pick Another Problem, and it selects a single error message for
display when the child submits an incorrect solution. A probabilistic student model is
used for these decisions. Initially, a student model is set to a population student
model, which is later individualized after each student’s action. The system uses
Bayesian networks and decision theory to decide what problem or feedback to give to
the student.

Fig. 4. The tutor’s main user interface
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CAPIT was evaluated with three classes of 9-10 year olds at an elementary school
in Christchurch, New Zealand, over four-weeks. The first class (Group A) did not use
CAPIT. The second class (Group B) used the version of the tutor with randomised
problem and error message selection, and the third class (Group C) used the full
version of the tutor with the adaptive Bayesian student model. Groups B and C had
one 45-minute session per week. Every student attempt and tutor decision was logged.
All groups were administered the same pre- and post-tests. No statistically significant
differences were found s,
indicating that the groups
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 the students learned the constraints. We looked at the
constraints following the nth attempt, averaged across all
ts. Just over half of the students were still using the tutor by

e data analysis was concluded at this point. Very similar
in SQL-Tutor [12]. Such a smooth learning curve is a proof
foundations of CBM.
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roportion of constraints that were violated on nth attempt.

Table 1. Mean pre- and post-test scores.

Pre-test (%) Post-test (%)
54.5 47.8
58.1 62.7
51.0 61.3
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5  KERMIT: An ITS for Database Design

f

r
s

Database (DB) modelling is a complicated task, which requires significant amounts o
practice to achieve expertise. DB modelling is traditionally taught in a classroom
environment where concepts and solutions to typical databases are explained. Ou
experiences point to the need of providing students with individualized feedback, a
students’ solutions differ enormously between each other. We have developed
KERMIT, an ITS for ER modelling, a popular high-level conceptual data model.

KERMIT is implemented in Microsoft Visual Basic, and supports the entity
relationship data model as defined in [5]. The workspace of KERMIT is implemented
Fig. 6. User interface of KERMIT
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using Microsoft Visio. KERMIT consists of a user interface, a student modeller and a
pedagogical module. The interface of KERMIT, illustrated in Figure 6, consists of
three separate windows. The top window is used to display the problem to the student.
It also has a drop down list for students to choose their desired level of feedback. The
middle window is the workspace, containing a stencil developed for ER modelling,.
Students can drag and drop constructs onto their workspace to construct their ER
model. The feedback window displays textual pedagogical messages, whereas the
animated agent communicates them verbally.

When the student has composed their solution to the given problem, the student
modeller evaluates it, and after that the PM would generate appropriate feedback
depending on the errors. When the current problem is solved the PM selects the next
problem that best suits the student model.

The feedback is grouped into six levels in an increasing amount of information:
“Correct”, “Error flag”, “Hint”, “Detailed hint”, “All errors” and “Solution”. The first
level of feedback simply indicates whether the submitted solution is correct or not.
The “Error flag” indicates the type of construct (e.g. entity, relationship, etc.) that is
incorrect. “Hint” and “detailed hint” offer instructions on the most important error.
“Hint” is a general message, whereas “detailed hint” provides a more specific
message. Feedback on all violated constraints is displayed at the “all errors” level.
The complete solution is presented as an image in the final level.

At the current stage, KERMIT’s constraint base consists of 90 constraints. These
deal with both syntactic and semantic errors. The syntactic constraints vary from
simple constraints such as “an entity name should be in upper case”, to more complex
constraints such as “the weak entity participating in an identifying relationship should
have a total participation”. The syntactic constraints only concentrate on the student’s
solution and are independent of the ideal solution. The semantic constraints compare
the student’s solution to the system’s solution. “The student’s solution should consist
of all the entities present in the ideal solution” is an example of a semantic constraint.
The evaluation of KERMIT is planned for early 2001.

6  Conclusions

This paper presented three intelligent tutoring systems that implement Constraint–
based Modeling. CBM is a promising new student modeling approach that resolves
many of the difficulties present in other diagnostic approaches. It does not require a
runnable expert module, which may be difficult or even impossible to develop for
some domains. Furthermore, CBM does not require extensive studies of typical errors
made by students (i.e. bug libraries), and it does not require complex reasoning about
possible origins of student errors. CBM is also advantageous over probabilistic
methods, such as Bayes networks, which require estimates of prior probabilities. All
that CBM requires is a description of the basic principles and concepts in a domain.
From our experiences, CBM is extremely effective and efficient. It may be used in
various kinds of domain, such as highly structured procedural tasks and open-ended
tasks. CBM does not dictate any pedagogical approach, it equally well supports online
and off-line learning, immediate and delayed feedback.

We presented three constraint-based tutors: a system that teaches the SQL database
language, a system that teaches punctuation and capitalization rules, and a system for
database design. The domains for which these systems are developed are very
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different, and range from a fairly small set of punctuation rules, which are almost
always deterministic, to an open task such as database modeling. SQL-Tutor and
CAPIT were evaluated in real classrooms, and the results show students learn better
with these systems. Furthermore, the analysis of how constraints are learned shows
that CBM has a sound psychological foundation.

Current work at ICTG includes enhancements of the presented systems and the
development of new constraint-based tutors. We have started developing a generic
language tutor. Language learning is a task of very different nature to those we have
developed tutors for so far. We have also started work on an authoring system based
on CBM, which will make the development of new tutors much easier.

Acknowledgements. The work presented here was supported by the University of
Canterbury research grants U6242 and U6430.
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Abstract. To enhance the skills of captains and improve the existing
training technologies, it is very important and urgent to research and
develop an intelligent navigation training system.  Therefore we propose to
incorporate a collision avoidance expert system into real-time ship handling
simulator to provide intelligent decision-making support for navigation
training. The intelligent tutor aims to assist the trainee to master necessary
skills for handling ship in complex navigating environments such as open
sea, restricted waterway, and rough sea conditions by sharing multiple
captains’ experience. In this paper, the developed collision avoidance
expert system will be outlined, then the proposed intelligent decision-
making support for navigation training will be presented in details.

1 Introduction

The recent huge maritime casualties and their environmental impacts, especially
the stranding of EXXON tanker in Alaska, showed that human error in ship
navigation is one of the primary causes leading to accidents. In order to reduce
maritime accidents and human errors in ship navigation, it is very important and
urgent to improve the skills of navigators and  develop advanced navigation
support system for ship operations. A considerable amount of effort has been paid
to the development of advanced navigation support systems. For example, an
integrated navigation system (INS)[4] which is considered as a next generation
navigation system was developed at Hiroshima University in Japan. This INS
incorporates the developed Collision Avoidance Expert System (CAES) [2][3] as
an intelligent decision-making support function to assist the operator to avoid
collision during ship navigation. T. Tran et al [1] proposed to use a collision
avoidance system to improve the efficiency and safety of marine transport,
namely Marine Avoidance Navigation, Totally Integrated System (MANTIS).
Furthermore, the most recent Canada’s newest hi-tech ships collision incidents
warn us that only making hi-tech ships alone is not sufficient for improving ship
navigation safety. It is important for the captains be adequately trained to handle
the hi-tech ships in different complicated waterways. At present, much effort is
focusing on developing 3-D visualized ship-handling simulators, which can
simulate real-time navigating environments and ship handling scenarios. In such
an environment the navigators could have the real feeling and learn how to
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operate ships.  There have been a lot of achievements using ship-handling
simulators to train seafarers and to investigate the navigation safety [5][6][7].
Although existing ship-handling simulators can be  a useful means for training
navigators, it does not provide decision-making support to trainees nor advise the
trainee how to handle a ship in complicated situations. It remains that training is
carried out under the instructions of a trainer. Trainees operate the ship following
the trainer’s instructions. To alleviate these shortcomings, we proposed to
incorporate collision avoidance expert system into existing ship-handling
simulator as an intelligent decision-making support system for navigation
training, particularly for collision avoidance, in order to effectively train the
navigators and improve their skills. In this paper, the developed collision
avoidance expert system is first outlined in Section 2; then the proposed
intelligent decision-making support for navigation training will be presented in
Section3. Conclusions and future work are given in the last section.

2 Collision Avoidance Expert System

Collision Avoidance Expert System [2] was developed to assist ship navigators in
their decision-making process to avoid collision. It is a rule-based knowledge
base system. It was designed based on hierarchical architecture and modularized
knowledge structure as shown in Figure 1. The top layer in the system is the
inference control, which is responsible for the control of the inference procedure.
The second layer is the main knowledge bases, which include the classification of
target ships, the prediction of target ships’ action, the identification of the method
of collision avoidance, and the establishment of course-line way-points. The third
layer contains knowledge modules of every knowledge base. The fourth layer
includes the preliminary knowledge modules such as traffic regulation,
identification of target ships, and so on. The system consists of the following
main inference sequences:
(1) Prediction of target ship’s scheduled action
First, the system uses a knowledge base to classify the navigation environment
into one of three categories: open sea, coastal, or route navigation. The prediction
of the target ship’s scheduled action depends on this classification. In the case of
open sea or coastal navigation the target will maintain its current course and
speed, and in the case of the route navigation, it will follow the navigating route.
(2) Classification of target ships
After the computation of collision risk of target ships, the target ships are
classified as the most dangerous, the dangerous, the restricting, or the indifferent
ship depending on their risk of collision. A dangerous ship is defined as a ship
having risk of collision that exceeds the safe level when both ships maintain their
scheduled course lines. In the case of several dangerous ships, the most dangerous
ship has the highest risk among dangerous ships. A restricting ship is defined as a
ship that will cause no danger if own ship and target ship maintain their scheduled
course lines, but it will frustrate the action of own ship if it takes the collision
avoidance action for a dangerous ship. The target ship that lies outside the
maneuvering space of the own ship is defined as the indifferent ship.
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(3) Prediction of target ship’s collision avoidance action according to the
      classification of the ship
For the dangerous ships and restricting ships, their collision avoidance actions are
predicted by using the same approach and knowledge base as that of the own ship.
The predicted actions of collision avoidance of target ships will be incorporated
into the procedure when own ship’s action of collision avoidance is formulated.

Fig. 1. The Architecture of the  Collision Avoidance Exert System

(4) Establishment of the course line way-point as collision avoidance action
The action of collision avoidance of own ship is formulated basically against the
most dangerous ship. The action in the own ship maneuvering space is evaluated
considering the prediction of the action of the dangerous ships and the restricting
ships. As a result, the most efficient and feasible action is selected.
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3 Intelligent Decision-Making Support for Navigation Training

3.1 Weakness of Existing Navigation Training Systems

Existing navigation training systems such as ship-handling simulator are used to
help the trainees to master basic navigation skills and traffic regulations before
they go to practice on broad. The training is carried by providing realistic
navigation environment and ship encounter situations under the instruction of
experienced navigator. However, existing training systems do not provide
automatic decision-making support for handling complex encounter situations.
The trainee can’t share the multiple captains’ navigation experiences for handling
ship in complicated situations, and the decision for collision avoidance is still
made by instructor or trainee.

To overcome such shortcomings, we apply the developed collision avoidance
expert system to existing navigation training systems, ship-handling simulator, to
provide intelligent decision-making support for collision avoidance as an
intelligent tutor. Such decision-making support is capable of automatically
solving the problems in ship navigation for different encountered situations and
complicated waterways. It is able to instruct the trainees how to take a collision
avoidance action, and how to handle ship to execute the recommended actions for
collision avoidance. It also shows the trainees the supporting information such as
the application of traffic regulations, the encounter situation, the risk level of own
ship or other ships. Such supporting information that will explain the current
situation can assist trainees to understand collision regulations and marine safety
regulations, and help trainees to master the basic navigation skills. It will make it
possible for trainees to easily learn different captains’ experience obtained in their
navigation career.

3.2 Intelligent Decision-Making Support for Navigation Training

With the developed collision avoidance expert system, the navigation training
systems could provide effective decision-making support information and
recommend a proper action for collision avoidance. The decision-making support
information includes target ship classification, encounter situation on the
scheduled course line, the risk distribution around scheduled course line, and so
on.
(1) Target ship classification
Each target ship is classified into dangerous ship, restricting ship and indifferent
ship in terms of its risk to own ship. The dangerous ship is one that potentially
causes the collision if both ships maintain their current speed and course; the
restricting ship is one that prevents own ship from performing action for collision
avoidance; and the indifferent one has no threat whatever alteration of course own
ship makes.
(2) Encounter situation on the scheduled course line
This support information indicates the encounter type between dangerous or
restricting ship and own ship, e.g., own ship overtaking, and so on. Using such
supporting information, the trainee may easily classify the encounter relation
between two ships at instant looking at the CRT.
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(3) Risk distribution around the scheduled course line
This support information is aiming at helping trainee to analyze the risk situation
around scheduled course line. In the real navigation, the ship has destination and
scheduled plan. The captain hopes to keep the ship following the scheduled plan
and not deviating so far from it. Figure 2 shows such support information.
(4) Recommendation of  collision avoidance action
 Using the above support information is useful for trainee to master and analyze
the risk situation around scheduled course line. However, the final action for
collision avoidance needs to be decided by trainee or instructor. It is desirable for
the training system to be able to recommend a proper maneuvering action for
collision avoidance in order to instruct the trainee how to determine the effective
action in case of potential collision. Using CAES, it is possible for training
system to recommend a proper action for collision avoidance to trainee. Figure 3
shows an example of the recommended collision avoidance route and risk
distribution around the scheduled course line. The risk distribution information
helps to explain the reason of the recommended collision avoidance action.

 

3.3 Intelligent Navigation Training System Archtecture

The system architecture is designed based on a multi-tired distributed system. As
shown in Figure 4, the system consists of three tires: decision-making support
graphic user interface and information display layer, knowledge-based system for
collision avoidance layer, and ship-handling simulator layer. The software
components in different layer are connected with TCP/IP network. The graphic
user interface provides all interactive operation for trainee to get the necessary
information. The knowledge-based system for collision avoidance is the core of
CAES, which provides all decision-making procedure and monitors current own
ship status in terms of navigation environment and encounter situations. Ship-
handling simulator is used to provide realistic navigation environment and ship-
handling scenario. It provides the necessary realistic navigating date for CAES to
make decision.

Target Ship
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Fig. 2. Risk Distribution around Planed Route Fig. 3. Example of Recommended Course Line
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4 Future Work and Conclusions

In this paper, the authors proposed to incorporate a collision avoidance expert
system into a real-time ship-handling simulator in order to provide intelligent
decision-making support for navigation training, as an intelligent tutor. Using the
developed CAES and ship-handling simulator, we implement the proposed
intelligent navigation tutoring system. From the training operation, it can be
pointed that CAES is effective to provide the necessary decision-making support
to help trainee to master navigation skills and learn how to handle ship in
complex encounter situation. According to authors’ experience, it is necessary for
navigation training system to be able to provide information of underwater
environment. To this end, we are investigating the application of marine
geographical information system (MGIS) to the navigation training system.
Therefore the future work is to apply MGIS to the navigation training system and
provide the underwater information in order to instruct the trainee how to handle
more complex navigation situation. Another important task for future work is to
provide safety-evaluation function for on-line evaluation of ship-handling action.
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Mészáros, T. 82
M’hallah, R. 403
Milanese, M. 777
Mitra, D. 602
Mitrovic, A. 931
Mitrovic, D. 670
Modica, G.A. 237
Molina, M. 155
Monostori, L. 227, 612, 812, 827
Morita, Y. 455
Mountford, P. 290
Murphey, Y.L. 259, 513
Murray, G. 281

Nakadai, K. 640
Nedjah, N. 880
Neira, A. 488
Neves, J. 383, 393
Nguyen, N.T. 445
Niggemann, O. 197
Nkambou, R. 921

Obeso, F. 488
Ohsuga, S. 101
Okuno, H.G. 640
Omelayenko, B. 119
Oppacher, F. 868
Orihara, R. 247
Ozono, T. 687

Page, M. 113
Palotai, Z. 25
Pereira, F. 383
Petry, F. 367
Phan, S. 941



Author Index 951

Pieri, G. 777
Possamai, O. 757
Prabhu, V. 582
Pulido, B. 135

Rakytyanska, H. 349
Randall, M. 1
Riaño, D. 804
Riquelme, J.C. 207, 428
Robledo, M. 155
Rocha, M. 383, 393
Rodŕıguez, H. 529
Rotshtein, A. 349
R.-Roda, I. 804
Ruiz, R. 207, 428

Sakurai, S. 247
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