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Preface

We never create anything,
We discover and reproduce.

The Twelfth International Conference on Industrial and Engineering Applications of
Artificial Intelligence and Expert Systems has a distinguished theme. It is concerned
with bridging the gap between the academic and the industrial worlds of Artificial
Intelligence (AI) and Expert Systems. The academic world is mainly concerned with
discovering new algorithms, approaches, and methodologies; however, the industrial
world is mainly driven by profits, and concerned with producing new products or
solving customers’ problems. Ten years ago, the artificial intelligence research gap
between academia and industry was very broad. Recently, this gap has been narrowed
by the emergence of new fields and new joint research strategies in academia. Among
the new fields which contributed to the academic-industrial convergence are
knowledge representation, machine learning, searching, reasoning, distributed AI,
neural networks, data mining, intelligent agents, robotics, pattern recognition, vision,
applications of expert systems, and others. It is worth noting that the end results of
research in these fields are usually products rather than empirical analyses and
theoretical proofs. Applications of such technologies have found great success in
many domains including fraud detection, internet service, banking, credit risk and
assessment, telecommunication, etc. Progress in these areas has encouraged the
leading corporations to institute research funding programs for academic institutes.
Others have their own research laboratories, some of which produce state of the art
research.

As this conference marks the end of the 20th century and the beginning of a new
century, we have to think very seriously about this problem, which exists in fields that
are less demanding on our daily life. It is true that the most important factor of the
academic-industrial convergence is the individual demand for technology. For
example, medical research, automobile research, and food research are closely
associated with the industrial world. Moreover, the success of such research depends
highly on the products produced. For this reason, it has been more difficult to achieve
academic-industrial convergence in mathematical research and other pure science
fields.

The industrial world of artificial intelligence is growing rapidly. A very high
percentage of today’s corporations utilize AI in their products. We expect by early
next century, AI will be embraced in some way in all machinery products. It is our
view that as this becomes true, academic-industrial research will increasingly
converge. Most current attempts to converge academic-industrial research cover only
one type of convergence. The other possible alternative is to utilize AI for enhancing
demanded products rather than building AI products to be demanded. To achieve such
approach of convergence, competent management is necessarily needed. There are
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many advantages and disadvantages on both sides. We list some of them here to be
considered, enhanced, or ignored.

Advantages:
� Upgrading technology in industry is usually driven by customer needs.
� Research in academia is mature and competition is very comprehensive.
� The technology installment in industrial corporations is usually based on

academic research.

Disadvantages:
� Competitive marketing forces corporations to hide their technology.
� Publications have no effect on carrier advancement in industry, and in many

cases, it is prohibited.
� Fulfilling a graduate degree or earning a promotion often drives the advance of

technology in academia.
� Even though the technology installment in industry is usually based on academic

research, industrial technology rarely follows the state of the art in academic
research.

� The requirements of the Doctoral of Philosophy degree do not include any
industrial standards.

Recommendations:
Finally, here are our recommendations for such convergence:

� Increasing the industrial support to academic research.
� Introducing a new Doctoral degree (not in philosophy) that is oriented toward

solving real world-problems.
� Educating conference organizers to allow research that hides industrial

technology, which may influence the market (an on-site demo may be requested
in return).

� Computer Science Departments should require industrial involvement in all
graduate advisory committees and prepare an industrial oriented program for
corporate employees.

� Industrial corporations should encourage their employees to complete their
graduate study.

The 12th International Conference on Industrial and Engineering Applications of
Artificial Intelligence and Expert Systems (IEA/AIE-99) attracted many researchers
and engineers from all over the world. Over 140 papers were submitted to the
conference. These proceedings contain 91 papers from 32 countries. Most of the
papers in this volume present applications in domains that are mentioned above. It is
worth mentioning that one third of the papers in this volume are concerned with
Intelligent Agents, Expert Systems, and Pattern Recognition. One can notice the
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strong presence of academia. This may also reflect the growing rate of industrial
applications in academia.

On behalf of the organizing committee, we would like to thank all those who
contributed to the 12th International Conference on Industrial and Engineering
Applications of Artificial Intelligence and Expert Systems. We would like to thank the
program committee members for their valuable assistance in reviewing the submitted
papers. We would like to extend our thanks to the auxiliary reviewers. We thank Nihal
Abosaif for her assistance in editing these proceedings, and reviewing their contents.
We would like to thank Cheryl Morriss for handling the administration aspects of the
conference. We thank Vladan Devedzic, Hans W. Guesgen, Howard Hamilton,
Gholamreza Nakhaeizadeh, Michael Schroeder, and Jan Treur for their professional
organizational effort.

We especially thank all the sponsor organizations including the International
Society of Applied Intelligence (ISAI), Association for Computing Machinery
(ACM/SIGART), the American Association for Artificial Intelligence (AAAI),
Canadian Society for Computational Studies of Intelligence (CSCSI); Institution of
Electrical Engineers (IEE); International Neural Network Society (INNS); Japanese
Society of Artificial Intelligence (JSAI); and Southwest Texas State University
(SWT). We also thank Thinking Machines Corporation, the Electronic Research
Institute of Egypt, and all supportive organizations. We would also like to thank the
Harvey travel agency for local and international arrangement of the conference. A
special thanks to Ahmed Kadry El-Zoheiry and Hesham El-Badry.

Finally, we thank all authors who submitted papers to the IEA/AIE-99.

Ibrahim F. Imam
Yves Kodratoff

Ayman El-Dessouki
Moonis Ali

May 1999
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“Something has existed from eternity”
Samuel Clarke (1675-1729)

as quoted by George Boole (1854)

The proper construction of a Knowledge-based System has as a pre-requisite
the (in most cases logic-based) formalisation of the problem domain knowledge
and inference procedures related to the System. This is a necessary step if one
desires to convey scientific accreditation to the results eventually obtained from
the System and used for solving problems.

As proposed by Curry [2], “the first stage in formalisation is the formulation
of the discipline (aka problem domain, in our terminology) as a deductive theory,
with such exactness that the correctness of its basic inferences can be judged
objectively by examining the language in which they are expressed.”

At this point, however, we have some possible interpretations for “formula-
tion” and for “objective judgement”:

• formulation: we may be interested in a formal description of the problem
domain itself, thus providing our language with the appropriate machinery
to solve problems in that domain, or we may be interested in a formal de-
scription of the problem-solving procedures, and in this latter case we must
provide the language with expressive power to provide explicit representa-
tions of those procedures. These two interpretations were taken into account
in [2], and they were also the subject matter of [1], in which issues related
specifically to uncertain reasoning were discussed.

• objective judgement: at least two criteria can be taken into account for judge-
ment of the appropriateness of results drawn through inference procedures
from a deductive language. The results may be deemed appropriate given
the mathematical well-formedness of the language (that ensure, for example,
closure and non-ambiguity of the inference procedures, as well as consistent
mapping from objects of the language to semantic objects of its interpret-
ing models) or – quite independently – given the high correlation between
them and the observable phenomena that stimulated the construction of the
language.
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The latter is harder to ensure, since it is domain-specific and so will also be
the methods to ascertain it. Within the realm of uncertain reasoning, neverthe-
less, many authors have proposed general classifications of the sorts of uncer-
tainty that one can face when building a Knowledge-based System, in order to
obtain proto-methodologies to serve as guidance for the design of systems for
real applications, or to serve as basis for the development of a general theory of
uncertainty [3,4,5,6,7].

In [5] we find a tree-based classification “aimed at classifying uncertainty
in terms of those aspects which are most relevant to the development of AI
applications”, which we reproduce in figure 1.

Confidence Propensity is related to subjective degrees of belief; Equivocation
and Ambiguity are respectively related to overdeterminacy and underterminacy
of truth-values; anomalous systems are those systems that can contain errors in
their construction.

To each class of uncertainty can be associated a standard approach to re-
vise or to extend formal systems, and in this presentation we intend to bring
for discussion a personal view of how the approaches for formal treatment of
uncertainty can be characterised.

Our working definition of formal system shall be:

1. two formal languages, with their corresponding alphabets and grammars to build
well-formed sentences, heretofore called the syntactical language and the semantical
language;

2. a collection of rules to produce new sentences from given ones for the syntactical
language, called the inference system; and

3. a class of homomorphic mappings from the syntactical to the semantical language,
called the interpretations of the syntactical language in terms of the semantical
language.

1. Unary
1.1. Ignorance
1.1.1. Vagueness (Fuzzy Logics)
1.1.2. Confidence Propensity (Bayesian and Dempster-Shafer Theories)
1.2. Conflict
1.2.1. Equivocation (Lattice-based Multiple-Valued Logics)
1.2.2. Ambiguity (Default Logics)
1.2.3. Anomaly (error)
2. Set-Theoretic
2.1. Ignorance
2.1.1. Incompleteness (Paracomplete Logics)
2.1.2. Irrelevance (Revision Systems)
2.2. Conflict
2.2.1. Inconsistency (Paraconsistent Logics)
2.2.2. Anomaly (error)

Figure 1. Uncertainty Classification for AI Systems (adapted from [5]
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In order to make the discussion more concrete, we propose well known representa-
tives for each class of uncertainty. These representatives are shown in italic in figure 1.

Starting from classical propositional and first-order logics, we propose systematic
transformations of formal systems to accomodate uncertainties of each class.
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1  Introduction

Increasingly many computer systems are being viewed in terms of autonomous agents.
Agents are being espoused as a new theoretical model of computation that more
closely reflects current computing reality than Turing Machines. Agents are being
advocated as the next generation model for engineering complex, distributed systems.
Agents are also being used as an overarching framework for bringing together the
component AI sub-disciplines that are necessary to design and build intelligent
entities. Despite this intense interest, however, a number of fundamental questions
about the nature and the use of agents remain unanswered. In particular:

•  what is the essence of agent-based computing?

•  what makes agents an appealing and powerful conceptual model?

•  what are the drawbacks of adopting an agent-oriented approach?

•  what are the wider implications for AI of agent-based computing?

These questions can be tackled from many different perspectives; ranging from the
philosophical to the pragmatic. This paper proceeds from the standpoint of using
agent-based software to solve complex, real-world problems. Building high quality
software for complex real-world applications is difficult. Indeed, it has been argued
that such developments are one of the most complex construction tasks humans
undertake (both in terms of the number and the flexibility of the constituent compo-
nents and in the complex way in which they are interconnected). Moreover, this
statement is true no matter what models and techniques are applied: it is a
consequence of the “essential complexity of software” [2]. Such complexity manifests
itself in the fact that software has a large number of parts that have many interactions
[8]. Given this state of affairs, the role of software engineering is to provide models
and techniques that make it easier to handle this complexity. To this end, a wide range
of software engineering paradigms have been devised (e.g. object-orientation [1] [7],
component-ware [9], design patterns [4] and software architectures [3]). Each
successive development either claims to make the engineering process easier or to
extend the complexity of applications that can feasibly be built. Although evidence is
emerging to support these claims, researchers continue to strive for more efficient and
powerful techniques, especially as solutions for ever more demanding applications are
sought.
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In this article, it is argued that although current methods are a step in the right
direction, when it comes to developing complex, distributed systems they fall short in
one of three main ways: (i) the basic building blocks are too fine grained; (ii) the
interactions are too rigidly defined; or (iii) they posses insufficient mechanisms for
dealing with organisational structure. Furthermore, it will be argued that: agent-
oriented approaches can significantly enhance our ability to model, design and build
complex (distributed) software systems.

2  The Essence of Agent-Based Computing
The first step in arguing for an agent-oriented approach to software engineering is to
precisely identify and define the key concepts of agent-oriented computing. Here the
key definitional problem relates to the term “agent”. At present, there is much debate,
and little consensus, about exactly what constitutes agenthood. However, an increasing
number of researchers find the following characterisation useful [10]:

an agent is an encapsulated computer system that is situated in some environment,
and that is capable of flexible, autonomous action in that environment in order to
meet its design objectives

There are a number of points about this definition that require further explanation.
Agents are: (i) clearly identifiable problem solving entities with well-defined
boundaries and interfaces; (ii) situated (embedded) in a particular environment—they
receive inputs related to the state of their environment through sensors and they act on
the environment through effectors; (iii) designed to fulfil a specific purpose—they
have particular objectives (goals) to achieve; (iv) autonomous—they have control both
over their internal state and over their own behaviour; (v) capable of exhibiting
flexible problem solving behaviour in pursuit of their design objectives—they need to
be both reactive (able to respond in a timely fashion to changes that occur in their
environment) and proactive (able to opportunistically adopt new goals) [11].

When adopting an agent-oriented view of the world, it soon becomes apparent that
most problems require or involve multiple agents: to represent the decentralised nature
of the problem, the multiple loci of control, the multiple perspectives, or the
competing interests. Moreover, the agents will need to interact with one another: either
to achieve their individual objectives or to manage the dependencies that ensue from
being situated in a common environment. These interactions can vary from simple
information interchanges, to requests for particular actions to be performed and on to
cooperation, coordination and negotiation in order to arrange inter-dependent
activities. Whatever the nature of the social process, however, there are two points that
qualitatively differentiate agent interactions from those that occur in other software
engineering paradigms. Firstly, agent-oriented interactions occur through a high-level
(declarative) agent communication language. Consequently, interactions are conducted
at the knowledge level [6]: in terms of which goals should be followed, at what time,
and by whom (cf. method invocation or function calls that operate at a purely syntactic
level). Secondly, as agents are flexible problem solvers, operating in an environment
over which they have only partial control and observability, interactions need to be
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handled in a similarly flexible manner. Thus, agents need the computational apparatus
to make context-dependent decisions about the nature and scope of their interactions
and to initiate (and respond to) interactions that were not foreseen at design time.

In most cases, agents act to achieve objectives either on behalf of
individuals/companies or as part of some wider problem solving initiative. Thus, when
agents interact there is typically some underpinning organisational context. This
context defines the nature of the relationship between the agents. For example, they
may be peers working together in a team or one may be the boss of the others. In any
case, this context influences an agent’s behaviour. Thus it is important to explicitly
represent the relationship. In many cases, relationships are subject to ongoing change:
social interaction means existing relationships evolve and new relations are created.
The temporal extent of relationships can also vary significantly: from just long enough
to deliver a particular service once, to a permanent bond. To cope with this variety and
dynamic, agent researchers have: devised protocols that enable organisational
groupings to be formed and disbanded, specified mechanisms to ensure groupings act
together in a coherent fashion, and developed structures to characterise the macro
behaviour of collectives [5] [11].

3  Agent-Oriented Software Engineering

The most compelling argument that could be made for adopting an agent-oriented
approach to software development would be to have a range of quantitative data that
showed, on a standard set of software metrics, the superiority of the agent-based
approach over a range of other techniques. However such data simply does not exist.
Hence arguments must be qualitative in nature.

The structure of the argument that will be used here is as follows. On one hand, there
are a number of well-known techniques for tackling complexity in software. Also the
nature of complex software systems is (reasonably) well understood. On the other
hand, the key characteristics of the agent-based paradigm have been elucidated. Thus
an argument can be made by examining the degree of match between these two
perspectives.

Before this argument can be made, however, the techniques for tackling complexity
in software need to be introduced. Booch identifies three such tools [1]:

•  Decomposition: The most basic technique for tackling any large problem is to
divide it into smaller, more manageable chunks each of which can then be dealt
with in relative isolation.

•  Organisation1: The process of identifying and managing interrelationships
between various problem-solving components.

•  Abstraction: The process of defining a simplified model of the system that
emphasises some of the details or properties, while suppressing others.

                                                          
1 Booch actually uses the term “hierarchy” for this final point [1]. However, the more neutral
term “organisation” is used here.
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Next, the characteristics of complex systems need to be enumerated [8]:

•  Complexity frequently takes the form of a hierarchy. That is, a system that is
composed of inter-related sub-systems, each of which is in turn hierarchic in
structure, until the lowest level of elementary sub-system is reached. The
precise nature of these organisational relationships varies between sub-
systems, however some generic forms (such as client-server, peer, team, etc.)
can be identified. These relationships are not static: they often vary over time.

•  The choice of which components in the system are primitive is relatively
arbitrary and is defined by the observer’s aims and objectives.

•  Hierarchic systems evolve more quickly than non-hierarchic ones of comparable
size. In other words, complex systems will evolve from simple systems more
rapidly if there are stable intermediate forms, than if there are not.

•  It is possible to distinguish between the interactions among sub-systems and the
interactions within sub-systems. The latter are both more frequent (typically at
least an order of magnitude more) and more predictable than the former. This
gives rise to the view that complex systems are nearly decomposable: sub-
systems can be treated almost as if they are independent of one another, but not
quite since there are some interactions between them. Moreover, although
many of these interactions can be predicted at design time, some cannot.

With these two characterisations in place, the form of the argument can be expressed:
(i) show agent-oriented decompositions are an effective way of partitioning the
problem space of a complex system; (ii) show that the key abstractions of the agent-
oriented mindset are a natural means of modelling complex systems; and (iii) show the
agent-oriented philosophy for dealing with organisational relationships is appropriate
for complex systems.

Merits of Agent-Oriented Decomposition
Complex systems consist of a number of related sub-systems organised in a
hierarchical fashion. At any given level, sub-systems work together to achieve the
functionality of their parent system. Moreover, within a sub-system, the constituent
components work together to deliver the overall functionality. Thus, the same basic
model of interacting components, working together to achieve particular objectives
occurs throughout the system.

  Given this fact, it is entirely natural to modularise the components in terms of the
objectives they achieve2. In other words, each component can be thought of as
achieving one or more objectives. A second important observation is that complex sys-
tems have multiple loci of control: “real systems have no top” [7] pg. 47. Applying
this philosophy to objective-achieving decompositions means that the individual
components should localise and encapsulate their own control. Thus, entities should

                                                          
2 Indeed the view that decompositions based upon functions/actions/processes are more
intuitive and easier to produce than those based upon data/objects is even acknowledged within
the object-oriented community [7] pg. 44.
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have their own thread of control (i.e. they should be active) and they should have
control over their own choices and actions (i.e. they should be autonomous).

For the active and autonomous components to fulfil both their individual and
collective objectives, they need to interact with one another (recall complex systems
are only nearly decomposable). However the system’s inherent complexity means it is
impossible to know a priori about all potential links: interactions will occur at
unpredictable times, for unpredictable reasons, between unpredictable components.
For this reason, it is futile to try and predict or analyse all the possibilities at design-
time. It is more realistic to endow the components with the ability to make decisions
about the nature and scope of their interactions at run-time. From this, it follows that
components need the ability to initiate (and respond to) interactions in a flexible
manner.

The policy of deferring to run-time decisions about component interactions
facilitates the engineering of complex systems in two ways. Firstly, problems
associated with the coupling of components are significantly reduced (by dealing with
them in a flexible and declarative manner). Components are specifically designed to
deal with unanticipated requests and they can spontaneously generate requests for
assistance if they find themselves in difficulty. Moreover because these interactions
are enacted through a high-level agent communication language, coupling becomes a
knowledge-level issue. This, in turn, removes syntactic concerns from the types of
errors caused by unexpected interactions. Secondly, the problem of managing control
relationships between the software components (a task that bedevils traditional
functional decompositions) is significantly reduced. All agents are continuously active
and any coordination or synchronisation that is required is handled bottom-up through
inter- agent interaction. Thus, the ordering of the system’s top-level goals is no longer
something that has to be rigidly prescribed at design time. Rather, it becomes
something that is handled in a context-sensitive manner at run-time.

From this discussion, it is apparent that a natural way to modularise a complex
system is in terms of multiple, interacting, autonomous components that have
particular objectives to achieve. In short, agent-oriented decompositions aid the
process of developing complex systems.

Appropriateness of Agent-Oriented Abstractions
A significant part of the design process is finding the right models for viewing the
problem. In general, there will be multiple candidates and the difficult task is picking
the most appropriate one. When designing software, the most powerful abstractions
are those that minimise the semantic gap between the units of analysis that are
intuitively used to conceptualise the problem and the constructs present in the solution
paradigm. In the case of complex systems, the problem to be characterised consists of
sub-systems, sub-system components, interactions and organisational relationships.
Taking each in turn:

•  Sub-systems naturally correspond to agent organisations. They involve a
number of constituent components that act and interact according to their role
within the larger enterprise.
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•  The appropriateness of viewing sub-system components as agents has been
made above.

•  The interplay between the sub-systems and between their constituent
components is most naturally viewed in terms of high-level social interactions:
“at any given level of abstraction, we find meaningful collections of entities that
collaborate to achieve some higher level view” [1] pg. 34. This view accords
precisely with the knowledge-level treatment of interaction afforded by the
agent-oriented approach. Agent systems are invariably described in terms of
“cooperating to achieve common objectives”, “coordinating their actions” or
“negotiating to resolve conflicts”.

•  Complex systems involve changing webs of relationships between their various
components. They also require collections of components to be treated as a
single conceptual unit when viewed from a different level of abstraction. Here
again the agent-oriented mindset provides suitable abstractions. A rich set of
structures are typically available for explicitly representing and managing
organisational relationships. Interaction protocols exist for forming new
groupings and disbanding unwanted ones. Finally, structures are available for
modelling collectives. The latter point is especially useful in relation to
representing sub-systems since they are nothing more than a team of
components working to achieve a collective goal.

Need for Flexible Management of Changing Organisational Structures
Organisational constructs are first-class entities in agent systems. Thus explicit
representations are made of organisational relationships and structures. Moreover,
agent-based systems have the concomitant computational mechanisms for flexibly
forming, maintaining and disbanding organisations. This representational power
enables agent-oriented systems to exploit two facets of the nature of complex systems.
Firstly, the notion of a primitive component can be varied according to the needs of
the observer. Thus at one level, entire sub-systems can be viewed as a singleton,
alternatively teams or collections of agents can be viewed as primitive components,
and so on until the system eventually bottoms out. Secondly, such structures provide a
variety of stable intermediate forms, that, as already indicated, are essential for rapid
development of complex systems. Their availability means that individual agents or
organisational groupings can be developed in relative isolation and then added into the
system in an incremental manner. This, in turn, ensures there is a smooth growth in
functionality.

4  Conclusions and Future Work
This paper has sought to justify the claim that agent-based computing has the potential
to provide a powerful suite of metaphors, concepts and techniques for conceptualising,
designing and implementing complex (distributed) systems. However if this potential
is to be fulfilled and agent-based systems are to reach the mainstream of software
engineering, then the following limitations in the current state of the art need to be
overcome. Firstly, a systematic methodology that enables developers to clearly
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analyse and design their applications as multi-agent systems needs to be devised.
Secondly, there needs to be an increase in the number and sophistication of industrial-
strength tools for building multi-agent systems. Finally, more flexible and scalable
techniques need to be devised for enabling heterogeneous agents to inter-operate in
open environments;
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Introduction

In recent years, there have been significant advances in the theory and application
of metaheuristics to approximate solutions of complex optimization problems.  A
metaheuristic is an iterative master process that guides and modifies the operations of
subordinate heuristics to efficiently produce high quality solutions, [6] [8].  It may
manipulate a complete (or incomplete) single solution or a collection of solutions at
each iteration.  The subordinate heuristics may be high (or low) level procedures, or a
simple local search, or just a construction method.  The family of metaheuristics
includes, but is not limited to, Adaptive memory programming, Ants systems,
Evolutionary methods, Genetic algorithms, Greedy randomised adaptive search
procedures, Neural networks, Simulated annealing, Scatter search, Tabu search and
their hybrids.

Metaheuristics provide decision-makers with robust tools that obtain high
quality solutions, in a reasonable computational effort, to important applications in
business, engineering, economics and the sciences.  Finding exact solutions to these
applications still poses a real challenge despite the impact of recent advances in
computer technology and the great interaction between computer science,
management science/operations research and mathematics. The widespread successes
of metaheuristics have been demonstrated by the establishment of the Metaheuristics
International Conference Series (MIC-95, MIC-97 and MIC-99), the modern-
heuristics digest mailing list (1994), the existence of many sessions at the most
important conferences in operational research and computer science, and the devotion
of entire journals and special issues to study the advances in the theory and
applications of Metaheuristics.  For more details, we refer to most recent books [1] [5]
[8] [9] [10] [11] [12] and the comprehensive bibliography in [7].

The primary components of these metaheuristics are the space of solutions, the
neighbourhood (local search) structures, the memory learning structures, and the
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search engines.  In this paper, we briefly review recent and efficient metaheuristics
and describe for each metaheuristic its associated components.  We then present a
unified-metaheuristic framework initially proposed in [6].  It will be shown how the
existing metaheuristics can fit into the presented framework and how it can allow for
more scope and innovations.  It also invites extra research into designing new and
better approaches.

Moreover, we shall discuss our research experience [2] [3] [4] [13] on
metaheuristics for solving successfully some hard combinatorial optimization
problems, namely, the capacitated clustering problem, the weighted maximal planar
graph problem and the vehicle routing problem and its variants.  Finally, we conclude
by highlighting current trends and future research directions in this active area of the
science of heuristics.
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Abstract.  This paper presents a fuzzy knowledge representation, acquisition
and reasoning scheme suitable for diagnostic systems.  In addition to fuzzy sets
and fuzzy production rules, we propose to using proximity relations for
representing the interrelationship between symptoms in the antecedence of
fuzzy production rules.  A systematic generation method for acquiring
proximity relations is proposed.  An approximate reasoning algorithm based on
such representation is also shown.  Application to vibration cause identification
in rotating machines is illustrated.  Our scheme subsumes other fuzzy set based
knowledge representation and reasoning approaches when proximity relation is
reduced to identity relation.

1   Introduction

Production rule [2] has been one of the most successful knowledge representation
methods developed.  Incorporating fuzzy logic introduced by Zadch [13], fuzzy
production rules (FPRs) have been widely used to represent and capture uncertain,
vague and fuzzy domain expert knowledge.  While FPRs have been applied to solve a
wide range of problems, there have been many different forms of FPRs in order to
fully represent the specific problem at hand.  Certainty factor, threshold value, local
and global weights are some of the parameters embedded into the fuzzy production
rules.  However, these representations have always assumed that the propositions in
the antecedence of FPRs are independent from each other.  Nevertheless, in some
diagnostic problems, these propositions or symptoms may be dependent.  In addition,
the relationship between the propositions in antecedence may depend on the
consequence in the rules.

In this paper, we present a fuzzy knowledge acquisition, representation and
reasoning scheme suitable for diagnostic problems, where proximity relations, fuzzy

                                                          
1 To whom all correspondences should be addressed.
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sets and fuzzy production rules are represented for field experience and textbook
knowledge.  A proximity relation is typically used to represent the degree of
„closeness“ or „similarity“ between elements of a scalar domain.  We use it to
represent the interrelationship between symptoms in the antecedence.  A systematic
generation method for acquiring the proximity relations is also presented.  In addition,
our method can perform fuzzy matching using similarity measure between observed
symptom manifestations and the antecedent propositions of FPR to determine the
presence of consequence or causes of the symptoms.

This paper is organized as followings.  Section 2 introduces concepts of fuzzy set
theory, fuzzy production rules, and proximity relation.  In section 3, a generation
method for proximity relations is described.  In section 4, the definitions of similarity
function are described.  In section 5, a fuzzy reasoning technique is presented.  The
final section describes the conclusion and future work.

2   Knowledge Representation

In this section, we review concepts of fuzzy sets, fuzzy production rules, and
proximity relation.

2.1   Fuzzy Sets

The theory of fuzzy sets was proposed by Zadeh [13] in 1965.  Roughly speaking, a
fuzzy set is a class with fuzzy boundaries.  It can be defined as follows [3]:

Definition 2.1.1: Let U be the universe of discourse and let u designate the generic
element of U. A fuzzy set F of U is characterized by a membership function
χF:U >���@��ZKLFK� DVVRFLDWHV�ZLWK� HDFK� HOHPHQW�u∈U a number χF(u) representing
the grade of membership of u in F, and is designated as: F={( u , χF ( u ))  u∈U }.
Let A and B be two fuzzy sets in the universe of discourse U, i.e.,

U={u1, u2,L, up},
A={( ui , χA ( ui ))  ui∈U },
B={( ui , χB ( ui ))  ui∈U },

where χA and χB are the membership functions of the fuzzy sets A and B respectively.

Definition 2.1.2: The union operation between fuzzy sets A and B is designated as:

A ∪ B = {( ui , χA∪B ( ui ))  χA∪B ( ui ) = Max (χA ( ui ), χB ( ui )), ui∈U}.

2.2   Fuzzy Production Rule

The FPR allows the rule to contain some fuzzy quantifiers [7] (i.e., always, strong,
medium, weak, etc.), and certainty factor.  The types of fuzzy quantifiers and
certainty factor are numerical.  The definitions of fuzzy quantifiers and their
corresponding numerical intervals are given in Table 1.  Furthermore, the level of
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certainty factor and their corresponding numerical intervals are given in Table 2.  The
general formulation of the rule Ri adopted here, 1≤ i ≤ n, is as follows:

Let R be a set of FPRs, R={R1, R2, R3, L, Rn}.

Ri: IF Si THEN Ci (CF = µi), (Th = λ),
where
(1) Si represents the antecedent portion of Ri which may contain some fuzzy

quantifiers.  For machinery diagnosis applications, it may represent symptoms.
(2) Ci represents the consequent portion of Ri.  For machinery diagnosis applications,

it may represent causes.
(3) µi is the certainty factor of the rule and it represents the strength of belief of the

rule.
(4) λ is threshold value which triggered for Ri.

For example, let U be a set of symptoms, U={40-50% oil whirl frequency, lower
multiple, very high frequency}, and seal rub be a concluded cause, then knowledge
may be represented by the rule R1 as follows:

R1:   IF  {strong 40-50% oil whirl frequency ∧ medium lower multiple ∧ medium very
high frequency}

        THEN  seal rub (CF= quite certain), λ=0.70

which can be represented as following rule when fuzzy quantifiers and certainty level
are replaced by numbers, using Tables 1 and 2.

R1:  IF {(40-50% oil whirl frequency, 0.93), (lower multiple, 0.55), (very high
frequency, 0.55)}

         THEN  seal rub (CF=0.70), λ=0.70

Table 1. Fuzzy quantifiers and their corresponding numerical intervals

Fuzzy quantifiers Numerical intervals
always [ 1.00, 1.00 ]
strong [ 0.86, 0.99 ]
more or less strong [ 0.63, 0.85 ]
medium [ 0.47, 0.62 ]
more or less weak [ 0.21, 0.46 ]
weak [ 0.01, 0.20 ]
no [ 0.00, 0.00 ]

Table 2. Certainty levels and their corresponding numerical intervals

Certainty levels Numerical intervals
absolutely certain [ 1.00, 1.00 ]
extremely certain [ 0.94, 0.99 ]
very certain [ 0.78, 0.93 ]
quite certain [ 0.62, 0.77 ]
fairly certain [ 0.46, 0.61 ]
more or less certain [ 0.31, 0.45 ]
little certain [ 0.16, 0.30 ]
hardly certain [ 0.01, 0.15 ]
absolutely uncertain [ 0.00, 0.00 ]
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2.3   Proximity Relation

Shenoi and Melton [11] proposed proximity relation instead of similarity relation to
represent analogical data defined on discrete domains.  Both proximity and similarity
relations have been used to represent fuzzy data in fuzzy database systems.  A
proximity relation is defined in the following manner.

Definition 2.3.1: A proximity relation is a mapping, pj: Dj×Dj >���@, such that for x,
y∈Dj,

(i) pj (x, x) = 1   (reflexivity),
(ii) pj (x, y) = pj (y, x)   (symmetry).

The property of reflexivity and symmetry are appropriate for expressing the degree
of ‘closeness’ or ‘proximity’ between elements of a scalar domain.  For machinery
diagnosis applications, proximity relation of related symptoms can be observed during
a period of time or is given by the field expert.  A fuzzy proximity relation usually
can be represented by a matrix form in a given domain.  For example, Fig.1 shows the
relative relations between three symptoms, rotor and stator resonant frequency,
1×running frequency, and higher multiple.

rotor and stator
resonant frequency

1×running
frequency

higher multiple

rotor and stator
resonant frequency 1.00 0.40 0.57

1×running frequency 0.40 1.00 0.24

higher multiple 0.57 0.24 1.00

Fig. 1. An example of proximity relation

3   Generation Method for Proximity Relations

In general, most of the fuzzy theory researchers assume that proximity relations are
already given.  However, knowledge acquisition such as these relations or production
rules has long been recognized as a difficult task.  Only few of researchers have
considered to systematically generate proximity relations up to now [5, 6].  In this
section, we describe a systematic generation method based on [5] for the acquisition
of proximity relations for machinery diagnosis.

A proximity relation, such as Fig.1, is typically used to represent the degree of „
closeness“ or „ similarity“ between elements of a scalar domain.  The determination
of the similarity between domain elements is usually based on the elements’ common
features or characteristics.  For example, the three symptoms appeared in Fig. 1 all
have the characteristics of catching the causes permanent low or lost, casing
distortion, and misalignment with different degrees of certainty (Table 3).  Since these
data are much easier to be collected or acquired, they can be used to generate the
proximity relation for symptoms.
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Table 3. Feature values for symptoms

Feature values

           Causes
Symptoms permanent low or lost casing distortion misalignment

rotor and stator
resonant frequency 0.30 0.10 0.05

1×running frequency 0.90 0.60 0.30

higher multiple 0.05 0.10 0.10

Let θi represent the domain element of proximity relation.  For machinery
diagnosis application, it may represent symptoms.  Let xj represent the feature or
characteristic of symptom.  For machinery diagnosis application, it represents the
possible causes.  Let µj(x) represent the feature value for xj, µj(x)∈ [0,1].  We can then
represent feature values for each symptom as following:

θ1 (rotor and stator resonant frequency) = {µ1=0.30, µ2=0.10, µ3=0.05},

θ2 (1×running frequency) = {µ1=0.90, µ2=0.60, µ3=0.30},

θ3 (higher multiple) = {µ1=0.05, µ2=0.10, µ3=0.10}.

To calculate the relationship between each pair of symptoms, a geometric distance
based similarity measure is adopted [9].
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            1 ≤ i, j ≤ n, (1)

According to (1), the proximity relation can be calculated as following and its
result is shown in Fig. 1.
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4   Similarity Measure

According to section 2.1, let U be the universe of discourse and let A and B be two
fuzzy sets of U. i.e.

U={u1, u2,L, up},

A={(u1, a1), (u2, a2), L, (up, ap)},

B={(u1, b1), (u2, b2), L, (up, bp)}.

where ai, bi∈ [0,1], and 1≤ i ≤ p. A and B can be represented by the vectors A and B ,
where

A = < a1, a2, a3, L, ap >,

B = < b1, b2, b3, L, bp >.

In this section, we propose using a similarity measure function T [9].  We use it to
calculate similarity value between A and B.  Assume that each uI has the same degree
of importance.  The similarity measure idefined as follows:

( )∑ +
∑ −

−=
=

=

n

i ii

n

i ii

AB ba

ba
S

1

1

,
1 (2)

The larger the value of 
AB

S
,

, the higher the similarity between A and B.

Example 4-1: Assume that

U={40-50% oil whirl frequency, lower multiple, very high frequency},
A={(40-50% oil whirl frequency, 0.70), (lower multiple, 0.92), (very high

frequency, 0.64)},
B={(40-50% oil whirl frequency, 0.50), (lower multiple, 0.80), (very high

frequency, 0.45)}.

A = < 0.70, 0.92, 0.64 >,

B = < 0.50, 0.80, 0.45 >.

By equation (2),

( ) ( ) ( )
87.0872.0127.01       

64.045.092.080.070.050.0

64.045.092.080.070.050.0
1

,

≈=−=
+++++

−+−+−
−=

AB
S

Therefore, the similarity value between A and B is about 0.87.

5   A Fuzzy Reasoning Method

We propose a fuzzy reasoning method with proximity relation to infer causes of
diagnostic problems.  We use fuzzy matching based on similarity measure between
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appearance of machinery’s symptom manifestations and the antecedent portion of the
rule.  If the value of similarity measure of fuzzy matching is larger than threshold
value (λ), then the rule can be fired.  Moreover, the degree of certainty for
consequence Ci of a rule is equal to the value of similarity measure times certainty
factor (ui) of the rule.

According to section 2.2, let

iS = < q1, q2, q3, L, qp >,

represent the vector of antecedent portion of Ri, 1≤ i ≤ n, where ql represents
symptom’s fuzzy quantifier in Ri, 1≤ l ≤ p.  If we assume that some symptom
manifestation are given and others are unknown.  Since proximity relation is used to
represent the relationships between symptoms in a rule, we can then use proximity
relation, which is acquired from the field experts, to assume values of unknown
symptom manifestations.  For each rule Ri, let  jRSM  represent relationship between

symptom manifestations with respect to known symptom j which can be obtained
from row j of a proximity relation.

Let rj denote the degree of manifestation regarding to a symptom, i.e., the degree of
an observed symptom with respect to symptom in the rule.  Then the total effect of all
symptom manifestations is

 DRSM = < m1, m2, m3, L, mp >

        = U
p

j
jDRSM

1=
(3)

                                             where   
jjj RSMrDRSM * = .

By equation (2), the similarity between the machinery’s symptom manifestations
and the antecedence of the rule can be calculated as
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∑ −
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where 
iSDRSM

S
,

∈[0,1].  The larger the value of 
iSDRSM

S
,

, the higher the similarity

between RSM and Si.

If 
iSDRSM

S
,

 ≥ λ, then the rule Ri can be fired; it indicates that the machinery might

have the cause with the degree of certainty of about ci, where ci= 
iSDRSM

S
,

* ui and

ci∈[0,1].  If 
iSDRSM

S
,

 < λ, then the rule Ri can not be fired.

Example 5-1: Assume that U is a set of symptoms and knowledge base contains the
following fuzzy production rule R1, where

U={rotor and stator resonant frequency, 1×running frequency, higher multiple},

R1: IF {(rotor and stator resonant frequency, 0.34), (1×running frequency, 0.93),
(higher multiple, 0.55)}
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      THEN misalignment (µ1=0.70), λ=0.60

By vector representation,

1S = < 0.34, 0.93, 0.55 >

(I) Assuming that has only one symptom manifestation with possible degree 0.30 has
been observed, e.g.,
SM={(rotor and stator resonant frequency, 0.30)}.
According to Fig.1,

RSM1={(rotor and stator resonant frequency, 1.00), (1×running frequency, 0.40),
(higher multiple, 0.57)}.

Because the symptom has the degree of 0.30, we get

DRSM1=0.30*{(rotor and stator resonant frequency, 1.00), (1×running frequency,
0.40), (higher multiple, 0.57)}.

By equation (3) and (4), we can get

DRSM = < 0.30, 0.12, 0.17 >,

52.0480.01         

)55.017.0()93.012.0()34.03.0(

55.017.093.012.034.03.0
1

1,

=−=
+++++

−+−+−
−=

SDRSM
S

Because 0.52 < λ=0.60, so the rule can’t be fired.

(II) Assuming that two symptom manifestations have been observed with possible
degree: rotor and stator resonant frequency has possible degree of 0.30 and
1×running frequency has possible degree of 0.50.
SM={(rotor and stator resonant frequency, 0.30), (1×running frequency, 0.50)}.

According to Fig.1,

RSM1={(rotor and stator resonant frequency, 1.00), (1×running frequency, 0.40),
(higher multiple, 0.57)}.

RSM2={(rotor and stator resonant frequency, 0.40), (1×running frequency, 1.00),
(higher multiple, 0.24)}.

Then,

DRSM1=0.30*{(rotor and stator resonant frequency, 1.00), (1×running frequency,
0.40), (higher multiple, 0.57)}.

DRSM2=0.50*{(rotor and stator resonant frequency, 0.40), (1×running frequency,
1.00), (higher multiple, 0.24)}.

By the representation of vector,

1DRSM = < 0.30, 0.12, 0.17>,

2DRSM = < 0.20, 0.50, 0.12>.

DRSM = Max{DRSM1, DRSM2}

              = Max{ 1DRSM , 2DRSM }

              = < 0.30, 0.50, 0.17 >,

and by equation (4), we can get
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70.0695.0305.01         

)55.017.0()93.050.0()34.03.0(

55.017.093.050.034.03.0
1

1,

≈=−=
+++++

−+−+−
−=

SDRSM
S

Because 0.70 ≥ λ=0.60, so the rule can be fired.  We can obtain c1= 0.70*0.70 ≈
0.49.  From Table 2, we can see that the corresponding certainty level of c1 is „fairly
certain“ in linguistic term.

(III) Assuming that the machinery has three symptom manifestations observed with
possible degrees as follows: rotor and stator resonant frequency and 1×running
frequency and higher multiple have possible degrees, 0.30, 0.50, 0.32,
respectively.
SM={(rotor and stator resonant frequency, 0.30), (1×running frequency, 0.50),

(higher multiple, 0.32)}.

According to Fig.1,

RSM1={(rotor and stator resonant frequency, 1.00), (1×running frequency, 0.40),
(higher multiple, 0.57)}.

RSM2={(rotor and stator resonant frequency, 0.40), (1×running frequency, 1.00),
(higher multiple, 0.24)}.

RSM3={(rotor and stator resonant frequency, 0.57), (1×running frequency, 0.24),
(higher multiple, 1.00)}.

Then,
DRSM1=0.30*{(rotor and stator resonant frequency, 1.00), (1×running

frequency, 0.40), (higher multiple, 0.57)}.
DRSM2=0.50*{(rotor and stator resonant frequency, 0.40), (1×running frequency,

1.00), (higher multiple, 0.24)}.
DRSM3=0.32*{(rotor and stator resonant frequency, 0.57), (1×running frequency,

0.24), (higher multiple, 1.00)}.

By the representation of vector,

1DRSM = < 0.30, 0.12, 0.17>,

2DRSM = < 0.20, 0.50, 0.12>,

3DRSM = < 0.18, 0.08, 0.32 >.

DRSM = Max{DRSM1, DRSM2, DRSM3}

              = Max{ 1DRSM , 2DRSM , 3DRSM }

              = < 0.30, 0.50, 0.32 >,
and by equation (4), we can get

76.0762.0238.01         

)55.032.0()93.050.0()34.03.0(

55.032.093.050.034.03.0
1

1,

≈=−=
+++++

−+−+−
−=

SDRSM
S

Because 0.76 > λ=0.60, so the rule can be fired.  We can obtain c1= 0.76*0.70 ≈
0.53.  From Table 2, we can see that the corresponding certainty level of c1 is „fairly
certain“ in linguistic term.
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6   Conclusion

In this paper, we present a fuzzy knowledge representation, fuzzy knowledge
acquisition and approximate reasoning scheme suitable for diagnostic problems.  The
antecedent propositions in fuzzy production rules have always been assumed to be
independent from each other in the literature.  However, symptoms appearing in the
antecedence of fuzzy production rules may be dependent in diagnostic applications.
In our work, we propose using a proximity relation to represent the interdependency
between symptoms.  In addition, we propose a systematic generation method for
acquiring these proximity relations based on observations from the filed experts.
Furthermore, a fuzzy reasoning method that performs fuzzy matching between
symptom manifestations and the antecedence of fuzzy production rule as well as the
determination of causes is also given with application to machinery diagnosis.

Our proposed fuzzy knowledge representation and fuzzy reasoning algorithm
subsumes the traditional approach when proximity relation is reduced to identity
relation.  For future work, we are now concentrating on extending our scheme to
multiple input, multiple output production rule systems and multiple rules inferences.
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Abstract.  This paper describes a new approach to model fuzzy sets using
object-oriented programming techniques.  Currently, the most frequently used
method to model fuzzy sets is by using a pair of arrays to represent the set of
ordered pairs, elements and their grades of membership.  For continuous fuzzy
sets, it is impossible to use infinite number of elements to model, therefore a
limited number of array elements are used.  Because the grade of membership
can be calculated by a membership function, we introduced an approach that
models fuzzy set using membership functions directly.  Our new approach
reduces memory required to model fuzzy sets.  Furthermore, grades of
membership are calculated dynamically only when needed.  Compare with the
approach mentioned before, our approach seems to offer advantages in memory
space and computation time when modelling systems with complex continuous
fuzzy sets.

1 Introduction

In traditional approach, software model to fuzzy set [8, 9] use a pair of array to store
the element and grade of membership to represent order pairs [8, 9]:

A = {(x,mA(x))|x³X} , (1)

where mA(x) is the membership function [8, 9] representing the grade of
membership of x in fuzzy set A.  In other words, it maps the fuzzy set domain X to
membership space 0 to 1 for a normalised fuzzy set [9].  It is straightforward to model
discrete fuzzy set by use of this method.  For continuous fuzzy set, limited number
sample of membership function pre-processed and stored as discrete fuzzy set [2, 5].
By using sampled ordered pairs, grades of membership between samples can be found
by interpolation.  In our approach, we would like to store membership function
directly instead of storing discrete ordered pairs by means of object-oriented
programming techniques.

In the following Sections, the traditional approach will be described briefly.  Then,
our new object-oriented approach and its implementation will be shown.
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2 Traditional Approach

For discrete fuzzy set, using a pair of array to store ordered pairs [2, 5] is the simplest
model.  Also, operations on discrete fuzzy set using this model are straightforward.
For example, the ordered pairs of fuzzy set A and B are {(1,0.2), (2,0.5), (3,0.8), (4,1),
(5,0.7), (6,0.3)} and {(3,0.2), (4,0.4), (5,0.6), (6,0.8), (7,1), (8,1)} respectively, then
A¬B={(3,0.2), (4,0.4), (5,0.6), (6,0.3)}.  This intersection operation on discrete fuzzy
set in software can be done by the following procedure.

Other fuzzy operations [2, 6, 8, 9] on discrete fuzzy sets can be done by replacing
the min(mA(xk), mB(xk)) function with other functions, such as maximum for union.

For continuous fuzzy set, sampling of membership function is required to initialize
fuzzy set.  The procedure is shown below:

According to the domain and number of sampling points, a similar process can be
used find the resultant fuzzy set after fuzzy operation.  Instead of adding the ordered
pair, ordered pair of sample and operation (mA(Sample), mB(Sample)) is used, where
operation is a function which process fuzzy set operation.  For example, if the
operation is intersection, min (mA(Sample), mB(Sample)) is used instead of m(Sample).
As shown in the procedure below:

1. Sort fuzzy set A by element
2. Sort fuzzy set B by element
3. Expand fuzzy set A by adding element with zero grade of membership,

which exist in fuzzy set B but not A.
4. Expand fuzzy set B by adding element with zero grade of membership,

which exist in fuzzy set A but not B.
5. Start intersection operation

For k = 0 to size(A) - 1
GradeOfMembership = min(mA(xk), mB(xk))
If GradeOfMembership � 0

Add (xk,GradeOfMembership) to resultant fuzzy set

1. SamplingPeriod = (DomainMax-DomainMin)/(MaxNumberOf Sample-1)
2. Sample = DomainMin
3. While Sample<DomainMax

Add (Sample, m(Sample))
Sample = Sample + SamplingPeriod

1. SamplingPeriod = (DomainMax-DomainMin)/(MaxNumberOf Sample-1)
2. Sample = DomainMin
3. While Sample<DomainMax

Add (Sample, min (mA(Sample), mB(Sample)))
Sample = Sample + SamplingPeriod
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To implement continuous fuzzy set operations using the traditional approach, an
“adequate” number of samples should be taken.  First, if the sampling period is too
large, the membership function itself may have distortion.  Second, if the resultant
fuzzy set sampling period is not small enough, distortion may occur, even the operand
fuzzy sets do not have any distortion.  As see the example below.

m
(x

)

x

1

15105

Fig. 2.1. Intersection of two fuzzy sets with triangular membership function which number of
sampling is three and domain are 0 to 10 and 5 to 15 respectively.  The resultant fuzzy set
domain is 0 to 15 and number of sample is three, which is not large enough.

As see from Fig. 2.1, the bold line is the expected result and the dotted line is the
result, which do not have enough samples. This problem can be solved by increase the
number of sample, however, it is a difficult task to find an “adequate” number of
sample because it depends on the membership function.  If the number of sampling is
too large, it wastes memory.  If it is too small, the membership function distorts.  We
therefore propose an alternative modelling method using object-oriented techniques.

3 Object-Oriented Approach

In this paper, we would like to introduce another approach to model fuzzy sets.
According to the first paper in fuzzy set [8] by Professor Zadeh:

A fuzzy set (class) A in X is characterized by a membership (characteristic)
function fA(x) which associate with each point in X a real number in the interval [0,
1], with the value of fA(x) at x representing the “grade of membership” of x in A.

It is quite natural to describe the above concept using object-oriented programming
concepts.  We consider fuzzy set as a class that has an attribute to describe the domain
space and associated with a “membership function class”.  This functor class contains
the actual membership function method, func, which maps each point in the domain to
the interval [0, 1].  As shown in the UML [3, 4] class model in Fig. 3.1.
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FuzzyMem b ershipFunc

func()

FuzzySet

name : String
dMin : double
dMax : double

gradeOfMembership()

1 11 1

#mem bership

Fig. 3.1. Class diagram of fuzzy set and fuzzy membership function

FuzzyMembershipFunc is an abstract class; all fuzzy membership function classes
should inherit from this class and override the func abstract method with its own
membership function.  The class diagram below describes this structure.

By1MemFunc

func()

By2MemFunc

func()

Rectangular

func()

Triangular

func()

FuzzyMembershipFunc

func()

Fig. 3.2. Class diagram of fuzzy membership functions (By1MemFunc and By2MemFunc will
be explained later)

By use of this implementation model, grades of membership are calculated when
required.  No sampling is needed to initialize fuzzy set because the func method
defined in the fuzzy membership function classes already captures this relationship.
To create a new fuzzy set, just need to assign a suitable fuzzy membership function
object to that fuzzy set object.

The UML sequence diagram below shows the process of an application program
requesting the grade of membership of a fuzzy set object.

 : Application
Program

 : FuzzySet  : FuzzyMembershipFunc

gradeOfMembership(double element)

func(double element)

return

return

Fig. 3.3. Application program request grade of membership of an element in the fuzzy set

When an application program request the grade of membership of an element, the
element is passed to the fuzzy membership function object via the fuzzy set object by
calling gradeOfMembership(element), then func method in FuzzyMembershipFunc
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invoked and compute the grade of membership in runtime and finally to the
application program.

For fuzzy set operations, beside the classes stated above, operator objects, such as
complement, alpha cut, maximum, minimum … etc are required.  For each operator
class, a method is used to describe fuzzy set operation.  For example, the method in
complement operator class is fA� (x) = 1 - fA(x) where A� is the resultant fuzzy set.  Fig.
3.4 shows the class hierarchy of fuzzy operators.

FuzzyOperator

compute(double grade) : double
compute(double grade1, double grade2) : double

AlphaCut Complement Maximum Minimum

Fig. 3.4. Fuzzy operators class hierarchy

There are two compute methods in FuzzyOperator class, for unary operations and
binary operations.  FuzzyOperator is an abstract class; all operator classes should
inherit from this class.  Operators for unary operation such as AlphaCut, Complement
… etc need to override the compute(double grade) method. Operators for binary
operation such as Maximum, Minimum … etc need to override the compute(double
grade1, double grade2) method.  To create new fuzzy set object after fuzzy operation,
beside the operand fuzzy set(s), the membership function associate with it and fuzzy
operator object, we also need two special fuzzy membership functions, By1MemFunc
and By2MemFunc for unary and binary operation respectively.  In the following
paragraphs, we will describe how these two special function work with fuzzy
operation.  The structure of By1MemFunc and By2MemFunc are shown in the UML
class diagram below:

FuzzyMembershipFunc

FuzzyOperator

By1MemFunc

func()

FuzzyOperator

FuzzyMembershipFunc

FuzzyMembershipFunc

By2MemFunc

func()

Fig. 3.5. Structure of By1MemFunc and By2MemFunc

The FuzzyMembershipFunc object associate with By1MemFunc and By2MemFunc
object is copied from the membership function object of the operand fuzzy set(s).
Fig. 3.6 shows the sequence diagram of unary operation.
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 : FuzzySet  : Triangular  : Complement  : By1Mem
Func

 : FuzzySet : Fuzzy
Operation

getMembership

return

clone

return cloned Triangular

new Complement

new By1MemFunc

new FuzzySet

new By1MemFunc by
cloned Triangular membership func 
and
Complement operator object

new FuzzySet by 
the By1MemFunc 
above

Fig. 3.6. Example: Complement of fuzzy set with triangular membership function

The fuzzy set generated after fuzzy operation in the figure above is different from
the fuzzy set in Fig. 3.3.  The membership function which associate with this fuzzy
set is a By1MemFunc which link a cloned triangular object and a fuzzy operator, but
the membership function described in Fig. 3.3 do not link any other object and able to
return the grade of membership directly.  The sequence diagram below shows how the
grade of membership of the resultant fuzzy set returned. (All the objects below are
generate by the process describe in Fig. 3.6)

 : FuzzySet  : By1MemFunc Cloned Triangular : 
Triangular

 : Complement : MainProgram

func(double element)

func(double element)

compute(double grade)

return

return

return

gradeOfMembership(double element)

return

grade is the
return value of func

Fig. 3.7. Grade of membership return from the fuzzy set generated by unary operation

When the grade of membership of an element is required from this resultant fuzzy set, the
element is passed to the unary fuzzy membership function (By1MemFunc) object from fuzzy
set object. Then, By1MemFunc object obtains the grade of member-ship of the element from
the cloned operand fuzzy membership function object.  After that, the grade of membership
passed to the operator object.  After calculation, the resultant grade of membership obtained
and returned to the fuzzy set and to the main program that request grade of membership in
runtime.
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Binary operation is similar to unary operation (see Fig. 3.6), but it needs to clone
one more membership function and use By2MemFunc instead of By1MemFunc.  Fig.
3.8 below shows an example of binary operation.

 : Fuzzy
Operation

operand1 : 
FuzzySet

 : Triangular  : Maximum  : By2Mem
Func

 : FuzzySetoperand2 : 
FuzzySet

 : Rectangular

new By2MemFunc by
cloned Triangular membership func,
cloned Rectangular membership func
and
Maximum operator object

new FuzzySet by 
the By2MemFunc 
above

getMembership( )

return

clone( )

return cloned Triangular

new Maximum

new By2MemFunc

new FuzzySet

getMembership( )

return

clone( )

returned cloned Rectangular

Fig. 3.8. Example: Maximum of fuzzy sets with triangular and rectangular membership
function

 : Application
Program

 : FuzzySet  : By2Mem
Func

Cloned Triangular : 
Triangular

 : MaximumCloned Rectangular 
: Rectangular

gradeOfMembership(double element)

return

func(double element)

return

func(double element)

return

compute(double grade1, double grade2)

return

func(double element)

return

Fig. 3.9. Grade of membership return from the fuzzy set generated by binary operation
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When grade of membership is required from the resultant fuzzy set of binary operation.  The
two-parameter compute method in Operator object is called instead of the one-parameter
compute method.  As shown in the sequence diagram in Fig. 3.9.

Using the architecture described above, we have implemented a Java class library
called FuzzySys that facilitates the development of a general class of fuzzy logic
systems.  In the following Sections, the Java implementation of FuzzySys will be
described in detail.  The concepts we have described can easily be implemented in
other object-oriented languages as well.

4 Implementation

In the following, some Java code attached are used to explain the concept described in
above Section more clearly.

One of the important techniques to make this approach works, is the concept of
copying object.  To implement both FuzzyMembershipFunc and FuzzyOperator class,
we need to make it clonable [1], so fuzzy operations can copy the operand fuzzy set’s
membership function class to create resultant fuzzy set.

For some special membership functions which contain complex data type as
attribute, such as By1MemFunc and By2MemFunc, beside override the func method,
they also need to override the clone method, so the cloned object will not share the
same attribute (object) with the original object [1].  Following is part of the
By2MemFunc code which show the clone method and also the func method which
responsible for a part of operation on Fig. 3.9.

public final class By2MemFunc extends FuzzyMembershipFunc {

protected FuzzyMembershipFunc memFunc1, memFunc2;
protected FuzzyOperator       operator;

// Constructor, accessor and modifier define here ...

public Object clone() {
By2MemFunc fmem = (By2MemFunc)super.clone();
fmem.setMembershipFunc1((FuzzyMembershipFunc)memFunc1.clone());
fmem.setMembershipFunc2((FuzzyMembershipFunc)memFunc2.clone());
fmem.setOperator( (FuzzyOperator)operator.clone() );
return fmem;

}

public double func(double input) {
double gradeOfMembership1 = memFunc1.func(input);
double gradeOfMembership2 = memFunc2.func(input);
return operator.compute(gradeOfMembership1, gradeOfMembership2);

}
}
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For other membership function class without complex data type, it only needs to
extends (inherit) from this class and override the func method.  Following is part of
Rectangular membership function class Java code.

public final class Rectangular extends FuzzyMembershipFunc {

protected double start, end;

// Constructor, accessor and modifier define here...

public double func(double input) {
if ( input >= start && input <= end )

return 1;
else

return 0;
}

}

Following is part of the Alpha Cut, fuzzy operator code:

public final class AlphaCut extends FuzzyOperator {

protected double alpha;

// Constructor, accessor and modifier define here ...

public double compute(double grade) {
if ( grade < alpha )

return 0;
else

return grade;
}

}

As mention before, fuzzy operations create the resultant fuzzy set by copy the
operand(s) fuzzy set’s membership function object and new an operator object(s),
such as alpha cut, complement ...etc.  Following is an example showing how fuzzy
operation is done by static methods (See Fig. 3.6 and Fig. 3.8) in FuzzyOperation
class.

public class FuzzyOperation {

public static FuzzySet complement(FuzzySet op) {
FuzzyMembershipFunc fmc =

(FuzzyMembershipFunc)op.getMembership().clone();
FuzzyOperator fo = new Complement();
FuzzyMembershipFunc fmn = new By1MemFunc(fmc, fo);
return new FuzzySet(op.getDomainMin(), op.getDomainMax(), fmn);

}

// Other operations defined here...

}
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By the implementation above, we do not use array to store sampled order pair to
represent fuzzy set; instead we use a function directly and use some attribute to store
the characteristics of that function.  For example: start and end in Rectangular
membership function.  Therefore, for system with many fuzzy sets, our approach
minimizes memory required.  Furthermore, in our implementation, we do not have
any loop and the growth of function [7] in our approach is constant.  For traditional
approach, the growth of functions is in terms of the number of samples.  So, our new
approach seems to offer advantages in memory space and computation time.

5 Conclusion

The major advantage to our new object-oriented modelling of fuzzy sets is that we
avoid problems of over- or under-sampling and the distortion problem in general.
Furthermore, because the resultant fuzzy set contains all the fuzzy membership
functions and operators involved, the fuzzy set operations are traceable and make
application debugging easier.  In addition, due to our object-oriented structure, the
fuzzy membership functions and operators can be reused and managed in a flexible
way.  Although increasing cascaded operations will increase the number of
computation, this overhead is not large.  On the other hand, grades of membership
will only be calculated when needed and avoid unnecessary computation of traditional
approaches.  Therefore in general the performance of our approach will be better.

The traditional method of modelling fuzzy sets with a pair of arrays to store
elements and their grades of membership may cause distortion if sampling is not
enough.  Our object-oriented model solves this problem.  We have successfully
implemented a Java class library, called FuzzySys, which encodes this concept.  Our
class library not only solves the distortion problem, but also provides user a flexible
and efficient way to develop full-scaled fuzzy logic systems.

References

1. Arnold Gosling: The Java Programming Language. Addison Wesley (1997) 77-82
2. Cox, E.: Fuzzy System Handbook. AP Professional (1998) 81-216
3. Flowler Martin. UML Distilled, Applying the Standard Object Modeling Language. Addison

Wesley (1997)
4. Grady Booch, James Rumbaugh, Ivar Jacobson: The Unified Modeling Language User

Guide. Addison Wesley (1999)
5. Granino A. Korn: Neural Networks and Fuzzy-Logic Control on Personal Computers and

Workstation. MIT Press (1991) 315-322
6. R. Lowen: Fuzzy Set Theory: Basic Concepts, Techniques, and Bibliography. Kluwer

Academic Publishers (1996) 49-132
7. T.H. Cormen, C.E. Leiserson, R.L. Rivest: Introduction to Algorithms. MIT Press/McGraw-

Hill (1990) 23-31
8. Zadeh, Lotfi A.: Fuzzy Set. Information and Control 8 (1965) 338-353
9. Zimmermann, H.J.: Fuzzy Set Theory and Its Applications. Kluwer Academic Publishers

(1996)



I. Imam et al. (Eds.): IEA/AIE-99, LNAI 1611, pp. 33-42, 1999.
© Springer-Verlag Berlin Heidelberg 1999

A Fuzzy Approach to Map Building

H. Zreak, M. Alwan, and M. Khaddour

Higher Institute of Applied Sciences and Technology
Automation Department

P. O. Box 31983, Damascus, Syria.
Fax: +963-11-223 7710, Phone: +963-11-512 0547 (Ext. 2554)

E-mail: m.alwan@ic.ac.uk

Abstract. In this paper, we present test results for a fuzzy map building method
(introduced in [2]). We also introduce modifications to the sensor’s model and
map-update scheme and compare results.  Both sensor models and map updates
gave encouraging results manifested by recognising cluttered objects as
separate entities, detecting small objects and discovering relatively small gaps
between objects. The proposed methods can update the map in real-time. The
fuzzy map update fusion functions provided a means of tweaking the map
adaptability in dynamic environments. Thus, the proposed methods are suited to
real-world applications. It has been shown that the direct update scheme suits
real-time obstacle avoidance applications, while the fuzzy fusion functions are
more appropriate for environment mapping and path-planning applications.

1. Introduction

Building a map of the robot’s environment is crucial in autonomous mobile robots
for path planning, particularly in dynamic environments. Consequently, map building
became the focus of interest for many researchers in the field of mobile robotics.

Various types of perception and sensing devices can be employed to achieve this
goal, such as: cameras, laser range finders, infrared sensors, and ultrasonic
transducers. Notably, ultrasonic sensors are widely used in autonomous mobile robots
for many reasons: they are light, reliable, low cost, simple to operate, and enable the
robot to operate in dark environments. However, ultrasonic range finders have their
problems. Their first drawback is the width of the sensor’s beam, which translates into
a low angular resolution and hence implies appreciable angular uncertainty in the
position of the obstacle with respect to the sensor’s axis. The second is the limited
accuracy in measuring the distance of objects, which results in distance uncertainty.
The third shortcoming is due to the nature of the ultrasonic waves as well as the
reflecting object (such as multiple reflections, absorption, cross talk between sensors,
and the possibility of losing the echo in a series of reflections). Hence, these
uncertainties need to be included in the world’s model, such that they can be taken
into consideration when the map is to be used for path planning to yield paths that are
likely to execute successfully in the real world [1].



34 H. Zreak, M. Alwan, and M. Khaddour

In this paper, we will shed some light on related works, outline the methods we are
proposing to model the uncertainties inherent in ultrasonic perception systems,
present our map update schemes, discuss the results and draw conclusions upon them.

2. Literature Review

The literature on perception and map building techniques is abundant. We will
review in what follows some of the map building strategies that rely on ultrasonic
transducers identical to the ones we are using. We will mainly concentrate on
methods that model the measurement uncertainties and include such uncertainties in
the map. Moreover, we have focused on grid representation of the map, as this
representation is of particular interest since it suits the path planning method we
introduced in [1] and [2].

The map building methods encountered in the literature differ primarily in the
proposed sensor model, map representation, and the fusion methods that combine the
information from the sensors with the previous map.

Elfes et al. [3], Poloni et al. [4], and Pagac et al. [5] build two layered maps, one
holds occupancy information, and the other is for emptiness information. The three
researchers and their co-workers used sensor models based on probabilistic
distribution functions along the distance and the angle. However, the sensor models
proposed by Poloni and Pagac explicitly reduce the occupancy probability as the
range increases, to express less credibility in farther distance measurements that may
be caused by multiple reflections. Elfes and his colleagues employed a Bayesian
update approach, whereas Poloni and his co-researchers used fuzzy functions for
fusing the newly acquired map with the previous one. While Pagac’s sensor model
diverged from the Bayesian world to evidence theory, since the summation of
occupancy probabilities on the arc, where the reflecting object lies, is not equal to
one; consequently, Pagac made use of the Dempster’s rule of combination from the
evidence theory to update the map.

Poloni’s method is not suited to dynamic environments, where objects in the
environment may move. The method produced grid cells containing contradictory
emptiness and occupancy information. This is due to updating the occupancy layer
without reducing the emptiness possibility for the corresponding grid cells on the
emptiness layer, and vice versa. Moreover, the complex sensor’s model makes the
method require demanding and time-consuming computations. Elfes’ method can
cater for dynamic changes in the perceived work space, but the speed of convergence
is quite slow (i.e. the environment has to be scanned many times for objects to clearly
appear/disappear); the Bayesian update formulae used by Elfes and his colleagues are
also computationally expensive. In contrast, Pagac’s method gave very good results,
but has proven to be slower than the fuzzy methods we are proposing. Finally, none of
the above methods made use of the readings of contiguous sensors.

In the rest of this paper, we will present two fuzzy based methods for modelling the
sensor’s uncertainty. The sensor’s model is dependent on the readings coming from
contiguous sensors (i.e. whether there is supporting evidence coming from the
adjacent sensors on either side).
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3. The Proposed Methods

The map building methods we propose rely, in principle, on 24 ultrasonic range
finders from Polaroid, having range accuracy equal to ±1% of the measured distance
and a beam angle of 30 degrees [6]. The sensors are evenly distributed around the
test-bed vehicle’s body.

The use of 24 sensors, instead of 12, results in a 50% overlap between the adjacent
visibility sectors. This greatly improves the angular resolution of the perception
system, and eliminates the chance of loosing echoes from objects on the boundary of
the visibility sectors of adjacent sensors, particularly if the sensor’s model takes the
adjacent sensors’ readings into account.

To simplify the sensor’s model and to make the distance uncertainty measurement
independent, we assume a worst-case and consider the error to be equal to its
maximum value always. This renders the width of uncertainty region equal to
2*0.01*10.5m=21cm. The uncertainty region is divided into three rows of cells each
is 7 cm wide, as shown in the distance uncertainty profile below. Therefore, the map
grid cells can be 7cm x 7cm. However, and since the graphical representation of the
map on the screen may introduce an error equivalent to one cell in either of the
horizontal or vertical directions, we have chosen a higher map resolution and set the
grid size to 3cm x 3cm.

The distance uncertainty profile adopted in both of the proposed sensor models was
originally introduced in [2]. Figure 1 illustrates the occupancy possibility as a
function of distance when the sensor detects an obstacle at distance R.

Fig. 1. Distance Uncertainty Profile.

The areas just before and after the distance measurement R could possibly be
occupied, while the sonar beam conveys no information about the area beyond the
object that reflects the beam. However, we are proposing two different angular
uncertainty profiles and two different map update schemes. The distance uncertainty
is used as it is with the first model, and used as a modifier multiplied with the angular
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possibility occupancy profile to give the final occupancy possibility to be filled into
the 15 possibly occupied grid cells.

3.1 The First Model

In the first model, we divide the visibility sector of every sensor into three regions,
just as we did with distance uncertainty profile. The model illustrated in figure 2 first
appeared in [2].

The grid cells in the centre of the beam have the highest occupancy possibility,
while grid cells inside the visibility sector on either side are possibly occupied; the
areas outside the visibility sector are treated as unknown for this particular sensor.

This method fills grid cells falling in the areas covered by overlapping visibility
sectors of adjacent sensors with the maximum occupancy possibility if it is different
from 0.5 (which corresponds to lack of information).

Fig. 2. The Angular Uncertainty Profile.

The map-update scheme, in this method, fills the grid cells with the newly
acquired occupancy possibility if the new occupancy possibility is different from 0.5;
thus throwing away old information. However, the old occupancy possibility
information is retained in the grid cells for which the latest scan did not yield any
useful information.

3.2 The Second Model

The visibility sector of every sensor is divided into five sub-sectors. In this model,
nonetheless, we distinguish between three different cases:

 1. If the distance measurement from adjacent sensors does not match that of the
current sensor, this would mean that a narrow obstacle is most likely situated in
the middle of the visibility sector. In this case, the proposed occupancy possibility
profile is given in figure 3.
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Fig. 3. The Angular Occupancy Possibility Profile for a single sensor’s reading.

 1. If a sensor’s distance measurement is close to the distance measurement of
only either of the contiguous sensors, this will increase the occupancy possibility
of the sub-sectors situated nearest to that sensor. For example, when the sensor to
the right of the current sensor yields a distance reading close to that of the current
sensor, the highest occupancy possibility is shifted to the right as illustrated in
figure 4.

Fig. 4. The Angular Occupancy Possibility Profile for close measurements of two
adjacent sensors.

 2. If both of the contiguous sensors give distance measurements close to that of
the middle one, then we have either of the two possible scenarios shown in figure
5.
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Fig. 5. The Two Possible Scenarios when three contiguous sensors give similar distance
readings.

We decided to adopt the right-hand scenario in order to minimize the chance of
missing a gap, which can accommodate the robot, between two objects. The
corresponding occupancy possibility profile is thus given in figure 6.

Fig. 6. The Occupancy Possibility Profile adopted when three contiguous sensors give close
distance measurements.

We employed parameterised fuzzy combination functions, such as Dombi and
Yager to fuse the newly acquired map with the previous one. Dombi’s function is
given by:

Where a and b are the old and the new occupancy possibilities of a grid cell, and λ
is a tuning parameter. We chose λ to be 2.

Whereas Yager’s function is expressed as follows:
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Where a and b are the old and the new occupancy possibilities of a grid cell, and p
is a tuning parameter. We chose p to be 2.

3.3 Inclusion of Prohibited Areas

In some environments, prohibited areas, where the robot should not go may exist.
These areas may be dangerous although they may not appear to the robot’s sensors
(e.g. a staircase). To protect the robot and to make it avoid such areas, we can store a
separate map containing the prohibited areas as obstacles. The map of prohibited
areas can be fused with the acquired map using the max operator.

4. Implementation and Test Scenario

In the current implementation, we used only 15 sensors out of 24, covering the
front and the sides of our test-bed vehicle. To increase the rate of scanning the
environment and keep the possibility of sensors’ cross talk to a minimum, we chose to
fire sensors in pairs having 180 degrees between them.

The two proposed methods were tested in an office-like environment shown in
figure 7.

Fig. 7. The Distribution of Objects in the Test Environment.

Here is a brief description of each object in the figure: C1 and C9 are tables. C2,
C7 and C10 are walls. C3 is the door. C4 and C6 are two chairs positioned at distance
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1.3 m and perpendicular to sensors 7 and 9 respectively. This arrangement has been
chosen such that the distance between C4 and C6 is 1 meter. C5 is an object of a small
reflecting surface (9cm wide), and positioned 1m away from the opposite sensor. C8
is a fixed object at distance 2.75 meters (from the central sensor No. 8).

5. Results and Discussion

Figure 8 presents the results of scanning the above-described environment
according to the first fuzzy model and update method. The map shown in figure 9 has
been built using the second fuzzy model and Dombi’s update formula, while the map
in figure 10 employs the same fuzzy model together with Yager’s update scheme.

Fig. 8. The Map obtained using the first sensor model and direct update.

It is clear from the figures that both models and update methods were able to detect
the small object C5 and represent it on the map. Moreover, both sensor models and
map updates managed to discover the gap between the two objects C4 and C6, which
can accommodate the test-bed vehicle, as they are supposed to. Both methods and
update schemes were also able to detect the three objects C4, C5 and C6, as discern
entities despite the small distance between C4, C5 and C6.

We can clearly notice that the wall C7, C9 and C10 have been detected as two arcs
in all maps. This is due to the properties of ultrasonic waves, where the echo is
received from the nearest point situated in the sector.
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Fig. 9. The Map obtained using the second sensor model and Dombi’s fusion function.

Fig. 10. The Map obtained using the second sensor model and Yager’s fusion function.
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 The main difference between Dombi and Yager’s fusion functions was the speed
at which an object clearly appeared on the map or disappeared from it. The speed of
adaptation of both functions, however, is dependent on the function’s parameters; the
adaptability is thus tunable.

 Moreover, the first fuzzy model has a rather wide uncertain region on both sides of
the obstacle, whereas the second fuzzy model gives a better definition of objects.

All of the three proposed update techniques can scan the work space and update the
occupancy possibility of the map grid cells in real-time. However, the first fuzzy
model together with the first direct update mode was the fastest. Nevertheless,
Dombi’s and Yager’s update functions retain some of the old information.
Consequently, the direct update approach is suited to real-time obstacle avoidance on
the move, while Dombi’s and Yager’s are appropriate for building maps for path
planning purposes.

6. Conclusions

The map building methods presented in this paper provide an effective tool for
modelling uncertainties of sonar range finders and capturing the uncertainties of the
world. Both of the proposed methods could detect small objects and could discern
relatively small gaps between object.

All of the proposed models and update methods could scan the environment and
update memory cells corresponding to the map grid cells in real-time. The speed of
adaptation in dynamic environments is tunable, when fuzzy fusion functions are used.
Hence, the proposed methods are suitable for real-time real-world applications. The
direct update scheme, however, is more appropriate for real-time navigation and
obstacle avoidance, whereas the proposed fuzzy update functions are better suited to
mapping and path planning applications.

The technique, nevertheless, needs to be investigated further on the mobile
platform to get a better view of the environment from different positions and
orientations.
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Abstract. In this paper, we present a new model dealing with affirmative or
negative information. We propose a formalization of negation in the context of
fuzzy set theory grounded on a compatibility level and tolerance threshold to
render nuanced strength values of modified properties in the scope of a
linguistic negation. Their combination allows us to choose the reference frame
from which the possible values of a linguistic negation of A appearing in the
statement “x is not A” will be extracted. The plausible interpretations of denied
properties are obtained as the result of the different scoping of the negation
operator. Moreover, a choice strategy computes, if needed, an intended meaning
of each linguistic negation.

1 Introduction

In this paper, we present a general model dealing with nuanced information expressed
in affirmative or negative forms as they may appear in knowledge bases including,
rules like “If Jack is not small then he is visible in the crowd” or “if the wage is not
high then the summer holidays are not very long” and facts like, “Jack is really very
tall” or “the wage is really low”, for example. This problem is threefold and implies
(1) the representation of nuanced properties, (2) the representation of strengthening or
softening effects resulting from adverbial modifiers bearing on properties, and (3) the
association of different interpretations due to different scopes of a negation operator
on a compound linguistic element expressing a nuanced property. Our main goal has
been to define a general model dealing with affirmative or negative information (1)
grounded on the models proposed in ([11-14]), (2) improving theirs abilities in the
management of knowledge bases, and (3) including the main results of linguistic
analysis of negation ([9], [3], [4], [1]). In Section 2, we present the initial
representation of nuanced information based on an automatic process defining the L-R
functions associated with nuances of properties ([2]). Section 3 points out the fact that
a modelisation implying denied properties must be viewed as a one to many
correspondence, called here multiset function. Section 4 is devoted to the linguistic
analysis developed in ([14]) which improve the formalization of linguistic negation
proposed in ([11], [12]) by an explicit taking into account the different scopes of the
linguistic negation in accordance with linguistic theories ([9], [3], [4], [1]). In Section
5 we propose a formalization of linguistic negation based upon a compatibility level r
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and a tolerance threshold e to rend nuanced strength values of modified properties in
the scope of a linguistic negation of A appearing in “x is not A”. A combination of r
and e allows to define a reference frame, denoted as Neg

r,e(A), from which the
possible values of linguistic negation of A will be extracted. In Section 6, we specify
the links between the different definitions of linguistic negation proposed in ([11-14]).
In Section 7, each scope of a negation operator is associated with a reference frame
subset, denoted as neg

r,e(x, A), which constitutes the intended meanings of the
linguistic negation r–compatible with A for x with a tolerance threshold e. We
propose in Section 8 a choice strategy leading to an intended meaning of the linguistic
negation. In Section 9 we state new properties of the linguistic negation which
improve the abilities of previous models.

2 The Initial Frame of Information Representation

In the following, we suppose that our discourse universe is characterised by a finite number
of concepts Ci. A set of properties Pik is associated with each Ci, whose description domain
is denoted as Di. The properties Pik are said to be the basic properties connected with
concept Ci.  For example as regards to the previous knowledge, the concepts of “height”,
“wage” and “appearance” should be understood as qualifying individuals of the human
type. The concept “wage” can be characterized by the basic fuzzy properties ([16]) “low”,
“medium” and “high”. Linguistic modifiers bearing on these basic properties permit to
express nuanced knowledge. This work uses the methodology proposed in ([2]) to cope with
affirmative information expressed in utterances like « x is f

a
m

b
Pik » or « x is not f

a
m

b
Pik » in

the case of negation. In this context, expressing a property like “f
a
m

b
Pik” called here nuanced

property, requires a list of linguistic terms.
Two ordered sets of modifiers are selected depending on their modifying effects:

- The first one groups translation modifiers resulting somehow in both a translation and an
eventual precision variation of the basic property: For example, the set of translation
modifiers could be M7={extremely little, very little, rather little, moderately («), rather,
very, extremely} totally ordered by the relation:
 m

a
<m

b
 À a<b (Cf. Figure 1).

0

1

Extremely little
Very little

Rather little Rather
Very

Extremely

high

Ø

Fig. 1. Translation Modifiers applied to the basic property “high”

- The second one consists of precision modifiers  which make possible to increase (or
decrease) the precision of the previous properties (Cf. Figure 2). For example,
F6={vaguely, neighbouring, more or less, moderately, really, exactly} totally
ordered by f

a
<f

b
 À a<b.
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high

0

1
Neighbouring
More or less

Really
Exactly

Vaguely

Ø

Fig. 2. Precision Modifiers applied to the basic property “high”

3 The Linguistic Negation as a Multiset Function

Let us sketch a main idea underlying our formal model. Utterances like “John is tall”
or more generally “x is A” are ways, natural languages (henceforth NL) permits to
confer some property A to an x. As simple as they could appear at a first glance, their
interpretations raise, nevertheless, a lot of difficult problems as soon as the goal is to
give them a translation in a formal model entity ([17]). It is well known that first order
logic ([8], [5]) appears to be a poor candidate for that, even for these simple
utterances, and a formula like A(x) resulting from their translation appears to be far
from encompassing linguistics properties of what could inferred from original NL
utterances ([6]). Properties of A(x) greatly depends on what A denotes in NL, and
modelisations should take all of them into account. This is particularly the case when
A is a vague property and fuzzy set theory is generally considered as well suited to
cope with this kind of characteristics ([7]). Furthermore, some properties which are
generally considered as precise such as to be closed gain some vagueness when they
are denied. It’s the case in particular when the negation of the property is lexicalized
through an antonym ([5]). So, for example, the door in not closed is not equivalent to
the door is open. The negation introduces some nuances on the property and in using
not open instead of closed a speaker may exclude fully open to mean half-open.
Moreover, negating some property introduces a reference frame from which possible
values of the negated property can be extracted. In a sentence like my hat is not red,
not red may refer to some other color for the hat, but also to some nuance of red. It
appears clearly that a modelisation implying denied properties cannot be viewed as a
one to one correspondence but as a one to many one, called here multiset function.

Some classical approaches to negation fail to embed all desirable negation
properties illustrated in our examples. In the fuzzy context ([16]), “x is not A” receives
a unique interpretation “x is ½A” with m

½A(x)=1-mA(x) which corresponds to univocal
function. In a similar way, within a qualitative context, one can refer to a set of
linguistic labels denoted as L={u0, …, un} totally ordered: ui<ujÀi<j ([10]). But, the
linguistic negation (a decreasing involution) verifies Neg(ui)= un-i where here also un-i

denotes a sole value in L.
In order to remedy to this deficiency, Torra ([15]) has defined a new concept of

linguistic negation in a totally ordered set L of linguistic labels. He has proposed a
multiset function Neg of L into 3(L) which among the conditions to be satisfied by
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Neg(A) implies for it to be convex and not void. Unfortunately, these conditions are
not totally suited to the representation of linguistic negation (Cf. [11, 12]). It is clear
that the definitions of linguistic negation proposed in ([11-13]) are based upon multiset
functions which alleviate the difficulties of Torra’s approach.

4 The Standard Forms Resulting from the Scope of the
Linguistic Negation

The development of the model proposed in ([13] [14]) improves the previous ones
([11] [12]) by an explicit taking into account the different scopes of the linguistic
negation. This permits to make clearer the different interpretations of utterances of the
form “x is not A” resulting from scoping effects in accordance with linguistic theories
([9], [3], [4], [1]). In this context, the intended meaning of “x is not A” is conceived as
a compositional function applied to the compounds of the denied statement.

Let us now describe a formal model leading to the intended meaning of a linguistic
negation. Within the discourse universe, let us denote as:�&�the set of distinct concepts
Ci,�'i�the domain associated with the concept Ci,�0�the set of modifier combinations,
%i the set of associated basic properties Pik defined on 'i,�1ik the set of all nuances of
the basic property Pik,�1i  the set of all nuanced properties associated with Ci. Then let:
'=i'i, %=i%i,�1=i1i,�(=0'%1.

We define the reference frame of linguistic negation as follows.
Definition 4.1.  Let Neg a multiset function Neg : (��3(() verifying the conditions:
L1: "n

g ³0, Neg(n
g
)=0\{ n

g
} ,

L2: "Pik ³%i, Neg(Pik)=%i\{Pik} ,
L3: "x³'i, Neg(x)='i \{x} ,
L4: "n

g ³0, "Pik ³%i, Neg(n
g Pik)=1i\{ n

g Pik} ,
L5: "n

g ³0, "Pik ³%i, Neg(n
g (Pik))=1ik\{ n

g Pik}, and
L6: "n

g ³0, "Neg(Pik), ng (Neg(Pik))=1i\1ik.

Note that all of these conditions on the multiset function Neg use the set difference
operator \ to built sets of possible values. So, in this view, Negation is characterized as
an operator which refers to a subset of values from a set of possible ones. Each
condition will be associated with a possible scope of the negation operator which
characterizes the reference frame of its intended meaning and the set of values that the
choice of this particular scope excludes. From a linguistic point of view “x is not n

g

Pik” can generally express something corresponding to a nuanced utterance like ”y is
n
d Pij”.

Following are the different standard forms of the nuanced property n
d
 Pij resulting

from each possible scope. Depending of the scope of the negation operator, saying  “x
is not n

g Pik”, for this x, the speaker (or the user) may refer to:
- Another object instead of x belonging to the same domain and satisfying the
nuanced property.  [F1]
So, “x is not n

g Pik” means ”not(x) is n
g Pik” or in other words, not(x)=y³Neg(x) (cond.

L3). As an example, “Jack is not guilty” since it is John that is guilty.
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- Another nuance of the same property. [F2]
So, “x is not n

g Pik”À”x is not(n
g (Pik))”À”x is n

d
 Pik”. So, not(n

g (Pik))=n
d
Pik³ Neg(n

g

(Pik)) (cond. L5). As an example, “Jack is not small” since “Jack is extremely small”.
- A nuanced property except n

g Pik, which is nonetheless associated with the same
concept.  [F3]
So, “x is not n

g Pik” means ”x is not(n
g Pik)” which is equivalent to ”x is n

d
 Pij”. In other

words, not(n
g Pik)=n

d
Pij with n

d
Pij³Neg(n

g
 Pik) (condition L4). For example, “the wage

being not very high” can be “really low”, “medium” or “rather little high”.
- A nuance of another basic property associated with the same concept. [F4]
So, “x is not n

g Pik” means ”x is n
g
(not(Pik))” that is to say ”x is n

d
Pij”. Here,

n
g
(not(Pik))=n

d
Pij, with n

d
Pij³n

g
(Neg(Pik)) (cond. L6). For example, “John is not small”

since he is at least “medium”.
- A new basic property of the same concept [F5]
In this case “x is not A” means ”x is not-A”: a new basic property denoted as “not-A”
is associated with the same concept. As an example, “this wine is not bad” can induce
the new basic property “not-bad”.
- Remark. In the following, we do not refer any longer to the first standard form F1
which seldom occurs in knowledge-bases and suppose that the new property
introduced in the last form F5 appears among other basic properties.

Definition 4.2. We denote as Neg*(u) the subset of Neg(u) leading to one of the
previous standard forms defining intended meanings of a linguistic negation.

5 A Negation r–Compatible with A According to a Tolerance
Threshold e

Linguists ([9], [3], [4], [1]) have pointed out that, asserting that “x is not A”, a speaker
characterises as negation i) the judgement of rejection and 2) the pragmatic means
exclusively used to notify this rejection. Within the fuzzy context ([11-13]), we have
to make explicit the adequacy of the affirmative statement “x is A” with the universe.
Intuitively, the speaker considers that this assertion possesses a significant degree of
truth. In other words, the membership degree to the fuzzy set associated with A must
be greater than a compatibility level with the discourse universe. We can also consider
that this value defines the strength with which the assertion is denied. So, a first
parameter r, with 1�r�0, has been introduced to take into account this compatibility
level and this negation strength. Then, the judgement of rejection receives as an
interpretation: rejection of “x is A”ÃmA(x)<r.

Moreover, asserting that “x is not A”, if necessary the user refers to “x is P” as the
intended meaning of his negation. The previous analysis only defines the standard
forms of the linguistic negation. But, it is obvious that any element of Neg*(u) cannot
lead to the intended meaning of “x is not A”. Intuitively the speaker understands a real
difference between the membership degrees belonging to A and P for their significant
values, that is to say:

mA(x) (resp. mP(x)) is greater than rÃmP(x) (resp. mA(x)) is rather close to 0.
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It is obvious that the expression “rather close to” can receive different translations,
each of which is defining the threshold tolerance to which the speaker can accept “x is
P” as the intended meaning. So, a second parameter e, with 1�r�e�0, has been
introduced to define the negation strength r according to a tolerance threshold e.

We can now put down a formal context making it possible to define a precise
linguistic negation with the aid of a restriction to 1 of previous multiset function Neg*
(Cf. [13]).

Definition 5.1 Let r, e such that: 0�e�r�1. Let us define the multiset function Neg
r,e:

1�3(1) as follows:
CD0: "A³1, Neg

r,e(A)±Neg*(A),
CD1: "P³Neg

r,e(A), "x, {mA(x)�rÃmP(x)�e}, and
CD2: "P³Neg

r,e(A), "x, {mP(x)�rÃmA(x)�e}.
Then, Neg

r,e(A) is said to be the linguistic negation r-compatible with A with the
tolerance threshold e. Moreover, any P³Neg

r,e(A) is said to be a linguistic negation r–
compatible with A with the tolerance threshold e.

Example.  We have collected in Figure 3 Neg0.75, 0.35 (“low”) a set of negations 0.75–
compatible with “low” with tolerance threshold 0.35, knowing that Neg*(“low”) refers
to the standard form F3.

Remark. As noted before, in some cases a linguistic negation is restricted to a simple
rejection. So, we add the new standard form defined as follows:
For this x, the user does not refer to an affirmative translation of the negation [F0]
We can put Neg*(A)=«. So, we have Neg

r,e(A)=«. As an example, “Smith is not
guilty” since his alibi is confirmed. Then, this simple rejection of “Smith is guilty”
only gives us mguilty(Smith)<r.

1

  x   is   low

x  is   no t low

0

x  is   no t low

ρ

ε

Fig. 3. Negations 0.75–compatible with  “low” with tolerance threshold 0.35.

The strength of a linguistic negation can be interpreted as a neighbourhood degree
between A and P. For any F-implication � ([10]), mA(x)�r gives us mA(x)�mP(x)�
mA(x)�e �r�e. Then, (Minx{Min{mP(x)�mA(x), mA(x)�mP(x)}}) � r�e. As pointed
out in ([11], [12]), the value Minx{Min{mP(x)�mA(x), mA(x)�mP(x)}} can be
considered as the neighborhood degree between A and P.

Proposition 5.1. P³Neg
r,e(A) and A are less than (r�e) neighbouring.
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6 Comparison with Previous Models

We can recall the definition (denoted as DefI) introduced in the initial model ([11]).
Let e be a real such that 0.33�e�0 and P a property defined in the same domain as A.
If P satisfies the conditions: C0: P and A are qisimilar with qi< moderately, C1: "x,
mA(x)�r=0.67+eÃmP(x)�mA(x)-0.67, C2: "x, mP(x)�0.67+eÃ mA(x) �mP(x)-0.67, then
“x is P” is said to be a e-plausible Linguistic Negation of “x is A”. The definition
(denoted as Def II) proposed in ([12]) is completely founded upon a neighborhood
relation V. So, conditions CN1 and CN2 stand for previous ones : CN1: "x,
(mA(x)�r)ÃV(mP(x), mA(x))�1-r+e, CN2: "x, (mP(x)�r) Ã V(mA(x), mP(x))�1-r+e.
Then “x is P” is said to be a linguistic negation r–compatible with “x is A” with
tolerance threshold e.

It is possible to establish the links between solutions P satisfying the conditions 1
and 2 in these definitions (denoted as Cond1=C1+C2 and Cond2=CN1+CN2) and the
solutions P satisfying the conditions 1 and 2 (denoted as Cond3) appearing in the
definition 5.1. Let us choose the neighborhood relation VL defined as follows (Cf. [11],
[12]): VL(u, v)=Min{u�Lv, v�Lu} where: u�Lv=1 if u�v else 1-u+v. In this case, we
have proved the following results :
1 : if P satisfies Cond1 then VL(mA(x), mP(x))� 1-r+e for r�0.67, 0�e�0.33 and e�r. In
other words, there exist r and e such that : Cond1ÃCond2.
2 : if P satisfies Cond2 then mA(x)�r (resp. mP(x)�r)ÃmP(x)�e (resp. mA(x)�e) for any
r�0.5 and e�Min{ r, 2r-1}. So, there exist r and e such that: Cond2ÃCond3.
3 : if P satisfies Cond3 then VL(mA(x), mP(x))�1-r+e where 0�e�r�1. So, given r and e
such that 0�e�r�1, we have: Cond3ÃCond2.
4: if P satisfies Cond3 then mA(x)�r=0.67+eÃmP(x)�mA(x)-0.67 for any 0�e�0.33. So,
given r and e such that 0�e�0.33 and r=0.67+e we have: Cond3ÃCond1.

It appears clearly that, given the neighborhood relation VL, the conditions are not
equivalent. Generally, the definition 5.1 leads to more restrictive conditions Cond3

defining the linguistic negation. But, for any r�0.5 and e�Min{ r, 2r-1} Cond2 and
Cond3 are equivalent. Let us now examine the first condition in the definitions Def I
and Def II. C0 accepts P when P and A are globally less than moderately similar. We
can note that, given VL this condition is satisfied if: 0�e�r-0.67. In other words, the
definition 5.1, which does not implicitly refer to neighborhood and similarity relations,
fulfills this condition in this case. Moreover, the condition CD0 in the definition 5.1
defines the reference frame Neg*(A) connected with a precise standard form Fi of the
linguistic negation of “x is A”. This condition is in accordance with the linguistic
analysis of negation (Cf  § 4). But, it is not the case with Def I and Def II. In other
words, the set Neg

r,e(A) can be viewed as the reference frame of the linguistic
negation corresponding to all standard forms Fi. It can be noted that the definition 5.1
leads to this set if Neg*(A) refers to the standard form F3. As a result, this comparison
points out the fact that definition 5.1 can induce previous definitions and realize a
better accordance with the linguistic analysis of the negation.
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7 The Set of Significant Meanings of “x Is Not A”

The set Neg
r,e(A) defines the reference frame from which we have to extract the

intended meanings of the linguistic negation. This comes down to defining explicitly a
subset of Neg

r,e(A), denoted as neg
r,e(x, A), which consists of the intended meaning of

“x is not A”. Since r is the compatibility level from which the membership degrees
are significant, we accept as intended meanings only the solutions P satisfying this
condition at x.

Definition 7.1 Put neg
r,e(x, A)={P³Neg

r,e(A)ÔmP(x)�r}. Any P³neg
r,e(x, A) is called

an intended meaning for x of the linguistic negation r–compatible with A with
tolerance threshold e. We say also that “x is P” is an intended meaning with the
tolerance threshold e of the linguistic negation r–compatible of “x is A”. If no
confusion is possible, we simply say that P is an intended meaning of the linguistic
negation of A for x.

Example. By using previous solutions (Cf. Figure 3), we have collected in the Figure 4
the intended meanings of “x is not low” for the values a (3 solutions based upon
“low”) and b (4 solutions based upon “medium” and “high”).

 a  is  not low
1

  x  is  low

     b  is  not low

0

ρ

ε

a b

Fig. 4. Intended meanings of negations 0.75–compatible for a or b with “low” with tolerance
threshold 0.35.

Remark. This definition proposed in ([13]) and applied in ([14]) is more useful that the
previous ones ([11, [12]]) since a set of precise intended meaning among the
candidates is computed, and this, without asking the user to define this set of intended
meanings.

8 A Choice Strategy of an Intended Meaning

If the user wishes only one interpretation of the linguistic negation, it is possible to use
the choice strategy proposed in ([13]). A particular choice can be done among the
plausible solutions leading to the most significant membership degree and having the
weakest complexity.

Definition 8.1 The complexity of the nuanced property A, denoted as comp(A), is
equal to the number of nuances (different from «) required in its definition.
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Definition 8.2  A choice of a nuanced property P satisfying the following conditions:
I1 : P³neg

r, e(x, A), I2 : mP(x)= Max{mP(x)ÔP³neg
r, e(x, A)}., and I3: "Q³ neg

r, e(x,
A), {mQ(x)=x(x, A) Ã comp(P) � comp(Q), defines “x is P” as the intended meaning
of “x is not A”.

Example. By using the solutions collected in Figure 4, “b is not low” receives as
internded meaning “b is really medium”.

9 Basic Properties of the Linguistic Negation

We can recall the initial properties of linguistic negation presented in ([11-14]).

Property 9.1 The knowledge about “x is A” doesn’t automatically define the
knowledge about “x is not A”.

Property 9.2 The double negation of A does not generally lead to “A”.

Property 9.3  {r�r’, e’�e�r}ÃNeg
r’, e’ (A)²Neg

r, e(A).

Property 9.4 There exists r and e such that the negation r-compatible with the
tolerance threshold e takes into account all previous interpretations of “x is not A”.

We can now enrich the previous set of properties of the linguistic negation. Indeed,
it is easy to prove the following new properties.

Property 9.5 P³Neg
r, e(A) Ã A³Neg

r, e(P).

Property 9.6 ½(P³neg
r, e(x, A) Ã A³neg

r, e(x, P))

Property 9.7 neg
r, e(x, A) can be an empty set

Property 9.8 Even if 1i , the set of all nuanced properties associated with Ci, can be
totally ordered, for any A³1i the set neg

r, e(x, A) can be a not convex set.

Property 9.9 If P³Neg
r, e(A) and Q³Neg

r, e(B), then :
- if Neg*(A¿B)=Neg*(A)¿Neg*(B), then P¾Q³Neg

r, e(A¿B), and
- if Neg*(A¾B)=Neg*(A)¾Neg*(B), then P¿Q³Neg

r, e(A¾B).

Property 9.10 The model can deal with boolean basic properties without nuances by
choosing r=1 and e=0. In this case, the standard forms defining the set Neg*(A) can
correspond with the linguistic notion of marked (or not) property (Cf. [9], [3]).

Property 9.11 The previous strategy defines P³neg
r, e(a, A) and Q³neg

r, e(b, B) such
that the rule “if a is not A, then b is not B” receives as translation the rule “if a is P,
then b is Q”.

Remark. By using classical systems, deductive process cannot be apply to facts and
rules which include linguistic negations. But, it is not the case with our approach to
linguistic negation, since the same deductive process can be apply to equivalent rules
taking into account the intended meaning of negative information.
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10 Conclusion

We have defined a general model of linguistic negation of utterances like “x is not A”
in the fuzzy context. This approach to negation, in accordance with linguistic analysis
pursues Pacholczyk’s preceding works, where the possible interpretations of a denied
property, eventually nuanced, are extracted from a reference frame depending on a
compatibility level and a tolerance threshold. The model emphasizes the role of the
different scopes of the negation operator and negation appears in it as a multiset
function bearing on the different elements of the original NL utterance. Moreover, this
new system improves the abilities of the previous ones in that the linguistic negation
possesses a more powerful set of properties. In particular, classical deductive
processes can be maintained since the intended meanings of negative information can
be explicitly expressed in affirmative form.
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Abstract. This paper describes hierarchical modeling of fuzzy logic concepts
that has been used within the recently developed model of intelligent systems,
called OBOA. The model is based on a multilevel, hierarchical, general object-
oriented approach. Current methods and software design and development tools
for intelligent systems are usually difficult extend, and it is not easy to reuse
their components in developing intelligent systems. The OBOA model tries to
reduce these deficiencies. The model starts with a well-founded software
engineering principle, making clear distinction between generic, low-level
intelligent software components, and domain-dependent, high-level components
of an intelligent system. This paper concentrates on modeling and
implementation of fuzzy logic concepts within the hierarchical levels of the
OBOA model. The fuzzy components described are extensible and adjustable.
As an illustration of how these components are used in practice, a practical
design example is shown. The paper also suggests some steps towards future
design of fuzzy components and tools for intelligent systems.

1. Introduction

In the general domain of object-oriented software engineering, hierarchical modeling
refers to layered software architectures [Batory and O’Malley, 1992], in which:
• each component in a system belongs at a certain conceptual layer (layers are sets

of classes on the same level of abstraction);
• more complex components are designed starting from simpler components from

the same layer or from the lower layers;
• A hierarchically organized tree of components that spans across multiple layers

can be drawn to represent the architecture of the system.

One particularly important extension of the concept of layered software architecture is
the orthogonal architecture [Rajlich and Silva, 1996]. In the orthogonal architecture,
classes (objects) are organized into layers and threads. Threads consist of classes
implementing the same functionality, related to each other by the using relationship
[Booch, 1994]. Threads are "vertical", in the sense that their classes belong to different
layers. Layers are "horizontal", and there is no using relationship among the classes in
the same layer. Hence modifications within a thread do not affect other threads. Layers
and threads together form a grid. By the position of a class in the architecture, it is easy
to understand what level of abstraction and what functionality it implements. The
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architecture itself is highly reusable, since it is shared by all programs in a certain domain
which have the same layers, but may have different threads.
These general concepts have been recently applied to modeling intelligent software
systems in the object-oriented way. As a result, a hierarchical model of intelligent
systems, called OBOA (OBject-Oriented Abstraction) has been developed [Devedzic
and Radovic, 1999]. The model encompasses a wide range of knowledge
representation methods and inference techniques commonly used today in designing
intelligent systems. The purpose of this paper is to describe how the main concepts of
fuzzy logic and fuzzy systems, being important modeling techniques and tools in
intelligent systems, are supported in the OBOA model.
The paper is organized as follows. Section 2 is an explicit problem statement. In
Section 3, the essence of the OBOA model is described. Section 4 is the central
section of the paper. It shows how fuzzy concepts fit into the OBOA model, and
presents some design examples. Section 5 shows examples of current implementation
of software components for designing fuzzy systems based on the OBOA model. In
Section 6, some informal performance analysis is presented. Finally, Section 7 shows
the benefits of this kind of modeling fuzzy systems and directions for future research.

2. Problem Statement

The purpose of this paper is threefold:
• it shows how the concepts of fuzzy logic and fuzzy systems fit into a more

general, object-oriented, hierarchical model of intelligent systems (the OBOA
model);

• it explains how design of fuzzy intelligent systems can be facilitated by imposing
some hierarchical structure onto the concepts and tools used in the design
process;

• It presents an example of how development of practical fuzzy systems can be
alleviated using this approach.

3. Previous Work

This section illustrates how hierarchical modeling has been included into the OBOA
model in order to facilitate design and development of intelligent systems. It also
briefly shows how some well-known concepts from the domain of intelligent systems
the model supports.

3.1. Levels of Abstraction and Dimensions in the OBOA Model

The OBOA model defines five levels of abstraction for designing intelligent systems,
Figure 1a. If necessary, it is also possible to define fine-grained sublevels at each level
of abstraction. Each level has associated concepts, operations, knowledge
representation techniques, inference methods, knowledge acquisition tools and
techniques, and development tools. They are all considered as dimensions along which
the levels can be analyzed, Figure 1b. The concepts of the levels of abstraction and
dimensions have been derived starting from the orthogonal architecture.
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DimensionLevel of
abstraction

Objective Semantics
Level of

abstraction D1 D2 ...
D
n

Level 1 Integration Multiple agents or systems Level 1
Level 2 System Single agent or system Level 2
Level 3 Blocks System building blocks Level 3
Level 4 Units Units of blocks Level 4
Level 5 Primitives Parts of units Level 5

(a) (b)
Figure 1. The OBOA model: (a) the levels of abstraction  (b) Dimensions

Semantics of the levels of abstractions is easy to understand. In designing intelligent
systems, there are primitives, which are used to compose units, which in turn are parts of
blocks. Blocks themselves are used to build self-contained agents or systems, which can
be further integrated into more complex systems. For getting a feeling for how the
OBOA’s levels of abstraction correspond to some well-known concepts from the domain
of intelligent systems, consider the following examples. Primitives like plain text, logical
expressions, attributes and numerical values are used to compose units like rules, frames,
and different utility functions. These are then used as parts of certain building blocks that
exist in every intelligent system, e.g. classifiers, controllers, and planners. At the system
level, we have self-contained systems or agents like learning systems, scheduling agents,
and knowledge-based diagnostic systems, all composed using different building blocks.
Finally, at the integration level there are multiagent systems, distributed intelligent
systems, and Web-based intelligent systems.
It should be also noted that the borders between any two adjacent levels are not strict;
they are rather approximate and "fuzzy". Several concepts related to intelligent
systems can be also treated at different levels of abstraction.

3.2. Well-Known Paradigms and the OBOA Model

As examples of how some well-known paradigms and techniques are encompassed by
the OBOA model, Table 1 shows how neural networks and genetic algorithms fit in
the levels of abstraction from Figure 1. Note that several entries in the table are left
empty. That is because Table 1 shows only well-known and widely applicable
concepts from these two types of intelligent systems.

Table 1. Some examples of modeling neural networks and genetic algorithms in the OBOA
model

Level Objective
Knowledge

representation
Operations

Inference
methods

Knowledge
acquisition

1 Integration Hybrid intelligent system

2 System
Monitoring and
acquisition of
data,

3 Blocks
Neural networks (NN)
Genetic algorithms (GA)

RunNM
EvolutionGA

NN training
GA
Reproduction

4 Units
Slab, Layer, DataSet (Training,Test)
Population

Get, Put, Propagate, Evaluate,
Fitness, MakeChromosome

Propagate,
Evaluate
Selection

Training,
Creating
training set and
test set

5 Primitives
Neuron, Link, PaternOfData
Gen, Hromosome

Get, Put, Activation function
Initialisation, Mutation, Crossover,
Fitness …
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4. Fuzzy Logic and Fuzzy Systems in the OBOA Model

Table 2 shows how fuzzy logic and fuzzy systems fit in the levels of abstraction from
Figure 1.

Table 2.  Some examples of modeling fuzzy logic concepts in the OBOA model

Level Objective
Knowledge

representation
Operations

Inference
methods

Knowledge
acquisition

1 Integration

2 System Fuzzy Logic Expert System
Interviews,case
studies, learning
reasoning strategies

3 Blocks FuzzyRule
AddBlock, EditBlock,
DeleteBlock, GetBlock

Forward chaining,
backward chaining,
inference
explanation

Fuzzy rule  training

4 Units FuzzyVariable, FuzzyNumber,
FAM, Premise, Proposition

GetUnit, AddUnit, EditUnit,
Initialization, Create

Max-Min
inference, Max-
produce inference

5 Primitives Fuzzy, FuzzyFunction, FuzzySet,
FuzzyValue, Operation, Hedge,

Get, Set, Add, Delete, Union,
Intersection, Complementation,
Concentration, Delation, Indeed,
Power

Inheritance
Manual input,
measurement

The concepts, operations, methods, etc. at each level of abstraction can be directly
mapped onto sets of corresponding components and tools used in designing intelligent
systems.

The complexity and the number of these components and tools grow from the lower
levels to the higher ones. Consequently, it is quite reasonable to expect further
horizontal and vertical subdivisions at higher levels of abstraction in practical
applications of the OBOA model for design and development of intelligent systems.
Appropriate identification of such subdivisions for some particular types of intelligent
systems, such as intelligent tutoring systems and intelligent manufacturing systems, is
the topic of our current research.

From the software design point of view, components and tools in Table 2 can be
considered as classes of objects. It is easy to derive more specific classes from them in
order to tune them to a particular application. The classes are designed in such a way
that their semantics is defined horizontally by the corresponding level of abstraction
and its sublevels (if any), and vertically by the appropriate key abstractions specified
mostly along the concepts.

Class interfaces (method procedures) are defined mostly from the operations and
inference methods dimensions at each level. The knowledge acquisition and
development tools dimensions are used to specify additional classes and methods at
each level used for important development tasks of knowledge elicitation, learning,
and knowledge management. At each level of abstraction, any class is defined using
only the classes from that level and the lower ones.

Figure 2 shows the FuzzyElement class hierarchy, represented using the UML notation
[Rumbaugh et al., 1997].
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Figure 2. The FuzzyElement class hierarchy

Fuzzy Logic. Fuzzy logic provides the means to both represent and reason with
imprecise and common sense knowledge in computer. This ability is extremely
valuable to the knowledge engineer responsible for building an intelligent system,
which is confronted with an expert that explains the problem-solving tasks in
imprecise common-sense terms. Vague terms or rules can be represented and
manipulated numerically to provide results that are consistent with the expert’s
knowledge.
Fuzzy variables. Fuzzy logic is primary concerned with quantifying and reasoning
about vague or fuzzy terms that appear in our natural language. In fuzzy logic, these
fuzzy terms are referred to as fuzzy variables. In fuzzy intelligent systems, we use
fuzzy variables in fuzzy rules. For example:
Fuzzy rule: IF  Speed is slow   THEN  Make the acceleration high

We call the range of possible values of a fuzzy variable the variable’s universe of
discourse. In our example, we might give the variable “Speed” the range between 0
and 100 mph. The phrase “Speed is slow” occupies a section of the variable’s universe
of discourse - it is a fuzzy set. In the OBOA model, the FuzzyVariable class is
designed as in Figure 3. Names of the interface functions have obvious meanings.
Fuzzy value. Fuzzy values (adjectives) of fuzzy variables are represented using fuzzy
sets, which map set elements to degree of belief that the element belongs to the fuzzy
set.

UniversalOfDiscourse
maxValue : double
minValue :  double

getmaxValue()
getminValue()
setmaxValue()
setminValue()

FuzzyValue

mfuzzySet : FuzzySet
mrenge : Range

setmaxValue()
getmaxValue()
setminValue()
getminValue()
addFuzzySet()
deleteFuzzySet()
numberOfPoint()
setPointInFuzzySet()
getYvalue()
getYvalue()

FuzzySet

mfunction : FuzzyFunction
numberOfPoint :  int

addPoint()
deletePoint()
setPoint()
indexOfPoint()
getYValue()

FAM
IDFAM : int
f1 : FuzzySet
f2 : FuzzySet

min()

FuzzyRule
IDRule :  int
mIfPremise : IFPremise
mThenPremise : THENPremise
listFAM : Vector

addIfPremise()
deleteIfPremise()
addThenPremise()
deleteThenPremise()
getI fPremiseAsString()
getThenPremiseAsString()

FuzzyProposition
IDProposition :  int
mfuzzyVariable : FuzzyVariable
mHedges : Hedges
mFuzzySet :  FuzzySet

getPropositionAsString()

FuzzyElement
name : String

getName()
setName()

FuzzyVariable

listValue : Vector
domen : UniversalOfDiscourse
listHedges :  Hedges

setValue()
getmaxValue()
setminValue()
getminValue()
addFuzzyValue()
deleteFuzzyValue()
deleteFuzzyValue()
getFuzzyValue()
getFuzzyValue()
setFuzzyValue()

Hedge
name : String
mfuzzySet : FuzzySet

modif icator()

Operation
name : String

FuzzyFunction
name : String

membership()
weight()
set()
get()

Fuzzy
truth :  double

get()
set()
max()
min()
equal()
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      Figure 3. The FuzzyVariable class Figure 4. The FuzzySet class

Fuzzy Sets. Let X be universe of discourse, with elements of X denoted as x. Fuzzy
set A of X is characterized by a membership function µA(x) that associates each
element x with a degree of membership value in A. Membership function defined as:
µA(x): X→[0, 1]
In the OBOA model, fuzzy sets are represented using the FuzzySet class represented in
Figure 4. Note that the class interface includes the possibilities to compute hedges
(adverbs such as Very, Somewhat, Indeed, Very Very, commonly used in practice), as
well as functions to perform fuzzy set operations (such as Intersection, Union,
Complement, etc.).

Figure 5. The FAM class
Fuzzy Associative Memory  (FAM). Fuzzy systems store fuzzy rules as associations.
That is, for the rule IF A THE B, where A and B are fuzzy sets, a fuzzy system stores
the association (A,B) in matrix M. The fuzzy associative matrix M maps fuzzy set A
to fuzzy set B. This fuzzy association or fuzzy rule is called a Fuzzy Associative
Memory (FAM). A FAM maps a fuzzy set to fuzzy set – the fuzzy inference process.
The FAM class in the OBOA model is an abstract class and represents Fuzzy

FuzzyVariable

l istValue : Vector
domen : Universal
listHedges : Hedges

setValue()
getmaxValue()
setminValue()
getminValue()
addFuzzyValue()
deleteFuzzyValue()
deleteFuzzyValue()
getFuzzyValue()
getFuzzyValue()
setFuzzyValue()

FuzzySet

mfunction : FuzzyFunction
numberOfPoint : int

addPoint()
deletePoint()
setPoint()
indexOfPoint()
getYValue()

FAM

IDFAM : int
f1 : FuzzySet
f2 : FuzzySet

min()

MaxProduceFAM

createMatrix()
changeMatrix()
changeFirstFuzzySet()
changeSecondFuzzySet()
deleteMatrix()

MaxMinFAM

createMatrix()
changeMatrix()
changeFirstFuzzySet()
changeSecondFuzzySet()
deleteMatrix()
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Associative Memory. The two most popular fuzzy inference techniques used in
practice are max-min inference and max-product inference. The corresponding
MaxMinFAM and MaxProduceFAM classes extend the FAM class.

Figure 6. The FuzzyRule class

Fuzzy rule. Fuzzy rule establishes a relationship or association between two fuzzy propositions. Fuzzy rule
has two premises, IF premise and THEN premise:

IF X is A THEN  Y is B
The Premise class in the OBOA model represents premises of rules, and they have one or more fuzzy
propositions. Fuzzy proposition is a statement that asserts a value for some given fuzzy variable:

Fuzzy proposition: X is A
Where A is a fuzzy set on the universe of discourse X. The FuzzyRule class represents
fuzzy rules. Methods of FuzzyRule define interface for this class, Figure 6.

5. Implementation and Application

To illustrate design process of a fuzzy system using the OBOA model, we can
consider a problem of navigating a golf cart around a golf course [Durkin, 1994]. We
can define the following fuzzy variables:

Table 3. Fuzzy Variables in the example system

Range
Fuzzy variable

Min Value Max Value
Error angle -180 180 degrees
Tree angle -180 180 degrees
Speed 0 5 yd/s
Acceleration -2 1 yd/s/s
Ball distance 0 600 yards

Figure 7 shows how these new fuzzy variables are added to the OBOA-based system
designed and implemented using the classes described above.

+1

+1

+1

+n

IFPremise

listProposition : Vector
mrelation : Relation

getPremiseAsString()
addProposition()
getPropositionAsString()
numbersOfPropstion()
deleteProposi tion()

FuzzyRule

IDRule : int
mIfPremise : IFPremise
mThenPremise : THENPremise
listFAM : Vector

addIfPremise()
deleteIfPremise()
addThenPremise()
deleteThenPremise()
getIfPremiseAsString()
getThenPremiseAsString()

FuzzyProposition

IDProposition : int
mfuzzyVariable : FuzzyVariable
mHedges : Hedges
mFuzzySet : FuzzySet

getPropositionAsString()

+n

+1

+1

+1

THENPremise

listProposi tion : Vector
mrelation : Relation

getPremiseAsString()
addProposi tion()
deleteProposi tion()
getPropositionAsString()
numbersOfProposi tion()
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Figure 7. Adding a new fuzzy variable to a fuzzy system

Table 4 shows some fuzzy values in the system, and the corresponding Figure 8
illustrates how they are added to our application.

Table 4. Fuzzy Variables with Fuzzy Values

Error angle Tree angle Speed Acceleration Ball distance
large Negative large Negative Zero Brake Hard Zero
Small Negative Small Negative Real Slow Brake Light Real Close
Zero Zero Slow Coast Close
Small Positive Small Positive Medium Zero Medium
Large Positive Large Positive Fast Slight Far

Figure 8. For example, the new rule might be:

Figure 8. Adding a new fuzzy rule to a fuzzy system

Rule Brake lightly
IF Ball distance is Close AND Speed is Fast THEN Acceleration Brakelightly

6. Discussion

Component software is an object-based software movement that subsumes compound
document as one example of application interoperability. Component software
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addresses the general problem of designing system from application elements that
were constructed independently by different developers using different languages,
tools and computing platforms [Szyperski, 1998]. The OBOA model also supports
design and development of component-based applications. From the component-based
software perspective, it should be noted that all of the classes described in Section 5
are actually developed as software components as well.

The OBOA model is supported by a number of design patterns [Gamma ET al., 1994]
and class libraries developed in order to support building of intelligent systems. In
fact, designing and developing an intelligent system based on the OBOA model is a
matter of first developing a shell and then using it for development of the system
itself. In spite of the fact that this means starting the project without a shell, it is a
relatively easy design and development process, because of the precisely defined
hierarchy among the tools and components, as well as the strong software engineering
support of the design patterns and class libraries.

Along with the high modularity and reusability provided by the fuzzy class libraries,
potential design flexibility is another important advantage of using the fuzzy logic
concept. Development of an OBOA-based shell for building fuzzy intelligent
applications means putting together only those pieces of software from the relevant
class libraries that are really needed for a given application. If any additional class for
representing fuzzy concepts is needed, it must be designed and developed by the shell
developer. Fortunately, the class hierarchies and design patterns of OBOA provide a
firm ground to start from in such an additional development. Most additional
subclasses for representing fuzzy concepts can be derived directly from some of the
already existing classes. The classes representing fuzzy concepts in the OBOA model
are designed in such a way to specify "concept families" using the least commitment
principle: each class specifies only the minimum of attributes and inheritance links.
That assures the minimum of constraints for designers of new classes.

As an example, consider the job of adding a new fuzzy element when needed. This
task doesn’t require significant changes in the corresponding module of the fuzzy
system (or the fuzzy shell). It is rather a matter of finding out an appropriate place for
the new class along the levels of abstraction and in the class hierarchies representing
fuzzy concepts, and specifying a few additional attributes and links.

Finally, when developing a fuzzy logic shell, and then using it for development of an
intelligent fuzzy system itself, the shell’s options are always only the necessary
options. Modifications and extensions are made easily and only in accordance with the
application’s needs.

7.  Conclusions

Hierarchical design of fuzzy logic concepts of intelligent systems, presented in the
paper, allows for easy and natural conceptualization and design of a wide range of
intelligent applications, due to its object-oriented approach. It suggests only general
guidelines for developing fuzzy intelligent systems, and is open for fine-tuning and
adaptation to particular applications. Fuzzy intelligent systems developed using this
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model are easy to maintain and extend, and are much more reusable than other similar
systems and tools.

The model is particularly suitable for use by developers of software environments
(shells) for building fuzzy systems. Starting from a library of classes for fuzzy logic
concepts and control needed in the majority of fuzzy systems, it is a straightforward
task to design additional fuzzy logic classes needed for a particular fuzzy system shell.
Moreover, the model also supports development of component-based intelligent
systems, which have started to attract increasing attention among the researchers in the
field.

Further development of support for fuzzy logic concepts in the OBOA model is
concentrated on development of appropriate classes in order to support a number of
different fuzzy systems. The idea is that the system developer can have the possibility
to select fuzzy tools from a predefined palette, thus adapting the shell to his/her own
design preferences. Such a possibility would enable experimentation with different
fuzzy tools and their empirical evaluation.
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Abstract. As to the control of fuzzy sliding mode, this paper proposes a
cerebellar learning model for on-line learning of the controller. Fuzzy
sliding mode has excellent robustness to the system uncertainty and
immunity to the noise of the external noise. As for the cerebellar learning
mode, it possesses the advantages of easy and fast correction. The
combination of the two leads to the design of a fuzzy sliding mode
controller with self-learning capability to improve the short-comings of
difficulties in setting up the regulations of fuzzy control. It also improves
the system stability and enhances the effectiveness of the controller.This
paper describes the implementation of a fuzzy sliding controller with
cerebellar learning mode. After system simulation and capability test, it is
applied to the control of slew-up, stand-on and positioning of a 360 °
inverted pendulum.
Keywords: Variable structure system, Sliding mode, Fuzzy control, Cerebellar
Model Articulation Controller, Inverted pendulum.

1. Introduction

A variable structure system[8] can be applied in control mainly through the
structure of switching control system and the introduction of the concept of sliding
mode. It drives the representative point of the state space to a pre-defined sliding
plane, and slides along this plane to the equivalent point of the state space so that the
system response can converge steadily in a gradual manner[6].

Fuzzy sliding mode controller (FSMC) combines the merits of variable structure
system and fuzzy control. It achieves high degree of control level for the non-linear
system, yet maintains the features of robustness and ease of design[15].

To make a controller work efficiently when facing the problems of time varying,
the vigorous parameter change of the non-linear system and the inability of
accommodating control regulation in time, this paper proposes a cerebellar model
articulation controller (CMAC) as the on-line learning system[3][4]. It enables the
system parameters to follow the controlled object through continuous correction and
to achieve the desired standard .
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2. Theory of CMAC Fuzzy Sliding Control

2.1 Control Theory of Fuzzy Sliding Mode

By combining the fuzzy control and the sliding mode control[7] approaches
together, and fuzzify the non-ideal sliding plane, this system is driven to slide forward
according to the pre-set sliding route.

Suppose the dynamic equation is BUAXX +=& , a sliding function can be
designed as:
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plane.
To make the representative point slide to the sliding plane, it is necessary to

satisfy the inequality equation of
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The equation of fuzzy sliding model thus becomes
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and sgn(s) is the sign of representative point s.
However, under many circumstances, it is impossible to know AX and B, and

also difficult to get a precise information of equ . Under such uncertain conditions, the
control equation will be represented as:

fuu =                     (4)

where fu  is obtained from the fuzzy sliding mode equation of the following fuzzy

rule base:

( ) ( )jfjjj UisuTHENmSissIF φσ,        (5)

where s is the system state, jS  is the system fuzzify input, jm  is the mean value of

bell-shaped membership function, jσ  is the standard deviation and U( jφ ) is the de-

fuzzify output.
Using fuzzy control and fuzzify the sliding plane (as shown in Figure 1), the

system state can be driven into the sliding plane and proceed to the origin through the
sliding route to achieve the result of sliding mode control.
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(a)                           (b)

Figure 1. (a) The state space of sliding model
(b) Fuzzify sliding plane

2.2 Basic Structure of Cerebellar Model

Cerebellar model articulation controller (CMAC)[1][2] uses a structure which
mimics the cerebella cortex to store the information. Under this model, it is necessary
to map out the memory structure for the learning of cerebella model. During the
learning process, the memory content is modified according to the expected output to
achieve the feature of enhancing memory similar to human learning process. Under
such model, every learning reference state is quantified and partitioned to many
discrete values. These values are then mapped to different memory space. CMAC
uses a set of indices to generate the corresponding addresses to fetch memory content,
and then generates a set of output signal accordingly. The difference between this
output and expected output is feedback to the memory for the update and correction
(as shown in Figure 2). This learning process repeats itself until the output converges
to a tolerable range. Basically, CMAC uses the technique of table look-up and
converges very rapidly.

Figure 2. The basic structure of cerebella model
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3. Design of Fuzzy Sliding Controller Based on
Cerebellar Learning Model

The design of fuzzy sliding-mode controller based on cerebellar learning model
(CFSMC) consists of two parts: the design of FSMC as the main part with a learning
part the design of CMAC. The system structure is shown in Figure 3.

The FSMC output signal, fu  is the main input of controlled object. And the
output of CMAC learning system is the corrected signal source cu . These two signals
are synthesized as the control signal of the controlled object. The learning system

(a)

(b)

Figure 3(a). Fussy sliding mode controller with
cerebellar mode learning system

3(b). The structure of CFSMC system
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adopts a one-dimensional cerebella model, which uses the output error state as the
guiding index to modify the FSMC output.

The initial value of CMAC state memory unit is set to zero. Therefore, the output
of FSMC control the system while CMAC is idle in the beginning. However, as time
moves on, CMAC continues learning through the system operation and participates
the control procedure. Eventually it makes the output of FSMC become zero. This
also guarantees the output error reduce to zero to achieve the control goal.

While the system becomes stable, if there occurs any non-identified condition
which renders the system parameter change; or a disturbance develops from external
to result in errors, FSMC will take control immediately. CMAC only needs to
participate part of the learning and it will enable the corrected output value to be
adjusted to a better condition already, lest the system diverge. Therefore, it not only
reduces the steady state error but also achieves excellent robustness.

4. The Experiment of Inverted Pendulum

The inverted pendulum is often used to verify the effectiveness of control method
on the real system because of its non-linear and uncertain features. In this section, the
CFSMC controller is used to verify its effectiveness on eliminating the track error,
achieving the actions of slew-up, stand-on and positioning actions of the 360 °
inverted pendulum. It is also used to examine the robustness of the controller when
the system variables change.

4.1 Hardware Structure

The experimental set-up consists of a straight platform with an inverted
pendulum of one-degree freedom, which can swing from 0 to 360 degrees. Pendulum
rod is an aluminum rod of 33 cm in length, 6 mm in diameter and 50g in weight. It is
driven by an a.c. brushless server motor and moves along a track of 29 cm long in X-
direction. The 52g aluminum pendulum tests the robustness of the controller when
system changes through the shift of the center of gravity of pendulum rod by
pendulum moving.

The angle of inverted pendulum is input to computer interface through a set of
encoding counter by an optical encoder. The position of the straight platform is input
to computer interface through another set of encoding counter by the optical encoder
in the motor.

After the computer receives the information such as the angle and its variation,
the positioning and its variation,  of the inverted pendulum, CFSMC will calculate the
current command for the next moment. It then sends the command to the driver of an
a.c. brushless server motor through the D/A converter. The whole experimental
system structure is shown in Figure 4.
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Figure 4. Experimental Set-up Structure

4.2 Software Structure

The main software structure is based on C language, which is coded for I/O
interface and the control program of CFSMC. MATLAB is used to present the output
of system response. The information propagates between these two languages using
ASCII files as interface. After system executes, the input/output states and the
capability values are stored in ASCII format and then plotted with MATLAB.

4.3 Experimental Results

In the experiment of inverted pendulum, the complete action sequence includes:
1. Reset

At the beginning of the program execution, the inverted pendulum platform will
be reset and moved to the left. The test positioning is set to zero. The pendulum
rod is static as reset state.

2. Positioning
As the pendulum begins to slew, it must be positioned at the center to gain the
maximum degree of freedoms. Positioning is achieved through the use of fuzzy
sliding mode control method.

3. Slew-up
The fuzzy sliding mode will control the platform to swing from left to right and
uses the angle of pendulum rod as the control target to achieve the slew-up action.
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4. stand-on
When the angle of pendulum rod becomes ready for the control stage of stand-on
action, the angle of pendulum rod is maintained at certain control range and
positioned toward central point.

It is demonstrated in the experiment that the control method of fuzzy
sliding mode can achieve the requirements of positioning and stand-on of the
inverted pendulum. The results are shown below:

Figure 5. The system response of Positioning of
inverted pendulum.

Figure 6. The system response of the slew-up of
inverted pendulum
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Figure 7. The system response of the stand-on and
positioning of inverted pendulum

5. Conclusions

In the traditional control, due to the change of the mathematical parameters of the
controlled device, the operator must respond and adjust the system with empirical rule
repeatedly. This results in great inconvenience in practical application. Therefore, the
modern control development favors the trend of self-learning, i.e. the system is
capable of learning and accommodating the variation of the controlled device
parameters to enhance the system adaptability.

In summary, this paper describes the performance of a controller which is
designed with the concepts of variable structure, fuzzy control and CMAC. The
experimental results reveal two unique features:
1. Through the sliding mode, the multi-input variables are mapped to the sliding

plane so that the rule base of the fuzzy control and the design of membership
function are related only to the rule and independent of the input variables. This
greatly reduces the difficulties of designing the fuzzy controller.

2. Since all the variables are mapped to the sliding plane, the design of CMAC is
essentially one-dimensional. It relieves the computation burden of the controller.
Fuzzify the sliding plane makes the requirements of CMAC state input the same as
fussy theory. This reduces the required memory size and greatly helps the whole
system timing.
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Abstract. In simple flow shop problems, each machine operation center
includes just one machine. If at least one machine center includes more than
one machine, the scheduling problem becomes a flexible flow-shop problem. In
this paper, we apply triangular fuzzy membership functions to represent
uncertainty in processing times for flexible flow shops with two machine
centers, and then propose a fuzzy heuristic algorithm for scheduling their jobs.
We first use triangular fuzzy LPT algorithm to allocate jobs, and then use
triangular fuzzy Johnson algorithm to deal with sequencing the tasks. The
proposed method thus provides a more flexible way of scheduling jobs than
conventional scheduling methods.

1   Introduction

Scheduling jobs in flexible flow shops is considered an NP-complete problem [5].
Sriskandarajah and Sethi proposed a heuristic algorithm [11] to solve special flexible
flow-shop problems in which only two machine centers exist and each machine center
has the same number of homogenous machines. Each job must first be processed by
the first machine center and then by the second machine center. Whenever a job
arrives at a machine center, any free machine at that center can process it.

In the past, processing times for jobs have usually been assigned or estimated as
fixed values. In many real-world applications, however, processing times may vary
dynamically due to human factors or operating faults. The estimated processing times
are then imprecise. Fuzzy set theory provides a good model for easily managing
uncertain situations. Although fuzzy set concepts are mainly used in linguistic
domains, they are also used in numerical domains, where each number is assigned a
membership value.

In this paper, we use triangular membership functions for flexible flow shops with
two-machine centers to examine processing-time uncertainties and to make
scheduling more suitable for real applications. Since the processing time of each job
is uncertain, the final completion time is also uncertain and can be represented by a
triangular membership function. Triangular membership functions are used here to
represent the fuzzy processing time of tasks. A triangular fuzzy membership function
can be denoted by A=(a, b, c), where a ≤ b ≤ c. The abscissa b represents the variable
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value with the maximal grade of membership value, i.e. µA(b)=1; a and c are the

lower and upper bounds of the available area. They are used to reflect the fuzziness of
the data.

2   Review of Sriskandarajah and Sethi’s Scheduling Algorithm

In [11], Sriskandarajah and Sethi proposed a heuristic algorithm for solving a special
case of the flexible flow-shop problem. The special case is stated as follows. A
factory has two machine centers. Each center contains the same number of
homogeneous machines and each job consists of two tasks. The first task must be
processed at the first machine center and the second task at the second machine
center. Sriskandarajah and Sethi solved this problem obtaining nearly optimal final
completion times.

Although the problem solved by Sriskandarajah and Sethi is only a special case of
the flexible flow-shop problem, it is still quite complex. Sriskandarajah and Sethi
decomposed the problem into three subproblems and solved each heuristically. The
first subproblem is machine allocation; that is, each machine in center 1 is assigned to
a machine in center 2 forming fixed pairs. The second subproblem is clustering; that
is, jobs are clustered according to their processing times and the numbers of machines
in each center. Each cluster of jobs is then allocated to a certain pair of machines.
This is done using the LPT algorithm, which assigns jobs with the longest processing
times to machines with the shortest completion times first. The third subproblem is
sequencing and timing; that is, each cluster of jobs is allocated to a machine pair and
the job sequences are determined. The start time for each job is also determined in
this stage. This is done using the Johnson algorithm [9], which schedules jobs with
shorter execution times on machine 1 than on machine 2 for execution first, and jobs
with shorter execution times on machine 2 than on machine 1 for later execution.
When a machine is free, the next unexecuted job is then assigned to it for execution.

3   Notation

Notation:
m: The number of machines in each machine center.
n: The number of jobs to be scheduled.
mci: The i-th machine center, i = 1,2.
mij: The i-th machine of the j-th machine center.
Fi: The i-th machine pair composed of one machine from each machine center

(which can be thought of as a simple flow shop), i = 1 to m.
Fji: The j-th machine of the flow shop Fi, j = 1, 2.
fi: The fuzzy execution time of the i-th flow shop, Fi.

cfij: The completion time ( )ijijij cfcfcf cba ,,  of the i-th machine in the j-th flow shop.

Jj: The j-th job, 1≤ j≤ n.
Jij: The i-th task of job Jj, ,i =1, 2.
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tij: The fuzzy execution time ( )ijijij ttt cba ,,  of the i-th task in Jj, i =1, 2.

ttj: The total fuzzy execution time ( )jjj tttttt cba ,,  of the j-th job (t1j + t2j).

ff: The final fuzzy completion time ( )ffffff cba ,, of the entire schedule.

4   Ranking Two Fuzzy Sets

Ranking numbers is quite important in a scheduling algorithm. Several fuzzy ranking
methods have been proposed in the literature [1][2][3][4][6][10][12]. Below, the
averaging ranking method is used as an example to show the proposed fuzzy
scheduling algorithm. Note that other ranking methods can also be used in our fuzzy
scheduling algorithm. Ranking using the averaging method is defined below.

The average height of a triangular membership function (a, b, c) is stated as
follows.
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Let A and B be two triangular fuzzy sets. A and B can then be represented as
follows:

A = (aA, bA, cA),
B = (aB, bB, cB).

Let
h(A) = 1/3(aA + bA + cA),

h(B) = 1/3(aB + bB + cB).

Using the average-height ranking method, we say A > B if h(A) > h(B).

5   The Continuous Fuzzy Flexible Flow-Shop Algorithm for Two
Machine Centers

The continuous fuzzy flexible flow-shop algorithm is based on Sriskandarajah and
Sethi’s algorithm [8] and uses triangular membership functions to manage
uncertainty. The possible processing times for each task are represented by a
triangular membership function. The proposed continuous fuzzy flexible flow-shop
algorithm is shown below.

Continuous fuzzy flexible flow-shop algorithm for two machine centers
Input: A set of n jobs, each having two tasks with triangular fuzzy processing times,

to be executed in turn by each of two machine centers with m homogenous
machines.

Output: A schedule with a fuzzy completion time.
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Part 1: Forming the machine groups.
Step 1: Form m machine pairs, each of which contains one machine from each

machine center. Each machine pair can be thought of as a simple flow shop F1,
F2, …, Fm.

Step 2: Initialize the completion time of each flow shop f1, f2, …, fm as a triangular

membership function (0, 0, 0). Its average height ah(fi) = 
1

3
( + + )a b cf f fi i i  = 0.

Step 3: For each job Jj, 1� j � n, find the total time ttj = t1j + t2j using the triangular
fuzzy addition operation.

Part 2: Assigning jobs to machine groups.
Step 4: For each job Jj , find the average height ah(ttj); that is:

)(
3

1
)( jjj ttttttj cbattah ++= .

Step 5: Sort the jobs in descending order of average height ah(ttj); if any two jobs have
the same ah(ttj) values, sort them in an arbitrary order.

Step 6: For each flow shop Fi (i = 1 to m), find the current average height ah(fi) of
processing time  fi; that is:

)(
3

1
)( fififii cbafah ++= .

Step 7: Find the flow shop Fi with the minimum average height ah(fi) among all the
flow shops; if two flow shops have the same minimum ah(fi) value, choose an
arbitrary one.

Step 8: Assign the first job Jj in the sorted list to the chosen flow shop, Fi , that has the
minimum average height, ah(fi), among all m flow shops.

Step 9: Add the total time ttj of job Jj to the completion time of the chosen flow shop,
Fi, using the triangular fuzzy addition operation; that is

fi = fi + ttj.

Step 10: Find the new average height ah(fi) = )++(
3

1
iii fff cba , for the chosen flow

shop, Fi, whose completion time has just been changed.
Step 11: Remove job Jj from the job list.
Step 12: Repeat Steps 7 to 11 until the job list is empty. After Step 12, jobs are

clustered into m groups and are allocated to the m machine pairs (flow
shops).

Part 3: Dealing with job sequencing in each flow shop.
Step 13: Find the average height for each task, tkj, in each flow shop, Fi (i = 1 to m),

using the following formula:

)(
3

1
)( kjkjkj ttt cbatah kj ++= .

Step 14: Form the group of jobs UFi  that takes less average processing time on the
first machine center than on the second machine center for each flow shop Fi

(i = 1 to m) with its allocated jobs.
Step 15: Form the group of jobs W Gj  that takes less or equal average time on the
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second machine center than on the first machine center for each flow shop Fi

(i = 1 to m) with its allocated jobs.
Step 16: Sort the jobs in ascending order of the average height of the first tasks for

each iFU .
Step 17: Sort the jobs in descending order of the average height of the second tasks

for each iFV .
Step 18: Set the initial completion time of the first machine (cf1i) and the second

machine (cf2i) to a triangular fuzzy membership function (0, 0, 0) in each
flow shop Fi, with average height ah(cfli) = ah(cf2i) = 0.

Step 19: Assign the first job Jj in the sorted UFi  to the machines such that J1j is
assigned to F1i and J2j is assigned to F2i for each flow shop Fi.

Step 20: Add the processing time t1j to the completion time of the first machine cf1i

using the triangular fuzzy addition operation; that is:
cf1i = cf1i + t1j.

Step 21: Set cf2i = calculate-triangular-longer-time(cf1i, cf2i)+ t2j, where calculate-
triangular-longer-time is a procedure given below.

Step 22: Remove job Jj from UFi .
Step 23: Repeat Steps 19 to 22 until UFi  is empty.
Step 24: Schedule jobs in each VFi  in a similar way (Steps 19 to 23).
Step 25: Set the final completion time of each flow shop fi = the completion time of

the second machine cf2i.
Step 26: Use the calculate-triangular-longer-time procedure to find the final

completion time ff with a triangular membership function among the
completion times for all flow shops.

After Step 26, scheduling is finished and a triangular fuzzy completion time has
been found. The calculate-triangular-longer-time procedure is designed in [7] and
given below.

The calculate-triangular-longer-time procedure:
Input: m fuzzy triangular set f

1
) , ,( 111 cba to f

m ) , ,( mmm cba .

Output: the fuzzy maximum value ) , ,( ffffff cbaff for f
1
 to f

m
.

Procedure:
(I). FOR each fi, i = 1 to m-1, DO the following:

(I-i). Set ai+1 = { }) ,( ), ,( 11 ++ iiii bbminaamaxmax

(I-ii). Set ci+1 = ) ,( 1+ii ccmax ;

(I-iii). Set bi+1 =
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END FOR.
(II). Set ff = ( ))( ),( ),(),,( mmmffffff cmaxbmaxamaxcba = .

It is easily seen that the procedure is very simple and needs only little computation
time. Details can be found in [7].
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6. Conclusion

Scheduling jobs in flexible flow shops has long been known to be an NP-complete
problem. Since task processing times in real applications are usually uncertain, in this
paper, we have proposed a fuzzy scheduling algorithm for scheduling jobs in flexible
flow shops with two machine centers. The scheduling results are a fuzzy set and can
help system managers have broader views of scheduling and make good analysis. In
the future, we will consider other task constraints, such as setup times, due dates, and
priorities.
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Abstract. We propose an Artificial Neural Network (ANN) based technique to 
be used for adaptive Call Admission Control (CAC) in Asynchronous Transfer 
Mode (ATM) networks. The mechanism does not depend on the traffic 
descriptors registered between the terminal and the network during connection 
setup time, thus inaccuracies in these descriptors will not affect the controller 
decisions. The controller monitors the current traffic state and adapts its 
decisions according to it. Also it takes into account the Quality of Service 
(QoS) of each traffic class separately as it bases the admission decision on the 
individual cell loss probability of each traffic class not on the average cell loss 
probability for mixed traffic. We modified the �Leaky Pattern Table� on-line 
training method to enable the NN to capture traffic variations more accurately. 
The proposed controller was tested with multimedia traffic as ATM is expected 
to be used for multimedia applications and we took into consideration the effect 
of the node buffer, otherwise the CAC mechanism will be too conservative. 
Reported results prove that this reactive controller is much more effective than 
other CAC mechanisms that depend on the traffic descriptors. 

1 Introduction 

Asynchronous Transfer Mode (ATM) is the technology recommended by ITU to 
provide voice, data, image and video services using a single integrated broadband 
network. The ATM solution is flexible enough to support a diverse mixture of 
multimedia traffic with different correlation�s and burstiness properties. Not only does 
the different types of multimedia traffic differ in their statistical characteristics but 
also in their service requirements specified by the Quality of Service (QoS). The QoS 
defines a set of guaranteed performance measurement parameters (e.g., cell loss rate, 
delay, delay variability) that each type of the multimedia traffic requires from the 
network. Due to the absence of a channel structure in ATM-based networks, the 
user�s traffic can be easily overwhelm the network resources leading to serious 
congestion problems. Thus congestion control mechanisms are required in ATM 
networks. Congestion control mechanisms proposed for ATM networks are classified 
into two categories: preventive control and reactive control [1], [2]. Preventive 

I. Imam et al. (Eds.): IEA/AIE-99, LNAI 1611, pp. 80-91, 1999. 
© Springer-Verlag Berlin Heidelberg 1999 
 

 
 



 Performance of a Neural Networks-Based Adaptive Call Admission Controller 81 

congestion control techniques attempt to prevent congestion by taking appropriate 
actions before they actually occur. However, it is generally agreed that preventive 
control techniques are not sufficient to eliminate congestion problems in ATM 
networks and that when congestion occurs it is necessary to react to the problem. 
Proposed reactive control techniques initiate the recovery from congested state. In a 
reactive scheme, the network is monitored for congestion. When congestion is 
detected, sources are requested to slow down or stop transmission for a while until 
congestion is cleared. Call Admission Control (CAC) is a preventive congestion 
control mechanism that decides to accept a new connection if the required QoS is 
guaranteed for the new connection while maintaining the QoS of the existing ones. 
Hence, at the call set-up phase, a traffic contract is �agreed-upon� between the 
network and the user. According to that contract, the CAC algorithm maintains a 
specific QoS for the user�s connection as long as the user does not violate his 
contractual parameters (traffic descriptors) that characterize the traffic. The CAC 
mechanism should function in real-time and should attempt to maximize the 
utilization of network resources while meeting the user�s QoS requirements.  

CAC schemes may be classified as nonstatistical allocation and statistical 
allocation. Nonstatistical allocation allocates the peak rate to each traffic source 
independent of whether the source transmits continuously at the peak rate or not. 
Statistical allocation allocates bandwidth (called statistical bandwidth) that is greater 
than average rate and less than peak rate. As a result, the sum of all peak rates may be 
greater than the capacity of the output link. Different CAC algorithms have been 
proposed in literature for statistical allocation. One of these algorithms is �Mean Rate 
Allocation� in which the average transmission rate is allocated to each connection. 
Anther CAC algorithm is the �Equivalent Capacity� [3]. The equivalent capacity for a 
single source can be derived by assuming the source to be an on/off fluid source or, 
equivalently, an Interrupted Fluid Process (IFP). An IFP source can be completely 
characterized by the vector (R, r, b), where R is the peak rate, r the fraction of time 
the source is active, and b the mean duration of the active period. If the source feeds a 
finite capacity queue with size K and with constant service time, the service rate c that 
corresponds to a given cell loss ε was found to be as follows: 

 
(1) 

c
a K a K Kar

a
R =

 -   +   (  -  )  +   
 

2 4
2

where a = ln(1/ε)b(1 - r)R. 
The problem with the previous CAC algorithms, that they depend on the traffic 

parameters declared by the user during call set-up and they use them to calculate the 
required bandwidth. This approach might not be effective since it is based upon 
simple parameters (e.g. peak, average bit rates) that are not accurate enough to 
characterize the correlations and burstiness properties of the traffic. Also due to real 
time constraints, which cause that not all the traffic characteristics might be known at 
call set-up with the required accuracy, there will be several inaccuracies in estimating 
these parameters, which in turn lead to similar inaccuracies in bandwidth allocation. 
The correct approach is to measure higher-order moments of the traffic such as the 
squared coefficient of variation. Of course, the problem in this solution is the 
difficulty in performing it in �real-time�, since calculating these higher-order 
moments requires complex calculations at high rates. The problem will increase with 
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the traffic of future services that are expected to have complex characteristics and 
require higher order moments in order to describe them, which will increase the 
possibility of traffic descriptor inaccuracies. Anther problem is that these mechanisms 
are static, so that once the connection is accepted they do not monitor the traffic and 
adapt their decisions according to the changes in network state. 

One of the attractive tools for building an adaptive controller is the Neural 
Network (NN) because of its important features such as: adaptive learning, high 
computation rate, generalization from learning and high degree of robustness or fault 
tolerance. Artificial neural network is generally a multiple-input multiple-output 
nonlinear mapping circuit, which can learn an unknown non-linear input-output 
relation from a set of examples.  

1.2   Proposed Model 

In this paper, we propose a CAC mechanism that uses neural network (NN). The 
structure of the proposed controller is shown in Fig. 1. Although various ways have 
been proposed to define the buffer status, which will be used as the neural network 
input, the number of connections are used here since it is simple to handle by it. All 
connections are categorized into groups according to the traffic parameters and the 
numbers of connections in each group are counted. A simple way to define the groups 
is categorization by communication services used, such as audio, video, and data. Of 
course, in an actual network, these groups should be divided into much smaller groups 
according to the coding methods or cell generation characteristics. The output value 
of the neural network indicates a decision to accept the new connection request or not 
based on whether the required QoS for each class (which is cell loss rate in our case) 
is satisfied after the controller accepts all new requests or not. Reference [6] showed 
that there is a significant difference between cell loss probability calculated over all 
traffic classes and  cell loss probability for each traffic class separately (individual cell 
loss probability). 
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Fig. 1. Proposed NN based call admission controller 

Section 2 describes the traffic model used. Section 3 describes the simulation 
environment and its parameters. Section 4 presents different simulation scenarios and 
obtained results whereas the conclusions are given in section 5. 
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2 Traffic Model 

In our simulation we used two traffic classes, class 1 to represent video connections 
and class 2 to represent audio connections.  

There are different video traffic models [7]. One of these models is the 
autoregressive stochastic model, which takes in account the Gaussian like pdf and the 
frame correlation properties in the video traffic. This model is useful to provide the bit 
rate variation with time but not useful for the analysis of statistical multiplexer, access 
control or admission control. Two other models can be used for analysis one of them 
is the Markov-modulated fluid flow based model and the other is the MMPP model. 

A first order Autoregressive (AR) model was used in  [5], [6] to approximate the 
video sources output rate. The autoregressive model is defined as: 

λ λ( ) ( ) (n a n m bmm

M= − +=∑ 1

( )

ω )n  (2) 

where λ(n) represents the source bit rate during the nth frame, M is the model order, 
ω(n) is a gaussian random process and am  (m=1,2,..M) and b are coefficients. The 
first order model is sufficient to match the mean and autocovariance function where 
ω(n) has a mean η and variance 1 and |a1| is less than 1. The values of coefficients a1, 
b and mean η can be obtained by comparing these values with the corresponding 
values obtained from the actual video sequence as follows: 

     |a1|  < 1 (3) 

σ2
λ   = C(0) = E(λ2) - E2(λ)  = b

a

2

1

21 −
 (4) 

C(n) = σ2
λ |a1|n             n ≥ 0 (5) 

E b
a

λ η
=

−1 1

In order to obtain the values of coefficients a1, b and mean η we compared 
equations (3), (4), (5) with the corresponding values obtained from a video sequence. 
The sample coded video sequence used was shown in [5] that represents a head of 
talking person. This video sequence is 300 frame long. Fig. 2 illustrates the coding bit 
rate of the captured sequence in (bits/pixel). 

 
Fig. 2. Coding bit rate of the capture sequence   Fig. 3. Bit rate histogram 
(in bits/pixel) 
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The minimum and maximum bit rates in the third strip of Fig. 2 are 0.08 bits/pixel 
and 1.41 bits/pixel respectively. From the corresponding bit rate appears in Fig. 3, we 
can notice its rough resemblance to a normal distribution. The average value λ is 0.52 
bits/pixel and the standard deviation is σ = 0.23 bits/pixel. 

Measurements made on the video sequence of Fig. 2 indicate that the covariance 
function for that sequence can be approximated fairly well by an exponential for 
values n ≤ 10 frames. 

C n e
k n

( ) =
−

σ 2 3 0  (6) 

From measurements, the covariance parameter k was found to be k = 3.9 sec., so 
that for the test sequence of  Fig. 2, 

C(n) = 0.0536 e- 0.13n (7) 

By matching equations (3), (4) and (5) to the equivalent time (frame) averages of 
the actual video time sequence, we can find that: 

 
a = e-0.13 = 0.878 

                                                      b = 0.11 
                                                      η = 0.58 
   
Now the autoregressive process given in equation (2) can be used to evaluate the 

bit rate during the nth frame for the video sources. Parameters used in video sources 
modeling are shown in Table 1. 

Table 1. Parameters used in video source simulation 

Maximum number of sources 200 
Average time between connections 3 sec. 
Average call holding time 200 sec. 

 
With respect to class 2 connections, that represent voice connections, the talk spurt 

duration and the silence duration were chosen as exponentially distributed. Average 
time between connections and average call holding time were also chosen as 
exponentially distributed [8]. Table 2 lists the traffic parameters for voice 
connections. 

Table 2.  Main characteristics of the voice traffic class used in simulation. 

Maximum number of sources  200 
Average time between connections 3 sec. 
Average connection duration 200 sec. 
Average talk spurt duration 0.35 sec. 
Average silence duration  0.1167 sec. 
Peak bit rate 2.12 Mbps 
Mean bit rate 1.59 Mbps 
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3 Simulation Environment  

We built a simulator to simulate an ATM network node, to which a number of traffic 
sources are attached. The number of active traffic sources varies with time. Cells from 
these sources are buffered and served by the link in FIFO discipline as sketched in 
Fig. 4. 

O utput
Port

Existing
Connection

Node Buffer

 

Fig. 4.   An ATM node 

The simulator was implemented using �C�. We used some library functions that 
were used by SMPL simulator described in detail in [9].  Table 3 lists simulator 
parameters setting. 

Table 3.  Simulator parameters setting 

Simulation duration 1000 � 1500 sec. 
Sampling interval  1 sec. 
Buffer size 50 cells 
Link capacity 155.52 Mbps 

 
Buffer size shown in Table 3 was determined as shown in [10], such that the 

maximum delay under FCFS discipline can be satisfied. That is, the output buffer size 
K and the maximum admissible delay T are assumed to satisfy the relation: 

K =  (8) TC
L

where C  is the transmission link bandwidth and L is the cell size. Using K, C values 
as listed in Table 3 and L = 53 bytes. The maximum delay T = 57.8 msec. We studied 
the effect of dimensioning the buffer size, so as to obtain maximum delay = 25 msec., 
on our proposed CAC mechanism. Results showed that the corresponding reduction 
in the buffer size would not cause significant changes in results.  

The NN was simulated using IBM Neural Network Utility/2 package [11]. This 
package provides a Common Application Interface (API) that was used by our 
simulator during on-line training. 

3.1 Neural Network Off-Line Training 

In order to prepare the data required for neural network off -line training, we built a 
traffic simulator that simulates different combinations of number of active sources in 
each traffic class and evaluates the cell loss rate for each traffic class separately (i.e. 
individual cell loss probability). Then it compares the cell loss rate for both classes 
with the target cell loss rate (chosen as 10-4 cells/sec.), if any of them exceeds the 
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target cell loss rate the combination is recorded as high cell loss rate combination. 
This means that when this combination is presented to the neural network during 
operation, its correct decision is to reject new connections setup requests. Table 4 lists 
the parameters setting for the simulation. 

Table 4.  Parameters setting  used for  preparing the Off-Line training data 

Maximum number of class 1 sources 300 sources 
Maximum number of class 2 sources  100 sources 
Simulation duration for each combination 50 sec. 

 
The maximum number of sources in each traffic class were selected by assuming 

that the sources in each class are transmitting with their average bit rate and 
occupying the full link bandwidth. Fig. 5 shows the training data obtained from the 
simulation and used for neural network Off-Line training. 

 

 

Fig. 5. Off-Line training data 

In our work, back-propagation neural network was selected as the problem to be 
solved is a classification problem between low loss rate patterns and high loss rate 
patterns. The neural network has two inputs in the input layer, one for each traffic 
class and one neuron in the output layer to classify the input traffic pattern. The 
activation function of the NN was selected to be sigmoid. The number of hidden layer 
neurons, learning rate, and momentum, which control how the weight is updated by 
factoring in previous weight updates so as to reduce oscillation and help attain 
convergence, are selected by trail and error so as to achieve the lowest average RMS 
error. Other parameters were chosen as the default values of the model. The selected 
neural network parameters are listed in Table 5. 

Table 5.  Neural network parameters 

Number of hidden layers 1 
Number of hidden layer neurons 4 
Learning rate 0.2 
Momentum 0.9 
Learning rate multiplier 1 
Activation temperature 1 
Tolerance 0.1 
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As Back propagation algorithm requires the data to be scaled to a small range from 
0.0 to 1.0, the number of connections in each traffic class were scaled to this range by 
dividing the number of connections in each class by the maximum possible number of 
connections in this class before presenting them as an input to the neural network. 
Fig. 6 shows the average RMS error as a function of network epoch during off-line 
training. 

 
Fig. 6. Average RMS error versus network epoch 

3.2 Neural Network On-line Training 

After neural network off-line training, the trained neural network was embedded in 
the simulator and accessed using IBM NNU API. At the beginning the NNU API is 
initiated and the trained neural network is loaded. The on-line training method chosen 
is called �Leaky Pattern Selection Method� [4]. In this method, every training time, 
the current number of connections in each class as well as the cell loss probability for 
each traffic class since the last training time are computed. This training method 
requires two tables, one to hold low cell loss rate patterns and other for high cell loss 
rate patterns. These tables have fixed size = 100 entries each. The cell loss 
probabilities for both classes are compared to the required cell loss probability and 
accordingly the pattern is judged whether it is a high or low loss rate pattern. The 
pattern is inserted in the corresponding table and if the table is full it replaces the 
oldest pattern in the table. In order to decrease the frequency of training with old 
patterns, one pattern is discarded from pattern table with probability Pe. The pattern to 
be discarded is randomly selected from stored patterns. Since neural network requires 
training patterns distributed over the whole input pattern domain in random sequence, 
the training pattern is selected from high loss rate pattern table with probability Pl and 
then the pattern is chosen from the selected table randomly. In our study, we have 
chosen Pl = 0.5, Pe = 0.03 as in [4]. The pattern presented to the neural network for 
training consists of the number of connections in each traffic class scaled to range 
(0,1), by dividing it by the expected maximum number of connections in this class, as 
well as the required NN decision (i.e. Accept or Reject). Two breakpoints were used 
to prevent endless loop during training. The first breakpoint is that the average pattern 
error < 0.05, while the second is that the number of network epoch > 1000. The 
network stops training when either of them occurs. The original �leaky pattern table� 
method trains the network every fixed interval called �control cycle�. This fixed 
training interval does not allow the NN to sense fast variations in the traffic 
characteristics due to the changes in the number of connections during this interval. In 
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order to allow the NN network to capture network traffic variations more accurately, 
on-line training is performed every time an active connection ended or a new 
connection started or after 0.1 sec. if no changes occurred in the number of active 
connections during this interval. Our selection to this interval is based on 
compromising the load on the system due to training and at the same time to enable 
the NN to learn the traffic dynamics accurately, so we have chosen on-line training to 
be performed at intervals too small with respect to average time between connections 
for both traffic classes and in the same time adequate to collect statistics about cell 
loss probability. 

4 Simulation Results 

This section presents different simulation scenarios in order to validate our NN-based 
controller. Experiment 1 shows the effect of traffic descriptors inaccuracies on static 
CAC mechanisms. Experiment 2 tests the ability of our proposed NN CAC 
mechanism to achieve the required QoS. Experiment 3 tests our NN CAC mechanism 
in case of traffic descriptors inaccuracies.   

4.1 Experiment 1: 

This experiment tests the behavior of equivalent capacity allocation in case of traffic 
descriptors inaccuracies. We assume that traffic descriptors consist of peak rate, mean 
rate, and maximum burst duration. We represent the traffic descriptors inaccuracies 
by increasing class 1 peak rate 3 times the value specified in traffic descriptor for 
connections started after 250 sec. from starting the simulation. 
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Previous figures show that after increasing the peak rate for class 1 connections the 
equivalent capacity allocation mechanism will use the peak rate value specified in the 
traffic descriptor to evaluate the required bandwidth for new connections. Thus it will 
allocate less bandwidth than actually required leading to an increase in average cell 
loss rate for traffic class 1.  And because both classes share the same trunk, class 2 
connections are also affected and their cell loss rate increased than the target value. 
We repeated the same experiment with other static CAC mechanisms (peak rate 
allocation, mean rate allocation) and we obtained similar results. 

4.2   Experiment 2: 

In experiment 2 we use the neural network after off-line training for call admission 
control. 

 
 

 
 
 
Fig. 13 shows that the average cell loss rate for traffic class 1 is ≅ 1.05 * 10-5 

cells/sec.  Fig. 15 shows that traffic class 2 average cell loss rate is ≅ 2.2 * 10-5 
cells/sec. This means that the neural network succeeded to keep the cell loss rate for 
both traffic classes below the target cell loss rate (10-4 cells/sec. in our case).  

4.3   Experiment 3: 

This experiment is similar to experiment 1, but here we used NN CAC mechanism 
instead of static CAC mechanisms. 
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Fig. 17.   Normalized average cell arrival 

rate for traffic class 1 
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Fig. 18.   Average cell loss rate for traffic  
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Fig. 19.  Normalized average cell arrival  

rate for traffic class 2 
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Fig. 20.   Average cell loss rate for traffic  
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Fig. 22.  Neural network admission 

region after on-line training  
 
 
It can be seen from Fig. 18 that the average cell loss rate during the first 250 sec. is 

≅ 1.1 * 10-5  cells/sec., after that traffic class 1 peak cell rate increased by 3 times 
which cause increasing the cell loss rate. During about 500 sec., neural network was 
able to change its decision boundary by monitoring the generated traffic for each 
traffic class and on-line training. This new decision boundary returned the average 
cell loss rate to ≅ 5.4 * 10-6 cells/sec. Fig. 20 shows that during the first 250 sec. 
traffic class 2 average cell loss rate is ≅ 1.2 * 10-6  sec. After increasing traffic class 1 
peak cell rate, the cell loss rate increases than the target value. Neural network new 
decision boundary returned the cell loss rate to average value ≅ 1.1 * 10-5 cells/sec.  
Fig. 21 shows how the number of connections for both classes changed in order to 
adapt to traffic state. Fig. 22 shows neural network admission region after the 
experiment.  

The long response time taken by the NN to adapt its decision boundary can be 
justified that the simulated variations, increasing the traffic peak rate by 3 times the 
value in the traffic descriptors, are unrealistic and real world traffic variations are not 
so intense, so the neural network will be able to respond to them much faster. 

 Comparing Fig. 22 and Fig. 5 it can be seen that the neural network decreased its 
admission region in order to adapt with the increase in traffic class 1 peak cell rate so 
as to keep the cell loss rate for both traffic classes below the target value. 

5 Conclusions 

We propose an adaptive call admission controller using the capabilities of artificial 
neural network. The controller monitors the traffic state and the neural network adapts 
its decision boundary according to it, it does not depend on the traffic descriptors 
registered between the terminal and the network during connection setup. In order to 
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test our CAC mechanism we built a traffic simulator that generates traffic patterns 
representing video and voice connections. Simulation results show the effectiveness 
of the proposed mechanism while static CAC mechanisms fail to provide correct 
admission decisions when encountered with inaccurate traffic descriptors. Our study 
also shows the importance of taking in consideration the effect of the node buffer 
otherwise the CAC mechanism decisions will be too conservative. The size of this 
buffer can be dimensioned according to delay requirements of the most delay 
sensitive service expected to use the node. It is also very important to base the CAC 
decision on the individual cell loss probability for each traffic class not on the average 
cell loss probability for mixed traffic. Finally, it was shown that NN takes a long time 
to build its initial decision boundary, so this initial decision boundary can be built 
before embedding the NN in the application using a simple simulation model to the 
environment under consideration. Off-line training sets the decision boundary near 
optimal value. Then by on-line training NN decision boundary is adjusted to the 
optimal value and it is also changed according to the state of the environment. We 
modified the �leaky pattern table� learning method so as to allow the NN to capture 
traffic variations more accurately.  
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Abstract. In this paper we present a new method for the automatic detection of
microcalcifications combining morphological operations and artificial neural
networks (ANN). The input chosen is a whole digitalized mammogram while
the output of the algorithm is a new mammogram where microcalcifications
(clustered or not) appear to be highlighted in white colour individually. Two
new filters have been designed: one is based on mathematical morphology
combined with other segmentation techniques and statistical methods, and the
other one is made by training an ANN in order to be able to differentiate
between those pixels belonging to a microcalcification and those being normal
parenchymal patterns. Results for both algorithms are separately shown and
how the combination of these two approaches improves the results.

1   Introduction

Breast cancer is one of the leading causes of death in women. Mammography has
been proven to be the primary diagnostic procedure for the early detection of breast
cancer. Between 30% and 50% of breast carcinomas demonstrate microcalcifications
on mammograms, and between 60% and 80% of the carcinomas reveal
microcalcifications upon histologic examination. This is the reason why using a good
technique for computerized detection of microcalcifications can assist the radiologist
in an early detection of breast cancer [1].

Machine recognition of forms has been the subject of extensive research in the last
decade. Among the methods, techniques based on mathematical morphology have
been the most used, a method based on the morphological inter-image substraction in
order to extract user entered components from personal bankchecks is proposed in [2].
This technique requires a reference image without the components to be found which
is not possible in our case of study because it is impossible to have the same
mammogram twice, one of them with microcalcifications, and the other one without
them. Morphological algorithms to analyse the features of the detected
microcalcifications are also used in [3], or asynchronous dynamics for the iterative
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computation of morphological image filters to improve the convergence efficiency of
such operators introduced in [4].

ANN is another of the most used techniques in pattern recognition and data
classification in medical field [5]. They have been resulted to be a powerful tool for
mammogram interpretation [6], to differenciate among patterns corresponding to
various interstitial diseases in chest radiography [7], and to classify chest lesions [8].

We propose a robust algorithm for the automatic detection of microcalcifications,
clustered or not, from a whole digitalized film mammogram. The output of the
algorithm is the same image where the detected microcalcifications appear
highlighted in white color. This method has been obtained combining a mathematical
morphology based procedure [9] with an ANN based filter [10].

We retrospectively reviewed 154 mammographic studies showing micro-
calcifications in 104 of them, for which surgical verification was available. All
patients had standard mediolateral oblique and craneocaudal mammograms being
obtained from the Department of Radiology of the University Hospital “12 de
Octubre”, Madrid, Spain and registered in a database implemented in our laboratory.
The film screen mammograms were digitalized with a resolution of 1000 lpi, using 8
bits per pixel (256 grey levels). The minimum size in pixels of the digitalized images
was 1800x1000. Eight bits per pixel were enough to obtain quite good results as can
be seen in section 5 (Results) allowing also high speed processing which is required
in real time systems.

Fig. 1. A detailed section of interest of a whole digitalized film mammogram.

In section 2 the procedure used to detect microcalcifications from morphological
operations with other segmentation and statistical techniques is explained. Section 3
describes the building of the ANN based filter and how these two methods can be
combined is exposed in section 4 improving its performance that is evaluated
quantitatively in section 5 by means of the receiver operating characteristic (ROC)
analysis [11].
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It is shown throughout this work, as an illustrative example, the transformations
made in the interesting region shown in figure 1, but bearing in mind that the input to
the algorithm is always a complete mammogram.

2   Morphology Based Filter

Mathematical morphology based filter has two stages once the mammogram has been
digitalized. Firstly, an initial filtering using the top-hat algorithm is applied, obtaining
a new image where small areas appear to be highlighted over the rest of the pixels.
Some of them are pixels belonging to microcalcifications. Secondly, a dynamic
statistical method is employed to obtain the threshold value in order to decide which
of the pixels of the image obtained in the previous step are really microcalcifications,
and which are not.

2.1   Initial Filtering

When the background signal intensity of an image is constant, a simple thresholding
may be used to detect features of interest. The top-hat algorithm provides a useful
alternative when the background signal intensity is more variable, as is the case for
stromal tissue on a mammogram (see figure 1) where microcalcifications are being
searched. This method is based on morphological operations and consists of two
steps.

Fig. 2. Results obtained in the region of interest shown in figure 1 after the top-hat algorithm
has been applied. It can be seen small whitish areas, some of them corresponding to
microcalcifications.

Firstly, a morphological opening is applied, comprising an erosion followed by a
dilation. These operations require a kernel window (top-hat) systematically being
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placed on each pixel of the image. In our case we used a square kernel window of
21x21 pixels. During erosion, the pixel value at the center of the kernel is replaced by
the minimum value of the neighborhood pixels. This operation reduces regions of
high signal intensity in the digital image. After erosion, the complementary operation
of dilation is applied. Now, the pixel value at the center of the window is replaced by
the maximum value of the neighborhood pixels.

The second part of the top-hat algorithm involves the subtraction of the opened
image from the original image.

2.2   Dynamic Thresholding

The purpose of this part of the algorithm is to distinguish between all the highlighted
points that are microcalcifications, and the rest that are not which appear with a darker
grey level. A dynamic grey-level thresholding segmentation algorithm is applied, and
after obtaining the threshold value h, each point with a grey level value greater than it
will be considered as part of a microcalcification, eliminating the rest which are lower
than the threshold.

The threshold h is obtained dynamically depending on each image is being
processed. For this purpose statistics methods have been used by calculation of the
atypical values of a sample. First (q1) and third (q3) quartiles of the sample are
calculated. Once these values have been obtained, it is statistically considered [12]
that a point is atypical if it is greater than the upper limit Ul or lower than the
minimum limit Ll using the formulas:

Ul = q3+1.5 (q3-q1) Ll=q1-1.5(q3-q1) (1)

Figure 3a. Image obtained after the dynamic
thresholding has been applied.

Figure 3b. Microcalcifications detected in
the original image.

Figure 3a shows the result after this stage of the algorithm has been applied in the region of
interest of the figure 1, and how the microcalcifications appear to be highlighted in the original
image (figure 3b) in order to the radiologist can give a final decision.
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So, all the pixels with a grey level value greater than Ul  (h=Ul ) are considered to
be microcalcifications. By doing so, a different threshold is obtained for each image
depending on the grey-level values of its pixels. This feature makes also the algorithm
independent from the parameters used in the digitalization of the mammogram.

As it can be seen from figure 2, the overwhelming majority of points have a grey
level value equal or very near zero, which makes Ul has also a value very near zero. A
great number of false microcalcifications would be obtained due to these points are
greater than Ul.

To avoid this problem, a cut-off value C was taken in such a way that only those
values greater than it are used to calculate Ul and Ll. Bearing that in mind, C cannot be
greater than any pixel belonging to a microcalcification, because it would be
eliminated from the set of possible points to study. The best results were obtained
with a cut-off value of C=25.

3   Neural Network Based Filter

A filter for detection of microcalcifications in a digitalized mammogram using an
ANN has been designed. The input to the network is a window of 9x9 pixels (81 input
neurons) from the original digitalized image. The output of the network is 1 if the
pixel value at the centre of the window belongs to a microcalcification, and 0 in other
cases.

Figure 4. Neural network based filter architecture.

A total of 466 regions of interest (ROIs) of 9x9 pixels have been selected in order to
train de ANN from the 154 cases of study. Histogram specification [13] has been
employed to achieve some invariances to illumination shifts or gradients in all cases

81 Units 10 Units 1 UnitAn nxm Digitalized Mammogram after
Histogram Specification has been applied

9x9 Input
Window
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of study before extracting the training patterns.  In 240 cases the pixel at the centre of
the window belongs to a microcalcification (positive ROIs), and the other 226 are
negative ROIs. 400 images have been used as training patterns and 66 to test the
network.

We employed a full connected three layer, feed forward ANN. The number of the
neurons for each layer was of 81-10-1. A back-propagation algorithm with
generalized delta rule was employed in the training process. Sigmoid function was the
activation function, defined as:

(2)

The windows used as inputs to the network have 81 pixels with values in the range
of  [0,255] (256 gray-levels) which were standarized to [0,1]. The learning process
was considered finished when the mean quadratic error reached 0.02.

Once the ANN has been trained, it is able to decide if the pixel at the centre of the
9x9 window introduced as its input belongs or not to a microcalcification.

The ANN based filter architecture is shown in figure 4 and works as follows: for
each pixel in the original image, a 9x9 window is built and entered to the ANN. The
output of the network will be a number n³[0,1]. If n is greater than a certain threshold
h, the pixel at the centre of the window belongs to a microcalcification. If the
condition is not satisfied then the pixel is not a microcalcification. The best results for
this filter were obtained giving h the value of 0.3.

4   The Combined Filter

Two different approaches to the computerized detection of microcalcifications from a
digitalized mammography have been showed. Mathematical morphology based filter
detects possible microcalcifications when sharp changes in the grey-level values of
the pixels happen in areas of a size smaller than the size of the kernel window. This
algorithm throws good results, but it gives too many false positives (non existent
microcalcifications but detected by the algorithm) due to there are usually defects in
the film mammogram as they can be artefacts, dust spots or even noisy points
produced in the digitalization process.

In the other side, the ANN based filter can eliminate all those noisy points due to
the training stage where patterns corresponding to this kind of noisy points are
presented to the network. However, the only applying of an ANN to a whole
digitalized image in order to know pixel by pixel if it is a microcalcification or not
produces a great amount of errors. This is because there are many different kinds of
patterns that can be in an image and presented to the network.

To avoid the inconvenients of both procedures and to get their advantages, this new
algorithm is presented where both algorithms work together. Its working is explained
as following and showed in figure 5.

The morphological scheme works as it was described in section 2, but instead of
giving a new image as its output, when a pixel that could be a microcalcification is
detected, a 9x9 windows is built with this pixel at the centre of it. This window will
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xf −+

=
1

1
)(



98 D. Manrique, J. Ríos, and A. Vilarrasa

be the input to the ANN which will give the final output (this pixel belongs to a
microcalcification or not). In the affirmative case, the pixel will appear in white color
(grey-level value of 255) in the original image. In the negative case, the pixel will
keep unchanged.

Figure 5. General scheme of the combined ANN and mathematical morphology method.

5   Results

The perfomance of each of three exposed algorithms has been evaluated
quantitatively by means of the receiver operating characteristic (ROC) analysis in
order to test that the combined algorithm has the best one. ROC curves have been
constructed for each of the three methods. The area, Az, under an ROC curve
measures the expected probability of the correct classification of a set of test cases.

To construct an ROC curve, the true positive fraction, tpf, is plotted against the
false positive fraction, fpf, for various thresholds (in the case of the morphological
filter, it was the cut-off parameter C, and the output given by the ANN in both ANN
based and combined filter).

At a particular threshold, the true positive fraction may be defined as
tpf=tp/(tp+fn), where tp is the number of true positives (a microcalcification exists,
and it is detected by the algorithm), fn the number of false negatives (a
microcalcification exists, but it is not detected by the algorithm). tp+fn is the number
of malignant cases in the test set.

The false positive fraction is defined as fpf = fp/ (fp+tn) where fp is the number of
false positives, tn the number of true negatives (benign tissue that has been correctly
classified). fp+tn is the number of benign cases in the test set (there are not
microcalcifications).

A value of Az near to 1 indicates that the algorithm can correctly detect
microcalcifications with a small error rate. It can correctly classify those pixels
belonging to a microcalcification, and those that do not. This fact can be obtained

Mathematical
Morphology
Based Filter

Digitalized
Mammogram

81 Units 10 Units 1 Unit

9x9 Input
Window

The output of the ANN will say if the
pixel at the centre of the window is really
a microcalcification (output=1) or not
(output=0)

The morphology Scheme gives the
ANN a  9x9  w indow f r om t he
original image (after histogram
specification has been applied)
when it detects a posible pixel that
belongs to a microcalcification. So,
the ANN gives the final output.
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when small values of tpf (small number of false positives) give high values of tpf
(small number of false negatives).

Fig. 6. ROC analysis of the detection of microcalcifications for each of three methods exposed.

Figure 6 shows three ROC curves for each of the exposed filters. It can be seen in this
figure how the best results were obtained with the combined filter, with a
computational load not very higher than the morphological filter. The morphological
filter throws quite good results as well. The ANN based filter is the fastest, but its
ability to classify correctly is very low.

6   Conclusions

Artificial Neural Networks appear to be useful in the detection of microcalcifications
from digitalized mammograms. However, their only use does not give good results
because a great amount of different patterns can be presented to their input. This fact
produces some errors in the output given by the network. To solve this problem, it is
needed to have a database that covers a large number of different patterns for the
training of neural networks.

ANN better performs refining other procedures for microcalcifications detection as
the one exposed here based on mathematical morphology. It was seen that that the
area under the ROC curve improved from Az=0.81 to Az=0.89 by applying an ANN
to the positive pixels given by the algorithm based on the mathematical morphology
with a very low increase in the computational cost.

This improvement is made because ANN eliminates the false positives given by
the morphological scheme. So, when film mammograms present defects or artefacts,
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the ANN can distinguish them from true microcalcifications, while morphological
operations detect sharpen grey-level changes giving to its input a false positive.

It is also important to see how the only parameter which needs to be adjusted is the
cut-off value C, while other detection algorithms have a great amount of factors and
variables that make them difficult to tune.
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Ciudad Universitaria, Madrid, Spain

amartin@forestales.upm.es
2 Dept. de Inteligencia Artificial, Facultad de Informática, Campus de
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Abstract. This paper presents a new method that can be used for sym-
bolic knowledge extraction from neural networks, once they have been
trained with the desired performance. Weights are the basis for this me-
thod. This method allows knowledge extraction from neural networks
with continuous inputs and outputs, more precisely in problems dealing
with the general linear regression model where exists multicolineality
among the input and output. An example of the application is showed
by comparison of the results between the regression and the neural net-
works results, concernig the estimation that gasoline yields from crudes.
This example is based on detecting the most important variables when
there exists multicolineality.

1 Introduction

This paper shows the importance of the knowledge stored in the weights of
a neural network. A trained neural network stores the acquired knowledge in
numeric values that weights define [5]. The interpretation and extraction of such
knowledge is a difficult task due to the special configuration of neural networks
and to the wide domain of patterns [2,3]. In a trained neural network is really
difficult to understand the concepts that have been learnt, this is due to the
fact that neural networks store the knowledge in the connection weights and
therefore it is not easy to explain the concepts from which RNA outputs the
desired response [7]. The kind of knowledge that this paper introduces is the
relationship among inputs and outputs.
? Supported by INTAS 952
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This paper proposes a method in order to detect the importance of the
input variables. In multivariant analysis problems, when there exists conlinea-
lity among different variables of forecasting, the importance and the sequence
when adding variables in linear regression model (analysis multivariant) can be
detected, from the knowledge stored in the weight matrix [4]. The knowledge
extraction method from the weights [6], or forecasting method, must be taken
into account when the study of the correlation coefficients detect relationships
among a set of variables.

Two examples are considered in order to compare the results using two fo-
recasting methods: the general regression model and neural networks. The first
one deals with weather variables with no relation at all among them (example
of forecasting using regression with orthogonal variables, no colineality). In this
example, neural networks and regression analysis output similar results. The se-
cond one deals with the Prater problem, that is, a set of data in order to forecast
the petrol quality where N.H. Prater in 1956 developed a study of the general
regression model provided that among the variables exists some correlation (co-
lineality among forecast variables) [1]. In these problems is really difficult to
detect the importance of input variables from the coefficients of the general re-
gression model, and neural networks have some advantages over the regression
model.

2 Method to Extract Knowledge

Tasks to follow in order to perform a study of the importance of input variables
over output variables are the following ones:

1. Normalization of the input and output variables into the closed interval
[−1, 1].

2. Definition of the activation function (sigmoid function): f(x) = 1−e−x

1+e−x

3. A neural network with n input neurones (forecasting variables) and one out-
put neurone (variable to forecast) is used. The training algorithm considered
is the backpropagation.

4. Division of the values associated to the variable to forecast into two intervals,
the positive one with a positive output [0, 1] and the negative interval with
a negative output [−1, 0). This way two independent neural networks are
defined in order to be trained.

5. Established an error threshold for the forecasting process, each one of the
two output classes of the variable to forecast (positive output values in the
interval [0, 1] and negative output values in the interval [−1, 0)) are divided
into two new classes. For each one of the obtained classes (four classes) 4
neural networks are trained and the value of the weights is observed. If in
these new obtained classes, the value of weights that are fixed after the
training process is the same that the one obtained in the previous division,
or is proportional, then go back to the previous division. If the value is not
the same then this division is valid; therefore they will exist four neural
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networks associated to the output intervals. This iterative division must go
ahead until the weights of a new division will be the same of the previous
division. When the weights are similar, then the successive divisions end.
This process achieves a better error ratio, getting more powerful classification
properties than classical nets, and this way a set of neural networks with their
corresponding weights with the following information:

a) The variable with the most influence over the variable to forecast will
be the one with the highest absolute weight after the training process.
These data must verify that the sign of the input variable multiplied
by the sign of the weight must be equal to the sign of the variable to
forecast.

b) And if the relationship between the forecasting variable and the variable
to forecast is a direct or inverse function, that is, if the sign of both
variables are the same or not. If the output interval of the variable to
forecast is a subinterval of interval [0, 1] or a subinterval of interval [−1, 0]
and, if the domain of the forecasting variable (independent) multiplied
by the corresponding weight is positive for a subinterval of the variable
to forecast (dependent) of interval [0, 1], we will say that the relationship
is a direct one, other way it will be an inverse one; taking into account
that the absolute value of the highest weight shows the importance of
the forecasting variable over the variable to forecast. That is, the higher
absolute value of the variable, the deeper influence in the output.
Different divisions of initial set of training data, obtained from the study
of weights in the training subset, make that each one of the obtained
training subset defines a different neural network to train in the whole
subset. Each network, with its corresponding set of weights, denotes the
importance of the forecasting variables over the variable to forecast.

c) Besides extracting the importance of each variable in each output inter-
val, for each one of the input variables it exits a network and a weight
set that define the forecasting equation.

Therfore, the method is divided into two steps in order to better understand
the two main process on it.

– The first step is used to classify using the bisection method the patterns of
the initial set into several subsets, taking into account that this division is
performed iteratively, studying the variation of the weights. When in a new
division the weights do not change, then go back to the initial division.

– The second step is used once the initial pattern set is classify into several
subsets and therefore into several neural networks. The importance of each
input variable must be studied for each different network, taking into ac-
count the weight values, the variation domain of the input variable and the
variation of the output; to study the influence over the variable to forecast.
It must be considered:

1. The variables with the highest absolute weight.
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2. Which of them verify that their variation domain for that input variable
multiplied by its corresponding weight has the same sign of the variable
to forecast according to the positive or negative interval [−1, 0] or [0, 1].

With these defined characteristics the most important forecasting variables
are taken for each one of the intervals corresponding to the variable to forecast.

When the set of forecasting variables is a set of orthogonal variables (correla-
tion among forecasting variables is null, that is, there is no correlation among the
variables), then the proposed model and the general multivariant regression mo-
del detect in a similar way, the importance of the variables from the coefficients
of the general regression model.

But the importance of the proposed model in this paper is when among the
forecasting variables exist some kind of correlation, and the general regression
model does not detect either the importance or the need of these variables. In
these situations, the proposed method is more efficient that the general regression
model.

3 Features of Forecasting Method

The classification of the patterns according to their outputs seems to be right.
The learning of classes, that initially could be very difficult, is achieved if there
exist enough patterns. That means that the patterns present some characteristics
and relationships among the variables in the same class. When the correlation
matrix is studied, it can be observed that these correlations exist and are varying
into each interval, and the correlations are according to the weight values. The
highest absolute weight is the variable with the highest correlation with the
output variable.

The change of two variables that help a positive inference, is interrelationed
with the change of another variable that goes against that inference, and they
provide the variation intervals of such variables to belong to a given class.

The kind of problems that are considered presents multicolineality characteri-
stics. Correlation between variables can be more or less strong, but it reflects the
relationships that exist between the variables and with the variable to forecast,
being these direct or inverse relationships. All these relationships are reflected
by the weights, and that is the method proposed in this paper.

The first aim of the method is to obtain a good classification of the data set
that is provided, studying the weights. With the iterative bisection process for
the class division, an ideal classification is achieved for the data set. The classified
data present a degree of homogeneity. This permits to extract characteristics for
each one of the classes. Disjointless but different characteristics are obtained for
each one of the several classes.

This method can be implemented with any set of variables who will be used to
forecast a new variable with some relationship with the first ones, though these
relationships are weak or are unknown, but could be interpreted heuristically.

This method has been achieved after the bisection process with a suitable
learning rate and besides, this process has provided a set of weights that define
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the relationships among the variables, keeping away the interrelations or mul-
ticolinealities. This can not be computed with the general regression model. In
such problems the coefficients of the lineal general regression model can not be
used to obtain the importance of variables.

The proposed method is really efficient when dealing with variables that
present colinelaity properties and there are a lot of data that are need in order not
to lose information. Besides, the likely noise implemented by defected patterns,
that could be present in the pattern set, when the amount of information is very
high, is solved due to the generalization properties of neural networks.

First of all, the classes are obtained observing the change of weights along
the different divisions in order to join the characteristics, these classes can not be
obtained using statistical forecasting methods. Next, to obtain the characteristics
and to obtain a prediction for the output. This method is compared with two
different problems in sections 4 and 5.

4 Prediction without Colineality

A situation dealing with weather forecasting is analyzed in order to notice the
characteristics of multicolineality, and another situation (section 5), developed
by N.H. Pratter, is also studied. Given a regression model with two forecasting
variables, if the coefficient corresponding to the simple correlation between two
variables is zero, that is, the variables are orthogonal, then the effect of one of
the variables over the response is measured in a total independent way of the
other variable. If one or both forecasting variables are in the regression equation
then the least squares estimation does not change its value.

Table 1. A sample of Weaher Forecasting data

Y X1 X2 Regression Neural Net
70 20 66 66.17 66.81
75 20 72 71.67 71.56
80 20 77 77.17 77.62
70 30 67 67.17 67.20
75 30 73 72.67 72.92
80 30 78 78.17 78.06
70 40 68 68.17 67.74
75 40 74 73.67 74.24
80 40 79 79.17 78.37

Data in table 1 were studied in order to show the effect of orthogonal varia-
bles, that refers to the feeling temperature Y , as a function of air temperatureX1
and the relative humidityX2 [1]. The correlation coefficients corresponding toX1
and X2 are zero. Next, the following models are adjusted: Y = β0+β1X1+β2X2,
Y = β0 + β2X2, and Y = β0 + β1X1. The estimated coefficients for X1 and X2
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are 1.1 and 0.1, regardless if the variable is present at the equation or not. The
obtained results are the expected ones when dealing with orthogonal variables
and there is not multicolineality.

This example clearly shows that the strength of variables is defined by the
coefficients of the regression model and in a similar way by the weights of the
trained neural networks, being the most important variable the one with the
highest weight. This weight shows the influence degree of the variable over the
output.

Table 2. Weights of the Neural Network after the Training Process

Bias X1 X2

0.13 2.42 0.42

Table 3. Coefficients of Lineal Regression for the Weather Forecasting

β0 β1 β2

−12.833 1.1 0.1

From tables 2 and 3, variable X1 is the main one, so for the neural network
as for the lineal regression model where variables are clearly orthogonal ones.
The importance of variables and the output of both models are similar. The
pattern does not contain a lot of data, this fact helps the regression model
since there is not noise, and values are really homogeneous. However, neural
network results have been better than regression’s one concerning the weighted
relationship between input variables and output one. The problem arises when
this situation is not so favourable.

If the problem to solve is similar to Prater one (next section) with colineality
among different variables, and when there is not possible to detect the influ-
ence of variables over the output using the general regression model then neural
networks have shown to be very successful.

5 Prediction with Colineality

N.H. Prater (Estimate gasoline yields from crudes, Petroleum Refiner 35 (1956)).
(Later Hydrocarbon Processing May (1956)) [1].

This section deals with the study of the problem known as the Prater pro-
blem, where the conlineality among different variables and their effect on the
regression equation are shown; being these characteristics strongly jointed. The
proposed neural networks method solves in an efficient way.
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Two problems are solved in the developed example by Prater: the suitable
way to find the individual effects of forecasting variables over the variable to fore-
cast, based on the extras squares addition principle; and the way to find a set of
forecasting variables to include in the regression equation, that is, identification
of the better forecasting variable set or better regression equation.

Prater developed a regression equation to estimate the gasoline yields from
crudes as a function of the distillation properties of some kind of crude. Four fore-
casting variables were identified: crude gravity API(x1); crude pressure Psi(x2);
10%ASTM for crude F (x3) and 100%ASTM for gasoline F (x4).

The aim of his study was in determining a regression equation for the gasoline
production as a lineal function of the distillation properties of some kind of crude
x1, x2, x3, and of the final point desired for gasoline x4 [1]. This problem is
considered as belonging to the multiple lineal regression analysis.

The estimated regression equation is:

y = −6.82 + 0.23x1 + 0.55x2 − 0.15x3 + 0.15x4 (1)

The multiple correlation coefficient is 0.9622, this implies that about 96%
of total deviation of observation can be explained using the four forecasting
variables included in the regression equation. But if the problem of Prater is
studied [1], then there exists a little doubt about if the regression between the
gasoline and the four variables is statistically important.

The addition of a given variable into a forecasting model does not implies
that this variable will have an important effect over the response of the model,
that is, if a researcher identifies a set of forecasting variables, he must check
if they really affect the response. The appropiated method to find the isolated
effects of forecasting variables is based on the extra squares addition principle
(SCE).

From this point of view, it can be checked whether the contribution of a
given regression coefficient is high enough to be included in the model or not.
So, in some way, this method provides a measure over the individual effect of a
given forecasting variable over a given response from the SCE. Then, applying
this method, variables x4, x3, are the ones who have the most important effect
over the variable to forecast.

It is used to obtain wrong conclusions with a casual point of view dealing
with the application of a regression analysis, when there is not a complete view
of problems that can arise. A frequent problem, in multiple lineal regression, is
that some of the forecasting variables are correlated. If the correlation is small,
then the consequences will be less important. However, if there is a high cor-
relation between two or more forecasting variables, then regression results will
be ambiguous, specially concerning the values of the estimated regression coef-
ficients. A high correlation coefficient between two or more forecasting variables
implies what is known as multicolineality. This problem is sometimes difficult to
detect.

The forecasting equation, though not being exact in a physic way, must be
a mean, empirical, to forecast the mean response against a condition of the
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forecasting variables. Multicolineality does avoid neither to have an adjustment
nor the response to be forecasted belonging to the interval of observations. What
happens is that when two or more forecasting variables have colineality, the
estimated regression coefficients do not only measure the individual effects over
the response, but also reflect a partial effect over the same one taking into account
what happens with the other forecasting variables in the regression equation [1].

If the Prater data are considered, the regression equations including x2 or x3
will show that exists a multicolineality between x2 and x3. Moreover, the high
correlation that exists between x2 and x3 has decreases in a drastic way the
individual effect that x3 with x2 has over the response.

To show that there is a high correlation between x2 and x3, the matrix of
correlation has to be computed for the four forecasting variables of the Prater
data. The is a high lineal association between x2 and x3. This result is obvious if
the data are examined. It can be checked that the higher presure the crude has
x2, the smaller x3 ASTM10% and so on. These results imply the multicolineality.
To solve the problem of multicolineality, the regression model without x2 or x3
has been examined. As a comparison the regression of (x3) and (x4).

5.1 Determination of the Best Set of Forecasting Variables

The determination of the best set of forecasting variables is similar to the pre-
vious problem, and is explained in order to compare with the results output by
neural networks. That is, in the regression analysis, the determination of which
variables must be included in the regression model to perform a forecasting ou-
tput.

Let k the initial number of forecasting variables; the number of terms in
the complete lineal model, including the fix term, is m = k + 1. A procedure
that is highly recommended to determine the best set of forecasting variables to
include in the regression equation is to compute and compare all the possible 2k

regression equations. This procedure provides the researcher the opportunity to
evaluate and compare all the regression equations and, observing all the wrong
ones, to extract the best equation. When k is high, it can not be very practical
to determine and evaluate all the possible equations for all the variables. Again,
Prater proposed a solution on the selection of forecasting variables that is used
in this section and the neural network approach is compared to this one.

When dealing regression equations, the best equation to forecast the pro-
duction of gasoline is an equation that contains x3 and x4.This result is very
hard to obtain and can be simplified using neural networks. In the application
of Neural Networks to the Prater problem, the data were normalized in interval
[−1, 1] with the sigmoid function as the activation function. When there is corre-
lation between two variables of the general regression equation made up of four
forecasting variables, the individual effect that x3 with x2 has over the response
decreases drastically (in the equation the coefficients do not show the influence
of variables over the output). This is not the case for a trained neural network.

Observing information at table 4, the most important variables are x4, and
x3, that are obtained using Neural Networks or the method proposed by Prater.
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Table 4. Weights of the Neural Network and Regression Coefficients

Bias X1 X2 X3 X4

−0.818 0.211 0.342 −1.058 2.155 Neural Network
−0.679 0.309 0.306 −1.018 1.974 Positive Net
−0.822 0.114 0.463 −0.933 2.104 Negative Net
−6.820 0.227 0.553 −0.149 0.154 Regression 4 Variables
18.468 −0.209 0.158 Regression 2 Variables
−0.973 −1.534 2.164 Net with 2 Variables

Previous table shows that the regression model does not compute the importance
of variables when dealing with four of them. However, neural networks compute
such importance by means of weights. If only two variables are taken to perform
the study, then the regression coefficients are closer to the influence of variables
over the output.

Besides, the regression analysis can be very complex if the importance of
variables is tried to measure from the regression coefficients when there is a
colineal property, as it can be read along the whole paper and along the Prater
study. The information provided by the neural network has been easier to obtain
and it has used the whole information. The most important thing is that neural
networks obtain better results than the Prater model as in the previous case of
weather forecasting.

6 Conclusions

Regression analysis also provides the equation to forecast a given variable. But it
can not be forecasted which will be the optimum range for an output in a class.
The proposed forecasting method that is related with usual forecasting methods
based on multilineal regression models and correlation models, improves them
in a successful way.

Neural networks are useful when dealing forecasting problems, especially in
problem where there is multicolineality among the different input variables. First
of all, because with new data the knowledge of the problem is increasing since
neural networks adjust their weights to include such new patterns and the easy
way to perform the training process. Moreover, when there is colineality among
the variables, the knowledge of the relationship is obtained automatically by
the training algorithm and the output of the net has a lower mean squared
error than the regression analysis. It is important to note that weights of neural
networks store the information about which is the most important variable, the
importance of each variable, and more, characteristics that are very difficult to
obtain via the regression analysis when there is multicolineality.

The problem that arises when there is multicolineality has been cited, and
the identification of the best set of forecasting variables has also defined. The
extraction of such knowledge via a regression analysis is very complex. This
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paper states that the knowledge of some set of data is store in the weights of a
trained neural network, and that neural networks as a forecasting method can
be used to explain why an output.

The proposed method also computes the forecasting value from the equation
of weights. Two classes, positive output and negative output, are obtained, and
two equation are used to forecast the output of the model. Due to the small
number of patterns used in this example, the change of weights along different
classes does involve similar trends. The proposed model takes into account the
characteristics of forecasting variables could change from a different class to
another, and that is the way it is necessary to use a division method, bisection
method. This can be employed when dealing with a high number of patterns or
to improve the error ratio.

The advantages of this method are the simplicity of itself. The weight matrix
defines the most important forecasting variables, so as the equation to output a
value. The only thing to do is to apply the bisection method to the data set and
to train a neural network for each class identified by the algorithm. Results are
very successful, since the method improves the regression analysis performance
even when dealing with colineality properties.
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Abstract. Conventional artificial neural networks are based on greatly
simplified models of biological neurons. In particular only one path exists
to carry an input signal to the neuron body. The design of a parallel path
artificial micro-net is described which can be used as the basic building
block to construct networks. Preliminary training results are presented.

1 Introduction

Conventional artificial neural networks are based on greatly simplified models
of biological neurons. Nonetheless, they have been successfully used for a large
number of tasks. However, the standard model of an artificial neuron may be
over simplified and, for some tasks, a more complex model may be required [4,
1]. In this paper a micro-net is described which provides added complexity by
incorporating a commonly observed aspect in modern neurotransmission.

The axon of a biological neuron is joined to the dendrite of its neighbour at
a synaptic junction. The amount of signal propagated is directly proportional
to the amount of neurotransmitter released by the axon to bind to the dendritic
receptors (figure 1.). This classical model of neurotransmission [3] can be descri-
bed as a chemical vector, where the vector magnitude is the concentration of
transmitter released. This is the state closely modeled by a single weight from
an input to the body of the artificial neuron.

However, it has been suggested that some synaptic junctions may contain
large, dense core, vesicles. In these vesicles a neurotransmitter co-exists with
a neuropeptide (figure 2.). Here, both neurotransmitter and neuropeptide are
involved in signal propagation, implying that more than one chemical pathway
(or chemical vector) can exist in parallel.

A second example of parallelism in the biological synapse is the existence of
multiple, post-synaptic receptor types modulated by a single classical neurot-
ransmitter (figure 3.). It is possible to generate these parallel paths or chemical
vector analogues in artificial networks by building more complex weight structu-
res. This can yield new network architectures where the artificial neurons may
be ’super-maximally’ connected. The use of different input paths under differing
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Fig. 1. Classical neurotransmission

Fig. 2. Classical neurotransmitter in co-existence with a neuropeptide.
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conditions can be likened to a collection of domain experts, each knowledgeable
over a subset of input space (see for example [2]).

Fig. 3. Single neurotransmitter modulating multiple receptors

2 The Structure of a Micronet

A Micronet has N inputs and one output and consists of a tightly coupled pair
of neurons, as shown in figure 4. Neuron one, the control neuron, receives signals
from the N inputs via the conventional weights W11..W1N and a bias signal via
weightW1B . Neuron two, the output neuron, receives input from the bias via the
conventional weight (W2B) and signals from the N inputs via N complex weights
structures S1..SN . These complex weight structures also receive the output of
the control neuron as an additional input. The output of each neuron is the
hyperbolic tangent of the weighted sum of the signals arriving at that neuron.

Each complex weight structure contains a number of parallel paths (M) whose
relative importance, in general, varies in response to the task being undertaken
by the neuron.

Figure 5 shows a complex weight structure with two parallel paths. Each path
consists of two components in series. One of these components is a conventional
weight, the other is a control element and has a value determined by the output
signal from the control node. The total effective weight of a single path is the
product of the conventional weight and the control element for that path. The
effective weight for M such paths in parallel is therefore:
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Fig. 4. A Micronet.

WCN =
M∑

i=1
WNi ∗ CNi

The control elements are used to influence the relative importance of a par-
ticular path: the net importance of all these paths remains constant.

In the case of two parallel paths this is facilitated by the value of one control
element being set to the output of the control node while the other control
element is set to one minus the output of the control node.

3 Obtaining the Output from a Micronet

The output from the control neuron is calculated first. This output is the hyper-
bolic tangent of the weighted sum of the inputs to this neuron:

CNO = Tanh(
N∑

i=1
(Inputi ∗ W1i +W1B))

This output value is used to set the values of the control elements on the two
parallel paths to

CN1 = WF ∗ CNO

and

CN2 = WF (1− CNO).
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Fig. 5. Complex weight SN .

The overall output is then calculated as

Tanh(
N∑

i=1
(

2∑

j=1
(WNj ∗ CNj ∗ InputN)) +W2B)

4 Training the Micronet

A variation of the back propagation algorithm is used to train the Micronet as
follows. An estimate of the error in the internal activation of the output node is
calculated from the product of the actual error at the output and the gradient
of the output node transfer function as normal. Let this error estimate be EIAO.
This error is back propagated to estimate the error at the junction of CN1 and
WN1 as CN1 ∗ EIAO. The signal at this junction is InputN ∗ WN1 and the esti-
mate of the corrections that should be made to CN1 and WN1 are:

δCN1 = LRC ∗ InputN ∗ WN1 ∗ EIAO

where LRC is the learning rate for the control elements and

δWN1 = LRW ∗ InputN ∗ CN1 ∗ EIAO

where LRW is the learning rate for the conventional weights.
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The conventional weights are updated directly from this result. However, as
the control element values are directly determined by the control neuron, the
δCN values must be used to train the control neuron. The error at the output of
the control neuron (ECNO) is estimated (for the two parallel path case) as the
sum of the four products δCN ∗ WF . Hence the correction to WF is estimated
to be:

δWF = LRW ∗ CNO ∗ ECNO

The error in the internal activation of the control neuron and hence the
estimate of the errors in the weights W11 to W1N and W1B are calculated as
normal.

5 Results

The Micronet has initially been tested on the XOR and 3 bit parity problems.
These problems are believed to suit a Micronet. For example, the only example
in XOR that causes a learning problem is when both inputs are on / true but for
which the output should be off / false. If the control node can identify this and
switch to the second path for that example, XOR should be readily solvable.

In practice, the Micronet does solve this problem although the path swit-
ching used is of a more subtle and complex nature than that described above.
The results for a series of tests on XOR are shown in table 1. The symmetric
data set uses values of 0.3 and -0.3, while the asymmetric set uses values of 0.2
and 0.8. As might be expected, the symmetric set is easier for the Micronet to
solve since the average output is zero and little change is required to the bias
weights in the Micronet.

XOR Control node Output node % of trials Ave. number
data set learning rate learning rate converged examples seen
symmetric 0.2 0.2 100% 580
asymmetric 0.2 0.2 81% 3844
symmetric 0.5 0.2 92% 480
symmetric 0.2 0.5 100% 360

Table 1: Results of training the Micronet on XOR data. In each case a minimum
of 100 trials were done, using random initialization of the Micronet weights.

It can be seen that the error estimate for the control node weights is attenua-
ted compared to the error of the output node weights owing to the extra back
propagation step through the control node. As a result it might be expected that
using a higher learning rate for the control node than for the output node would
prove beneficial. As seen from table 1, this has proved to be the case, although
other combinations of dissimilar learning rates can also produce good results (an
example is shown in the bottom line of table 1).
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Note that not all attempts are successful owing to the existence of a number
of local minima in the error surface that the Micronet can get caught in.

A three input, two-path Micronet has also been tested on the three-bit parity
problem. Again, not all attempts are successful, but for those that were the
solution was quickly obtained.

6 Conclusion

Simple, minimalist, Micronets have been investigated and found to work on a
limited range of problems. The smallest back propagation network that can solve
the XOR problem contains six weights, a two input two path Micronet involves
eight. This smallest back propagation network generally takes longer to learn
this relationship. A three input, two path Micronet (10 weights) will learn the
3 bit parity relationship as will a 3-3-1 back propagation network (16 weights).
Again the Micronet learns faster. The performance of Micronets with more than
two paths and of networks of Micronets is currently being investigated.
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Abstract. The present work is concerned with how to generate GA
chromosomes having the capabilities of GP Chromosomes in signal modeling.
Substructure formation genes are used to give the generated GA chromosomes
the ability to build complex structures with complex substructures. To avoid
any unnecessary structure formation and to save the time of the initial
population generation phase, dynamic chromosome constructor is proposed.
Hence a completed chromosome never scraped as in the conventional
generation methods. Using this method, the generated chromosomes can
represent very complicated structures with a relatively simple and direct dealing
with the problem instead of dealing with complex programs.

1 Introduction

In system monitoring and control, system identification is an important task. As the
systems became more complex, this task became more difficult. Therefore it is
performed through signal modeling of measured signals or recorded data, [1-2]. For
complex and multi input nonlinear systems, signal modeling is not easy. Hence GP is
used, [3]. In GP, chromosomes are represented indirectly in the programming
language that is implemented, [4]. Hence a capability of the programmer to deal with
this problem is must. GP is using the mechanics of GA to solve the problem through
the generation of various chromosomes in the form of various computer programs,
[5]. So, it is logic to conclude that, if we succeeded to give the initial population in
GA the same capabilities of that generated in GP, the same degree of success using
GA with can be achieved. In addition, gaining the advantage of dealing with direct
chromosome representation which lead to more simplicity in handling the problem
can be achieved. In GA, chromosomes are generally represented in fixed length
chromosomes with binary genes, [6]. So, it is difficult to use GA to deal with this kind
of problem where complex and variable structures can not be represented, [3-4].
Therefore, searching for a new generation method to produce GA’s chromosomes
which can represent complex and variable structures seems must if we seeks the
relative simplicity to deal directly with the problem rather than dealing with complex
programs. Hence, substructure formation genes are used to construct complex and
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variable depth models that can be simply used to represent versatile and complex
structures. Dynamic chromosome constructor is used to build, and monitor and
correct any probable fault in the chromosome structure during its formation. Hence,
the formation of legal chromosomes with necessary substructures along with saving
the time of the initial generation phase is guaranteed by never scarping any
chromosome. Otherwise, a completely constructed chromosome should be scraped
and new one should be build from the beginning, [3-4].

2 Types of the Used Genes and Its Constraints

Since the chromosomes will represent the initial solutions of signal modeling
problem, the genes must lead to representation of all possible parameters that can
appear in a model. Hence, seven types of genes are used. Namely, constant valued
genes, G1, input variable genes, G2, scale transformation genes, G3, trigonometric
genes, G4, arithmetic operator genes, G5, substructure formation genes, G6, and end
of chromosome gene, G7, Table.1. Based on gene’s constraints, gene selection ability
is determined, Table 1, columns number three and four.

In Table 1., column number two, G1 is to generate the model’s constants in the next
generations. Its number and values are user dependants. Guides may be extracted from
the signal to be modeled. In harmonic wave, for example, it is possible to include the
maximum and minimum values of the signal data to generate the amplitude and mean
values in the next generations. This kind of genes can be selected if the constraints in
column number three in Table 1 had been satisfied. The next gene can be one of the
mentioned genes in column four of Table 1. G2 has the same constrains of G1 but the
function is different, Table 1. G3 have the same constraints as G1 and G2 but its
function is different. Guidelines for selecting values for genes in this type can be
extracted from the nature of the included variables. As example, to deal with time or
angle as inputs, 60 and π seem reasonable to be included.

G4 genes are necessary, at least one gene, if harmonics are there. The other
functions can be generated through any phase shift generation in that function and the
subsequent generations of these developed functions with the original one. G5 genes
are necessary to perform the basic arithmetic operations. G6 genes were used to order
the constructor to build in different depths to give the chromosome the required depth
to represent variable and complicated structures. Constrains of these genes are
mentioned in Table.1. G7 is the gene which terminate the chromosome growth at the
previous selected gene. Selection ability of a gene depends on:

a- Chromosome minimum length and the current chromosome length,
b- Chromosome maximum length and the current chromosome length,
c- Maximum number of substructures and the current substructure number,
d- Maximum number of sub-substructures and the current sub-substructures

number,
e- Depth at which building is carrying out,
f- Maximum substructure length and the current substructure length of the

substructure under construction,
g- Maximum sub-substructure length and the current sub-substructure length of the

sub-substructure under construction,
h- Number of the previous selected gene, and,
i- Type of the previous selected gene.
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Table 1. Genes types and its functions and constrains

Gene Type Gene function Selection
Constraints

Next Gene Type

G1. Constant
valued genes

To generate the
required models
constants.

1- 1st selected
gene, or,

2- Previous
selected gene
of type G5.

G5, G6 (go up),
or, G7.

G2. Input variable
genes

To represent the
system inputs in the
developed models.

Same as above. Same as above.

G3. Scale
transformation
genes

To provide the
required factors to
transform from one
unit to another.

Same as above. Same as above.

G4. Trigonometric
function genes

To produce
harmonic waves.

1- 1st selected
gene, or,

2- The previous
selected gene is
G5 or G6 (go
down).

G6 (go down).

G5. Arithmetic
operator genes

To perform the
required arithmetic
operations.

The previous
selected gene is G1,
G2, G3, or G6 (go
up).

G1, G2, G3, G4
or G6 (go down).

Go
down

To start building in
substructure or sub-
substructure on
much deeper level.

1- 1st selected
gene, or,

2- The previous
selected gene is
G5 or G4.

G1, G2, G3, G4,
or G6 (go down).

G6. Sub-
structure
formation
genes

Go
up

To end the building
in the current sub-/
sub-substructure.

1- building takes
place on depth
different than zero,
and the previously
selected gene is G1,
G2 or G3.

G7 (if building
will be on zero
depth), G5, G6
(go up, if
building depth is
none zero).

G7. End of
chromosome gene

To end the tendency
of the chromosome
growth.

Building depth is
zero and 1.
Chromosome length
reached the max., or
2. by  nature if the
min. chromosome
length is exceeded.

None.
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3 Dynamic Chromosome Constructor

Faulty chromosomes can be obtained if static chromosome constructor is used where
this kind of constructors provides control only on how many gene are selected tell the
chromosome end, [3-4]. Therefore, a fully controlled dynamic chromosome
constructor is proposed.

To explain this constructor, the implemented definitions are given first:
Chromosome length: is the number of G5 genes on building depth equals zero.

Using this definition, a wide variability even in chromosomes have the same lengths
is provided.

Minimum chromosome length: is the chromosome length at which the selection
switch of G7 gene will start to be on. This avoids chromosomes with lengths unable
to represent dynamic systems.

Maximum chromosome length: It is the length at which all the selection switches of
G5 genes will be off when the building depth equals zero.

Substructure: It is a structure started and ended on building depth one. It may
contain sub-substructures on depths more than one.

Maximum substructure number: It is the maximum number of times the
constructor can build separated substructures at depth one.

Substructure length: It is the number of G5 genes on building depth one.
Maximum substructure length: It is the maximum number of G5 genes on depth

one inside the considered substructure.
Maximum sub-substructure number: It is the maximum number of sub-

substructures can be contained in a substructure.
Maximum sub-substructure length: It is the maximum number of G5 genes in a

sub-substructure lie on a depth equals the depth at which the sub-substructure is lie.
Selection switch of gene x: It is a switch related to gene x, which the constructor set

it on or off based on the genes constraints.

The main features of the proposed constructor as shown in Fig. 1., are:
1. Input phase to define control parameters, available genes and its constraints. In this

phase, minimum chromosome length, maximum number of substructures,
maximum substructure length to avoid any endless substructure, maximum number
of sub-substructures to avoid any endless substructure, and maximum sub-
substructure length to avoid any endless sub-substructure are defined. Also the
available genes and its constraints are defined.

2. Adjust the initial selection switches sittings based on the control parameters and
the available genes and its constraints.

3. Select the first gene in the chromosome randomly. If the selection switch of this
gene is off, reset and reselect randomly, else evaluate what is the selected gene.

4. Adjust the genes selection switches based on the first selected gene in the
chromosome and the control parameters.

5. Select randomly a gene.
6. If selection switch of that gene is off, reset and reselect again. Else, evaluate the

selected gene.
7. Check if the case is one of the cases that need to invoke the constructor checker. If

yes and based on the case type the checker will work and will evaluate the
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substructure and its sub-substructures necessities and make the suitable remedy
action and go to the next step or close the current chromosome which proved to be
legal and go to step 10.

8. Adjust the gene’s selection switches based on the evaluation of the previous
selected gene in the chromosome and the control parameters.

Fig. 1. Main features of the p
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9. Repeat steps 6 through 8 tell legal chromosome end is selected by nature.
10. Generate the next chromosome.

Mainly, producing legal chromosome without chromosome scraping depends on
the constructor checker. Following, the explanation of this checker:
In step 7, if the case is G7 gene, the constructor checks if the previous gene is G6 (go
up). If false, it goes to step 10. If true, the constructor will invoke its checker to check
the necessity of that substructure. Here, the necessity of a substructure has the same
meaning as it means to the computer. The necessity of substructure is defined as the
necessity of that substructure to be at depth one as well as the maximum depth of its
sub-substructures.

If a sub-substructure is proved to be unnecessary, the checker does the following:
1. Remove the G6 genes (go down and go up) of that sub-substructure.
2. Reorder the selected genes starting from the old position of the go down gene of

that sub-substructure tell the chromosome end.
3. Unnecessary sub-substructure may lead to illegal sub-substructure in the concerned

substructure if overlap was there between two sub-substructures because that one
contains the unnecessary sub-substructure can possess, in this way, length greater
than the maximum. Hence a truncation operation starting from the gene that
follows the go down gene of that sub-substructure tell the end of the chromosome
and rebuilding operation start from that gene.

4. Also, unnecessary sub-substructure inside a substructure can lead to illegal
substructure which, by this way, can posses exceeded length than the maximum. In
this case, a truncation start from the gene that follows the go down gene of this
substructure tells its end and rebuilding operation takes place.

Unnecessary substructure may lead to illegal chromosome because the
chromosome may posses extra length than the maximum. In this case, care will be
paid to recount the chromosome length. If it exceeded the maximum, a truncation
operation will start from the gene follows the G5 gene at which the chromosome
exceeded the maximum length tell its end. The part starts from the chromosome
beginning to that gene will be accepted as a legal chromosome.

Unnecessary substructure may lead to non-legal chromosome in different ways.
The chromosome may posses extra number of substructures, then the maximum,
resulted from the transfer of sub-substructures on depth equals two to be on depth
equals one. This case is avoided by counting the sub-substructures became on depth
equals one, keeping in mind the chromosome length. If the maximum substructure
number is reached, truncation starts from the go down gene at which that sub-
substructure is started, which became substructure, tell the end of the chromosome
and rebuilding operation takes place, again, starting from that point.
If the considered substructure and its sub-substructure are proved to be necessary, the
chromosome is accepted.

The second case to invoke the checker is that, the selected gene G5 gene and the
previous gene is G6 gene (go up) of a substructure. In this case, the checker works in
the previous mentioned manner but if all the substructure components are proved to
be necessary, it returns to complete the chromosome building.
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4 Experimental Work

To check the proposed method and the proposed dynamic constructor, the program is
tested to generate ten chromosomes using the following data;

1. Five G1 genes to represent the constants C1, C2, C3, C4 and C5,
2. Three G2 genes to represent the input variables X1, X2 and X3,
3. Three G3 genes to represent 2, π and 60,
4. One G4 gene to represent the sin function,
5. Four G5 genes to represent *, /, + and – ,
6. Two G6 genes to represent the go up and go down building orders, and,
7. One G7 gene to represent the chromosome end.
8. Maximum substructures number in a chromosome is 5,
9. Maximum sub-substructures number in substructure is 3,
10. Maximum substructure length of a substructure is 6,
11. Maximum sub-substructure length of a sub-substructure is 4,
12. Maximum chromosome length is 11, and,
13. Minimum chromosome length is 2.

The generated chromosomes in the initial population were,

Y[1] = X3 - C5 * X3 (1)

Y[2] = X3 / C1 - C1 - C1 * X1 (2)

Y[3] = C1 * sin(X3 * C4 + X3) + X1 - π / C4 - X1 / X2 * 2 / X2 * C2 / C4 + π (3)

Y[4] = 60 + π / C1 / π + C2 (4)

Y[5] = C3 - C3 + 2 - X3 + π (5)

Y[6] = 2 - C4 * C5 + sin (X2) + 60 - (C1 * C3 + X3 - X1 * C4 * sin(60)) * C5
* C3 / (60 - C5) - sin(C1 - C5 * C4 - C4 * C5 + C3 * C1) * C4 + C1

(6)

Y[7] = C5 * X3 * 2 – 2 + C3 - C5 + C3 + C5 / C3 + C5 / X3 * X1 (7)

Y[8] = sin(C1 / C4 -X1 * X2 / π + X3) * sin(sin(C4 + C5 * X2 - C4 * C4) +
π + X3 -X1 * π + sin(60 - X3 * 60)) + 60 / C4 / X3 / 2 * C4 * C1 / X2

* C4 * C2 + C4

(8)

Y[9] = C3 - C2 + X3 * C5 / C4 + X2 - X3 - π * π (9)

Y[10] = X2 + 2 + C2 (10)

It is evidence to conclude that, even in generating a small number of chromosomes,
only ten, all the proposed genes were appeared in the initial population. In Fig. 2, the
tree representation of chromosomes Y[1] and Y[6] is given.
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Fig. 2. Tree representation of chromosomes Y[1] and Y[6]
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From Fig. 2, we can conclude that, very different chromosomes are generated,
from simple models, such as Y[1], to complicated models, such as Y[6]. Comparing
these initial chromosomes with those explained in [3], we could conclude that, the
proposed method is efficient to give the GA’s chromosomes the ability to represent
any complicated structure that can generated using GP. Then, using the generation
mechanics of the GA, which are same of GP, the same success of GP can be achieved
with gaining the simplicity of dealing with simple and direct represented
chromosomes, instead of complex programs. Also, because no chromosome scraping
no wasting time can be involved in this phase.

5 Conclusion

A generation method to produce GA’s chromosomes, which have the capabilities of
GP’s Chromosomes in signal modeling, is introduced. To perform this task,
substructure formation genes are used to give the GA chromosomes the ability to
build complex structures with complex substructures. Dynamic chromosome
constructor is proposed to produce legal chromosomes without any chromosome
scraping which lead to saving the time of the initial generation phase. The generated
chromosomes can represent very complicated structures with the simplicity of dealing
with the problem instead of dealing with complex programs.
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Abstract. The Genetic Algorithms (GAs) paradigm is being used in-
creasingly in search and optimization problems. The method has shown
to be efficient and robust in a considerable number of scientific domains,
where the complexity and cardinality of the problems considered elected
themselves as key factors to be taken into account. However, there are
still some insufficiencies; indeed, one of the major problems usually as-
sociated with the use of GAs is the premature convergence to solutions
coding local optima of the objective function. The problem is tightly re-
lated with the loss of genetic diversity of the GA’s population, being the
cause of a decrease on the quality of the solutions found. Out of question,
this fact has lead to the development of different techniques aiming to
solve, or at least to minimize the problem; traditional methods usually
work to maintain a certain degree of genetic diversity on the target po-
pulations, without affecting the convergence process of the GA. In one’s
work, some of these techniques are compared and an innovative one, the
Random Offspring Generation, is presented and evaluated in its merits.
The Traveling Salesman Problem is used as a benchmark.

Keywords: Genetic Algorithms, Genetic Diversity, The Traveling Sa-
lesman Problem.

1 Introduction

Since its genesis, and in particular with the work by John Holland [Hol75], the
Genetic Algorithms (GAs) paradigm has grown either in its areas of application
or in its theoretical foundations. Indeed, the number of conferences and jour-
nals devoted to the subject is remarkable, as well as the amount of commercial
software already available to tackle real-world problems.

I. Imam et al. (Eds.): IEA/AIE-99, LNAI 1611, pp. 127–136, 1999.
c© Springer-Verlag Berlin Heidelberg 1999
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In fact, the GAs are not too demanding, as could be natural to expect, in
terms of their needs of computational power, being applied so far to a wide range
of problems, going from the fields of Combinatorial or Numeric Optimization to
Image Processing or even Machine Learning, showing to be efficient and robust.

However, and in spite of these achievements, the approach still suffers from
a number of insufficiencies; or rather, one of the most harmful, and object of
attention in this work, is the premature convergence of the GA to local optima
of the objective function, defined for the target problem.

The significant influence of this anathema at the problem solving level, has
promoted the development of techniques in order to overcome such an handicap.
In this study, one pursues the purpose to hang in balance a set of such procedures,
by evaluating their performance in tasks that may lead to renew the saga of the
Traveling Salesman Problem (TSP).

One’s paper is organized as follows: it starts with a description of the problem
at hand, the TSP. Then it endorses the GA paradigm in terms of its most
important features. It continues addressing some techniques to avoid premature
convergence to local optima and, finally, foregone conclusions and new directions
for future work are reported.

2 The Traveling Salesman Problem

The TSP is a classic, well known NP-hard problem in Combinatorial Optimiza-
tion; given a set of n cities, and the costs associated with the travel between
each pair, the objective is to find a roundtrip of minimal total cost (or length),
visiting each city exactly once.

The problem is stated as a n-dimensional cost matrix of values dij , where the
purpose of the exercise is to obtain a permutation of these values, such that the
sum of the costs dij , for any i and j being i the precedent of j in the sequence, is
minimal. There are problems in areas so distinct as Computer Wiring,Wallpaper
Cutting, Crystallography or Job Sequencing that can be formulated and solved
as instances of the TSP.

The TSP can be defined in terms of an Integer Linear Programming procedure
and postulates (or restrictions) as follows [Lap91]:

Minimize :
∑n

i=1
∑n

j=1 dijxij (1)

Subject to :
∑n

j=1 xij = 1,∀i (2)
∑n

i=1 xij = 1,∀j (3)
xij ∈ {0, 1},∀i, j (4)

∑
i,j∈S xij < |S|,∀S ⊂ V, S 6= ∅ (5)

The first equation defines the cost function in terms of the values dij and of
the decision variables, defined as binary variables in (4). When xij is one, the
edge connecting i and j is in the solution, otherwise (xij is zero) the contemplated
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edge is not in the solution. The equations (2) and (3) define the constraints of
only one edge entering and leaving a given node. In the last equation, V stands
for the set of nodes in the instance and |S| for the cardinality of S, defined to
be a subset of V . The intended meaning of equation (5) is, therefore, to avoid
feasible solutions containing cycles with length smaller than n.

3 The Genetic Algorithm

In the GA used, each individual (or chromosome), that makes the fixed popu-
lation, codes a TSP valid tour. The genotype (the genetic constitution of an
organism) of the individual is built on a sequence of n integers with no repeated
values. The phenotype (the physical constitution of an organism as fixed by the
interaction of its genetic structure with the environment) is fairly obvious, once
the position of any allele on the chromosome determines the order by which the
node that it codes is visited. An edge is assumed to connect the nodes that are
given by the chromosome’s last and first values.

This kind of genotypical representation is named Order-Based Representation
(OBR), and is in some ways quite different from the traditional Binary-Based
Representations (BBRs), where the order of the genes in the chromosome is not,
or should not be, important to its phenotypical interpretation. The constraint on
non-duplicates in OBR, and the dependence on the order of the genes, justifies
the development of a whole new class of operators for the crossover and the
mutation operations.

As far as a TSP instance is considered, the evaluation function will assign
to each individual in the population a fitness value, a measure of the total cost
of the solution coded by its genotype; it should also be noticed that the best
individuals are the ones with the lowest fitness values.

The major structure of the GA used in one’s approach is outlined in the
pseudo-code of Figure 1, where ps, nc and sr stand, respectively, for the popu-
lation size, the number of offspring generated per iteration, and the number of
individuals replaced when moving from a generation to the next.

3.1 Selection

The selection operator is used to choose parents for reproductive trials, to pick
the survivors from a generation to the next one, and to decide which of the
offspring will be inserted into the population. The procedure used, in this study,
is based on a stochastic process using a Roulette-Wheel scheme. The weight as-
signed to each individual is calculated to be inversely proportional to its ranking,
considering the fitnesses of individuals on the whole population. The ranking is
ascendent when the purpose is to select the best individuals, and descendent
when one is looking to the worst of it.

3.2 Crossover

The crossover operator is defined based on the function
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BEGIN
Initialize time (t = 0).
Generate, at random, ps individuals (initial population P0) and out their evaluation.
WHILE NOT (end test) DO
Select from the present population (Pt) the individuals.
Recombine these individuals to breed nc offspring and proceed on their evaluation.
Select sr offspring to insert into the next population (Pt+1).
Select ps − sr survivors from Pt to be inserted into Pt+1.
Mutate Pt+1 and re-evaluate mutated individuals.
Increase current time (t = t+ 1).

END WHILE
END

Fig. 1. Structure of the GA used

Crossover : Individual×Individual×Parameters 7→Individual[×Individual]

where the ”×” names Cartesian product, the ”[” and ”]” stand for an optional
entity, and ”7→” (without danger of ambiguity) names ”7→”.

In this study a number of different crossover operators were used, namely
the so called blind operators, that recombine the genetic material of their ance-
stors without regard of the underlying solution; i.e., with no links to the target
problem. There is also the ones known as hybrids, which are associated with
operators that take advantage of the problem’s specific knowledge; i.e., in the
case of the TSP, the operators use the information in the cost matrix to guide
the ancestors recombination process.

Below is a list of the blind operators implemented so far, as well as some
references to their genesis [Sta91][RocNev98].

– Uniform Order Preserving Crossover (UOPX)
The operator emphasizes the relative order of the genes in both ancestors,
working with a randomly generated binary mask, with a size made equal to
the genotype’s length. It is the equivalent to the Uniform Crossover operator
in BBRs, and some good results on its application to the TSP are being
reported [Dav91].

– EDGe Crossover (EDGX)
The edge family of crossover’s operators is based on the principle of main-
taining all possible pairs of adjacent genes (edges) on the chromosome. It
was specially designed for the TSP problem [Sta91].

– Maximum Preservative Crossover (MPX)
The MPX operator was designed by Mühlenbein [Muh91] with the purpose
to tackle the TSP by preserving, in the offspring, subtours contained by both
ancestors.

– SCHleuter Crossover (SCHX)
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The SCHX [Sch89] is a variation of the MPX, with some features similar to
the order preserving ones, and also contemplating the process of the inversion
of partial tours.

When it comes to the hybrid operators, two were considered.

– Greedy Crossover (GX)
The GX was introduced by Grenfenstette [Gre85] and it is based on a simple
rule, that states that among the existing edges, when recombining informa-
tion from the ancestors to the offspring, one must choose the ones that carry
the minimum cost to the solution, in each step, thus believing that local
minimum sub-tours should lead to better global results than the use of the
more expensive ones.

– Half Greedy Crossover (HGX)
The HGX operator was proposed in [Kur96]. The idea is to make the operator
less greedy, delaying the convergence process with the purpose of preventing
premature convergence to local optima.

3.3 Mutation

A mutation is an unary operator that can be defined as the function

Mutation : Individual × Parameters 7→Individual

By analogy with what happens in nature, a mutation operation normally
induces a small change to the genotype of the individual to which it applies,
happening with a frequency, called Mutation Rate (MR); MR defines the pro-
bability under which a mutation operator is applied, to a particular position of
the genotype of an individual, in each iteration of the GA.

In this work, four different categories of mutation operators were considered,
namely adjacent swap, non-adjacent swap, sub-list scramble, and partial inver-
sion.

4 Preventing the Premature Convergence to Local
Optima

In this section one aims to describe some of the techniques used to prevent the
premature convergence to local optima. These methods work on to avoid the loss
of genetic diversity of the whole population, and in principle, will not damage
the convergence process.

4.1 Adaptive Mutation Rate

The mutation operator aims to introduce a random component into the search
process, with the exploitation of new chunks of the solution space, thus promo-
ting the increase of the genetic diversity of the population; i.e., it is not surprising
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to find out that one of the first steps to take in order to maintain the genetic
diversity in a population is the MR’s increase.

However, a high value to this parameter introduces a certain degree of noise
into the system, thus creating serious obstacles to the convergence process. The-
refore, and in order to overcome this phenomenon, is was decided to change the
value of the MR, with appeal to an adaptive strategy based on the population’s
genetic diversity, measured at regular spaces in time, being the standard devia-
tion of the fitness values of the whole population used to estimate its diversity.

The process works as follows: one starts with an initial value for the MR,
and at regular intervals in time, the value of the standard deviation is tested. If
it is lower then a pre-defined limit, the MR is increased.

4.2 Social Disasters Technique

The Social Disasters Technique (SDT) was introduced by Kureichick and col-
leagues [Kur96] in order to avoid the premature convergence to local optima,
when the GAs are applied to the TSP. The general idea is to diagnose the situa-
tions of loss of genetic diversity of the population, and in such a case to apply
a catastrophic operator to it. These operators were defined with the purpose to
return the population to an acceptable degree of genetic diversity, by replacing
a number of selected individuals, by others, generated at random.

Two different operators were considered.

– Packing. Of all the individuals having the same fitness value, only one re-
mains unchanged; all the others are fully randomized.

– Judgment Day. Only the individual with the best fitness value remains un-
changed; all the others are fully randomized.

4.3 Random Offspring Generation

One of the features of a population converging to local optima is the large number
of individuals sharing the same genetic material. But, when this situation occurs,
there is a great probability that the crossover operator may receive as input two
individuals with equal genotypes. In this case the recombination of their genetic
material will be ineffective, since the offspring bred will simply be clone to their
parents.

The idea behind the Random Offspring Generation (ROG) is to test the
individual’s genetic material, before the crossover operation, and if a situation
as the one just referred is detected, the operation is not performed. Instead, one
offspring, or even two, are randomly generated; i.e., their genotype will code a
random solution on the problem’s domain.

Two different strategies are possible, differing on the number of the random
offspring created. With the former (1-RO), the result is made of a random gene-
rated individual being the other one clonally obtained from their parents. With
the latter (2-RO), both descendents are randomly bred. When one uses a hybrid
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crossover operator, only the first strategy is applicable, due to the fact that it
only generates one offspring per two parents.

5 Experimental Results

The techniques described so far were applied to three TSP instances taken from
the TSPLIB95 [Rei95]. The problems are listed in Table 1, as well as the values
of some of the relevant parameters for the GA. The instances referred can be
classified as Euclidean TSPs, i.e., defined in a way that ∀i, j, k di,j ≤ dik +
dkj . This is the case of all instances of the problem defined as a set of nodes
characterized by their coordinates in a two-dimensional space.

Table 1. The TSP Instances

Problem Nodes Optimum Population Size Mutation Rates(%)
Eil51 51 430.0 100, 200 0.1 - 1
Eil76 76 545.4 150, 300 0.05 - 0.5
Eil101 101 642.3 200, 400 0.01 - 0.3

In the experiences conducted, several options regarding the policy used to
prevent the loss of genetic diversity of the population were considered.

– None. No special technique was used to prevent the loss of diversity.
– Adaptive Mutation Rate (AMR). As described above considering the initial
value of the MR to be 0, the value for each increment to be equal to 0.01%,
0.05% or 0.1%, the number of iterations between each test to be 25 or 50
iterations, and the minimum value for the standard deviation to be 1% or
2% of the smallest fitness value in the population.

– Social Disasters Techniques (SDT), being considered two alternatives, the
first one using the Packing operator (SDT-P), and the latter using the Judg-
ment Day operator (SDT-J). A value of 0.5% of the smallest fitness value
in the population was used as the minimum limit of the standard deviation,
with tests every 100 generations.

– Random Offspring Generation (ROG), being considered 1-RO and 2-RO
strategies.

The results are given (Tables 2, 3 and 4), for each problem, in terms of the
strategy applied to prevent loss of genetic diversity, and of the crossover operator
used. The best result was obtained when combinations of other parameters,
namely the mutation rate, the population size and the mutation operator, were
considered. Each configuration was tested with 20 independent runs, being the
result obtained as the average of the fitnesses of the best individuals in each run.

It is now possible to engage into some reflections:
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Table 2. Experimental results for the problem Eil51

Crossover Premature Convergence Prevention Technique
Operator None AMR SDT-P SDT-J 1-RO 2-RO
UOPX 450.7 458.4 449.9 441.8 443.2 450.3
EDGX 443.9 452.6 451.5 445.6 447.0 441.9
MPX 438.3 448.9 442.9 442.9 436.0 455.9
SCHX 443.5 442.4 443.0 444.4 440.7 437.8
GX 434.3 436.5 436.2 435.5 431.5 -
HGX 434.1 429.0 429.5 429.5 429.0 -
Best 434.1 429.0 429.5 429.5 429.0 437.8

Table 3. Experimental results for the problem Eil76

Crossover Premature Convergence Prevention Technique
Operator None AMR SDT-P SDT-J 1-RO 2-RO
UOPX 592.0 565.7 578.6 573.5 582.3 580.6
EDGX 569.3 592.7 592.9 570.9 574.9 595.3
MPX 590.1 595.6 601.2 592.8 599.5 607.0
SCHX 577.8 565.8 569.5 591.7 564.9 575.8
GX 554.8 550.6 554.3 556.6 551.3 -
HGX 554.1 555.9 551.4 552.4 551.1 -
Best 554.1 550.6 551.4 552.4 551.1 575.8

– The AMR strategy leads to solutions with a similar degree of quality as the
ones obtained via regular GAs. However, it must be stated that the use of
an AMR strategy has an obvious advantage, in the sense that it releases
the user from having to choose a specific value for the MR’s parameter, an
arduous task in many cases.

– The use of the SDT strategy, in either of its forms, does not seem to be an
important factor to the improvement of the results so far obtained, although
it may induce good solutions in some situations.

– The ROG strategy is, undoubtedly, the one that presents the best results, a
fact that in itself is not completely surprising, since it is the approach that
better takes care of the genetic diversity of the whole population.

6 Conclusions and Future Work

The data so far obtained, when the GA is applied to selected TSP instances,
shows that the use of artifacts to prevent the loss of genetic diversity in the target
population can improve significantly the quality of the results. In particular, the
ROG strategy seems to be a simple, but powerful method to prevent premature
convergence to local optima, and therefore improving the behavior of the GA.
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Table 4. Experimental results for the problem Eil101

Crossover Premature Convergence Prevention Technique
Operator None AMR SDT-P SDT-J 1-RO 2-RO
UOPX 684.6 690.9 685.9 669.0 685.5 683.6
EDGX 721.5 715.5 710.4 693.5 684.8 708.5
MPX 708.8 716.3 719.9 718.2 711.2 707.5
SCHX 690.5 675.4 695.7 690.1 680.2 674.1
GX 652.7 664.7 651.2 669.8 653.2 -
HGX 646.3 653.4 653.4 654.0 641.4 -
Best 646.3 653.4 651.2 654.0 641.4 674.1

It must be mentioned that, unlike some other methods (eg. the Crowding
scheme [DeJ75]), these techniques keep the selection procedures unchanged, and
therefore their induced computational overheads may be disregarded.

Obviously, one does not intend to give the final solution to the problem of
preventing the premature convergence and loss of genetic diversity that occur
when using GAs. However, the results obtained by the ROG’s scheme are en-
couraging, a reason to extend these tests to other domains, in order to evaluate
the real usefulness of the method.

When one considers the way genetic diversity is created in nature, one comes
to the conclusion that the spatial organization of the living species is crucial
in their process of evolution. Therefore, it will not come as a surprise that the
integration of these findings, as well as concepts such as diploid representations
and dominance, along with the GA’s machinery, must be object of consideration
in any study that may be carried out on this arena.
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Abstract. In Multilevel Optimization there is usually a choice to be made
between different models when carrying out design evaluations. The choice is
between accurate / computationally expensive evaluations and approximate/
computational cheap ones.  Here,  a  strategy is sought for selecting between
different models during the search. The focus of the paper  is on preliminary
work carried out using a self organizing map (SOM) for model selection.

1. Introduction

In engineering problems, it is often the case that a variety of ways may exist n which
to model a particular problem. Some models may be quite elaborate, while others
involve a simplification of the problem, with the former being more accurate but at the
same time usually more computationally expensive than the latter.

The multiplicity of computational models for a given object of simulation may arise
from at least three main causes. It could be due to different mathematical formulations
being used to construct the model such as Euler and Navier Stokes approximations in
computational fluid dynamics (CFD). It could also be due to different discretization
limits within one formulation such as mesh densities in finite element analysis (FEA).
Finally, it may come from the availability of approximate empirical models such as
neural networks or response surfaces.

We use here the term "multilevel optimization" (MLO) to denote the process of
optimizing such a multiplicity of models, where each level is essentially one of these
models.

For the purposes of optimum design, it might not be the best strategy  to use only
one model throughout the optimization. A computationally expensive model would
take an unreasonable amount of time to carry out an optimization. A cheap model on
the other hand, might miss out on many details that only become evident in the
expensive one and hence yield a poor optimum. Given the continuous improvement in
design codes and the increasing computational burden they demand, this problem is
not likely to disappear even with the advent of faster computers.
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There is hence a strong need to develop an optimization strategy that integrates a
large number of less accurate evaluations with few accurate ones to arrive at an
optimum.

In contrast to the static optimisation problem f x x M( )
r rÆ Œ opt,  ( ) , the

multilevel optimisation problem can be stated as )( ,o)(1 Mxptxf ∈→
rr

, where )(1 xf
r

is

the most accurate function and there exist many f xk ( )
r

models where k = 1..L. The

levels are such that f xi ( )
r

 is more accurate and computationally expensive than

f xj ( )
r

 for  i < j.

The self organizing map (SOM) [6] is an efficient method for vector quantization.
Its power lies in capturing and representing, in a lower dimensional space, the
important features from a high dimensional space. It can also be used to map the
correlation between different models. Given a certain parameter vector 

r
x a well

trained SOM may be used to select the appropriate model f xj ( )
r

. An added benefit of

the SOM is that it could be used subsequently for visualization and data mining
purposes [5].

This paper is arranged as follows: In the next section a brief overview of multilevel
optimizaion related work is presented. Section 3 outlines the essential elements of a
typical SOM. Section 4 describes our proposed strategy for using a SOM with a GA.
Section 5 details the test function we used and how we set it up to simulate a
multilevel problem. Section 6 presents the experimental results obtained. The paper
closes with a brief conclusion and discussion of future work

2. Related Work

Dunham et al. were first to address the problem of multilevel optimization within an
evolutionary optimization context [2]. They worked with a two level problem. In their
study they used an approximate model most of the time, using the
accurate/computationally expensive model only at the final stages of refinement.

Most recent efforts have focused on building variants of injection island genetic
algorithms (iiGA) architectures for this sort of optimization [3][4][9]. The approach
adopted was to have many islands using low accuracy/cheap evaluations that
progressively pass on individuals to fewer islands using higher accuracy/expensive
evaluations.

A case for the importance of multilevel optimization for aeronautical design was
presented in [8]. [1] presents fundamental studies focusing on the use of a family of
approximate fitness representations in GAs.
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3. The Self Organizing Map

A self organizing map is a vector quantization algorithm that defines a mapping from

a high dimensional input space ¬n to low dimensional array of nodes (typically a two
dimensional array is used). It can been viewed as a "nonlinear projection" of the
probability density function of a high-dimensional input data space.

Every node i in the SOM has a prametric reference vector mi
nŒ¬ associated with

it. During training an input vector x is compared with all map nodes to find the one
that best matches it. Typically, the Euclidean distance measure x mi- is used. The

winner node (the one most similar to x) is signified by the subscript c:

{ }x m x mc
i

i- = -min (1)

During training, nodes that are topologically close to the winner node learn from
the same input. The learning rule is defined as:

( ) ( ) ( ) ( ) ( )[ ]m t m t t h t x t m ti i ci i( ) =+ + -1 a (2)

In the above equation t is the discrete time variable, ( )h tci is the activation profile

and ( )a t  is the learning rate. The activation profile defines to what degree the nodes

closest to the winner node are activated; it is defined over the lattice points. Both the
learning rate and activation profile are monotonically decreasing functions of time.

In our work we used a gaussian ( )h tci

( )
( )

h t
r r

t
ci

c i= -
-Ê

Ë
Á
Á

ˆ

¯
˜
˜exp

2

22s

(3)

Here ri is the SOM lattice coordinate of node i, and  s  determines the radius of the
neighbourhood region.

4. Combining SOM and GA

As a first attempt to combine SOM with GA we considered a case of just two levels
f xe ( )

r
 and f xa ( )

r
. Here f xe ( )

r
 represents the exact and computationally expensive

model and f xa ( )
r

 the approximate and computationally cheap one.
The idea is to teach the SOM online to predict how the two models are related.

Hence the vector used for training the SOM is
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( ) ( )[ ]r r r r
y x f x f xe a= -, . (4)

Here we use the SOM as estimator using autoassociative mapping [6, p.258].
After training, the SOM nodes are marked for evaluation using ( )f xe

r
 according to

their ( ) ( )f x f xe a
r r

-  value. A node having a high ( ) ( )f x f xe a
r r

-  would indicate that

in its neighbourhood the two models don’t match and hence it would be best to use

( )f xe
r

. On other hand a node having a low ( ) ( )f x f xe a
r r

-  value would indicate that

the approximate model is quite faithful and hence in its neighbourhood, evaluations
using f xa ( )

r
 would be sufficient. In our scheme we marked the top 20% of the nodes

based on their ( ) ( )f x f xe a
r r

-  values.

Initialise GA &SOM

Apply Genetic Operators

Evaluate using SOM

Update SOM

Fig. 1. The schematic of the proposed strategy

The strategy works as follows:

1. Initialize the population and evaluate it using both f xe ( )
r

 and f xa ( )
r

.

Construct a training set  using  
r
x and ( ) ( )f x f xe a

r r
-  and use this to train the

SOM.
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2. Do selection and apply the standard Genetic Operators to the population
(mutation, crossover,etc.).

3. Evaluate using the SOM for model selection: If a member is best matched
(using an Euclidean distance measure) to a node that is marked, f xe ( )

r
 is

used; otherwise f xa ( )
r

 is used.

4. For those members evaluated using f xe ( )
r

 evaluate f xa ( )
r

 to get

( ) ( )f x f xe a
r r

-  . Construct a training vector y and append it to the training set.

5. Delete the old SOM and construct a new one using the enlarged training set.
6. Repeat from step 2 until termination.

5. The Test Problem

The modified ’bump’ test problem was used for this study [1]. It is defined as

maximize

abs( cos ( ( )) cos ( ( )))

( )

4 2

11

2

1

2a b a bx x

i x

i i
i

n

i

n

i
i

n

+ - +

+

==

=

’Â

Â b

(5)

for

0<xi<10 i=1,...,n, (6)

subject to

xi
i

n
>

=
’ 0 75

1
. and x ni

i

n
<

=
Â 15 2

1
/

(7)

Here the a and b parameters are used to describe the different levels. In this study
a=1 and b=0 were used for f xe ( )

r
. For  f xa ( )

r
 we used a=1.1 and b=0.1.

The a parameter spreads out the peaks (a <1) or makes them closer together (a
>1), while b just shifts the peaks of bump in xi.
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x

Fig. 2. On the left a contour map and a 3D plot a 2-D bump (n=2,  a=1.1, b=0), on the right for
(n=2, a=1, b=0)

6. Experimental Results

We tried the proposed strategy for a 20D, 10D and 5D bump. A real valued elitist GA
incorporating linear scaling and tournament selection was used1. Its parameters are as
shown below.

Population Size 300
Crossover Rate 0.9
Mutation Rate 0.05

Number of Generations 20

Table 1.  GA parameter

                                                          
1 Matthew’s GAlib C++ Library of Genetic Algorithm Components was used in developing the code used

here. (http://lancet.mit.edu/ga/)



Self Organizing Maps and Genetic Algorithms for Model Selection 143

The SOM was trained using the SOM_PAK program package [7]. The map was
intialized along a two-dimensional subspace spanned by the two principal eigenvectors
of the input data vectors. It was trained for 50 epochs. Initial neighborhood radius was
approximately half of the side length of the map. Initial value for the learning
coefficient was 0.3 and this was decreased proportional to the inverse of time. A
gaussian activation profile was used (see eqn. 3).

We tested the proposed strategy using a 10x10 SOM. For comparison the average
number of f xa ( )

r
 and f xe ( )

r
 recorded was used in a sequential strategy GA [1]. In

such a strategy the optimization is started using f xa ( )
r

 and after a certain number of

generations the GA is stopped and optimization is carried on using f xe ( )
r

 but seeded

with the final population of the low accuracy level. The scheme was set up such the
average number of calls to f xa ( )

r
 and f xe ( )

r
 was the same in each strategy. The

results were averaged over thirty runs and are as shown below.

Average (SOMGA) Average
(Seq. GA)

Standard Deviation
(SOMGA)

Standard
Deviation (Seq.
GA)

5D 0.483 0.480 0.047 0.054
10D 0.509 0.507 0.049 0.072
20D 0.424 0.403 0.036 0.051

Table 2.  Results

The improvement obtained by the method is slight but not insignificant. Yet at the
same time it is worthy noting that in our earlier work [1] we have shown that on a
similar problem mixing between levels at random (which is equivalent to using an
untrained map) always gave a worse result than the sequential method. So, it is clear
that training the SOM has had a beneficial effect on the optimization efficiency.

7. Conclusion

We have made the case for multilevel optimisation and proposed a strategy for
tackling it. In this embryonic work we have seen only slight improvement. It is hoped
that further development of this approach will yield better results.

And added benefit of using the SOM-GA approach is that  the constructed map cab
be used latter for data mining and visualization.
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Abstract. In order to discover relevant information in a huge amount
of data, a process commonly used in data mining consists in extracting
logical association rules. As algorithms generally produce a large quan-
tity of rules which hides the most interesting, it is essential to develop
well-adapted rule mining tools which organize the rules and offer an in-
telligible representation of them.
In this paper, we focus on an approach based on the visualization of gra-
phs modeling these association rule sets. The aesthetic criteria inherent
to such representations are associated with combinatorial optimization
problems unfortunately known to be NP hard. Moreover, in KDD ap-
plications it is necessary to introduce an additional criterion of stability
when taking into account modifications in layout. We develop here a
genetic algorithm for drawing association rule graphs which allows to sa-
tisfy readability constraints and to find very quickly new solutions close
from the previous ones when slight modifications are inserted. Experi-
mental results are presented, including the fitness function behavior with
different GA parameters and graph sizes and a dynamic layout animation
and an example on a corpus of real data is detailed.

Keywords : Knowledge Discovery, Association Rule Visualization, Ge-
netic Algorithms.

1 Introduction

Since the beginning of the decade, Knowledge Discovery in Databases (KDD)
has been an interdisciplinary field of growing interest aroused by firm needs in
information processing. Its purpose is for decision makers to discover relevant
information (e.g. regularities, exceptions, associations...) in a huge amount of
data [4]. One common issue is to extract association rules, i.e. rules LHS ⇒
RHS where LHS is an attribute conjunction and RHS is a single attribute [1].
But, in this case, a major problem comes from extraction algorithms : they
generally produce a dramatically large quantity of rules, and those which are
really interesting are consequently lost in the crowd. Although many heuristics
have been developed for rule validation, the task of mining relevant rules is often
left to the decision-maker. However, in practice, this evaluation is highly sensitive
and requires a costly cognitive effort which may take quite a long time. Therefore,
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it is essential to develop well-adapted tools which first organize the rules, and
second offer an intelligible representation of them. Until recently, research on
association rules discovery have mainly focussed on automatic extraction and,
the human-centered representation problem has been less studied. From the
tradition of expert systems, rules are classically presented in textual form ”if ...
then ...”. From the tradition of data analysis other studies have dealt with the
representation of rule distribution (e.g. [6])

In this paper, we consider another approach based on the visualization of rule
networks. Some papers are concerned with so-called ”rule graphs” i.e. graphs
such that nodes are single attributes and links are association rules (e.g. [12]).
We extend such representations to rules with conjunction of attributes. As such
rules define an oriented relation, they can naturally be represented by directed
graphs. Adapted drawings of these graphs are very useful for reaching decisions as
they present a well-structured and readable information. Indeed, graphic media
can show a larger density of information than texts do while remaining easily
understandable. We restrict ourselves here to two-dimensional representations as
three-dimensional ones are just at their infancy and thus set, on the one hand,
many algorithmic problems which are still completely open and, on the other
hand, many questions on their interpretation.

1.1 Visualizing Associative Rules by Graphs

A major difficulty is encountered in data visualization by graphs when formali-
zing æsthetic criteria which attempt to characterize readability. In order to high-
light the underlying hierarchical relationships, directed acyclic graphs (digraph)
are usually drawn in such a way that all the arcs flow in the same direction,
e.g. from left to right. Moreover, when data can be partitioned in a small set of
classes associated with a rank in a hierarchy – as it is the case with the parti-
ally ordered sets of rules treated here – it is convenient for the interpretation to
constrain vertices to lie on a set of equally spaced vertical lines (e.g. [17]). Such
graphs are called layered digraphs.

To favor the clarity of the drawing, one can add several constraints gene-
rally formulated by optimization criteria. A classical one is the minimization of
crossing edges. But minimizing crossings for general layered digraphs is NP-hard
even if there are only two layers [8]. Due to the importance of the problem for
practical applications in various fields, many heuristics have been developed in
the relevant literature (see [2] for a general overview).

However, for KDD applications, an important additional consideration must
be taken into account : the graph layout must be dynamic, i.e. able to incorporate
changes, according to the decision maker’s point of view and to new data. And,
these limited modifications should not entail too strong disturbances on the basic
layout. On the contrary, it is of major importance for the interpretation of results
that the dynamic layout preserves the user’s mental map [3].
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1.2 Genetic Algorithms for Dynamical Graph Drawing

In this context genetic algorithms (GA) appear as a promising field of research.
Since the seminal work of Holland [11] on GA and Rechenberg [14] and Schwe-
fel [16] on so-called evolutionary strategies, numerous papers have shown their
relevance to tackle optimization problems for which standard methods such as
gradient-based algorithms are not applicable [9]. Besides these properties for
optimization, some recent studies on online control of process have underlined
their interest for problem solving in dynamical environments [15]. In process
control they have been shown to be not sufficient on their own because of the
very strong industrial constraints. However, in our context, data evolve more
smoothly and, by keeping track of several potential solutions, GAs allow to find
new solutions very quickly, not too far from the previous ones, when “small”
modifications appear. They can preserve the mental map’s conservation without
calculating explicitly distances between layouts as is often the case in incremen-
tal drawing [13]. In the optimization process, they can also take into account
solutions proposed by the user by merely considering them as new individuals
in the population of potential solutions.

In the first part of the paper, we detail our GA implementation; we introduce
new operators and dynamical update of genotypes. Then, experimental results
are presented, including the fitness function behavior with different GA parame-
ters and graph sizes and a dynamic layout animation. These results confirm the
interest of the approach. Some of our results are compared with results of other
published algorithms. We conclude with a real-life application.

2 Description of the Algorithm

We recall very briefly that the generic problem of genetic algorithms (GA) is
to find the maximum value of a function f , called fitness function, in reference
to the neo-Darwinian theory of evolution, from a set of potential solutions –
individual – on R. The optimization principle is based on the computation of
successive generations composed of better and better adapted individuals i.e.
with greater and greater fitness. Different stochastic rules – genetic operators –
regulate this evolution (see [9], for details).

2.1 Fitness Function

In the following, we consider that the partial order between association rules is
associated with a directed graph G = (V, A), with a vertex set V , of cardinality
n, representing rules and an arc set A representing partial order relationships.

To simplify the graph layout problem, a transformation is previously made
on A so that each arc is incident to the vertices placed on two adjacent layers
only; an arc incident to vertices vk and vk′ , respectively placed on layers k and k′

so that | k−k′ |> 1, is transformed into a path of | k−k′ | arcs using | k−k′ | −1
virtual nodes.
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Let Vk ⊂ V be the subset of vertices placed on layer k. These subsets are
here supposed to be previously computed with a ranking function. We denote by
ck−1,k (resp. lk−1,k) the number of crossings (resp. the sum of the length) of the
arcs linking vertices of Vk−1 and vertices of Vk. The number of potential places
on each vertical layer is a discrete number bounded by a maximum height hk.

In order to take into account the arc crossing and the arc length, the fitness
function is here a function from N n to the interval [0..1] which maximize :

(1− 1
Crossmax

K∑

k=2

ck−1,k)p × (1− 1
Lengthmax

K∑

k=2

lk−1,k)q

The constant Crossmax is a rough approximation of the maximum number
of crossings for G1 and Lengthmax is a boundary of the total length of the arcs2

These ratios are used to normalize the fitness and to make it not too sensitive to
the addition or deletion of arcs from one generation to another. The exponents p
and q tune the fitness function to focus rather on the minimization of crossings
or rather on the arc length : p should be greater than q at the beginning of the
layout process to get a suitable permutation of vertex places on each layer; then,
q should be increased to optimize edge length.

2.2 Genotype Space

One genotype codes the y-coordinates for each vertex of a possible layout. By
convention, y-coordinates are stored, layer by layer, from left to right. Layers
are then represented by contiguous bits in the genotype, but the order of the
vertices in each of them is not important.
Each y-coordinate is binary-encoded
with N bits (referred here by gene) on
the genotype. N is Maxknk, where nk

is the upper integer bound of Log2(hk)
and hk, the height of the layer k (figure
1).
This encoding allows the representa-
tion of superposed vertices. A post-
processing (during the genotype to phe-
notype decoding) is performed which
shifts vertex positions with a minimal
vertex distance when two or more ver-
tices are superposed.
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Fig. 1. Genotype space

2.3 Genetic Operators

Selection : The selection scheme is the classical roulette wheel selection.
1 ∑K

k=2
|Ak−1,k|.(|Ak−1,k|−1)

2
2 product of the number of edges in G by the maximum hk value.
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Mutation : The mutation is the classical mutation operator too : a random bit
is reversed according to a given probability. We add to the common mutation
process a swapping function between genes. In our data structures, the number
of crossings can often be decreased by simply swapping the vertices within a
layer. As it is often more efficient to swap vertices which are close together, the
swapped vertices are not chosen randomly. For each layer, vertex y-coordinates
are sorted in a list. The first vertex to be swapped is chosen in this list randomly.
Let i be its rank in the list. The second vertex has a rank i +

− (int)Log2(X)
with X a random variable of uniform distribution on [0.. 12 ].

Crossover : Crossover is here an operator from {0, 1}N×n × {0, 1}N×n into
{0, 1}N×n × {0, 1}N×n, i.e. two parents exchange genetic material to build up
two offsprings. The crossover point can be chosen from two different methods
according to a given probability : either on a random gene border or on a ran-
dom internal bit. This allow to combine two objectives : finding a good vertex
permutation on each layer and optimizing y-coordinates.

Population evolution : The next generation is a set of offsprings and parents. An
offspring replaces a parent only if its fitness is better. To avoid always keeping
the same individuals, we resort to the ageing technique : the fitness of each
individual is multiplied by the reverse of the age of the individual, weighed by a
parameter.

Meta-GA : In order to select all the parameters (probabilities of mutation, swap-
ping, crossover, ageing weight, p and q of the fitness function, ...), we have resor-
ted to another algorithm, called heremeta-GA. Let Γi be a set of successive gene-
rations ωi

1, ...ω
i
t computed by our drawing GA. LetΠ(Γi) be the set of parameters

used in the computation of Γi. Let ϕ(Γi) = {f?(ωi
1), ..., f

?(ωi
t)}, where f?(ωi

k)
is the best fitness for generation ωi

k. The meta-GA computes for a set of Γi each
associated difference f?(ωi

t) − f?(ωi
1) (which characterize the fitness evolution)

and retains the parameter set Π(Γi) associated with the greatest difference. Alt-
hough this meta-GA is very slow, it has allowed us to fix the initial values of the
parameters cleverly – better than with a simple gradient – and, moreover it allows
to adapt their values periodically to the evolution of the optimization process.

2.4 Dynamical Layouts

It is very important in a KDD process to interact with decision makers. In order
to take their point of view into account on the rule structuring, our software gives
them the opportunity to add/remove vertices and edges and to move vertices.

When the user adds a vertex, a new place is allocated on every existing
genotypes and a y-coordinate is randomly generated for the new vertex. Simi-
larly, when a vertex is deleted, the associated gene is removed in every existing
genotype. When a vertex is moved, the new “user layout” is encoded into a as-
sociated new genotype which replaces the genotype of the individual with the
worst fitness value. For edge addition/deletion, the only change is concerned
with the fitness whose value is calculated again.
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3 Experimental Results

3.1 Drawing Quality

The quality of drawings is measured here by the fitness function which is a
weighed product of two components : the number of edge crossings and the total
arc length. For instance, on figure 6, the criterion of minimizing edge crossing
is not completely satisfied (cf. the two long transitive arcs which are cut by
another one); but to satisfy it, we should relax the other criterion (“arc length”)
and allow “very long” arcs. Such representations with long arcs are known to be
hardly readable.

We compare here different implementations of GAs and follow the evolution
of fitness for graphs of different sizes.
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Fig. 2. Evolution of the fitness for 5 GA implementations

Comparison with different GAs’ implementations We study here the
influence of previously detailed genetic operators on the fitness. Four implemen-
tations are compared :

(1) Basic algorithm described in section 2 (an offspring replaces a parent only if
its fitness is better, ageing is running).

(2) Basic algorithm, without ageing.
(3) Basic algorithm, and the offsprings always replace their parents.
(4) Basic algorithm, with ageing and the offsprings always replace their parents.

For all of these implementations, the size of the population has been set to
100 individuals. In order to understand the influence of this parameter on the
optimization process, we have added a fifth comparison :

(5) Basic algorithm, with a population of 200 individuals.
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Figure 2 confirms the relevance of our genetic operators. We see that the
ageing process prevents the population from being stuck on local optima (see
plateaus on curves (2) and (3)). Moreover, curves (3) and (4) show that our
parent-offspring replacement strategy really speeds up the increasing of the fitn-
ess.
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Fig. 3. Evolution of the drawing for different digraphs a. (16 vertices, 21 edges), b.
(26 vertices, 34 edges), c. (jsort, from AT&T Bell Labs’ graphviz, 64 nodes, 85 edges)

Evolution of the fitness for different graph sizes We present here results of
the influence of the graph size on the optimization process for three graphs : two
“small” graphs with different complexities (figures 3a. and 3b.) and a complex
benchmark, jsort (figure 3c.).

These figures highlight how the algorithm proceeds to reach a balance bet-
ween the two criteria considered here. For example, on figure 3a., an edge cros-
sing is removed at generation #213, at the cost of longer arcs (see a peak of the
“total length” curve when the edge crossing is removed). The vertex y-coordinates
are adjusted afterwards (generations 215 – 350) to find shorter edged layouts
again. This is not always feasible, for example, on figure 3b., the best layout
(the higher fitness value) does not always correspond to the layout with the
smallest number of edge crossings observed by the GA.

3.2 Dynamic Layout

Unlike many graph drawing applications which are concerned with the repre-
sentation of one complex graph given once and for all, we are interested here
in a layout which evolves according to the user’s requests. A usual pattern is
described on figure 4 : the decision maker focuses on sub-populations having
characteristics a and e and looks for the association rules; then he completes his
knowledge step by step and the complexity of graphs representing the revealed
rules increases with time. As the incremental drawing can be considered here as
a real guide for the decision maker to keep mining relevant rules, it must retain
some stability (i.e. not many changes between before and after updates on the
graph).
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Fig. 4. Digraph updates and incremental layout
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Fig. 5. Evolution of the similarity index for an incremental drawing

In order to precise this notion, we introduce a similarity index S(Lt, Lt+1)
to compare the layouts Lt and Lt+1 of the graphs at time t and t+ 1. We take
only into account the number of vertex permutations between two layouts as this
criterion is the most sensitive one for the interpretation. Let Ck be the number
of vertex couples on layer k whose order has changed between Lt and Lt+1 and
mk be the number of vertex couple on layer k common to the two layouts. Then,
S(Lt, Lt+1) = 1− 1

K

∑K
k=1

Ck

mk
.

Figure 5a. shows the evolution of S for an incremental drawing : some ver-
tices and edges are randomly added at each time t to an initial vertex. Running
time has been fixed to 0.5 second (user’s time) which is a time comparable
to “static” algorithms. Two phases appear. At the beginning, the graph is very
small and its layout is very sensitive to changes : some permutations can improve
the fitness very strongly. Then, changes in graphs have less disruptive effects on
layouts. From time to time, important modifications are introduced when a new
solution which is very different from the previous one has a significant better
fitness value.

We have compared these results with a well known static algorithm (dot, from
the Bell Laboratories, [7]) which has been applied to each graph generated at
each time t. Figure 5b. shows that our algorithm is more robust to changes. We
have also compared the quality of obtained drawings. But, as the optimization
criterion in dot is different from our fitness value, we only retain here the number
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of cutting edges – which is a common criterion for the two algorithms – The
values reached by our incremental algorithm are very close to those reached by
dot.

Experiments confirm the interest of GA for such a problem of incremental
optimization. However, undesirable switches between potential solutions Li

t and
Lj

t stored in the population may appear sometimes when their fitness are very
close but are in reverse order in t and t + 1 (f?(Li

t) < f?(Lj
t ) and f?(Li

t) >
f?(Lj

t )). This could be controlled by an additional local heuristic able to select
some “suitable” solutions. Moreover, various tuneable parameters of the GA
(ageing, mutation, ...) may be used to control the stability of the layout when
updating the graph.

4 Applications

            

Fig. 6. Real-life application. Drawing elaborated in 121 generations (100 individuals),
3.5 sec. user time on an AMD-K6/2 300 MHz, Linux/jdk 1.1.5 with TYA JIT.

The drawing algorithm is included in a integrated KDD system which is com-
posed of three major parts : a relational database which contains the data and
the discovered rules, a user-driven mining algorithm for searching relevant rules
associated with the user’s requests in the database (see [10] for more details),
and an interface to visualize knowledge as rules.

The interface offers on the one hand world wide web like navigation tools
-based on HTML, Java and Apache- which communicate with the database via
common SQL queries and, on the other hand the dynamic two-dimensional dra-
wing described in this paper. This software has been tested on a real data base
-from the French Agency for Employment- describing people who recovered a job.
This database contains 6,200 rows of 150 attributes (company, salary, age, etc
...). Figure 6 gives an example of a drawing obtained after several user’s requests.
Vertices are descriptions (attribute conjunctions) of individuals in the database.
And, the existence of a strong association rule between two descriptions is mo-
deled here by an arc. The quality of rules is measured by the predictability and
the intensity of implication [5]. This interface is able to visualize quickly and
intelligibly states of knowledge selected by the user. It also allows to store the



154 F. Guillet, P. Kuntz, and R. Lehn

trail of his mining process on a structured way. Its limitations are due mainly to
the size of handled graphs ; beyond 50 – 60 nodes the representation on a single
screen is no more legible. In order to deal with such limitations we study at the
moment a partitioning algorithm based on semantic constraints.
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Abstract. The Graph Partitioning Problem  (GPP) is one of the fundamental
multimodal combinatorial problems that has many applications in computer
science. Many algorithms have been devised to obtain a reasonable approximate
solution for the GP problem. This paper applies different Genetic Algorithms in
solving GP problem. In addition to using the Simple Genetic Algorithm (SGA),
it introduces a new genetic algorithm named the Adaptive Population Genetic
Algorithm (APGA) that overcomes the premature convergence of SGA. The
paper also presents a new approach  using niching methods for solving GPP as
a multimodal optimization problem. The paper also presents a comparison
between the four genetic algorithms; Simple Genetic Algorithm (SGA),
Adaptive Population Genetic Algorithm (APGA) and the two niching methods;
Sharing and Deterministic Crowding. when applied to the graph partitioning
problem. Results proved the superiority of APGA over SGA and the ability of
niching methods in obtaining a  set of multiple good solutions.

1. Introduction

Graph Partitioning Problem (GPP) is a fundamental combinatorial optimization
problem that has extensive  applications in many areas, including scientific
computing, VLSI design, parallel programming and Networks. This problem is NP-
hard and many algorithms have been developed to obtain a reasonable approximate
solution [7,8]. GPP can be considered as a multimodal optimization problem that has
multiple good solutions. The choice of the suitable solution depends on the human
experience. Genetic Algorithms (GAs) [2,4,6] are simple, robust and efficient search
techniques that mimic natural genetics in natural evolution and selection. They have
been applied to a wide range of practical optimization  problems in a variety of
domains. This paper introduces a new GA called “Adaptive Population Genetic
Algorithm” (APGA) that overcomes some of the problems of SGA. In addition it
presents a new approach in solving GPP as a multimodal optimization problem.
Adaptive population GA (APGA) [12] is a new proposed genetic algorithm that
overcomes the premature convergence of the conventional GA. APGA eliminates the
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premature convergence of SGA by replacing a set of either similar or undesirable
weak individuals by a set of new generated individuals. Using this algorithm,
solutions which is better than that of SGA are obtained. Niching methods
[1,5,9,10,11] are techniques based upon Genetic Algorithms. They  are used in order
to obtain multiple good solutions. These methods have  been used successfully in
solving complex problems specially multimodal problems. Two niching methods;
Sharing and Deterministic Crowding  are used  to obtain a set of multiple good
solutions for the GP problem. Experiments are conducted to compare between four
Genetic Algorithms when applied to problems of different sizes. These techniques
are: Simple Genetic Algorithm, Adaptive Population GA, Sharing, Deterministic
Crowding.
The paper is organized as follows: section 2 defines the Graph Partitioning Problem.
Section 3 introduces the newly proposed GA “Adaptive Population GA”. Section 4
presents a description of the niching methods. Problem representation and the used
objective function is described in section 5. Section 6 presents the results of all the
genetic algorithms. Section 7 presents the conclusion of this work.

2. Problem Definition

A Graph can be represented as a set of nodes (V), and a set of edges (E). Each edge
connects exactly two nodes. A Graph can be  formulated as a relation between nodes
and edges.

G = (V , E)
V =  {  v1     , v 2   , ……… ,  v n   }
E =  { e1     ,  e2   , ……… ,  e n    }
ei   =  ( vj  ,  vk  )

GPP is to partition a graph G into m subgraphs  (g) such that the number of edges
connecting nodes in different subgraphs is minimized, and the number of edges
connecting nodes of the same subgraph is maximized.

G = {g1  , g2  , g3  ,…… gm }

3. Adaptive Population GA (APGA)

APGA [12] is a new proposed genetic algorithm that overcomes the premature
convergence of the conventional GA by replacing similar or extremely weak
individuals by a set of new individuals generated by using high mutation rate for a set
of unwanted individuals to produce new individuals that lead to better solutions. In
genetic search, the process converges when most of the individuals of a population
become identical, or nearly so. Unfortunately,  this often occurs before a true
optimum is reached, this behavior is called  premature convergence. Eliminating the
premature convergence depends on  the efficiency of the used selection method.
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Another disadvantage of SGA is that, in some cases, with a selection method that
works close to the perfect sampling, a population may contain a large number of
individuals that have low fitness. This situation may lead to undesirable solutions and
hardly guide to further improvement of the solution within relatively large number of
generations. In this case, the number of promising individuals produced by the
crossover of two weak individuals is very low. The mutation operator reintroduces
lost solutions, but high mutation rate increases the diversity of the search space at the
cost of losing  good or promising solutions. Low mutation rate is not able to introduce
sufficient individuals that helps the population to replace its undesirable weak
individuals. The pseudo code of the APGA is shown below. APGA module starts with
multiple number of generations specified (GAP ) of a non improved solution.

    Procedure APGA:
 - IF current generation = generation of best individual so far +

(APGA-Counter1 * GAP )
- Sort the population by fitness.

- Count the number of similar individuals of the highest fitness.
- IF number of similar individual > accepted number of similarity

- Reproduce new individuals by increasing the mutation rate
of   a number of similar individuals.

   - Calculate the fitness of new individuals.
   - Increment APGA-Counter1
        - IF current generation = generation of best individual so far

+
          (APGA-Counter2 * constant* GAP)

       - Reproduce new individuals by increasing the mutation
rate of  a

                                    number of the weakest individuals.
       - Calculate the fitness of new individuals.
       - Increment APGA-Counter2

       - Shuffle the population
                   - Apply GA operators (crossover and mutation)
      - IF any improvement to the solution occurred

-Reset APGA-Counter1 and APGA-Counter2
    End of APGA  procedure

4. Niching Methods

Niching methods [2,9,10,11] are efficient techniques that promote and maintain
stable, diverse and final multiple solutions. The need of using niching methods in
solving GPP is to obtain a set of multiple good solutions for the problem. SGA and
APGA obtain only one suitable solution within the scope of one population. The
strength of niching methods is to obtain a set of multiple good solutions within the
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cope of one population. In this paper two niching methods are used; Sharing and
Deterministic Crowding.

4.1 Sharing

Sharing [1,5] derates the fitness of an individual by an amount related to the number
of similar individuals that share the same niche. The new shared fitness of the
individual, f� is equal to its old fitness f divided by its niche count. The niche count is
calculated as the sum of the sharing function (sh). The sharing function  depends on
the distance d(i,j) between an individual and all other individuals in the population. It
uses a constant threshold sshare to determine whether the two individuals belong to the
same niche or not. Both genotypic and phenotypic distance measures are used.

4.2 Deterministic Crowding (DC)

Deterministic crowding (DC) [9,10] is another niching method that operates as
follows: First, all population elements are grouped into (population size/2) pairs. Then
all pairs are crossed and optionally offsprings are mutated. Each offspring competes
in a tournament against one of its parents by comparing their fitness (f). Two sets of
parent-child tournaments are possible. DC holds the set of tournaments that forces the
most similar elements to compete. Similarity can be measured using either genotypic
(Hamming) or phenotypic (Euclidean) distance. Fig.4  illustrates the pseudo code of
Deterministic Crowding.

5. Genetic Representation for the GPP

This section presents the mapping of the GPP using GAs and the used objective
function It also presents the used distance metric needed to measure the distance for
niching methods.

5.1 Chromosome Representation

The possible solutions are represented as fixed length chromosomes where :
Chromosome length = No of nodes.
Alleles are integers that represent the subgraph number which contain the node.
Interconnection between nodes are represented as real numbers.

An example of a chromosome representing a graph of 12 nodes is shown in fig. 1.

2 3 0 1 1 0 2 2 3 1 3 0

Fig. 1. Chromosome representation of 12 nodes

Node numberSubgraph number
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5.2 Objective Function

The objective function is to minimize the Performance Index (PI) of a graph. PI
represents the lack of completeness and is defined as a simple description of the main
two requirements of the objective function. The PI is defined as follows:

( ( ) )PI
N N

A External erconnectionsk k

K
total

K

=
−

− +∑ ∑1

2
_ int  

(1)

K represents the maximum number of subgraphs and Nk  represents the number of
nodes of a subgraph k. The parameter Atotal represents the total internal
interconnections between  nodes of a graph k. The summation over K indicates the
summation over all subgraphs, the first term represents the lack of completeness of
subgraph Gk. The second term represents the summation of external interconnections
between all subgraphs. The fitness is calculated as :

Fitness function ( )=
+

1

1P I

(2)

5.3 Distance Metric

Niching methods need a method to calculate distance between each two individuals.
Both genotypic and phenotypic distance measure are used. Hamming distance is used
as genotypic distance measure, While Euclidean distance is used as phenotypic
distance measure.  For two individuals of p dimensions x and y. x = {x1 , x 2 , x  3 ,
…… xp   }; y = {y 1 , y 2 , y 3 , …… yp   }

Hamming distance ( ) ( )H x y d x yi i
i

p

, ,=
=
∑

1

(3)

d(xi,yi) =

Euclidean distance ( ) ( )E x y x yi i
i

p

, = −
=
∑ 2

1

(4)

1                        If      xi  �  yi

0                        If       xi  = yi
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6. Experiments and Results

In order to select the proper set of GA operators adequate for the GPP, a number of
experiments has been conducted with four different selection methods, and two
crossover methods (single and double points). The selection methods are:Roulette
Wheel, Tournament, Stochastic Remainder Sampling and Stochastic Universal
Sampling (SUS). As a result of these experiments, tournament and SUS selection
schemes are chosen to compare the performance and results of SGA with APGA.
Tournament is chosen for its efficiency while SUS is chosen because it is the closest
sampling selection method to the perfect sampling. Tournament selection is chosen to
be used with Sharing.

6.2 Tuning Parameters for APGA

A number of experiments are conducted in order to tune the parameters of the APGA.
All the tuning experiments are applied on a graph of 23 nodes with a performance
index equals to 20. The tuned parameters are: The percentage of accepted number of
similar individuals (percentage of population size), the percentage of similar
individuals to be replaced (percentage of similar individuals), the percentage of
undesirable weak individuals to be replaced (percentage of population size) and the
generation gap (percentage of the population size). Table 1 and figures (2 & 3) show
that Tournament selection is sensitive to the change of the percentage of similar
individuals to be replaced as Tournament selection leads to premature convergence by
increasing the number of copies of the best fit individual. replaced.

Table 1. Codes of Parameters settings for APGA

Generation Gap
(% of pop. size)

% of weak ind.
to be replaced

% of similar ind. to
be replaced

% of accepted
similar ind. in a pop.

Exp.
No.

0.0 0.1 0.5 0.1 1

0.0 0.1 0.8 0.2 2

0.0 0.2 0.5 0.1 3

0.02 0.1 0.5 0.1 4

0.02 0.2 0.5 0.1 5

6.2 Adaptive Population GA Experiments

Figures (4 - 7) show a comparison between SGA and APGA when applied to
problems of different sizes 30 and 50 nodes with both Tournament and SUS selection
methods. Results show the superiority of the proposed algorithm than SGA in
obtaining better solution by preventing the premature convergence.
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6.3 Niching Experiments

Figures (8-11) show a comparison between SGA, and the two niching methods
Sharing and Deterministic Crowding when applied to problems of sizes 23, 30, 50 and
100 with Tournament selection method. A Sample of some solutions obtained by
niching methods are illustrated in table 2 and 3. Table 2 illustrates 10 solutions that
obtained by both sharing and DC of a graph of 23 nodes. These solutions are all
satisfying the objective function and have the same performance index but they are
completely different solutions. For example solution number 8 divided the problem of
23 nodes (ni) into 7  different subgraphs (gi) as follows: g1(n1, n5 ), g2( n2 , n3 , n4),
g3(n6 , n7 , n8 , n9), g4(n10 , n11 , n12), g5(n13 , n16), g6(n14 , n15 , n17 , n18) and g7(n19

, n20 , n21 , n22 , n23). Solutions 1 and 2 divide them into 8 subgraphs but with different
arrangement. Solution 10 divide them into the minimum number of subgraphs.

��

��

��

��

��

��

� ��� ��� ���
*HQHUDWLRQV

3
H
UI
R
UP
D
Q
F
H
�,
Q
G
H
[

6*$

6KDULQJ

'&

  

���

���

���

���

���

���

���

���

� ��� ���� ����
*HQHUDWLRQV

3
H
UI
R
UP
D
Q
F
H
�,
Q
G
H
[

6*$

6KDULQJ

'&

Fig. 1. Graph of 23 nodes                                     Fig. 9 . Graph of 30 nodes

���

���

���

���

���

���

���

���

���

���

� ��� ����
*HQHUDWLRQV

3
H
UI
R
UP
D
Q
F
H
�,
Q
G
H
[
,

6*$

6KDULQJ

'&

  

����

����

����

����

����

����

� ���� ����

*HQHUDWLRQV

3
H
UI
R
UP
D
Q
F
H
�,
Q
G
H
[

6*$

6KDULQJ

'&

Fig. 10 - Graph of 50 nodes                                Fig. 11 - Graph of 100 nodes



Genetic Algorithms in Solving Graph Partitioning Problem 163

Table 2 - Example of 10 solutions of a graph of 23 nodes obtained by niching

Solution No. Chromosome Clusters Best PI

1 0,1,1,1,1,2,2,2,2,3,3,3,4,4,5,5,6,6,7,7,7,7,7 8 20

2 0,1,1,1,0,2,2,2,2,3,3,3,4,4,5,5,6,6,7,7,7,7,7 8 20

3 0,0,0,0,0,1,1,1,1,2,2,2,3,3,4,4,5,5,6,6,6,6,6 7 20

4 0,1,1,1,1,0,2,2,2,3,3,3,4,4,5,5,6,6,7,7,7,7,7 8 20

5 0,1,1,1,1,2,2,2,2,3,3,3,4,4,5,5,5,5,6,6,6,6,6 7 20

6 0,1,1,1,1,2,2,2,2,3,3,3,4,4,5,5,5,5,6,6,6,6,6 7 20

7 0,0,0,0,0,1,1,1,1,2,2,2,3,3,4,4,4,4,5,5,5,5,5 6 20

8 0,1,1,1,0,2,2,2,2,3,3,3,4,5,5,4,5,5,6,6,6,6,6 7 20

9 0,1,1,1,1,2,2,2,2,3,3,3,4,4,4,4,4,4,5,5,5,5,5 6 20

10 0,0,0,0,0,1,1,1,1,2,2,2,3,3,3,3,3,3,4,4,4,4,4 5 20

Table 3 - PI for the best five solutions obtained by DC

Solution Graph of 30 nodes Graph of 50 nodes Graph of 100 nodes
1 170.144 518.063 2218.109
2 170.83 519.550 2218.450
3 171.032 519.900 2219.843
4 171.66 520.321 2222.595
5 172.464 522.941 2222.735

7. Conclusions

The main objective of the research presented in this paper, is to assess the ability of
GA-based techniques to solve GP problem and discover multiple solutions for this
class of problems. Two approaches have been followed. The first approach is to find
an optimal solution using GAs. The second approach is to consider GPP as a
multimodal optimization problem that have multiple solutions. In order to find a good
solution, a new proposed genetic algorithm, the Adaptive Population GA (APGA) has
been formulated and tested. It has the advantage of eliminating premature
convergence of SGA by replacing a number of either similar or undesirable weak
individuals by new generated individuals that will be inserted in the population.
Practical experiments were conducted to choose the best selection and crossover
methods as well as to tune GA operators. Four selection schemes were compared
together with both single point and double points crossover. Two selection methods
were chosen to compare the performance of SGA and APGA with different problem
sizes. Experiments with sample graphs of 30 and 50 nodes were used to show the
ability of  APGA to obtain better solutions than SGA. The second approach is to
obtain a set of  multiple solutions for GP problem. Two niching methods; Sharing and
Deterministic Crowding were used to obtain multiple solutions for the GP problem.
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Experiments were conducted on a variety of problems with different graph sizes
ranging from 23 up to 100. Experiments showed that niching methods are able to
obtain multiple solutions with better quality as compared to SGA. Comparing niching
methods, DC is simple to implement, faster in convergence and it also maintain high
level of stability. The solutions obtained by DC are of higher fitness than those
obtained by Sharing. On the other hand, Sharing obtains large number of different
solutions within the same population, although it may not converge to a global
solution.
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Abstract. The paper presents a new approach to design power system stabilizer
via genetic algorithms. The optimum settings of the stabilizer parameters
associated with selected  set of grid points in the active/reactive power domain,
are computed offline by minimizing an objective function. A single machine
infinite bus system is considered to demonstrate the suggested technique.

1   Introduction

The problem of improving dynamic stability of power systems by means of
supplementary stabilizers has received considerable attention during the last three
decades. The supplementary feedback signal is introduced into the excitation and/or
the governor loop of a synchronous generator to provide extra damping to the
variations in frequency and terminal voltage [1-5].
It is important to recognize that machine parameters change with loading, making the
dynamic behavior of the machine quite different at different operating points. Since
these parameters change in a rather complex manner it is difficult to reach general
conclusion from stabilizer parameter settings based only on one operating point.
Therefore, to improve the damping characteristics of a power system over a wide
range of operating points, various types of techniques have been proposed such as self
tuning controllers [4], model reference adaptive control [8], variable structure power
system stabilizer [3], and fuzzy logic controller [5]. A major disadvantage of the
available techniques is the need of extensive on-line computations.
 In this paper, a new approach is proposed to design a supplementary power system
stabilizer (PSS) for synchronous machine infinite bus system. This approach is based
on genetic algorithms (GA) to compute the optimization setting of fixed stabilizer
parameters off-line. Genetic algorithms aim at finding the global optimum solution by
using direct random search in any kind of system complexity. Mathematical
properties such as differentiability, convexity, and linearity are of no concern for
those algorithms. This is the biggest advantage of this search method over traditional
optimization techniques.
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2   Problem Formulation

The mathematical model of a typical synchronous machine connected to infinite bus
is described in Appendix A. this model can be linearized as follows:

)(UB)(XA)(X 11111 ttt +=&        (1)

Where T
1 ])()()()()()()()([)(X tEtttititititit FDQqDFd ωδ=

   We suggest power system stabilizer as shown in Fig. (2), where the stabilizing
signal is derived from the electrical torque signal DTe and shaft speed variation Dw
[6][7]. The control signal Upss can be expressed in frequency domain as:
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Fig.  2. Exciter-voltage regulator including PSS.

To linearize equation (2), the auxiliary state variables v1 and v2 are considered as:
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Equations (3) and (4) can be written in time domain as:
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Dropping D and the addition of  (5) and (6) to (1), the state equations for complete
linear system including the PSS are given by:

)BU()AX()(X ttt +=&     (7)

Where
T

21 )]()()()()()()()()()([)(X tvtvtEtttititititit FDQqDFd ωδ=    (8)

   The problem is to determine the parameters of PSS i.e. K1, K2, T. In traditional
methods these parameters are designed based on linear model that is calculated about
one operating point. If the operating point is changed, new PSS parameters must be
designed. While in the proposed approach, GA is used to design these parameters that
simultaneously stabilize the family of N linear plants. Each plant is represented by
linear model for every active  (P) - reactive (Q) power combination. The linear
models describing the N plants can be written as:

N,1,2,k)U(B)X(A)(X kk K& =+= ttt      (9)

Where N is the number of selected operating points corresponding to the set of grid
points in the P-Q domain and P ³ [Pmin,…, Pmax], and Q ³ [Qmin,…, Qmax].

   A necessary and sufficient condition for the set of plants described by equation (9)
to be simultaneously stable with supplementary signal is that the eigenvalues of the N
closed loop systems lie in the left-hand side of the complex plane. This condition
motivates the following approach  for determining the parameters K1, K2, and T of the
PSS.

Select K1, K2, and T to minimize the following objective function:

nlObjV
lk

lk ,...,1;N,...,1k)
)Im(

)(Remax
(max

,

, ===
λ

λ
     (10)

Where n=10 is the order of the complete linear model, and lk,l is the lth closed-loop
eigenvalues of the kth plant. The above objective function minimizes the damping
ratio over the whole set of the N linear plants. The minimization is subject to the
constraints that |K1| � a and |K2| � b and the time constant |T|� c for appropriate pre-
specified constants a, b, and c. Clearly if a solution is found such that ObjV<0, then
the resulting K1, K2, and T simultaneously stabilize the collection of plants. The
existence of a solution is verified numerically by minimizing ObjV.
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3   Design of PSS Based on GA

 The basic genetic algorithm methodology consist of the following broad steps [9-12]:

Step 1: Chromosomal representation: The first decision to be made regarding the
GA is the representation of the parameter information. The chromosome structure is
used to represent the parameters whose optimum values are being sought. Each
solution in the population is represented by a real number string rather than as a
binary string. In our case we are looking for three parameters that can be represented
as follows Z = [K1 K2 T]. This vector represents one individual in the population. The
chromosome is stored in a matrix of Nind�Nvar dimension where Nvar=3 is the number
of decision variables and Nind is the number of individuals as follows:

Nindindividual

individual

individual

Z

Z

Z

Chrom

Nind

MM

2

1

1,

1,2

1,1



















=      (12)

  This kind of chromosomal representation works much quicker than the binary one
and it has two advantages. First, it guarantees that domain expertise embodied in the
representation will be preserved. Second, the algorithm to be developed will feel
natural to the designer.
  The number of individuals Nind plays an important role in GA. If the Nind is small,
GA has less genetic material to work with. This means less diversity in population
and GA may not fully exploit the search space that can lead to sub-optimal solution. If
Nind is too large then the process takes very long time to evaluate and the progression
towards a solution is slow. This is particularly acute when the fitness evaluation is
complex where each individual must be tested at each generation. Therefore it is
important to strike a balance between computation time and the population’s
information capacity.
For the problem at hand, Nind   50 is found to be a good compromise.

Step 2: Generating the initial population: In general the initial generations are
chosen randomly; i.e. the genes that make up each chromosome are chosen at random
until full population is created. This initial population is referred to as the zeroth
generation.

Step 3: Evaluation of the performance of population: Each individual in the initial
population has an associated objective function value. The objective function is used
to evaluate the performance of chromosome in the problem domain. In our case the
objective function is described by eq.(10). It is calculated for each individual as
follow:
1. Select the individual Z(1,i)³Chrom set.
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2. For each active/reactive power (P and Q) combination, the eigenvalues that
corresponds to maximum objective function is calculated.

3. For each one of the N linear systems we get a vector L containing N values of the
objective function described by eq. (10) and associated to Z(1,i).

L=[l1 l2 …  lN]  (13)

4. The maximum value in the vector L is the objective function corresponds to the
individual Z(1,i).

The above four steps are repeated for all individuals (Nind). The result is stored in the
ObjV vector as:

Nindindividual

individual

individual

f

f

f

ObjV

Nind

MM

2

1

2

1



















=  (14)

Step 4: Selection of candidates for reproduction: The selection of individuals to
produce successive generations plays an extremely important role in genetic
algorithm. A probabilistic selection is performed based upon individuals measured
performance such that the better individuals have an increased chance of being
selected. An individual in the population can be selected more than once with all
individuals in the population having a chance of being selected to reproduce into the
next generation.

Step 5: Generation of offspring: The process of generating offspring starts with the
candidates who were selected for reproduction. The chromosomes of two parents are
combined in order to produce new offspring using the crossover and mutation
operators.

4   Simulation Studies

To test the efficacy of the suggested GA-based PSS, simulation tests on a real power
system with the parameters given in Appendix B are carried out. The performance of
the suggested GA-based PSS is compared to the performance of a conventional PSS
based on pole placement. We consider symmetrical three-phase short circuit fault that
occurs on one of the transmission lines.
The fault sequence is as follows:

 1. Stage one: The system is in a pre-fault steady state, so the transmission lines can
be represented by resistance Re and reactance Le.

 2. Stage two: A fault occurs at the midpoint of one of the two transmission lines.
The fault occurs at t = 0 second and is removed after four cycles by opening the
breakers of the faulted line.
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 3. Stage three: The system is in a post fault-state (where Re & Le are doubled) i.e.
the transmission lines can be represented by resistance 2Re and reactance 2Le.

 4. Stage four: The transmission line is restored at t = 3 second, and the system is in
steady state, i.e. this stage is the same as stage one.

The four stages are shown in Fig. (3).
   In the simulation the nonlinear mathematical model of the synchronous generator
described in Appendix A is used.
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Fig. 3. The fault sequence stages

4.1 Design of PSS Based on Pole Placement

For sake comparison, a conventional PSS is designed in the section based on the
conventional pole placement technique. The two dominant eigenvalues of the linear
system without PSS are (-0.65423�10.578I).
Fig. (4) shows the locations of dominant open loop eigenvalues versus the constant
power lines and constant reactive power lines within the range of P³[0.7,…, 1.2],
Q³[0.5,…, 0.9]. It is clear that the system without PSS is always stable within the
practical range of P and Q, while it may exhibit high oscillations. A PSS is designed
to shift the dominant poles of the nominal system to the furthest location to the lift.
The parameters of the PSS were found to be (K1=131.06, K2= -12.6, and T=0.001).
When the power system stabilizer added, the eigenvalues of the nominal system were
( -1001.5 � 56.656I, -13.572 � 376.43I, -1.9989 � 17.01I, -1.9989 � 14.14I, -48.378,
-46.04 ). Although the dominant eigenvalues, that were (-1.9989 � 14.14I), has real
part smaller than that of the dominant eigenvalues computed without PSS which
makes the system more stable, but the simulation results illustrated by Fig. (9) shows
that the system is unstable. This can be explained because some of the P/Q
combinations make the system eigenvalues unstable as shown in Fig. (5).
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4.2 PSS Based on Genetic Algorithms (GA-PSS)

In this section a power system stabilizer PSS for the considered power system is
designed based on genetic algorithms. The effect of adding nonlinear terms to the PSS
is tested.
By applying the procedure given in section (3), the following PSS parameters were
obtained: K1= -178.54, K2= -15.7365 and T= 0.00105031.
Fig. (7) illustrates the frequency and voltage response of the system when using the
designed GA-PSS as compared to that without PSS. It is obvious from this figure that
the power system response is greatly improved in the four fault stages.
The same procedure of GA is applied with different PSS structures that incorporate
nonlinear terms in PSS parameters. Specifically; the PSS is selected to be in one of
the following cases:

Case 1: )(
)
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For the structure depicted in equation (15), the optimum PSS parameters were found
to be K1= -200.36, K2 = -14.8013, K3 = 0.01, T= 0.00112351. While for that depicted
in equation (16) the optimum PSS parameters were found to be: K1= -520.229, K2=
-22.2177, K3= 0.723585, and T= 0.001.
Fig. (8) shows the frequency and voltage response during the different fault stages for
the system with different GA-PSS structures given by equations (2), (15) and (16).
From this figure, it is clear that the GA-PSS with nonlinear terms provides better
response, specifically the structure given by equation (16), which gives very good
response.
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5 Conclusion

In this paper, a GA based PSS approach is proposed. This approach provides a
simultaneous stabilization of power systems over a wide range of operating
conditions. The suggested design approach allows great freedom in selecting the
desired objective function and the structure of the controller. Nonlinear control
scheme can be designed easily via the proposed approach. Simulation results showed
the effectiveness of the GA based PSS. It also showed that the damping of the
frequency and voltage can be further improved by using a nonlinear PSS structure.
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Appendix A: A Mathematical Model of a Single Synchronous
Generator

The system considered here is a synchronous machine connected to infinite bus
through a double circuit transmission line as shown in Fig. (3, Stage 1). The dynamic
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behavior of the synchronous machine can be described by the following set of
nonlinear differential equations [6]:
Mechanical Equations:
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Network Equations. The equations for the transmission network with external
resistance Re and inductance Le are
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The equation for the excitation system shown by block diagram in Fig. (1) is as
follows:
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Appendix B

The parameters of the system are as follow [6]:
1. Synchronous generator:
wR=2p�=377,w0=1.0 pu, Ld=1.70 pu, Lq=1.64 pu, LF=1.65 pu, LD=1.605 pu,
LQ=1.526 pu, kMF=kMD=MR=1.55, kMQ=1.49 pu, ld   = lq=0.15 pu, r=0.001096 pu,
rF=0.000742 pu, rD=0.0131 pu, rQ=0.054 pu, D=0, Re=0.02 pu, Le=0.4 pu, H=2.37s.
2. Nominal load: P=1.0 pu, Q=0.62 pu.
3.Voltage Regulator and Exciter: tA=0.05 s, KA=400.
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Abstract. In this paper we present a classifier system based on Genetic
Algorithms for a medical domain. The system evolves a set of rules, using
the Pittsburgh approach. Therefore, each individual of the Genetic Al-
gorithm codifies a complete set of rules. Our efforts have focused on the
improvement of classification and prediction accuracy and the minimiza-
tion of the number of rules required to describe the problem. In order
to study the behaviour of our system in these areas, several experiments
are presented.

1 Introduction

Genetic Algorithms (GAs) are based on a method inspired by the natural evolu-
tion of the species [6], [3]. They maintain a set (population) of potential solutions
(individuals) to the problem to be solved. This population is evolved by imposing
mechanisms of selective pressure and recombination of the best individuals. At
the end of the process, the population tends to converge resulting in a “good
solution”, which is often the optimum or is very close to it.

We study the application of GAs in Machine Learning problems, which are
called GBML (Genetic Based Machine Learning) Systems. This type of pro-
blem has been addressed mainly using two different approaches: the Michigan
approach and the Pittsburgh approach, first exemplified by CS-1 [11] and LS-
1 [5] respectively. In the Michigan approach, each individual of the population
codifies one rule and the solution consists of all the members of the population.
Some systems developed under this perspective are: SCS [3], Newboole [1], XCS
[13], Alecsys [2]. In the Pittsburgh approach, each individual has a complete set
of rules and the solution is the individual towards which the GA has converged.
Some examples of this type of systems are GIL [7], GABIL [10], Samuel [4].

The Pittsburgh approach allows a more direct application of the Genetic
Algorithm than the Michigan approach. In the former, the fitness of an individual
is computed by testing his set of rules in the domain problem. On the contrary,
in the Michigan approach, as one rule does not represent a complete solution, an

I. Imam et al. (Eds.): IEA/AIE-99, LNAI 1611, pp. 175–184, 1999.
c© Springer-Verlag Berlin Heidelberg 1999
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additional algorithm is necessary to evaluate the contribution of each rule relative
to the whole set of rules (e.g. Bucket Brigade Algorithm [5]) and the GA is limited
to the search of new points of the space. Another difference between both systems
is the solution that must be obtained. The Pittsburgh approach simply returns
the individual with the highest performance, whereas the Michigan approach
has to maintain a population of multiple solutions that globally represents the
solution. This property is related to the systems with multimodal solutions, so
the Genetic Algorithm has to provide some mechanism to preserve the diversity
in the population.

Systems from both approaches have successfully been applied to a wide range
of problems, such as learning sequential decision tasks for robots (Samuel, Alec-
sys, XCS) and classification in different domains: biological data sets (HDBPCS
[9]), medical domains (Newboole, GABIL), etc.

In this paper, we study a GBML system, based on the Pittsburgh approach, in
a medical domain: the diagnosis of breast cancer from mammary biopsy images.

In section 2 we describe in more details the Pittsburgh approach and the
system we implemented. Section 3 describes our domain and presents our expe-
riments. Finally we give our conclusions and describe the future work.

2 Description of the System

2.1 Representation

Each individual of the population has a set of rules of variable size. A rule consists
of a condition part and a classification part: condition → classification. The
condition part is a conjunction of the tests on each attribute: if T1 ∧ T2 ∧ ...Tn,
where Ti is the test of the ith attribute. A test on an attribute is performed for
all the values of the attribute, allowing an internal disjunction. For example, if
the attribute Color can take the values {Blue, Green, Y ellow}, a possible test
can be: if Color is Blue or Green. The classification part of a rule gives the class
to those examples that match the condition part.

The codification of the rules in the individuals can be done on a symbolic level
(as in Samuel) or in a low level representation, in binary strings (e.g. GABIL).
The first one allows a more natural representation but, on the other hand, genetic
operators must be designed specifically. For that reason, we have chosen the
binary codification, which allows the use of the classical crossover and mutation
operators with minimum changes.

Each test on an attribute is codified by a binary string, whose length is
the number of different nominal values of the attribute. For example, if the
attribute Color can have 3 nominal values, 3 bits are needed. The test Color is
Blue or Green is codified as: 110, where each bit codifies one possible nominal
value. Therefore, the condition part is a fixed-size binary string (whose length
is the sum of the possible values of all the attributes). The classification part
is also codified in a binary string (in our problem, as we performed a binary
classification, only one bit was necessary).
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In our problem, the attributes were described by real numbers, instead of
nominal values. For this reason, prior to the codification, it was necessary to
discretize all real values in intervals.

2.2 Genetic Operators

The crossover operator we used is two-point crossover, adapted to the variable
size of individuals. The cut points are randomly generated and they can occur
anywhere in the rule, not necessarily in a rule boundary. The process has been
designed to preserve the consistency of the offspring in the following manner:
first, we select the rules from each parent that are going to be swapped and
then, we randomly choose the lower and upper bit of the cut point, which must
be the same for both parents. For example, suppose that rules {2,4} are selected
from parent 1 and {1,5} from parent 2, and the selected cut points are {3,6}. The
swap will be performed between the substring {Rule2,Bit3 - Rule4,Bit6} from
the first parent and the substring {Rule1,Bit3 - Rule5,Bit6} from the second
one.

The strings that are swapped can have a different number of bits and there-
fore, length of individuals can be increased and decreased.

Mutation has been implemented as the classical bit-level mutation.

2.3 Evaluation Function

Individuals of the GA are evaluated by testing their sets of rules on the training
set of examples. So, the fitness of each individual (Ii) can be computed as:

fitness(Ii) =
number of examples correctly classified

total number of examples
(1)

The evaluation function is a key point for guiding the GA towards a good
set of rules. Function (1) tends to give good fitness to the individuals having
consistent and complete rule sets.

Based on the Function 1, we have designed other evaluation functions which
introduce a bias in order to obtain rule sets with the minimum number of rules.
This type of sets are preferred because they keep a search space of reasonable
size.

In Function (2) this bias is introduced by the parameter Pen: all rule sets
with a number of rules greater than Pen, have their fitness decreased in a ratio

Pen
NRules(Ii)

, whereNRules(Ii) is the number of rules of the ith individual. Besides,
a square was introduced in the percentage of correct classification (P.Correct),
to give a differential fitness to those individuals with the highest percentage
relative to the ones with low percentage.

fitness(Ii) =
{
(P.Correct)2 NRules(Ii) ≤ Pen
(P.Correct)2 · Pen

NRules(Ii)
otherwise (2)
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We have also experimented with the evaluation function (3), where the fitness
of individuals is linearly decreased with an increasing number of rules:

fitness(Ii) = (P.Correct)2.
(
1− NRules(Ii)

max

)
(3)

where max is a user-defined parameter and establishes the maximum number of
rules of an individual, where the fitness is 0.

3 Experiments

Our goal is to develop a system capable of learning a good set of rules, from a
training set of examples, and then, the system must be able to predict (classify)
new examples. For that reason, we have experimented with different strategies
(the different evaluation functions, with different values for the parameters) in
order to obtain a good set of rules in the training phase. This set of rules should
be consistent, complete and with the minimum number of rules.

The measures used for the comparison between the different strategies are:
the Classification Accuracy (CA), the Number of Rules (NR) of the obtained
rule set and the Prediction Accuracy (PA). CA and PA are the percentage of
correct classifications over the training and the test set of examples respectively.

3.1 Description of the Domain

Our database comes from mammary biopsy images with their correct classifica-
tion made by the human expert. An example of an image is shown in Fig. 1. Each
image is processed using mathematical morphology techniques [8], obtaining a
set of 24 describing features. Therefore, our data set consists of 1028 examples,
each one described by 24 real valued features and the solved classification, which
is cancerous or not.

Fig. 1. Example of a mammary biopsy image
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The set of examples are grouped in two sets: the training set and the test set.
The GA is executed in two phases: in the first one, it learns the rule set from
the training set of examples and two measures are obtained: the Classification
Accuracy and the Number of Rules. The second phase consists of testing the
Prediction Accuracy, which is measured by classifying the examples of the test
set.

3.2 Parameter Set

Prior to the comparison between the different strategies, the GA parameters
have been tuned and fixed for all the experiments. Their values are reported in
Table 1.

Table 1. Genetic Algorithm parameters

Parameter Value
Population Size 100
Crossover Probability 0.6
Mutation Probability 0.0006
Maximum iterations 15000
Elistism Yes

3.3 Study of the Influence of the Different Fitness Functions on the
System Performance

First, we compare the system performance with function (2) and (3), with dif-
ferent values of Pen and max respectively.

These experiments were performed on a reduced set of examples (10% of
examples), due to CPU time. Results show the average over 5 different trials,
each one for a different seed number for the GA.

Fitness Function 2. The first experiment demonstrates the necessity of im-
posing a restriction on the number of rules of individuals. The function used is
(2), where Pen was set to a high value (Pen = 100), and the GA converged to
an individual with 100 rules (see Table 2). Individuals always tend to grow until
their number of rules is equal to Pen. If the number of rules of an individual is
greater than this value, its fitness decreases and then, it is eliminated by the GA.
Without this restriction on the number of rules, the individuals would increase
until they exceed the memory capacity.

Table 2 shows the results obtained in learning performance for different values
of Pen. A range for Pen from 5 to 30 gives similar performance, from which we
can deduce that it is a good range for evolving good set of rules. For values under
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Table 2. Comparison of different values of Pen in fitness function 2

Pen Classification Number
Accuracy of Rules

2 85 % 2
5 90 % 5
9 92 % 9
15 90 % 15
25 90 % 25
30 94 % 30
100 84 % 100

5, the performance is worse and also for very high values of Pen. In the latter
case, we can assume that the search space is too big for the GA, and population
size should have been increased.

Fitness Function 3. Fitness function 3 was tested in order to see if better
performance could be achieved. Results for different values of max are reported
in Table 3.

Table 3. Comparison of different values of max in fitness function 3

max Classification Number
Accuracy of Rules

50 90 % 8
70 92 % 15
90 92 % 16

From the Classification Accuracy point of view, there is not a clear diffe-
rence between the two types of functions. The difference is in the way that the
number of rules is controlled. In the first function, the parameter Pen establis-
hes the maximum number of rules of the solution. For individuals having their
number of rules greater than Pen, their evaluation is decreased in a ratio of
Pen/NRules(Ii). Therefore, these individuals with worse evaluation are not sel-
ected by the GA and they tend to disappear. For that reason, the selection of
a good Pen parameter could be critical. On the contrary, in fitness function 3,
evaluation is decreased linearly with the number of rules. Therefore, the choice
of parameter max is not as critical. In Table 3, results show that with max 70
or 90, individuals are dynamically adjusted to 15 or 16 rules. This is not the mi-
nimum number of rules, but this method of adapting the number of rules could
be more independent of the domain.
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3.4 A Look Inside the Rule Sets

The experiments reported in Table 2 show a similar CA between the rule sets
with 9 rules (9-RS) and rule sets with 25 or 30 rules (25/30-RS) which are quite
greater. Our aim is to establish a more detailed comparison between these two
type of rule sets (9-RS compared to 25/30-RS) in order to decide which one is
better for our application.

First, we want to see if it is possible to eliminate some rules of the 25-RS
or 30-RS, and still achieve the same CA. That is, if there were some rules that
did not classify any example, we could eliminate them and obtain a reduced
set. This process could be done at the end of the GA, once the GA had given
the solution. This experiment was proved for the 30-RS and 25-RS and the rule
sets did not present a high number of unused rules. As an example, Figure 2
shows the CA in a rule set of 25 rules, as rules were taken out from the rule set.
The results show that 24 out of 25 rules were necessary, so the set could not be
reduced significantly.

We also compared the Prediction Accuracy of the 30-RS and the 9-RS, and
the results are slightly better for the 9-RS. Table 4 reports the PA of both Rule
Sets. The Data Set is divided in 10 different groups: each group has a different
percentage of examples in the training set and the test set. For example, the
first group, 10%-90% contains 10% of examples for the learning phase, and 90%
of examples are used for the test phase. The last group divides the examples
in 90% for the learning stage and the rest (10%) for the test phase. In almost
all cases, the PA in the 9-RS is better than the 30-RS (the PA mean is 7.4%
higher). Therefore, the system can generalize better with fewer rules.

Table 4. Comparison in Prediction Accuracy between the 9-RS and 30-RS, for different
Data Set groups

Training-Test set PA(%) in 9-RS PA(%) in 30-RS
10%-90% 53.9 55.3
20%-80% 62.1 50.7
30%-70% 70.5 62.4
40%-60% 72.5 57.7
50%-50% 71.7 63.1
60%-40% 73.1 67.4
70%-30% 75.3 71.0
80%-20% 73.5 66.7
90%-10% 85.8 77.1

In summary, rule sets with few rules are preferred because the learning time
is better and the system can generalize more and obtain better PA results.
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Fig. 2. Study of the influence on CA of each rule in a rule set of 25 rules

3.5 Performance in Test

Table 5 shows a summary of CA and PA results of the system (with fitness
function 2 and Pen = 9). The dataset has been grouped into the same 10 groups
described previously.

Table 5. Performance in training and test

Training-Test set CA (%) PA (%)
10%-90% 91.6 53.9
20%-80% 86.1 62.1
30%-70% 89.0 70.5
40%-60% 87.8 72.5
50%-50% 89.4 71.7
60%-40% 87.3 73.1
70%-30% 88.2 75.3
80%-20% 86.8 73.5
90%-10% 85.4 85.8

The CA ranges from 86.1% to 91.6%. The CA mean is about 88%. The
percentage of correct classified examples in the test stage increases when more
samples have been shown in the training phase, because there are more repre-
sentative examples in the training phase for learning. The minimum value for
Prediction Accuracy is reached in the 10%-90% group, with only 53.9% of cor-
rectly predicted examples, while the maximum value is obtained in the 90%-10%
set, with a PA of 85.8%.
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3.6 Comparison with a Non-GA Based Machine-Learning Method

In [12], a Neural Network is applied to the same data set. The maximum Predic-
tion Accuracy result reported is achieved by a Backpropagation Neural Network
(NN-24), with a mean PA value of 84.57%, in the 90%-10% training-test set.
This result is improved using the same Neural Network with the data set redu-
ced to 10 features (NN-10), which is obtained with a Non Linear Discriminant
Analysis Network.

Table 6. PA obtained with the GA approach and a NN approach with 24 and 10
features (for the 90%-10% data set)

System PA (%)
GA-approach 85.85
NN-24 84.57
NN-10 88.28

The GA-approach gives a similar result to the NN-approach with 24 features
(see Table 6). The improvement in PA using an NN with a reduced set of 10
features leads us to consider performing a feature selection during the execution
of the GA. This process would reduce the search space and could improve our
results in two ways: a better PA and a reduction of learning time.

4 Conclusions and Future Work

In this paper, a system based on Genetic Algorithms in the Pittsburgh approach
is studied for the automatic diagnosis of breast cancer. We have studied the
behaviour of the system and our efforts have centred on the improvement of
performance in two directions: obtaining better classification results and mini-
mizing the learning time which has been related to the number of rules of our
solutions.

The learning performance achieved is about 88% and the prediction accuracy
depends on the set of examples shown in the learning phase. The maximun PA
obtained is 85.85%. This result is slightly better than the Neural Network system
(for the same number of features).

Our future work is focused on the improvement of PA by guiding the GA
search. This goal could be achieved by performing feature selection, while the
GA is running. We could also extend the idea of performing some type of rule
selection, but during the evolution of the GA. Instead of limiting the number
of rules by the evaluation function, there would be a specialized operator that
could remove some rules from individuals: for example, those rules least used
in the classification. These mechanisms would decrease the execution time and
would guide the GA towards a more directed search.
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We also intend to study the Michigan approach to see if better results could
be achieved with less learning time.
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Abstract. Optimization theory and methods play very important role for
engineering design and applications.  In many domains of engineering
applications, it is usually the most important process to find near
optimal solution.  The gradient-descent method is widely used to solve
many engineering optimization problems.  But the gradient-descent
method has some disadvantages for searching optimal solution.  Firstly,
its convergent speed is very slowly and is easy to trap into local
minimum in the applications of many actual problems.  Secondly, the
learning rate of gradient-descent method must been determined
adequately for different engineering problem.  If the learning rate set
very small, the convergent speed will be very slowly.  If the learning
rate is set very large, the searching of solution is very easy to generate
trashing or divergence.  The main goal of this research is to propose a
new method that is based on grey prediction theory to improve the
gradient-descent method.  We use the idea of grey prediction to speed up
effectively the searching speed of gradient-descent method, and improve
the drawback that gradient-descent method is very easy trap into local
minimum.  From the experimental results, we can show the workings of
the proposed method that can speed up effectively the searching speed
of gradient-descent method, and improve the drawback that gradient-
descent method is easy to trapped into local minimum.
Keywords: Gradient-descent Method, Grey Prediction, Grey-Gradient
Method, Optimization Method

1 Introduction
The optimization methods can be classified into three categories based on the

type of information that must be supplied by the user : (1) Direct search methods,
which use function values only. (2) Gradient methods, which require accurate values
of the first derivative of function. (3) Second-order methods, which, in addition to the
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above, also use the second derivative of function [9].  None of the above methods can
uniformly solve all problems with equal efficiency.  The direct search method will
take much calculating time for performance index during solution search, so we will
not focus on direct search method.  Optimization theory finds application in all
branches of engineering in four primary areas [9]: (1) Design of components or retire
systems. (2) Planning and analysis of existing operations. (3) Engineering analysis
and data reduction. (4) Control of dynamic systems.  The gradient-descent method is
an optimization method that is used widely in many different engineering domains.
For example on optimization control, the designer can use gradient-descent method to
adjust and design the parameters of controller [8].  Furthermore, in machine learning,
the Back Propagation learning algorithm for multiple-layer perceptrons also is based
on gradient-descent method [7].  But the gradient-descent method has two main
disadvantages: (1) the need to make an appropriate choice for learning rate, and the
convergent speed of gradient-descent method is very slowly in the most real
applications [9]. (2) It is very easy to trap into local minimum.  So how to improve it
is an interesting problem.  In here, we joint the concept of short-term memory into our
algorithm to record the prediction data during solution search, and use grey prediction
to predict the direction and tendency of solution space.  Because the grey prediction
method has the following properties: (1) It is a precise prediction method and
prediction does not need a large number of sample data [1][2][3][4]. (2) The
calculation is simple [1][2][3][4].  Although the grey prediction us based on the high
order analysis of mathematics, the process of calculation is simple and easy.

Prediction is to analyze the developing tendency in the future according to the
past facts.  Most of the prediction methods need a large number of history data, and
use the statistic method to analyzes the characteristics of the system.  Thus, this
method is limited by the used data and its accuracy is low [2][4].  The grey theory do
not requires lots of history data to make gery prediction.  So the paper attempts to use
grey prediction theory to predict the direction and tendency of optimization solution,
and speeds up the performance of gradient-descent method.

2 Grey Prediction
The Grey System theory was first proposed in the paper, ‘‘Control Problems of

Grey Systems’’ [1], proposed in the Journal of Systems and Control Letters by Dr. J.
L. Deng in 1982.  The Grey Prediction was an important section in the Grey System.
The Grey Prediction can describe and analyze the future development according to
the past and nowadays result.  Because the Grey Prediction does not need a large
number of sample data, the calculation is simple, it has been successfully used in the
industrial, agriculture, commercial, military, economical, meteorological and civil
engineering fields.  The Grey Prediction has the following properties [1][2][3[4]:

(1) The Grey Prediction does not need a large number of sample data, it needs
generally four sample datas.

(2) The calculation is simple.  Although The Grey Prediction is based on the high
order mathematics, the process of calculation is simple and easy.

(3) Generally, the Grey Prediction does not need a large number of relationship
between each samples, so the sample data is easily got.
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(4) The Grey Prediction can be used in near, middle and far prediction.
(5) The outcome of the Grey Prediction is more accurate than the other prediction

methods.

According to the definition of Dr. Deng, the Grey Prediction is based on the
GM(1,1) mathematics model [2].  The basic block diagram of the Grey Prediction is
shown as Figure 1.

Figure.1. The basic block diagram of the Grey Prediction

The steps of the Grey Prediction are described as follow:
(1) Gather the original n  sample data

x(0)(t)={x(0)(1), x(0)(2), x(0)(3),...,x(0)(n)}

where )()( tx i  represents the number t  sample data of i  times Accumulated

Generating Operation.

(2) Apply Accumulated Generating Operation(AGO) by equation (1) below

( ) ( ) ( ) ( )x k x i k n
i

k
1 0

1

1 2= =
=
∑ , , , ,K                           (1)

where x(1)(t)={ x(1)(1), x(1)(2), x(1)(3),..., x(1)(n)}, x(1)(1)= x(0)(1), x(1)(2)= x(0)(1)+
x(0)(2), x(1)(3)= x(0)(1) + x(0)(2)+x(0)(3),..., and x(1)(n)= x(0)(1)+ x(0)(2)+ x(0)(3)+...+
x(0)(n)

(3) Create the Grey Differential Equation as show in equation (2)

Use the result of AGO to create the GM(1,1) grey differential equation.
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where the a and u are undecided coefficients of one order differentiable equation,
we can get them that use mathematical method as shown below.
The equation (2) could be written as:
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Let ∆t=1 and x(1)(k+1) x(1)(k) = x(0)(k+1), equation (3) will be

AGO GM (1,1) IAGO
x x

∧

Grey Predictor
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(4) Use the method of least squares estimation to get the parameters a and u

The equation (4) could be written as
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Let k = 1,2,…,n-1, and equation (5) will be:
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Equation (6) can be written as:
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Use the method of least square estimation to get the estimated parameter,$Θ :

( )$Θ = 
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(5) Solve the Grey Equation

Use equation (7) and equation (2), we can have:
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where ( ) ( )$x x
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−0 1  is the homogeneous solution, $x
u

ap =  is the

particular solution.

(6) Apply Inverse Accumulated Generating Operation(IAGO)
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Because the Grey model is based on the AGO operation, we shall take the inverse
accumulated generating operation to get the predict number.

( )

( )
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( )x k x k x k
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=
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−
0 1 1

1                         (9)

3 The Grey-Gradient Search Method
The proposed grey gradient search method is a new search algorithm based on

gradient-descent method.  The algorithm records five history data that generated by
original gradient-descent method, then applies one time Accumulated Generating
Operation that detailed in section 2 to regularize the five history data.  The main goal
is to find the searching regular of gradient-descent method.  Next, we use GM (1,1)
model to create grey differential equation according to the result of one time
Accumulated Generating Operation.  The grey differential equation can build a
prediction model to predict further searching direction of gradient-descent method.
When we select different grey prediction step, we can get different prediction point.
If we have already decided grey prediction step, we use Inverse Accumulated
Generating Operation to get new prediction point, and using the new prediction point
serves as the new searching point.  The algorithm must detect stop criterion during the
searching solution to decide if the algorithm continues searching or stops searching.

In this algorithm, we define that )0(x  is the initial searching point, the α  is learning
rate of gradient-descent method, k  is the grey prediction step, the ε  is stop criterion
and GM(1,1) represents the grey prediction model of one time Accumulated
Generating Operation and one order differential equation.  About detailed procedure
of the new algorithm is shown as follow:

Step 1. Execute the searching of gradient-descent method

fxx nn ∇−=+ α)()1( (gradient-descent method)
Store all searching points of gradient-descent method
Is accumulating five searching points?
Yes: Go to Step 2 (make grey prediction)
No: Go to Step 1

Step 2. Use GM(1,1) model to construct grey prediction model
Use five searching points that step 2 stored to make Accumulated Generating
Operation(AGO)
Use GM(1,1) model to create grey prediction model
Predict next searching point according to the prediction step (Solving the
grey differential equation)
Inverse Accumulated Generating Operation for new prediction point, and the
result serve as the new searching point

Step 3. Detect stop criterion
Is ε<∆x ?



190 C.-M. Hong, C.-M. Chen, and H.-K. Fan

Yes: Go to Step 4
No: Go to Step 1

Step 4. Print results and stop

4 Experimental Results
To show the workings of proposed grey-gradient method, we use multiple

variable functions as experimental target functions.  In this experiment, we test and
compare the properties between gradient-descent method and grey-gradient method.
On the multiple variable experiment, we use Himmelblaus and Rosenbrock function.
Figure 2 is the contour figure of Himmelblaus function.  From this figure, we can see
that the function has four local minimal values.  The initial point is set as 31 −=x  and

32 =x , and learning rate is set 0.001.  Figure 3 and Figure 4 are the searching locus

figure and function convergent figure for searching near local minimum by gradient-
descent method.  From the two figures, we can see that the near local minimum value
is found after executing 37 epochs.  The near local optimal solution is 8186.21 −=x

and 126.32 =x .  The function value of this point is 0.0072.  Figure 5 and Figure 6 are

the experimental results of grey-gradient method under the same initial condition and
convergence criterion.  The grey prediction step is set as 15.  From the two figures,
we can see that the grey-gradient just requires 15 epochs to find a near local
minimum.  The near local minimum value is 804.21 −=x  and 1389.32 =x .  The

function value of this point is 0.0024.  The grey-gradient method accelerates the
searching speed of solution, and finds a better solution than gradient-descent method.
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Figure.2. The contour figure of
Himmelblaus function

Figure.3. The searching locus figure
of Himmelblaus function using
gradient-descent method
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In the next, we will use a more complex Rosenbrock function of two variables to
explain the properties of grey-gradient method.  Figure 7 is contour figure of two
variable Rosenbrock function.  If the initial point is set as 2.11 −=x  and 0.12 =x ,

learning rate is set 0.001.  Figure 8 and Figure 9 are the searching locus figure and
function convergent figure of gradient-descent method for searching local minimum.
From the two figures, we can see that the gradient-descent method trap into a local
minimum value, and the convergent error can not continue to reduce when epochs
increase.  The final convergent error is very large.  The convergent point is

9743.01 −=x  and 9593.02 =x .  The function value of this point is 3.908.  Under the

same initial condition and stop criterion, Figure 10 and Figure 11 are the experimental
results of grey-gradient method when the grey prediction step is set as 15.  From the
two figures, we can see that the grey-gradient method can escape the local minimum.
It just needs 91 epochs to find a near global minimum.  The near global minimum is

0479.01 =x  and 0297.02 =x .  The function value of this point is 0.9816.  The grey-

gradient method speeds up the searching speed and finds a better solution than
gradient-descent method.
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5 Conclusions and Discussions
From the experimental results, we can conclude some properties about the grey-

gradient method that shows as follow:
(1) The grey-gradient method can find the direction and developing tendency of

solution according to the searching direction of gradient-descent method.  It can
predict the possible direction of solution with appropriate prediction step.  The
grey-gradient method has faster convergent speed than gradient-descent method,
and it can speed up the searching speed of gradient-descent method.

(2) When we use appropriately grey prediction step, the grey-gradient method can
escape effectively from the local minimal.

(3) For most engineering problems, the grey-gradient method will have more high
probability to get global minimum solution than gradient-descent method does.

(4) Because the GM(1,1) model can be calculated at constant time, the grey-gradient
method does not increase the time complexity too much.

Although the grey gradient search method can effectively improve the gradient-
descent method, there are some issues that need to be discussed.  They are:
(1) More mathematics analysis to prove the properties of grey gradient search

method.
(2) More applications of grey gradient search method.
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Abstract. An Algorithm for finding the optimal path given the initial
and final positions of a cylinder-shaped mobile robot with the constraint
on minimizing the search efforts is presented in this paper. This algo-
rithm is based on the well known AI strategy A∗ to get the optimal
solution always. The strategy constructs a path from the available kno-
wledge incrementally leading to the optimal path, and at the same time
without any collision with the stationary obstacles. In this process, there
are discontinuous ”jumps” which demand the robot to move physically
through the whole path traversing all along to reach the other end of the
jump. Most of the times, the robot spends more time in traversing back
and forth during the process of finding the optimal path. We have de-
veloped three new techniques, namely, Petri expansion, Markovian cost
function, and Retaining shortest path nodes to minimize the search ef-
forts in finding the optimal path. We have demonstrated the effectiveness
of these techniques with ample examples. These three techniques always
lead not only to the optimal path, but improves the search strategy by
minimizing the ”jumps” required. Computationally also, they reduce the
number of nodes generated in the general A∗ algorithm. The important
issue is that the incorporation of these techniques in A∗ is very easy with
simple modifications and without any extra computational burden. . . .

1 Introduction

To yield better products in higher efficiency in the modern Industry scenarios, the
role of the mobile robots plays a key role. Most of the time, the mobile robot has
to reach the point of service requirement at the earliest possible time. Sometimes,
due to frequent modification suiting to the current need, this operation may have
to be repeated many times coping with the new environment taking into care
about slight modifications. This forces to find an optimal solution which perhaps
may be repeatedly used to minimize each time spending lot of time in traversing
through some path, rather than reaching every time through the optimal path
minimizing the search effort.

I. Imam et al. (Eds.): IEA/AIE-99, LNAI 1611, pp. 195–204, 1999.
c© Springer-Verlag Berlin Heidelberg 1999
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The interesting problem of optimum path finding [6], [3] has been solved
through several approaches such as graph methods [8], [4], some enumeration
techniques [18], with maps [11] and possibly with refinement techniques by
active vision also [20], [1]. An optimal and efficient path finding in partially
known environments was formulated in [19]. A through analysis of Robot motion
planning is given in [10], [9]. Recently, the researchers focussed their attention
mainly on the sensor based navigation [5], [19], [8]. A dynamic graph search
algorithm for motion planning in [2] describes a heuristically short motion in
configuration space.

However, little attention was evinced to the efficiency of the search along
the path. If a mobile robot has the required information about the environment
apriori, it can precompute the optimal path performing searches in the computer
memory itself using classical graph-search algorithms such as A∗ [12], [14]. Ho-
wever, these algorithms are of less use as the mobile robot has to move physically
to find the path in an unknown environment. During the course of finding the
optimal path, given the initial and final positions, the robot has to make some
”jumps” which are discontinuous in practical situations. Then, the robot has to
spend more time in traversing the complicated path physically. The algorithms
to minimize the search efforts are presented already in [14], [5], [18]. The algo-
rithms [14], [5], make lot of search efforts leading to unbounded search in worst
case [18]. In [18], the algorithm uses an A∗ like behaviour to impose a bound on
the depth of the search effort, and consequently to impose a bound on the search
effort. It also used a DFS-like behaviour to minimize the search effort. Unlike the
complicated hybrid strategy and cost propagation for updating the global costs
of the nodes, we develop here there new techniques, namely, Petri expansion,
Markovian cost function, and Retaining shortest path nodes. These techniques
automatically leads to minimizing the search efforts within the framework of the
A∗ strategy itself with minor modifications.

Here, we combine the principles of petri nets, Markovian forgetfulness pro-
perty, optimality in graph methods to get an improvised algorithm. This paper is
divided into sections as follows. In section 2, the formulation of the problem with
the required assumptions are specified. Section 3 explains the three new techni-
ques and their applications. Section 4 illustrates the improvised algorithm. The
analysis of the results and further extensions of the algorithm is sketched in
section 5. Section 6 concludes the paper with a note on parallelization of the
algorithm.

2 The Formulation of the Problem with Assumptions

A sensor-based cylinder-shaped mobile robot is considered here with the as-
sumption that it has mechanism to distinguish the obstacle and locating the
furthest point of visibility in the required directions. The obstacles are assumed
to be stationary at some unknown locations which can be detected by the mobile
robot using the sensors. The only moving object is the mobile robot with the
known dimensions. Given is a car-like robot where the direction of motion is not
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impeded like car-like robot mentioned in [6]. The initial and final positions of
the robot are known apriori. Given the initial and final position, the robot has
to reach the final position by finding the optimal path without colliding with the
obstacles and with the minimal search efforts. The focus is given to the minimal
search efforts without sacrificing the optimality.

3 Three New Techniques to Reduce the Search Efforts in
A∗ Algorithm

The general A∗ algorithm [12] is used here by the mobile robot to find the
optimal path between the given points in an unknown environment. It may
be recalled that the mobile robot standing at a point is required to go to the
point which is selected for expansion by the A∗ Algorithm. This discontinuous
change of position is described as ”jumps”. The whole aim of the paper is to
minimize the path traversed due to these jumps as the robot has to physically
move. We have developed three new techniques which aim to reduce the search
efforts during the process of finding the optimal path always. They are Petri
Expansions, Markovian Cost Function and Retaining Shortest Path Nodes. We
explain each one in the following subsections how the search effort could be
minimized in each case.

3.1 Petri Expansions

The concept of Petri net is well known and widely discussed [13] and [16].
Succinctly explaining that a node is fired provided there is already one token
in each of the incoming arc. This concept is transformed to suit to the need of
the problem. The main idea is as follows, the search effort could be minimized if
more information is available to the A∗ algorithm to choose the next node to be
expanded. There by unnecessary traversals can be easily eliminated. Now, the
question boils down to how to give more information that too in an unknown
environment. In fact, it is possible as most of the times two points P1 and P2 will
be visible and P1 will be expanded and P2 waiting for its own turn for expansion.
When the turn comes, the point P2 being visible to the point P1, will have one
node with the last visited node being P1. But, as we know, P1 has been already
expanded. Now, without wasting time, all points visible from P1 can be included
as nodes provided they are not visited earlier in the currently expanded node
with the point P2. These additional nodes can provide more information perhaps
directly leading to the optimal path. Thereby, all intermediate nodes which were
supposed to be visited will be not be visited in this case as a better choice is
now available due to more information.

We have implemented this as a form of petri net. Whenever a point is ex-
panded, it is noted as marked. During the expansion of some node, when the
points which are marked are visible from the point of expansion, automatic petri
expansion takes places, i.e., nodes are added with the nodes having their last
point visited being visible to the marked points. This type of expansion happens
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as a firing as whenever the last node visited is already a marked node. This leads
to lot of reduction in the search efforts as better node could be chosen for next
viable expansion. The notable point is that there is very less additional effort
required to do that. In fact, all these are incorporated in the A∗ algorithm itself.
Even though, there seems to be increase in the number of nodes generated, it
is in due course lead to reduction in the total number of nodes generated due
to the selection of better node for expansion apart from minimizing the search
efforts.

3.2 Markovian Cost Function

The characteristics of a Markov process includes ”forgetfulness” property [17],
[7]. This forgetfulness property is used here while coining the cost function es-
pecially in g(x). In the general A∗ algorithm, g(x) denotes the cost involved in
coming to this node x from the initial node i.e., to this point from the initial po-
sition of the mobile robot. However, due to the physical movement of the mobile
robot and because of jumps, the mobile robot may have to retraverse the path
to reach a point. Normally in this case, all distances traversed starting from the
initial position till this point will be included as the cost incurred to reach this
point. Because of the complicated paths and jumps, this measure eventhough it
is really the cost incurred to reach this point, does not give much hopes to go
further. Mathematically, the cost function g(x) eventhough it represents the cost
incurred to reach this point, does not help in getting a better node selected as the
path in which it previously traversed becomes immaterial and only the distance
counts. In this juncture, we introduce the concept of Markovian forgetfulness
property to the cost function.

All that is needed is a good measure of g(x) which will help further to get the
optimal path with minimal search efforts. So, instead of having g(x) as the cost
involved in getting the mobile robot come to this point now, which is usually the
case, we differ and introduce this property to forget the past and determine the
future from this point. Mathematically, g(x) need not to be the total distance
traversed to reach this point, but the minimal distance required to reach this
point from the initial point with the available knowledge known so far. This gives
better results and not only that we have ample examples to show that it drives
the mobile robot exactly in the optimal path as required. Ofcourse, these may
be rare examples. Yet these examples show concretely that such a possibilities
are not only remote. By this proper choice of the next node to be expanded, the
searching effort will be reduced to the large extent. It may be also recalled, no
extra effort is needed as it is just the modification of the g(x) function in the A∗

algorithm itself.

3.3 Retaining Shortest Path Nodes

This is one of the techniques in conjunction with other techniques yields highly
appreciable results as far as the reduction of the search effort is concerned. The
main idea is that what is the need of having a node with the last point Pl and
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another node with the same last point but a different path to reach Pl and it
is shorter also. By expanding a node having the last point visited as Pl, and
the distance from the initial point to Pl is not shorter compared to another
node having the same last point visited as Pl and it is the shortest as per the
knowledge at that moment of time available, is of no use as the path obtained as
the solution can not be the optimal path because the path from the initial point
to Pl is not optimal. This demands the node to be eliminated at the inception
itself. This in turn will not only bound the explosion of the creation of new
nodes, but also will reduce the search efforts.

The primary concern is to use this in conjunction with other techniques,
eventhough individually it guarantees the optimal path also. The explosion of
the creation of nodes are minimized as many nodes as which are not having
the shortest path to the last node Pl are summarily eliminated. Thereby any
possibility of jumping to these nodes are once far all eliminated from the search
space of the A∗ algorithm itself. As explained, this can be easily incorporated
into the A∗ algorithm, by just checking the f(x) value as the g(x) value is already
modified to incorporate the Markovian cost function.

4 The Improvised A∗ Algorithm

Before, we present the improvised A∗ algorithm, few techniques introduced by
us in [15] which reduces the space requirement and the computational time are
briefed here as they are used in the algorithm.

4.1 Lower Bound

The lower bound is for the solution which is the minimum possible attainable
solution. In the A∗ algorithm, the algorithm has to continue even after finding a
solution as it need not necessarily be optimal. Now the question lies how can it be
proved that the given solution is the optimal solution so that the algorithm can
be terminated atonce. The only possible way is that when the given solution is
equal to the lower bound solution, obviously there could not be a better solution.
Hence, the algorithm can terminate. LB = Euclidean distance between the initial
position and final position of the mobile robot. One should be always careful that
all feasible optimal solutions need not necessarily be lower bound solutions. The
main advantage is that if the given problem has the lower bound solution, the
algorithm terminates atonce it finds such solution, thereby reducing both the
memory space required by the further expansions and the time to compute the
same.

4.2 Upper Bound

The upper bound is a solution which the already available minimum solution.
In the A∗ algorithm, the algorithm has to evaluate the function f(x) at every
node. Supposing that f(x) is greater than upper bound, that node need not to
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be expanded further. This will not affect the optimality as anyhow by expanding
this node, the solution obtained will be more than that of the already available
solution. However to start with, it is assigned a very high value for example
say the product of the length and breath of the unknown field if it is known.
However, once a solution is found first, the upper bound is set to be the solution.
Further, whenever new solutions are found, it is updated provided it is better
than the already available upper bound. So, using upper bound, the number of
nodes generated are minimized thereby reducing the memory space and CPU
time.

4.3 The Heuristics Function

The A∗ strategy mainly depends on the effectiveness of the heuristic function.
At node x, let there be P

′
1 points already visited. Then,

g(x) = Σ Distance(pi, pi−1), ∀pi ∈ P
′
1, which are visited in the node x.

Now, to find the f(x) value, we need h(x), heuristic function. To produce al-
ways optimal solution, indeed h∗(x) is required. The h∗(x) is defined as, h∗(x) =
Distance(pl, pf ) where pl is the last point visited in the node x and pf is the fi-
nal position of the mobile robot, and Distance function calculates the Euclidean
distance between the given points. In fact, it is easy to verify that h∗(x) < h(x)
to ascertain the optimality.

4.4 Our Algorithm for Finding the Optimal Path

1. Compute the lower bound solution, LB.
2. Set the upper bound UB as high value.
3. IF (UB! = LB) THEN
4. c = 0 (* node count *).
5. Build the initial node N0 with the initial point as first visited and insert it
in the list with f(N0) = LB.

6. REPEAT
7. Select the node Nk with smallest f value.
8. IF (Nk is not a solution) THEN

a) Generate the successors i.e., trying with all visible farthest points.
b) Do the following for each such points

Include this point as the last point visited.
c) FOR each such visiting of points as Ni DO

– Check for the duplication or shorter paths
– IF (already available or not shorter) THEN
Don’t add the node
ELSE
Compute f(Ni) = g(Ni) + h(Ni) for this node Ni.
IF ( f(Ni) < UB)
c = c + 1
Insert it in the list
IF (Ni is a solution) THEN
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IF ( f(Ni) = LB) THEN
Print the solution and quit.
IF ( f(Ni) < UB) THEN
UB = f(Ni).
ENDIF
ENDIF
ENDIF
Start Petri expansion
ELSE
Prune the node Ni

ENDIF
ENDIF

ENDIF
ELSE
Print the solution and quit

9. UNTIL (Nk is solution OR list is empty).

5 Analysis of the Result and Future Work

To explain the effectiveness of the techniques, the simulations are carried out
with various examples and few important cases are presented here to explain the
salient features of the improvised algorithm Fig. 1-Fig. 5. For the sake of sim-
plicity and explanation, linear obstacles are considered in these figures. Firstly,
without these techniques the computations are made and then with techniques.
They are tabulated in Table 1 and 2 respectively.

Table 1. The general A∗ Algorithm

Ex OP Dist Nodes AP Dist Per Inc
Eg1 6.0 13
Eg2 7.23 16 10.54 45.68
Eg3 7.47 23
Eg4 9.54 21 19.54 104.86
Eg5 26.64 24
Eg6 17.25 3267 1211.69 6923

It is very evident from the examples that our algorithm outperforms well in
the complicated situations and performs equally well in simple situations and
never worse than the general algorithm excepting for a marginal increase in the
computation time due to the additions few extra nodes. Here, Ex denotes the
example sets, OP Dist denotes the Optimal Path Distance, Nodes denotes the
number of nodes generated as a measure of computational time, AP Dist denotes
Actual Path Distance traversed, and Per Inc show the percentage of increase



202 D.A.L. Piriyakumar and P. Levi

Table 2. Our Improvised A∗ Algorithm

Ex OP Dist Nodes AP Dist Per Inc
Eg1 6.0 22
Eg2 7.23 19 10.54 45.68
Eg3 7.47 27
Eg4 9.54 38 19.54 104.86
Eg5 26.64 27
Eg6 17.25 280 73.21 324.35

between OP Dist and AP Dist. Whenever, AP Dist and Per Inc are not having
values indicate that the path traversed is the optimal path and no extra distance
is covered. It may be noted that it is same in table I and II as the same f(x)
is used for the sake of comparison. The most interesting is the last case, where
there is commendable achievement obtained by our improvised algorithm as it is
easy to check that the search effort is minimized from 1211.69 to 73.21 and that
too equally good reduction in Per Inc also. This evidently shows that the three
techniques in the complicated situations reduces the search efforts enormously.
In the cases of Eg1, Eg3, and Eg5, the exact path traversed is the optimal path
and there is absolutely no extra distance traversed. This shows that the search
efforts are even minimized to zero in some cases as evident from the examples
shown here. This clearly demonstrates the effectiveness of the new techniques,
especially Markovian cost function. As an easy extension, this algorithm can be
modified either to stop at the first solution or any ε optimal solution taking into
consideration of the lower bounds as the optimal solution.

6 Conclusion

In this paper, the algorithm for finding the optimal path given the initial and
final positions of a cylinder-shaped mobile robot with the constraint on mini-
mizing the search efforts is presented, which is based on the well known AI
strategy A∗ to assure the optimal solution always. Without any collision with
the stationary obstacles, a path is constructed from the available knowledge in-
crementally leading to the optimal path. In this process, most of the time is
spent by the robot in search of finding the optimal path. We have introduced
three new techniques, namely, Petri expansion, Markovian cost function, and
Retaining shortest path nodes to reduce the search efforts needed to find the
optimal path in unknown environments. These three techniques always lead not
only to the optimal path, but improves the search strategy by minimizing the
”jumps” required. The reduction in the number of nodes generated comparing
with the general A∗ algorithm shows the efficiency of the techniques. The addi-
tional advantage of these techniques is that they can be easily incorporated in
the A∗ algorithm without much extra efforts. The Petri expansion and retaining
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the shortest path node exhibit enormous parallelism to be exploited. Thus, our
algorithm paves way for efficient parallelization also.
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Abstract.  Color indexing is a technique by which images in the database could be
retrieved on the bases of their color content.  In this paper we propose a new
algorithm for matching an input query with the color database images.  The
proposed algorithm is applied on the similarity retrieval system which was
proposed in [Appas 99] to show the effect on the retrieval speed.  The proposed
algorithm adds one feature to an image feature vector.  The added feature is
obtained from the color channel features of the image regions.  Comparing query
hit percentage of image retrieval of the proposed algorithm in [Appas 99] with the
new matching algorithm and with the normal exhausted matching algorithm shows
that the performance of the retrieval system is nearly the same in both of cases but
the retrieval speed increases specially with the large size databases when using the
proposed matching algorithm.

1. Introduction

The great growth of digital image databases necessitates more than ever the
automation of image storage and retrieval.  New techniques are needed for effective
searching and retrieval of images.  Several systems have been created and developed
for achieving this goal, but most of them are tailored to specific image ensembles for
particular applications.  Current research focuses on the choice of suitable features for
image representation as well as the choice of parameters used to measure image
similarity. The proposed algorithm in [Appas 99] used the exhaustive search method
during matching the input query against the database images.  The algorithm compares
the query feature vector with all database image feature vectors which were stored in
the database index.  It chooses the nearest feature vectors to the query feature vector
and considers their database images as the most similar images to this query.

In this paper we propose and evaluate a new algorithm for matching the query
image with the database images.  The new algorithm provides for efficient indexing,
excellent retrieval performance and very fast retrieval response.

� To whom all correspondences should be addressed.
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2. Literature Survey

Most of image retrieval approaches are based on extracting a feature vector from each
image in the database and organize all feature vectors as a database index.  At query
time, a feature vector is extracted from the query image or the user-provided sketch
and is matched against the feature vectors in the index.  The main differences between
the various systems lie in the features that are extracted and the algorithms that are
used to compare feature vectors.

Moment based retrieval systems such as the systems in [Stricker 95], [Stricker 96]
and [Appas 99] search for the best matches inside the whole database index.  This
means that for every query the query feature vector is compared with the whole
database index.  This will decrease the retrieval speed specially when the size of
database becomes very large.  In the following we will describe the retrieval system in
[Appas 99] which uses the normal exhausted search.  We will speedup the retrieval
process by using the new matching algorithm.

2.1 Regional Color Channels Features Based Image Indexing and Retrieval
Algorithm

The retrieval algorithm in [Appas 99] represents an image by fifteen features for five
image regions, the center and the four corners.  These features are stored in the image
database index as a vector of size equal 15 floating point numbers (3 features x 5
image regions).  The computed vector is attached to the image file or in a separate data
relation with a field pointing to the image file (figure 1).

Image file
name

F F F0 1 0 2 0 3, , ,, , ….. F F F4 1 4 2 4 3, , ,, ,

Fig. 1. A database index image vector

2.2  Image Query and Similarity Function

To determine the similarity of two images at query time, the similarity between their
indices is measured.  Let Q and I be two color images with three color space channels.
If the index entries of these images for their regions are Fl1,i , and Fl2,i  respectively.

Then the similarity of the region l1 of Q and the l2 of I is defined as shown in equation
(1).

d Q I F Fl l l i l i
i

1 2 1 2
1

3

, , ,( , ) = −
=
∑

(1)
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To compute the total similarity of the two images Q and I the central region  is treated
differently from the other regions.  If the center region is R0 then the total similarity of
the two images is defined as shown in equation (2).

d Q I S d Q I S d Q I
f T

l l f l
l

( , ) ( , ) min ( , ), , ( )= +
∈

=
∑0 0 0

90
1 1 2

1 1

4 (2)

where f runs over the 4 rotations in 90o increments. The difference between the region
l1 and every non-matched with before region l2 is computed.  The minimum
difference is chosen and the matched with region l2 is marked.  Each corner in image
Q is matched only with a corner in image I which has not been matched with any
corner in image Q before and whose difference between the two regions is minimum.
With the weights  Si  (i =0, 1, 2, 3, 4) the user can specify how accurately each region

of the query image should be matched.  In contrast to the region weights, Si, which
could be used as a parameter when issuing query, the weights Wi can be fixed for all
queries.

3. The New Matching Algorithm

The new algorithm extracts one region color feature from its three color channel
features.  Then an image color feature is extracted from its region color features.  The
image color feature is added to the feature vector which represents the image.  The
database index is ordered ascendingly according to the values of the image color
feature of the stored images.  The index is divided into groups.  Each group contains
20 feature vectors.  During query, a query image color feature is compared with image
color feature of the starting feature vector of each group.  The comparison is stopped
when the query image color feature is less than one of the stored image color features
which belongs to a feature vector at the start of one group.  The feature vector which
contains image color feature value larger than the value of the query image color
feature is considered an edge.  The 30 feature vectors before and the 10 feature vectors
including and after that vector are considered the most similar 40 feature vectors to an
input query feature vector.  The normal matching algorithm is carried out on these 40
vectors and the most similar six images are displayed to the user.  The new format of
an image feature vector is shown in figure 2.

IF Image File
Name

F F F0 1 0 2 0 3, , ,, , ...... F F F4 1 4 2 4 3, , ,, ,

Fig. 2. A new database index image feature vector
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3.1 The Overall Image Color Feature

The image color feature is obtained from the region color features of the image.  The
region color feature is extracted from the HSV color channel features of that region  as
shown in equation (3):

RF Fh Fv Fsi i i i= + +8 2 (3)

Then the image color feature is computed as shown in equation (4):

IF RF RFi
i

= +
=
∑12 0

1

4 (4)

where     RFi = color feature of region i
Fhi, Fsi, Fvi  = HSV color channel features for region I
IF = image color feature

4. Results and Analysis of Experiments

Three color image databases that contain 109, 96 and 205 8-bit color bit-map images
(320x200) are used to test the proposed algorithm in [Appas 99] with the new
proposed matching algorithm and compare its performance with the normal exhausted
matching algorithm.  The first database is a database of aircraft images.  The second
database is a database of natural scenes.  The third database is created from the first
two databases to test the algorithm retrieval performance when the database contain
images with different color distribution properties.  To decouple the color channels at
least partially, we perform all the tests in the HSV color space.

We have two sets of input query images which are used to test and compare the
algorithms’ performances.  The first set contains query images extracted from some
database images by rotation of the database images by 90 degrees.  The second set of
query images are new images which are not in the database nor extracted from the
database images.  We picked up twenty images from the third database and used them
as the second set of query images so the database becomes 185 images.  We list for
every query image a group of database images which are similar to the query image in
color distribution and shape.  In the retrieval process, we consider the retrieval is
succeeded if any one of the list of similar database images becomes retrieved in the
first six images.  Table 1 shows the results for 260 queries for 2 cases; the first with
equal region weights (looking at the image in a global sense) and the second with the
center region weight having a value greater than the 4 corner weight values (looking at
a specific object located at the center region).  The first case is more suitable for query
in case of natural scenes while the second case is more suitable for query in case of
aircraft images.

Table 1 shows the comparison between the results of the retrieval performance of
the proposed algorithm in [Appas 99] with the new proposed matching algorithm and
with the normal exhausted matching algorithm which was used in [Appas 99].   The
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results are shown in different classes of image query.  Two sets of query images are
used.  We will discuss the results which were shown in these tables to extract and
compare the retrieval performance with the two different matching algorithms in
different query classes on different image databases.

Type of
Database

[Appas 99] with the
exhausted matching

algorithm

[Appas 99] with the new
matching algorithm

Equal
region
weight

Center
region
is
emphasi
zed

Equal
region
weight

Center
region is
emphasized

Aircraft DB
109 images

14

15

15

15

14

15

15

15
Natural
scenes DB
96 images

13

15

15

15

13

15

13

15

Combined
DB 205
images

13

15

15

15

13

15

15

15

Combined
DB 185
images

18

20

18

20

16

20

18

20

Table 1.  Comparison between the results of the retrieval performance of the proposed
algorithm in [Appas 99] with the new proposed matching algorithm and with the
normal exhausted matching algorithm which was used in [Appas 99].

If we consider that fetching, processing and sorting operations have an equal time then
we can compute the system retrieval speed as shown in equation (5).  How many times
the retrieval speed is faster when the new matching algorithm is used than when the
exhausted matching algorithm is used can be computed as shown in equations (6-7).

S R S F t P t S t= + + (5)

S P E E D
S R S N

S R S M
= (6)

SPEED
X X

X

X

X
tim es= +

+ +
=

+
2 20 15 20 1

3 1 2 40 15 40 1

620

3 1240

( * * ) * *

( * ) ( * ) *
    (7)
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Where SRS   = System Retrieval Speed
Ft = Fetching Time
Pt = Processing Time
St       = Sorting Time
Speed = how many times the retrieval speed of the used system with the new 
 matching algorithm is faster than the normal system speed
SRSN = System Retrieval Speed of the Normal system
SRSM = System Retrieval Speed of the used system with the new matching 

algorithm
X        = number of groups of database images where each group contains 20 

images at maximum

As an example :
when X = 10 groups the speed = 5 times faster
when X = 100 groups the speed = 40 times faster
when X = 1000 groups the speed = 146 times faster

Figures 3 - 5 shows the retrieval performance of the proposed retrieval system in
[Appas 99] with the new matching algorithm and with the exhausted matching
algorithm.  The shown examples are in both global (equal region weights) and local
(center region is emphasized) query cases.  The shown examples are retrieved from
the combined DB 205 images.
From the results shown in table 1 and examples shown in figures 3-5 we can conclude
that the retrieval performance with either of matching algorithms is nearly similar.
The speed of retrieval with the new matching algorithm is nearly five  times faster
than the speed of the algorithm with the exhausted matching algorithm.
The reason of the nearly same retrieval performance is that the new image color
feature represents the color content of the image accurately.  The emphasizing of the
role of H channel feature and the center region are the reasons of  the accuracy of the
new feature.  This is because of that the hue is the most important feature of the color.
Also the center region is less changes than the corner regions with respect to small
luminance changes.  So ordering the index according to the value of the new feature
makes the nearly similar images are near in order in the index.  This reduces the time
spent in comparing the query image with all the index to obtain the nearly similar
database images feature vectors.  Hence the speed of retrieval is increased.
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5.  Conclusion
In this paper we present a new matching algorithm for the color based retrieval
systems.  The new matching algorithm adds one more feature to the image feature
vector.  The new feature is obtained from the regional color channel features of the
image.  The role of the center region color features is emphasized.  The index is
ordered ascendingly according to the value of the new overall image color feature.
During matching the query image feature vector with the database index, the nearest
forty images to the query image in the overall image color feature are chosen.  The
complete comparison between the query image features and the forty database images
features is done.  The nearest six images are retrieved to the user.  The new matching
algorithm speeds up the retrieval process.  The difference in the retrieval speed
between the normal exhausted matching algorithm and the proposed algorithm
increases when the size of the database increases.
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Abstract. This paper proposes an abductive reasoning system, which
can find most preferable solution efficiently, using Binary Decision Di-
agrams. We propose a specialized BDD and its operation suitable for
abductive reasoning: PBDD (Partial BDD) and GPC (Graft & Prun-
ing Construction). We have implemented PBDD and GPC algorithm
and built a cost-based abductive reasoning system which can find much
more efficiently the most preferable explanation of a given observation.
We have also made some experiments on the system with some diagnostic
problems. Some good performance results are also shown.

1 Introduction

Abductive reasoning, a form of non-deductive inference which can reason suit-
ably under uncertain knowledge, has attracted much attention in AI (e.g.,[Poo88]).
Abductive reasoning has many interesting application areas such as diagnosis,
scheduling and design. In general, abductive reasoning might find more than
one solution. We, however, do not always require all the solutions. We often need
the most preferable solution instead. Some work has been reported to solve such
problem, by giving costs to hypotheses as the criterion judging which hypothesis
to be selected preferably (e.g, [CS94,Poo93,KSI97]).

On the other hand, Binary Decision Diagrams (BDDs), which proposed by
Akers [AS78] and developed by Bryant [Bry86], are well-known. BDD is the effi-
cient representation and manipulation of Boolean functions and apply to many
problems, such as computer-aided design for digital circuits, combinatorial prob-
lems, and so on.

In this paper, therefore, we aim to make abductive reasoning much more
efficient by utilizing BDD. It ,however, causes some redundant computation
to apply BDD to abductive reasoning; generating BDD for a given observation
involves constructing BDDs for knowledge irrelevant to the observation, thus
losing the goal-directedness. The problem of redundant computation of BDDs
is essential for making abductive reasoning system much more efficient. We,
therefore, propose a specialized BDD and its operation suitable for abductive
reasoning: PBDD (Partial BDD) and GPC (Graft & Pruning Construction).

I. Imam et al. (Eds.): IEA/AIE-99, LNAI 1611, pp. 215−225, 1999.
 Springer-Verlag Berlin Heidelberg 1999



The organization of the paper is as follows. In section 2, we give a brief
description of our framework of abductive reasoning. Section 3 explains a BDD
and discusses abductive reasoning using BDD. In Section 4, we then proposes a
Partial BDD. In section 5, we propose Graft & Pruning Construction algorithm
so as to perform abductive reasoning suitably using PBDD. Section 6 shows
some empirical results.

2 Cost-based abductive reasoning

The section describes our framework of abductive reasoning, cost-based abduc-
tion [KSI94]. We consider abductive reasoning to find the most preferable expla-
nation of an observation, by giving each hypothesis a non-negative real number
as its cost for the criterion of selection of preferable hypotheses.

Definition 2.1 Suppose that a set of propositional Horn clauses F , called facts,
and a set of atoms (ground unit clauses) H, called the set of hypotheses, are
given. Suppose further that an existentially quantified conjunction O of atoms,
called an observation or simply a goal, is given. Then the most preferable (or an
optimal) explanation h of O from F ∪ H is a subset of H such that

F ∪ h ` O ( O can be proved from F ∪ h) (AR1)
F ∪ h 6`false (F ∪ h is consistent) (AR2)
cost(h) ≤ cost(D) for all D: F ∪D ` O, F ∪D 6`false

(cost(h) is minimum among all sets of
hypotheses which satisfy AR1 and AR2) (AR3)

where cost(D) is the sum of costs of hypotheses in D.

Abductive reasoning is defined to be a task of finding an optimal explanation
h of O from F∪H. In this framework, F is assumed to be consistent and treated
as always true. However, there is a possibility of hypotheses D being inconsistent
with F .

Definition 2.2 A headless clause in F is called a consistency condition. A con-
sistency condition is denoted by “ false ← A1, · · · , An”, where Ai(1 ≤ i ≤ n,
n ≥ 1) is a hypothesis and false designates falsity.

A consistency condition, “ false ← A1, · · · , An” means that it causes inconsis-
tency if all of A1, · · · , An are assumed to be true.

Example 2.1 Figure 1 shows an simple example Pex. Suppose that an observa-
tion “C” is given. Knowledge base Pex and goal “← C” correspond to F ∪H and
O respectively. We know that {b} becomes the most preferable explanation of O
since the cost of {b} is minimal among all sets of hypotheses (e.g., {b}, {a, c, e, g},
{a, d, e, g}) obtained from cost-based abductive reasoning, while maintaining the
consistency.
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Facts(F) Hypotheses(H) Costs

A← (c ∧ d) ∨ (c ∧ e) ∨ (d ∧ e) (2.1) a 3
B ← f ∧A (2.2) b 2
C ← (a ∧ g ∧A) ∨ b (2.3) c 5
false← a ∧ b (2.4) d 2
false← c ∧ d (2.5) e 1
false← e ∧ f (2.6) f 1

g 1
Fig.1:An example Pex

3 BDD approach to Abductive Reasoning

3.1 BDD

BDD, a directed acyclic graph representation of a Boolean function, is derived
by reducing a binary tree graph representing the recursive execution of Shan-
non’s expansion. BDD has two terminal nodes labeled 0 and 1 representing the
constant function 0 and 1 (called 0-node and 1-node respectively). Each non-
terminal node is labeled with a variable name v and has two edges labeled 1(or
then) and 0(or else). Each non-terminal node represents the Boolean function
corresponding to its 1 edge if v = 1, or the Boolean function corresponding to
its 0 edge if v = 0 as to Shannon’s decomposition principle (see [Bry86,BRB90]
for details).

10

0 1

0 1 0 1

0 1

The label of variable name
Node

1-edge
0-edge

0-Node 1-Node

e

d

c

d

Fig.2: BDD for (c ∧ d) ∨ (c ∧ e) ∨ (d ∧ e)

Figure 2 shows BDD for (c ∧ d) ∨ (c ∧ e) ∨ (d ∧ e). The variable order have
c � d � e. BDD for f(x) means BDD representing the logical formula f(x). In
this paper, we refer to non-terminal nodes as nodes. We also refer to the left edges
as the edge labeled ”0” (called 0-edge), and to the right edge as the edge with
”1” (called 1-edge). We consider utilizing BDD, having the above properties, for
abductive reasoning.
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3.2 Cost-based abductive reasoning using BDD

We assign a cost, corresponding to a cost of a hypothesis, to each 1-edge of a
node labeled with the hypothesis.1 And we suppose that a cost of a path in BDD
is the sum of the cost of edges in the path. A cost of an explanation, then, is the
sum of the costs of 1-edges included in a path from root node to 1-Node.

By utilizing the BDD, abductive reasoning is performed with the following
steps, when a knowledge-base F ∪H and an observation O are given.

i) Generating BDDs. Generate BDDs for each of Horn clauses in F ∪H and
O. In this step, we adopt completion of programs [Llo84], and transform a
propositional Horn clause “f ← a1, a2, . . . , an” to a logical formula “f =
a1, a2, . . . , an”.2 More in detail of generating BDDs, refer to [Bry86] and
[Min93].

ii) Consistency Checking. For each path in the BDDs generated above step,
extract all nodes whose 1-edge are included in the path, and collect all labels
of the nodes. Then, check if some of the labels represent all hypotheses in any
consistency condition in F ∪H. The path satisfying the condition, making
contradiction to facts, is excepted from the BDDs.

iii) Finding Explanation(s). Collect paths, called successful paths, from root to
1-node from the BDD for O, and select a path, called an optimal successful
path, whose cost is minimal from the successful paths. Then, extract nodes
such that: 1-edge of the node is included in the path, and the node is
labeled with hypotheses.

Abductive reasoning, finally, finds the hypotheses as an explanation of the ob-
servation in the BDD for O (i.e., target BDD).

Example 3.1 We consider abductive reasoning using BDD for example Pex with
an observation “C” (shown in Figure 1). In the example, we suppose that variable
order is a � b � c � d � e � f � g. Figure 3 shows the result of step ii). In the
figure, a path marked with ” ” indicates that it makes contradiction to facts
in Pex. We know, through the step iii), that {b} becomes the most preferable
explanation of Osince the cost of {b} is minimal among all sets of hypotheses
(e.g., {b}, {a!$c!$e!$g} and {a!$d!$e!$g}) obtained from all successful paths in
the BDD for O, while maintaining the consistency.

The above mentioned procedure, however, has two crucial problems. Figure
3 shows that the BDDs have lots of unnecessary paths so as to find an optimal
successful path. A BDD for an observation generated by the above steps includes
all successful paths; all explanations of the observation can be obtained from the
paths. However, it should be noticed that we need an optimal explanation only.
We, therefore, introduce a heuristic search control technique into generation of
BDD.

1 We suppose that 1-edge of a node labeled with a fact in knowledge is given zero as
its cost.

2 = designates equivalent and not unifiable.

218  S. Kato et al.



e

10

c

d d

(5)

(2) (2)

(1)

A cost of the hypotheses

1-edge

Hypothesis

0-edge

f

10

c

d d

e

g

10

c

a

b b

dd

e

g

10

c

d d

e

a

b b

BDD for clause 2.1 BDD for clause 2.2 BDD for clause 2.3 BDD for O
Fig.3:Abductive Reasoning using BDD for example Pex

In another problem, paying attention to the BDD for clause 2.2 and the BDD
for O in the figure, we know, as a result of generation of the BDD for O, that
the BDD for clause 2.2 did not have to be generated, since it is independent
on the BDD for O; thereby, the BDD for clause 2.2 is irrelevant to the BDD
for O. The problem is that it is impossible to check the relevancy between a
BDD and target BDD. A static analysis strategy of given knowledge-base may
be solve this problem. Overhead of the analysis, however, can not be negligible,
especially for propositional logical formulas as knowledge-base. On our strategy,
generation of a BDD pauses on an intermediate phase, and it is completed after
the BDD turns out to be involved with a target BDD.

In the next section, PBDD (Partial BDD) is defined so as to represent a
BDD under generation. We, then, propose GPC (Graft & Pruning Construction)
algorithm incorporated with heuristic search strategies, which can efficiently
generate a target BDD utilizing PBDD, in Section 5.

4 Partial BDD

We now discuss constructing BDD for a propositional logical formula “f =
v1 v2 · · · vn” ( designates a logical operator), taking into consideration with
the complexity of the formula. It is quite efficient to construct the BDD if f
is composed of only atoms (i.e., vi is an atom). the BDD for f , then, can be
very compact. The efficiency, however, may not hold in case that f nests other
formulas (i.e., vi = wi1 wi2 · · · wim). this is ineludible for constructing a whole
BDD. From the viewpoint of applying BDD to a kind of constraint satisfaction
problem such as abduction and deduction, the above anxiety can be avoidable,
since abduction and deduction do not require the whole truth value table for
f , they need only truth values of vi such that f becomes true, instead. This
means that it is unnecessary to constructing BDD for vi = wi1 wi2 · · · wim if
truth-value of vi is resultingly irrelevant to that of f . In general, it is impossible
to judge the relevancy of vi to f without any pre-analysis. In this paper, we
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propose a method; construction of BDD for f is partially done by treating vi as
like an atom, and it is, then, completed after the BDD for vi turns out to be
necessary for the BDD for f . We, thus, modify the original BDD as follows.

Definition 4.1 Let be a logical operator, and f = v1 v2 · · · vn be a proposi-
tional logical formula, and F be a set of fs. Then, PBDD (Partial BDD) for f
in F is defined as a BDD for f constructed such that;

•Each of propositional variables vi (1 ≤ i ≤ n) in f is decomposed by Shannon’s
decomposition even if it is not an atom, that is, a formula vi = w1 w2 · · · wma
exists in F .
•The order of variable f is the highest in all orders of variables vis, that is,
the node labeled with f is positioned higher than all nodes labeled with vis
in the BDD.

Example 4.1 Suppose we construct PBDDs for Horn clauses in knowledge base
in Figure 1, where the variable order is given as C � B � a � b � A � c �
d � e � f � g by definition 4.1.3 Figure 4 shows PBDDs for the Horn clauses
in Figure 3. By comparison with BDDs, representing same clauses, in Figure 3,
the figure shows that PBDD is easier and smaller than BDD. PBDD structures
the same diagram with BDD if a given Horn clause is composed of only atoms
(see PBDD for clause 2.1 in the figure).

PBDD is characterized by as follows. In case that constructing PBDD for
a logical formula requires another PBDD to apply some logical operation, it
suspends the applying, while constructing BDD dose apply the operation by
bottom-up computation without lookover for the relevancy. In our method, Graft
& Pruning Construction algorithm (shown in the next section) enables this ap-
plying to be done by top-down computation after its necessity turns out.

3 In general, definition 4.1 may allow more than one order. In this example, so as to
compare with BDDs in Figure 3, we take same order with that in Example 3.1 with
respect to atoms “a, b, c, d, e, f, g”.
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5 Cost-based Abductive Reasoning using PBDD

The Section describes our cost-based abductive reasoning, which can find an
optimal explanation efficiently, by using PBDD with heuristic search control
technique. By utilizing the PBDD, abductive reasoning is performed with the
following steps, when a knowledge-base F ∪H and an observation O are given.

i) Generation of PBDDs:
Based on Definition 4.1, decide the order of propositional variables in F ∪H
and O. and then, generate PBDDs for each of Horn clauses in F ∪H and O.

ii) Graft & Pruning Construction (GPC):
Construct BDD for the observation in the manner of GPC algorithm (see sec-
tion 5.1) so as to find an optimal successful path in BDD for O. Consistency
checking of the path is included in the GPC.

iii) Finding an Optimal Explanation:
Extract nodes from the path such that: 1-edge of the node is included in
the path, and the node is labeled with hypotheses.

Abductive reasoning, finally, finds the hypotheses as an optimal explanation of
the observation in the BDD for O.

5.1 Graft & Pruning Construction

We propose Graft & Pruning Construction (GPC) algorithm, which can effi-
ciently construct an optimal successful path from a PBDD. GPC enables con-
structing a target BDD to avoid involving BDD for knowledge irrelevant to the
target BDD, and to avoid expanding nodes irrelevant to a given observation.
GPC thus makes abductive reasoning much more efficient.

Figure 7 shows the algorithm of GPC. In the figure, Fm indicates a conjunc-
tion of logical formula, and Nm indicates a node in PBDD. Open and Closed
indicate sets of nodes.

Nm is composed of four elements: the label, Fm, Hypom and ĥ(Nm), where
Fm means the logical formula should be represented by sub-PBDD under Nm,
Hypom means the set of hypotheses already assumed to be true at the path form
root to Nm, and ĥ(Nm) means evaluation value of Nm.

The algorithm executes the iterations of series of three procedures, “node
generation”, “consistency checking”, and “path selection”. The iterations are
done in order to find an optimal successful path. At the m-th iteration, the
GPC algorithm behaves intuitively as follows, where Nm is in the form of
(null, f(hj, hj+1, · · · , hn),Hypom, ĥ(Nm)), and ,hj has the highest position in
the variable order for variables in formula f(hj, hj+1,· · · , hn).

node generation procedure assigns hj to node Nm as its label, and then,
generates descendant nodes by either of following three ways according to the
label hj:
in case hj =1-Node, GPC finds an optimal successful path. GPC, thus, ter-

minates, in success, with out put Hypom. (see lines 16-17 in Figure 7)

221Cost-Based Abduction Using Binary Decision Diagrams 



in case hj = is a hypothesis, by Shannon’s decomposition principle, formula
f(hj, hj+1, · · · , hn) can be decomposed into disjunction of hj∧f(1, hj+1, · · · ,
hn) or h̄j ∧f(0, hj+1, . . . , hn). The descendant nodes Nm1 and Nm0 are con-
structed in the forms of (null, f(1, hj+1, . . . , hn),Hypom∩hj , ĥ(Nm)+ cost(hj))

and (null, f(0, hj+1, · · · , hn),Hypom, ĥ(Nm)), under 1-edge and 0-edge of Nm,
respectively. (see lines 18-28 in Figure 7)

in case hj is consequence of Horn clause hj←Hj , propositional variable hJ

is replaced with propositional formula Hj . And then, by Shannon’s decom-
position principle, f(HJ , hj+1, . . . , hn) can be decomposed into disjunction
of Hj ∧ f(1, hj+1, · · · , hn) or H̄j ∧ f(0, hj+1, · · · , hn). The descendant nodes
Nm1 and Nm0 are constructed in the forms of (null,Hj ∧ f(1, hj+1, · · · , hn),

Hypom, ĥ(Nm)) and (null, H̄j∧f(0, hj+1, . . . , hn),Hypom, ĥ(Nm)), under 1-edge
and 0-edge of Nm, respectively. the above replacement means that construct-
ing PBDD resumes applying logical operation involving another PBDD. The
operation is done by top-down computation; PBDD for Hj is grafted onto
descendant node of Nm. It follows from Horn clause hj←Hj that PBDD
for Hj is relevant to a target BDD including the node labeled with hj .

(see lines 29-39 in Figure 7)
It should be noticed that Shannon’s decomposition can be done easily using
PBDDs already constructed.

consistency checking procedure checks the consistency of nodes generated
by the above procedure. For a node (label, f(hj, · · · , hn),Hypom, ĥ(Nm)), if
Hypom includes all hypotheses in any consistency condition, the node is ex-
cepted from the PBDD. (see lines 41-42 in Figure 7)

node selection procedure, in the best-first manner, updates Open and Closed
with generated nodes and expanded node respectively. It, then, selects node
Nm+1 whose evaluation value ĥ(Nm+1) is minimal from Open for the next it-
eration. If Open = φ, GPC terminates in failure. (see lines 43-51 in Figure 7)

10

C

10

(5)

(2)

C

a

b

PBDD for the Observation O A Result of GPC Algorithm

Fig.5:An Input and An Output of GPC Algorithm

Example 5.1 Abductive reasoning for the example knowledge-base shown in Fig-
ure 1 is performed by the following steps. Firstly, PBDDs are constructed in the

222  S. Kato et al.



Execution Time for Reasoning Amount of Work for Reasoning

0

2

4

6

8

10

12

14

0 10 20 30 40 50 60 70 80

(sec)

n

BEM-II

Our System

Size of Knowledge base:(n-bit ripple carry adders)

R
untim

e

0

2

4

6

8

10

12

14

16

18

20

0 10 20 30 40 50 60 70 80

Size of Knowledge base:(n-bit ripple carry adders)

(X 1000)

GPC

PBDDs

Target BDD

BDDs

N
um

ber of N
odes

n

Fig.6: Experimental Results

way of Example 4.1, and PBDD for O, shown in Figure 5, is inputted to GPC
algorithm. GPC is executed and then finds an optimal successful path shown in
Figure 5. Abductive reasoning, thus, can find {b} as an optimal explanation,
since 1-edge of the node labeled with b is included in the optimal successful
path. In Figure 5, a node having no label shows that the node is not expanded.
It should be noticed that GPC uses only PBDD for O and PBDD for clause 2.3.
This means that GPC can avoid involving PBDDs irrelevant to given observation
and expanding nodes irrelevant to an optimal successful path (PBDD for clause
2.2 and PBDD for clause 2.1 are corresponding to this case).

6 Some Empirical Results

We have made some experiments. We have considered a diagnostic problem to
diagnose an n-bit ripple carry adder circuit. We have represented each hypothesis
as a state in which a gate x is (i.e. okayx, onx or offx), and have given each
hypothesis |logeP(statex)| as its cost, where P(statex) is a probability of x being
in state4. Figure 6 shows the experimental results on the problem, by changing
the size n of the circuit. Our experimental system is written in C and all runtimes
are average CPU times of a hundred experiments on SPARCStation5/85Hz with
64MB memory. We have compared our system with BEM-II [Min93] in the
experiments. In this particular example, the results indicate that our system is
about 1.2 ∼ 9.9 times faster than BEM-II as the problem becomes larger.

We have also measured amount of work for reasoning on the problem. In
the figure, BDDs indicates the total amount of BDDs generated by BEM-II,
and PBDDs indicates the total amount of PBDDs generated by our system.
Target BDD indicates the size of a BDD for given observation (target BDD),
and GPC indicates the size of a BDD constructed by GPC algorithm. Results on
the problem with its size n = 80 (diagnosis of 80-bit ripple carry adder circuit)

4 It follows from 0 ≤ Pi ≤ 1 and
∏

i
Pi = exp(

∑
i
|logePi|) that

∏
i
Pi is maximum if∑

i
|logePi| is minimum.
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shows that our system can involve only about 25% of total amount of work by
BEM-II. The result also shows that our system can find an optimal solution with
a half sized target BDD, in comparison with BEM-II.

7 Conclusion

We proposed an abductive reasoning system which can find most preferable solu-
tion efficiently, by utilizing BDD with heuristic search control technique. In this
paper, a specialized BDD, Partial BDD, was defined and its operation suitable
for abductive reasoning, Graft & Pruning Construction, was proposed. PBDD is
effective to maintain the goal-directedness of reasoning, and GPC algorithm can
avoid generating some parts of BDDs which are irrelevant to the most preferable
solution.

We implemented PBDD and GPC algorithm and built a cost-based abduc-
tive reasoning system which can find much more efficiently the most preferable
explanation of a given observation. We also made some experiments on the sys-
tem with some diagnostic problems. The results show that our system gives good
performance comparable to a system using an existent efficient implementation
of BDD. Our proposed BDD operation incorporated with heuristic search control
would be interesting also from the viewpoint of BDD applications for constraint
satisfaction problems, since it gives a way of controlling top-down construction.
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Graft & Pruning Construction
1 begin

2 F0 := O ; Hypo0 := φ ; ĥ(N0) := 0 ; N0 = (F0, F0, Hypo0, ĥ(N0)) ; Open := {N0} ;
3 Closed := { 0-Node } ; finish := false ; PBDD :={PBDDs for Horn clauses in F ∪H} ;
4 while (Open 6= φ and not finish)
5 begin
6 Children := φ ;

7 Nm := (hj , Xm0 ∧ · · · ∧Xmn, Hypom, ĥ(Nm)) ∈ Open | for all Nk ∈ Open: ĥ(Nm) ≤ ĥ(Nk) ;
8 if hj = null then
9 begin

10 hj := a lowest variable in the variable order ;
11 for each Xmi of Xm0, . . . , Xmn

12 for all pbdd ∈ PBDD
13 if (∃(hji, Xmi, , ) ∈ pbdd and variable order of hji is higher than hj ) then hj := hji ;
14 end
15 case of hj

16 1-Node: % an optimal successful path is found.
17 Hypo := Hypom ; finish := true ;
18 Hypothesis: % one step expansion of hj .
19 Fm0 := 1 ; Fm1 := 1 ;
20 for each Xmi of Xm0, . . . , Xmn

21 begin
22 decompose Xmi into (h̄j ∧X0

mi) ∨ (hj ∧X1
mi) ;

23 Fm0 := Fm0 ∧X0
mi ; Fm1 := Fm1 ∧X1

mi ;
24 end
25 Hypom1 := Hypom ∪ hj ;

26 generate node Nm0 in the form of (null, Fm0 , Hypom, ĥ(Nm)) ;

27 generate node Nm1 in the form of (null, Fm1 , Hypom1 , ĥ(Nm) + cost(hj)) ;
28 Children := {Nm1 , Nm0} ;
29 Consequence of Horn clause : % graft another PBDD onto hj .

30 Hj := a0, . . . , al | ∃hj ← a0, . . . , al ∈ F ∪H ;
31 Fm

h̄j
:= H̄j ; Fmhj

:= Hj ;

32 for each Xmi of Xm0, . . . , Xmn

33 begin
34 decompose Xmi into (h̄j ∧X0

mi) ∨ (hj ∧X1
mi) ;

35 Fm
h̄j

:= Fm
h̄j
∧X0

mi ; Fmhj
:= Fmhj

∧X1
mi ;

36 end

37 generate node Nh̄j
in the form of (null, Fm

h̄j
, Hypom, ĥ(Nm)) ;

38 generate node Nhj
in the form of (null, Fmhj

, Hypom, ĥ(Nm)) ;

39 Children := {Nh̄j
, Nhj

} ;

40 end case

41 if (∃Hypom1) then % cheking the consistency
42 if (Hypom1 ∧ F → false) then Nm1 := 0-Node ;

43 for ∀N ∈ Children |N = ( , F, , ĥ(N)) % in the best-first manner.
44 if N 6= 0-Node then
45 begin

46 if (N ′ 6∈Open ∪ Closed |N ′ = ( , F, , ĥ(N ′))) then Open := Open ∪N ;

47 if (N ′ ∈ Open |N ′ = ( , F, , ĥ(N ′)) and ĥ(N) ≤ ĥ(N ′)) then
48 Open := Open ∪ {N} \ {N ′} ;

49 if (N ′ ∈ Closed |N ′ = ( , F, , ĥ(N ′)) and ĥ(N) ≤ ĥ(N ′)) then
50 Closed := Closed ∪ {N} \ {N ′} ;
51 end
52 Closed := Closed ∪Nm ;
53 end while
54 if (Open = φ) then return false ;
55 return Hypo ;
56 end.

†Shannon’s decomposition in line 20-24,32-36 is executed easily by inputted PBDD.

Fig.7:Algorithm of Graft & Pruning Construction
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Abstract. This paper introduces a new approach in the debugging of hardware
designs. The design is given as a VHDL program and converted in a component
connection model. The conversion is similar to the synthesis of register transfer
into gate level programs. The resulting model is directly used for locating faults
within the design. To do this, we propose the application of model-based diagnosis.
The advantage of this approach is its degree of automation and that it can be applied
even on today’s mid-size to large size programs.

1 Introduction

Since hardware designs continue to become larger and more complex the verification
task becomes a crucial factor. In order to reduce time to market and the overall design
costs, formal verification techniques and extensive simulations are currently used during
the design cycle. However, currently there is almost no help for the designer in fixing
the faults thus found. Only traditional debuggers allowing to go step by step through
the code are available, making fault localization and correction a time consuming and
difficult task.

Because a large amount of time is spent in fault localization and correction, automa-
tion of this task helps to improve the design process. Work has recently been done in this
direction include [CWH94,FSW96,SW98]. In this paper we describe a new approach
for diagnosing hardware designs. Similar to previous work we convert VHDL programs
(see [Nav93,VHD88] for an introduction into VHDL) into a declarative model descri-
bing the programs behavior. Such a model consists out of component models, associated
with statements or expressions, and connections, associated with signals and variables
used in the program. By applying standard diagnosis techniques (see [Rei87]) we can
locate faulty components in the model and map them back to the associated statements
or expressions within the program. This debugging approach is not restricted to VHDL.

To be general applicable the model has to be automatically derived from the pro-
gram. The main part of the conversion process is to map parts of the programs into
components. Which parts are onsidered will influence the granularity of the diagnosis
results. If statements are directly mapped to components, bugs can only be localized on
the statement level. Faults inside a statement can not be diagnosed with such a model.
This must not be a drawback since diagnosis time depends on the number of diagnosis

? The work presented in this paper has been partially funded by Siemens Austria under research
grant DDV GR 21/96106/4 and the Austrian Science Fund Project N Z29-INF.

I. Imam et al. (Eds.): IEA/AIE-99, LNAI 1611, pp. 226–235, 1999.
c© Springer-Verlag Berlin Heidelberg 1999
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components. On the other hand, if a converted program consists only out of one com-
ponent, diagnosis does not provide any discrimination. Therefore the granularity should
be carefully chosen.

In [FSW96] VHDL concurrent statements were mapped to diagnosis components.
Since the number of concurrent statements varies from 1 to about 1,000 with an average
value of about 20, this diagnosis granularity is good enough to provide substantial in-
formations in most cases. Additionally, an extented model (see [SW98]) allows to apply
hierarchical diagnosis on the contents of a concurrent process statement. The hierarchical
diagnosis process is done as follows. First, the bug is located at the level of concurrent
statements. If one VHDL process statement can be identified as source of an error, a
model using the sequential statements in a process as components, allows to locate the
bug within the process.

The approach used in this paper differs from the previous in the following point.
Instead of using a hierarchical diagnosis approach, we convert the program into a flat
structure. Statements and expressions are converted to (diagnosis) components. This is
similar to the synthesis process (see [VHD98]) where (VHDL) programs are directly
converted into hardware, implementing the same functionality. However, integers and
other data types are not mapped into boolean values in the manner usual for synthesis
tools. One advantage of this approach is that the resulting system does not need to take
account of the VHDL operational semantics speeding up computation. Of course it is
guaranteed that the diagnosis system implements the same functionality as the program.
In summary the proposed approach has the following benefits: (1) A model used for
diagnosis is automatically derived from the given program. (2) Diagnosis is done using
standard model-based diagnosis techniques. (3) Because of the syntactical restrictions
the approach can be applied even to large size designs. (4) The approach is applicable to
VHDL register transfer programs. Most of todays designs are written using the VHDL
register transfer subset.

This paper is organized as follows. In section 2 the approach is introduced using a
small example. It is followed by a description of the conversion procedure. Section 4
shows how the model can be used for debugging. A section about related research and
future directions concludes the paper.

2 A Basic Example

We illustrate our approach using a small VHDL program implementing a 2 bit counter.
The counter is reseted by a positive value on the RESET input and counts up every
time a positive edge of the clock input CLK is detected. Figure 1 shows the VHDL
program consisting of an entity COUNTERand describes the inputs (CLK,RESET) and
the outputs (O1,O2) of the device. The behavior of the counter is given by the architecture
BEHAV. Two processes (MEM and COMBIN) implement the desired functionality. The
behavior of the counter is shown in figure 2 (a).

The program behavior ( given by the VHDL semantics) is described such as follows:
Processes are only executed after detecting an event on a input signal at the current
simulation time. In our case an event occurs if at least one signal of the process sensitivity
list changes the value. The sensitivity list of the MEM process has two signals: CLK
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entity COUNTERis
port ( CLK, RESET :in STD LOGIC;

O1, O2 :out STD LOGIC );
end COUNTER;
architecture BEHAV of COUNTERis

signal D1,D2 : STDLOGIC ;
begin

mem:process( CLK, RESET )
begin

if RESET = ’1’then
O1<= ’0’; O2 <= ’0’;

else if CLK = ’1’ and CLK’EVENT then
O1<= D1; O2<= D2;

end if ; end if ;
end processmem;
comb in : process( O1, O2 )

variable V: STD LOGIC;
begin

V := not(O1); D1<= V;
D2 <= not((O1and O2)or (V and not(O2)));

end processcomb in;
end BEHAV;

Fig. 1.The VHDL COUNTER(BEHAV) program

and RESET. So if RESET is set to ’1’ the process is executed. The signals O1 and O2
are set to ’0’. Since both signals occur in the sensitivity list of COMBIN, it is executed
and D1 is set to ’1’ and D2 to ’0’. If RESET is set to ’0’ the counter starts counting up
every time a positive edge on CLK is detected. In the first step O1 is set to ’1’ and O2 to
’0’. Then the process COMBIN is executed leading to D1 = ’0’ and D2 = ’1’.

The same functionality as described above can be implemented using hardware.
[VHD98] describes a VHDL subset together with a conversion algorithm for mapping
programs into a gate level representation.The gate level view of the COUNTER(BEHAV)
program corresponds directly to hardware. In our approach we use the basic idea of RTL
synthesis. However, we do not restrict ourself to such a small class of RTL programs as
synthesis does. See [VHD98] for a description of how VHDL process must be organized
to be mapped to flip flops, latches and other digital gates. Instead the only restriction we
currently apply is that wait statements are not allowed within processes1 and that delay
times are ignored. Expressions, conditionals, assignments, loops, etc. are converted to
simple components while signals and variables are converted to connections.

3 Modeling Programs

In this section we show the conversion of programs into diagnosis systems. For presenta-
tion purposes we restrict VHDL to a subset. However, the used techniques can be easily
applied to other VHDL constructs namely component instantiation statements, loops,
and others. The overall conversion process can be summarized as follows:

1. Convert the program into a component connection model. This representation may
contain cycles.

1 Usually the wait statement can be replaced by a corresponding process sensitivity list.
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2. Make the model acyclic. In the hardware context this step creates a combinational
circuit from the sequential circuit.

3. Do diagnosis using the model and observations. In debugging observations come
from an oracle (a formal specification or the programmer).

Before discussing the program conversion process we define a component connection
model. A component is an object with ports and a specified behavior. Connections are
associated to ports. We introduce a functionp for every port of the given component
returning the associated connection, i.e.,p : COMPS 7→CONNS. For example,
given aNOTcomponentC with two portsin andout we assume the existence of the
functionsin(C) andout(C). We further introduce a functionports : COMPS 7→
2PORTS returning a set of ports for a given component. For componentC we have
ports(C) = {in, out}. The behavior of a component can be obtained using thebehavior
function. For simplicity we introduce a functionconnPorts returning all ports connected
with the given signal. The model for a program is given by a set of components and the
connections can be computed from the underlying information. This model forms the
system description used in model-based diagnosis to determine faulty components. In our
approach we convert programs into models, compute diagnoses, and map the diagnoses
back to the associated parts of the programs.

VHDL programs are given by an entity and an architecture2. While entities specify
the interface, i.e., those signals accessible from the outside, architectures implement the
(maybe faulty) behavior.Therefore only architectures must be converted into diagnosable
systems. For simplicity we assume that an architecture consists out of processes. That is
no semantic restriction because every concurrent statement relevant for simulation that
is not a single process can be rewritten in this manner.

We further assume a functionconn : (SIGNALS × STATEMENTS) ∪
V ARIABLES 7→CONNS mapping driving signals and variables to connections,
and a functionsignalConn : SIGNALS 7→CONNS associating signals to connec-
tion. Note, that a driver of a signal is generated whenever a process assigns a value to a
signal. The driver itself is a signal that determines the signal value according to theVHDL
semantics. The mappings of signals are never changed during conversion. They are initi-
ally given by associating a new connection to every signal driver occurring in the VHDL
program (forconn) and by associating a connection to every signal(forsignalConn).
For every variable we also initializeconn with a new connection. However, the associa-
ted connection may change during conversion. This distinction is necessary because of
the semantically different handling of signals and variables in a process. Details about
the handling of resolution functions used to determine a value in case several driving
signals are used can be found in [Wot99]

The conversion algorithm converts VHDL architectures by successively converting
their concurrent statements, i.e., processes. Processes are converted by converting the
sequential part. The conversion of the sequential part is done statement by statement
in the same order they appear in the source code. Because of limited space most of
the formal definition of this conversion together with the conversion of expressions is

2 Configurations are ignored for our purposes because it is always possible to automatically
generate a program with an equal behavior without using configurations.
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Fig. 2.The behavior of the two COUNTER programs

omitted. The whole algorithm is given in [Wot99]. To show the basic principles we define
the conversion of VHDL assignments.

Signal, Variable Assignmentsare converted to a componentCassignment with
one inputin and one outputout. The behavior is simple. If the assignment is as-
sumed to be correct the input value is converted to the output and vice versa, i.e.,
assignment(C) ∧ ¬ab(C) ⇒ in(C) = out(C). The following algorithm converts a
signal assignment to a component oriented view.

convert(T <= E, comp, conn, signalConn, P )
c = newCassignment comp = comp ∪ {c}
out(c) = conn((T, P )) in(c) = convert(E, comp, conn, signalConn)

As stated previously the execution of the variable assignment immediately changes
the variable value. We model this by changing the associated connection.

convert(T := E, comp, conn, signalConn, P )
c = newCassignment comp = comp ∪ {c}
in(c) = convertExpr(E, comp, conn, signalConn)
conn(T ) = new connectionout(c) = conn(T )

Theconvert algorithm defines the conversion of programs into a component oriented
view. Since this representation may contain cycles we must eliminate them. Therefore
we first convert the program into a functional dependency graph and remove the signal
vertices eliminating all cycles. In [SW95] the conversion of VHDL programs into a
functional dependency graph is shown.

Let {S1, . . . , Sn} be a minimal set of signals that, when removed, eliminates all
cycles for a given program. We adapt the component connection model described above
by introducing new connectionsC1, . . . , Cn (associated withS1, . . . , Sn) and replacing
every connectionconn(Si) connected with a portp with the new connectionCi. This
final model represents the system description used for diagnosis. Figure 3 shows the
final system description for the example program COUNTER(BEHAV).

It remains to give a condition specifying those signals and variables that must be
observed in order to compute a diagnosis. This set is given by all signals and variables
where their associated connection is only used in exactly one port. All such signals and
variables are either inputs or outputs.

In our case we have to give the values for the inputsCLK, CLK ′EV ENT ,
RESET , Q1(IN), Q2(IN) and the outputsQ1 and Q2. The connectionQ1(IN)
is associated with signalQ1 and the connectionQ2(IN) is associated with signalQ2.



New Directions in Debugging Hardware Designs 231

IF_2
AND_3

EQUAL_1CONST_1

EQUAL_2

AND_2

CONST_4 ASSIGN_5

ASSIGN_6

CONST_3

ASSIGN_7NOT_3NOT_2

CONST_2

ASSIGN_2

AND_1

ASSIGN_3

NOT_1

ASSIGN_4

ASSIGN_1

IF_1

OR_1

RESET

CLK

D1

D2

Q1

Q2

CLK’EVENT

MEM

COMB_IN
V

Q1(IN)

Q2(IN)

Fig. 3.The final diagnosis system for COUNTER(BEHAV)

The name is only used to distinguish between the input and the output value forQ1
(Q2). From the semantics point of view the value ofQ1(IN) at timet 6= 0 is given by
the value ofQ1 at the immediately preceding time pointt − 1. At time t = 0 the value
of Q1(IN) is equal to the initial value.

4 Using the Model for Program Debugging

Until now we have shown the conversion ofVHDL programs into system descriptions for
model-based diagnosis and specified the set of signals and variables whose values must be
known to find the location of a bug.We use the example from section 2 to demonstrate how
bugs can be located. Therefore we introduce a (single) bug into the COUNTER(BEHAV)
program. Instead of ” D2<= not((O1 and O2) or (V and not(O2))); ” in the correct
program we assume that the faulty architecture (named FAULTY) has the assignment
” D2 <= not((O1and O2)and (V and not(O2))); ”.

The faulty program COUNTER(FAULTY) now produces a behavior as given in
figure 2 (b). The Comparison of this waveform trace with the original one (figure 2 (a))
leads to the detection of discrepancies. In the next step we use the specified behavior
together with the computed system description. Because of the kind of bug the structure
of the system description of both programs is equal. Therefore we can use the schematics
depicted in figure 3 for diagnosis. We only have to assume that component OR1 behaves
like anAND component. The specified behavior (given in figure 2 (a)) can be viewed
as observations for the diagnosis system. Table 1 shows the list of observations. The
columns of the table are the test vectors for diagnosis. Vectors leading to contradictions
are denoted with a star (*) on the right side of the table.

At this point we are interested in locating the bug. Since we use standard model-
based diagnosis techniques this means that we are searching for a subset of the com-
ponent set, that when assumed to behave incorrect, does not anymore lead to a contra-
diction. See [Rei87] for a formal definition. In the context of model-based diagnosis,
debugging is viewed as searching for components not leading to a contradiction. For
example if we assume that IF1 is faulty, i.e.,ab(IF 1), and that all other components
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Table 1.List of observations for diagnosis

testRESET CLK CLK′EV ENT Q1(IN) Q2(IN) Q1 Q2
1 ’1’ ’0’ true ’0’ ’0’ ’0’ ’0’
2 ’1’ ’1’ true ’0’ ’0’ ’0’ ’0’
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . .
7 ’0’ ’1’ true ’0’ ’0’ ’1’ ’0’ * 1

8 ’0’ ’0’ true ’1’ ’0’ ’1’ ’0’
9 ’0’ ’1’ true ’1’ ’0’ ’0’ ’1’
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . .
13 ’0’ ’1’ true ’1’ ’1’ ’0’ ’0’ *
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . .

C ∈ COMPS behave correct, i.e.,¬ab(C) then it can be proven that no contradic-
tion occurs. So we have found a diagnosis{ab(IF 1)} which can be mapped back to
the first conditional statement of the process MEM. In summary we get 12 diagnoses:
{ab(AND 1)}, {ab(OR 1)}, {ab(NOT 3)}, {ab(ASSING 3)}, {ab(ASSIGN 7)}, {ab(IF 2)},
{ab(CONST2)}, {ab(EQUAL 2)}, {ab(AND 3)}, {ab(CONST 1)}, {ab(EQUAL 1)},
{ab(IF 1)}.

This result is good in the sense that the number of possible fault locations is reduced.
Only 12 of original 22 components can cause the faulty behavior. However, it does
not improve the results obtained using much simpler approaches such as [FSW96],
where the two processes MEM and COMBIN would be diagnosis candidates.Although
the result of the new model is more accurate it does not distinguish between the two
processes. In order to improve diagnosis using the component connection model we have
to take a closer look at the involved components, their behavior modes, and the possible
corrections.

Conditional statementshave three behavior modes:¬ab(C),ab(C), andwrong(C)
to indicate correct behavior, incorrect behavior, and a fault within the condition causing
the execution of the wrong path. Theab(C) mode is the most general one. Nothing
about the real behavior is specified leading to the conclusion that everything is possible.
Therefore this mode should only be taken into account if nothing else (e.g.,wrong(C))
explains to a wrong behavior. Correcting a faulty conditional statement with anab(C)
mode is difficult. Several corrections are possible including removing the conditional, ad-
ding lines of code before or after the conditional statement, among others.Thewrong(C)
mode gives more information about the bug location than theab(C) mode because it fo-
cuses the attention only to the condition. The correction of a faulty conditional statement
with awrong(C) behavior has to be done by correcting the condition.

Assignmentshave two modes, one for the correct behavior (¬ab(C)) and one in-
dicating a fault (ab(C)). A ab(C) gives no exact hint about the kind of fault. Only two
possible faults can be excluded, a faulty expression and a wrong target signal. The wrong
expression is handled by the connected components associated with the expression. The
wrong target signal can only be handled by assuming a structural fault in the converted
system. A possible correction for a faulty assignment is to add new statements before
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or after it. By assuming that only few changes are necessary to correct the fault we can
ignore assignments as diagnosis unless nothing else is a diagnosis.

Constants, Functionscan be correct (ab(C)) or faulty (¬ab(C)). Faulty constants or
functions can be corrected by replacing them with another constant, function or variable
(see [SW98]).

Filtering diagnosis candidates is done using 3 rules:
(1) Remove all diagnoses where components mapped to a condition are included.
(2) Remove candidates where conditional statementsC are assumed to behave incor-
rectlyab(C) but where we know that the condition is not faulty (¬wrong(C)).
(3) Eliminate diagnoses that includes faulty assignments.

Note, that the rules (2), (3) are only applicable while at least one diagnosis remains.
Rule (1) is not allowed to be used if diagnosis focus on finding the bug in a conditional.
We illustrate the filtering criteria by using our running example where only 3 diagnoses
remain:{ab(AND 1)}, {ab(OR 1)}, {ab(NOT 3)}.

This result can be further improved by using a technique from [SW98] where mul-
tiple testcases are used. Assume for example that diagnosis{ab(NOT 3)} is correct.
In this case we can compute the following input/output vectors. For test 7 we get
(in(NOT 3), out(NOT 3)) = (′0′,′ 0′), for test 9 and 11(′0′,′ 1′), and for test 13
(′0′,′ 0′). We see that with the same input value, i.e., ’0’, different output values should
be returned. Assuming the working hypothesis, that the correct program is a small vari-
ant of the wrong one, leads to the conclusion that NOT3 can not be a single diagnosis.
Note, that if this working hypothesis is not used, then replacing aNOTby anAND (with
one additional input) might be applicable and we cannot reject this diagnosis. With this
technique diagnosis{ab(AND 1)} can also be rejected. Hence, finally only the diagnosis
{ab(OR 1)} remains. Because the described diagnosis and filtering steps are performed
automatically using the new model, the debugging tool can find the bug automatically.

Although, the techniques described in the paper are not general applicable, they can
be used in a wide variety of examples with similar results. In some examples where
the simplifying assumptions can not be used, we can find the bug locations by using
measurement selection [dKW87] and oracle calls, i.e., user calls or a formal specification.
However, the results computed remain correct and provide a reduction of the initial
search space. However, there is a problem with the model. In the current version it can
not handle bugs related to the use of a wrong variable. Finding such a fault is related
with a structural change in the model. Similar problems occur in hardware diagnosis,
e.g., bridge faults [B¨ot95].

In the remainder of this section we argue that the model can be used for debugging
of medium-sized and large VHDL programs. Because we have not yet implemented the
proposed approach we give an estimation for the diagnosis of single bugs. This is done by
comparing state of the art diagnosis algorithms with the expected number of generated
components per KBytes of design size. Table 2 (a) gives the performance results of the
DRUM-2 algorithm (see [FN97]) for combinational circuits.

Assuming independence of involved random variables and equal probability, the
expected diagnosis time per gate is 0.007751 seconds. In hardware design, typical si-
mulation runs last from several minutes to several days. If we want to restrict diagnosis
time by an upper limit of 10 minutes (that is convenience to hardware designers) we can
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Table 2.Empirical informations of the performance of diagnosis algorithms and real-world designs

Circuit Gates Diag. TimeTime per Gate
[sec] [sec]

c499 202 0.13 0.000644
c880 383 0.02 0.000052
c1355 547 1.78 0.003254
c2670 1193 6.43 0.005390
c3540 1669 1.42 0.000851
c5315 2307 0.31 0.000134
c6288 2406 118.59 0.049289
c7552 3512 8.4 0.002392

(a) Performance of DRUM-2 (from [FN97])

Design Size Gates Gates
[kByte] per kByte

D-01 2,553 17,188 6.73
D-02 952 1,030 1.08
D-03 48 1,335 27.81
D-04 18 809 44.94
D-05 13 220 16.92
D-06 12 284 23.67
D-07 8 156 19.50

(b) Approximated number of gates for
real-world designs

diagnose systems with up to 77,400 components. Within 10 seconds, smaller programs
with up to 1,300 components can be diagnosed in the average case. Note, that this esti-
mation is based on the assumption that the time for computing single diagnoses is linear
in the number of components.

Finally, we combine the performance results with the expected number of compo-
nents per kByte of source code. This number is taken from real-world examples (see
figure 2 (b)). Assuming statistical independence we get that about 20 components are
created for 1 kByte of source code. Note, that we do not restrict components (gates) to
be digital. Therefore, the given number of components in figure 2 (b) is smaller than the
number of digital components obtained after applying synthesis, i.e., converting VHDL
programs into hardware.

Hence, we can expect to diagnose programs with up to 3.8 MB of source code
within 10 minutes and programs with up to 65 kByte of source code within 10 seconds.
Although this estimation is very rough it provides a strong evidence for the usefulness
of the proposed method.

5 Conclusion and Related Research

Over the past years several approaches for debugging hardware designs have been pro-
posed. [CWH94] introduces algorithms for locating and correcting faults in gate level
designs where only boolean values and functions were used. Our approach on the other
hand is not restricted to boolean values. Instead arbitrary data types and their functions
can be used. Applying model-based diagnosis to software debugging especially for the
hardware description languageVHDL is not new. [FSW96] has proposed an abstract mo-
del in order to handle very large programs with up to 10 MB source code. This approach
is similar to the program slicing [Wei84] but extents it in some directions. In [SW98] a
program description for VHDL process statements handling the full (sequential) VHDL
semantics was introduced. This paper extents previous work in the VHDL domain by
using a concise model for the concurrent statements. Since not all parts of VHDL are
utilized it is not general usable such as [FSW96]. However, we can handle those parts
of VHDL that are mostly used in todays hardware designs.

In summary we use the following restrictions for VHDL programs: (1) Only the
predefined data types including IEEE standard logic are allowed. (2) Neither loops nor
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recursive function calls are allowed. Code with loops that can be translated into a loop
free version can be supported with the proposed technique. (3) No delay times must be
specified. (4) Only one resolution function (for standard logic) is supported. For RTL
synthesis the above restrictions must be also applied. But some synthesis restrictions are
not used because a possible hardware implementation must not be taken into account.
Future work and research in this area should include: (1) A proof that the above model
really does not change the VHDL semantics for the used subset. (2) An implementation
together with a detailed analysis. Performance and an evaluation of the diagnosis results
should be done. (3) Extending the VHDL subset to the more general case including user
defined data types and recursive function calls.
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Abstract. This paper describes the use of diagrams as pictorial, non
analogical representations in mathematics. Three interpretations of di-
agrams, of increasing complexity, are discussed: commutative diagrams,
exact sequences, universal diagrams. Typically, reasoning with diagrams
(in the case under scrutiny, geometrical structures of arrows) involves
three steps: representation, construction, inspection and interpretation.
We show how reasoning with diagrams makes a metaphoric use of the
properties of the representations and suggest how extensions of the ex-
isting paradigms can enrich the emergent domain of hybrid reasoning.
We think that much insight on how to use picture-based reasoning can be
gained by analyzing the way diagrammatic reasoning is used by humans
in existing �elds of research. This study complements the more famil-
iar topic of common-sense reasoning with pictures and diagrams: here,
expert knowledge, rather than common-sense knowledge, is involved.

1 Introduction

The use of pictorial representations in mathematics is widespread in geometry
and topology. In classical Euclidean geometry, analogical representations of the
geometric objects themselves are used as auxiliary tools for conceptualization
and reasoning. Typically, this will involve three steps:

Representation A �gure is drawn to represent the problem. For instance, to
take the geometric proof of Pythagoras' theorem (see [11]), an arbitrary right
triangle is given.

Construction This part is concerned with introducing suitable objects in the
universe of discourse. For example, in the proof of Pythagoras' theorem, two
squares are constructed out of four copies of the original triangle.

Inspection and interpretation Knowledge about the interpretations of the
objects is used. For example, the formulas which give the area of a square
are used for both squares, yielding the desired result after some algebraic
calculation.

Another, simpler example is the proof that all three mediators in a triangle
intersect. The construction part would consist in drawing two mediators and

I. Imam et al. (Eds.): IEA/AIE-99, LNAI 1611, pp. 236−245, 1999.
 Springer-Verlag Berlin Heidelberg 1999

Reasoning with Diagrams:
The Semantics of Arrows



taking their intersection. The inspection and interpretation part would use the
fact that this point is equidistant from the three vertices, hence also lies on the
third mediator.

In [11] a formal language for expressing diagrammatic proofs is investigated.
We will not pursue this topic here, but rather consider informal uses of reasoning
with diagrams, as used by mathematicians.

It is fair to say that �gures in geometry are also commonly held in suspicion
as imperfect representations of the pure, mathematical structures. Geometry
itself has been described as \the art of reasoning correctly about incorrect �g-
ures". Figures are analogical, imperfect representations of the intended bona �de

mathematical objects, such as circles, lines, or triangles. Apart from their ability
to suggest facts that might prove to be false because of the approximate nature
of the representation, �gures also hide implicit assumptions: for instance, in the
proof about mediators, we implicitly assumed that two mediators in a triangle
do in fact intersect. Figures in geometry, then, tend to be assigned a subsidiary
role: although they are aids for intuition, they cannot by themselves give any
validity to a geometrical proof.

An analogous situation holds in topology: As good supports for intuition,
�gures are also commonly used. Since many objects considered in topology are
not embeddable in two or three dimensional Euclidean space, analogical repre-
sentations are used which sometimes leave out some of the properties of the real
objects: for example, the \Klein bottle", a non orientable surface which is not
embeddable in 3-D space, is drawn as a self intersecting surface. Very useful rep-
resentations of topological objects are in terms of quotient objects: for instance,
all compact, connected smooth surfaces can be represented as constructed from
a polygon by identifying suitable pairs of sides (see e.g. [7]). Figure 1 represents
the construction of a torus and the construction of the Klein bottle from a square
by identifying opposite sides of the square in the way indicated by the arrows.

This last class of pictorial representations is interesting in a new way. Those
representations are still partly analogical and still useful as a way of visualizing
the object, but they are representations of constructions of the object rather than
of the object itself. Hence, they leave out in a principled way some (topological)
properties of the represented object; for instance, the representation of a surface
has boundaries which the intended object does not have. Those \cut and glue"
representations have a procedural aspect to them. We will encounter analogous
cases in discussing diagrams.

A last example of using analogous representations in mathematics is in the
area of mathematical logic. In their paper about heterogeneous logic, Barwise
and Etchemendy [1] cite Tennant [10] to the e�ect that \[the diagram] has no
proper place in the proof as such", and contend that \this dogma is misguided".
The example they use for logics uses a universe which is a spatial interpretation
of a logical language. Hence, in a way, their example still belongs to the class
of analogical representations. The same phenomenon we observed for topology
also appears here: some properties of the representation have to be interpreted
on another level. For instance, the fact that a block object lies outside the grid
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Fig. 1. Constructing the torus and the Klein bottle

in the image has to be interpreted as knowing about the existence of the object,
but having no information about its location.

One of the aims of this paper is to defend the view that the usefulness of pic-
torial representations in mathematics is not limited to analogical representations,
by considering the uses of diagrams in algebraically oriented areas of mathemat-
ics. The representations we will discuss cannot be viewed as analogical ones,
except from the fact that they represent the linear structure of composition of
arrows in graph-like structures.

We show how some diagrammatic devices used in mathematics allow to trans-
port some of the reasoning procedures described above to abstract domains.

We will consider three instances of this kind of diagrammatic reasoning, with
increasing complexity in their semantic interpretations:

{ Commutative diagrams.
{ Commutative diagrams and exact sequences
{ Universal properties.

2 Representing composition: commutative diagrams

Reasoning with maps often involves expressing that composing two maps f : A! B

and g : B ! C to get (g � f) : A! C gives the same result as h : A! C. A di-
agrammatic way of expressing this is to say that the triangle in the left part of
Fig. 2 is commutative, i.e. arrows in it can be followed in any way to give the
same result. In the same way, the commutative square in Fig.2 expresses the fact
that g � f = k � h. An interesting property of this representation is the fact that
this amounts to saying that both triangles in the square of Fig. 2 are separately
commutative. Hence the representation has a \block like" property of allowing
to reason from the �gure itself by assembling block-level information into bigger
units.

Reasoning with commutative diagrams typically involves the three steps de-
scribed in the preceding section: representation, construction, inspection and
interpretation. For instance, to prove that a given diagram is commutative, we
may construct a bigger diagram which contains it, inspect and use information
about subparts of the new diagram, and conclude by assembling the information
obtained in that way.
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In reasoning about commutative diagrams, the semantics we use is basi-
cally path semantics: paths on a graph are interpreted as composition of maps.
Commutativity means that two di�erent paths with the same source and target
represent the same map. We now consider adding more semantics to diagrams.

3 Reasoning about input/output properties: exact
sequences

A common situation in mathematics is decomposing objects into simpler objects.
For instance, consider the additive group A of integers modulo 6, whose elements
are 0, 1, : : :, 5. The subset B = f0; 2; 4g is a three element cyclic subgroup in A.
This means that the natural map i : B ! A is in fact a group homomorphism.
Now consider the map j de�ned by j(x) = 3x, which is also a group homomor-
phism. It sends A unto the subgroup C = f0; 3g of A. Hence j : A! C is a
surjective group homomorphism. We get the following sequence:

B
i
�! A

j
�! C

Notice that applying �rst i, then j, (this is denoted by j � i) always gives the
unit element 0 of the group. In other terms, j \kills" all elements input by i.
The subset of elements killed by a group morphism f is called the kernel of f ,
and written Ker(f). Using the usual notation Im(f) for the image of a map f ,
we may express what happens by saying that in the sequence B ! A ! C the
kernel of j contains the image of i.

In fact, the kernel of j and the image of i coincide. This is expressed by saying
that the sequence is an exact sequence (at A). In this particular example, i is
injective, and j surjective. This amounts to saying that the sequences 0! B !
A and A ! C ! 0 are both exact (where the group homomorphisms from and
onto 0 are the only possible ones).

Putting things together, we get the short exact sequence:

0 �! B
i
�! A

j
�! C �! 0
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In many cases, this is the best we can hope to get to express that the object A
can in some sense be decomposed into B and C. In our case, the exact sequence
even splits, which means that we also can �nd a map from C back to A, which
is a group homomorphism, and such that \pulling back" elements from C and
applying j gives the identity map: we only have to choose the canonical injection
of C = f0; 3g into A. This splitting property expresses the fact that A is basically
the direct sum of A, a 3-element group, and C, a 2-element group. However, in
many cases, the existence of an exact sequence is the best one can hope for.

The use of exact sequences was initiated in algebraic topology by Eilenberg
and Steenrod [3]. It illustrates a basic notational device which, as we will see,
has grown into a whole (informal) mechanism of proof in this particular �eld
of mathematics, as well as in category theory, algebraic geometry and formal
logics.

More generally, many situations give rise to long exact sequences, that is,
sequences such that Im(�i�1) = Ker(�i) for all i:

� � � �! Ai�1

�i�1

�! Ai

�i�! Ai+1 �! � � �

4 Using compiled knowledge about sequences: some
lemmas

In many situations in algebraic topology, algebraic geometry, and other alge-
braically oriented domains of mathematics, complex diagrams are used to repre-
sent and reason about the properties of algebraic objects attached to topological
spaces, varieties or other entities. Because of their frequent uses, some results
associated to particular patterns in the diagrams have emerged as lemmas. We
give some typical examples of such lemmas in what follows. Algebraists call
\diagram chasing" the mathematical activity involved in following paths along
the diagrams. Numerous examples can be found in standard textbooks such as
[2, 8, 9]).

4.1 The �ve lemma

The �ve lemma is used in the situation represented in Fig. 3. It asserts that, if:

{ the diagram is commutative;

{ the upper and the lower sequence are exact;

{ �, �, �, � are isomorphisms,

then  itself is an isomorphism.

In the common case where A, A0, E and E0 are 0, the result boils down to the
fact that C and C0, which are \composed" of isomorphic objects are themselves
isomorphic.
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Fig. 3. The �ve lemma

4.2 The snake lemma

The snake lemma deals with two short exact sequences as in Fig. 4. Suppose
that there exist �, �,  such that the diagram is commutative. Then the lemma
asserts the existence of a canonical exact sequence:

0! Ker(�)! Ker(�) ! Ker() ! A0=Im(�)! B0=Im(�) ! C0=Im() ! 0

The name of the lemma is best understood by looking at Fig. 5.

- - - -

- - - -

? ? ?

0 A0 B0 C 0 0

0 A B C 0

� � 

Fig. 4. The snake lemma: what is given
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A0 B0 C 0

A B C

Ker(�) Ker(�) Ker()

Fig. 5. The snake lemma: what is deduced
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4.3 The nine lemma

The nine lemmadeals with nine objects as in Fig. 6. It asserts that, if the diagram
is commutative, if all columns are exact, and if the middle row is exact, then, if
either of the upper or the lower sequence is exact, then both are.

- - - -

- - - -

- - - -

? ? ?

? ? ?

? ? ?

? ? ?

0 0 0

0 A
00

B
00

C
00

0

0 A
0

B
0

C
0

0

0 A B C 0

0 0 0

Fig. 6. The nine lemma

4.4 Discussion

As the preceding examples show, reasoning with exact sequences in diagrams
uses the spatial properties of diagrams in two dimensions. Other more complex
examples can use other geometric �gures (the hexagonal lemma for example) or
virtual three dimensional diagrams by considering e.g. commutative cubes. The
general pattern of proof is still in terms of three steps: representation, construc-
tion, inspection and interpretation.

The new fact is that the language of representation itself supports a degree of
independently compiled knowledge. Typically, in a proof, both the assumptions
and conclusions of a diagrammatic lemma are in terms of the diagram structure
itself. The fact that the class of results we are considering are called lemmas
rather than theorems shows that they are not considered as fully mathematical
in content, but rather as intermediate knowledge resulting from the diagram
chasing activity. Diagram chasing is not considered as really meaningful in itself,
but rather as operating on the representation itself. The critical point here is
that this representation has spatial properties which are used in the proving
activity. To get a feeling of what the diagrammatic structure brings about, we
have only to try to express the same lemmas without using any �gures.
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5 Procedural aspects of diagrammatic reasoning:
universal constructs

The last sections described how the semantics of the basic language of paths
could be enriched by reading o� extra properties in terms of exact sequences. In
this section, we briey describe a class of interpretations of diagrams which fur-
ther complexi�es the interpretation by assigning implicit procedural properties
to the diagrams.

This new class is somewhat analogous to the polygonal representations of
surfaces in topology we discussed above.

Consider the diagram in Fig. 7. The object C is a sum of A and B if this dia-
gram has the following universal property: � and � are injections (or monomor-
phisms in a general category), and for all pairs of arrows u : A! D, v : B ! D,
there exists a unique arrow w : C ! D such that the diagram commutes. Re-
versing all arrows gives the de�nition of a product. Many useful constructs, such
as projective and injective limits (products and sums are special cases) can be
expressed in terms of universal properties of diagrams.

-

6
�
�
�
�
���

�
����

��
��*

A C

B

D

u

v

w

�

�

Fig. 7. A sum object in a category

Reasoning with universal properties makes use of the potential generative
power of universal de�nitions. As a typical example, take the proof of the fact
that the sum of two objects is unique up to isomorphism. Suppose that C0 is
another sum of A and B, with injections �0 and �0. Since C is a sum, there
must exist w : C ! C0 such that �0 and �0 factor through it: �0 = w � �0, and
�0 = w � �0. Since C0 is also a sum, there exists w0 : C0

! C such that � and �
factor through it. This easily implies that w and w0 are inverse isomorphisms.

Universal properties are quite extensively used in category theory [6] where
they allow to describe many important constructs along a basic uniform line:
initial and �nal objects, injective and projective limits, and many more.
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6 Diagrams as objects: from diagrammatic reasoning to
reasoning about diagrams

Category theory gives a way of describing commonalities in many �elds of math-
ematics in terms of arrows and objects. In fact, topos theory, which is part of
category theory, can be used to replace set theory as an alternative foundation
for mathematics.

The existence of the whole �eld of category theory is possible because of
the fact that many �elds of mathematics (if not all of them) can be expressed
in terms of arrows and objects. A standard example is the de�nition of group
objects: the axioms of a group can be expressed using diagrams. For example,
the property expressing that group multiplication in a group G is associative can
be expressed by the commutative diagram in Fig. 8, where id is the identity and
� : G�G! G is group multiplication. Similar diagrams can be used to express
other group axioms.

-

-

? ?

G�G�G G�G

G�G G

�� id

id� � �

�

Fig. 8. Group multiplication is associative

An often tedious but necessary part of reasoning in category theory is con-
cerned with routine diagram chasing. Part of it is considered as expressing rather
\shallow" knowledge, and is often referred to somewhat disparagingly as \general
nonsense".

The use of diagrams in category theory also illustrates how diagrams can
be further enriched by endowing them with a richer semantics. In fact, there,
diagrams live in categories, and the existence of particular kinds of diagrams
expresses deep structural properties of the category itself.

7 Conclusions and perspectives

We have considered the informal non analogical use of diagrams in mathematics,
in three domains of increasing semantic complexity. Although this use does not
rely on a similarity of structure between the objects of study and the intended
mathematical objects, contrary to what is the case in geometry or topology, anal-
ogous methods are used for reasoning in both cases, which exploit the immediate
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access to structure allowed by diagrammatic representations. Starting with the
simple geometry of composition in commutative diagrams, we described how
diagrams are used to express the input/output ratios in exact sequences, and
also to represent encapsulated procedural knowledge when describing universal
properties of objects.

The use of diagrams in mathematics sheds an interesting light on the poten-
tial fruitfulness of developing new paradigms for diagrammatic representations.
In particular, many areas of reasoning where the intended interpretations are
not of a spatial nature might be accessible to spatial varieties of representation.
For instance, in the domain of temporal and spatial reasoning, the topology of
temporal and spatial relations, of which the notion of conceptual neighborhood
is an important aspect, can be shown to be representable by spatial structures
in Euclidean space [5]. Another case in point is qualitative physics, where spatial
regions can be used to represent con�guration spaces [4].

We think that progress in the use of sophisticated spatial and diagrammatic
representations in Arti�cial Intelligence will bene�t from the study of widely
used, if not widely known, similar enterprises in other �elds of science. Both
the study of informal methods of proof, as considered here, and of formaliza-
tions of reasoning techniques, as in [11] are worthy of further consideration and
development.
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Abstract. Computer diagnosis systems grounded on hand-crafted decision trees
are wide-spread in industrial practice. Since the complexity of technical system
increases and innovation cycles are shortened, the need for systematic decision
tree generation and maintenance arises. In this paper, the MAD system is intro-
duced which generates decision trees based on qualitative device models. Exist-
ing resources such as design data and expert design know-how as well as decision
trees and diagnosis knowledge can easily be reused and integrated into decision
tree generation. Since decision tree generation is based on device models, apply-
ing MAD reduces average fault identification cost and facilitates quality manage-
ment of diagnosis equipment. Furthermore, cost of diagnosis system generation,
modification and maintenance is reduced. We have successfully evaluated the
MAD system in cooperation with the german forklift manufacturer STILL GmbH
Hamburg.

1 Introduction
More than 100.000 forklifts made by the german company STILL GmbH Hamburg are
in daily use all over Europe. In order to reduce forklift downtimes, approximately 1100
STILL service workshop trucks utilize decision-tree-based computer diagnosis systems
for off-line diagnosis. Due to the complexity of the electrical circuits employed in fork-
lifts, decision trees may consist of more than 5000 objects. When forklift model ranges
are modified or new model ranges are released, decision trees are manually generated
or adapted by service engineers who apply detailed expert knowledge concerning faults
and their effects. Obviously, this practice is costly and quality management is difficult.
Furthermore, average cost of decision-tree-based fault identification may be unneces-
sarily high because decision trees are not optimized. Hence, there is a need for computer
methods to support systematic generation, modifications and optimization of diagnosis
systems. The introduction of new diagnosis techniques, however, raises challenges.
• First, it is essential to integrate innovative with established concepts. A total rede-

sign of existing diagnosis systems is usually unacceptable for economical reasons.
In particular, for STILL, abandoning decision trees was not acceptable.

• Second, it is essential to utilize available resources such as expert knowledge and
computer-based product data for diagnosis system generation. This way, the cost of
diagnosis systems can be reduced and the trustworthiness of diagnosis data can be

I. Imam et al. (Eds.): IEA/AIE-99, LNAI 1611, pp. 246−255, 1999.
 Springer-Verlag Berlin Heidelberg 1999

improved.



Model-based decision tree generation is a promising answer to the challenges noted
above. In particular, model-based techniques facilitate the integration of available re-
sources into the diagnosis equipment. Furthermore, grounding diagnosis systems on a
model provides a systematic way for modification, reuse and optimization.

In our application, model-based approaches have to deal with electrical circuits of
the automotive domain. These circuits usually consist of components which show a va-
riety of different behavior types, such as analog, digital, static, dynamic, linear, nonlin-
ear and software-controlled behavior. In principle, model-based techniques provide a
systematic way for predicting the behavior of electrical circuits, including faulty behav-
ior. However, adequate modeling of heterogeneous circuits is still a challenge.

In the STILL application scenario, diagnosis follows the branches of a decision tree.
Nodes of a decision tree represent fault sets, edges are labeled by the tests (involving
measurements, observations, display values and error codes) which must be carried out
to verify the corresponding child node. Although the basic concepts of model-based
generation of such decision trees are already described in [2] and [5], for the reader’s
convenience, we briefly outline the main ideas of the approach in the following. Due to
the STILL application scenario, we focus on the electrical domain, although, in princi-
ple, dealing with devices of different technical domains such as hydraulics or mechan-
ics is feasible.

The first step of model-based decision tree generation is to model a device. This step
is supported by a component library and a device model archive (see Figure 1). Design
data and knowledge from the design process (knowledge concerning intended device
behavior, expected faults, and available measurements) are exploited in this step. In a
second step, ok and faulty device behavior is predicted automatically by evaluating the
device model. The third step is to build decision trees from behavior predictions. This
step is supported by a decision tree archive and a cost model for the tests which can be
performed. Decision tree generation can be performed automatically or guided by ser-
vice know-how, i.e. knowledge concerning preferable decision-tree topologies and
fault probabilities.

Figure 1. Basic concepts of model-based decision tree generation

In order to realize these concepts, we implemented the MAD system (Modeling, Ana-
lyzing and Diagnosing) whose main parts are described in this paper. Section 2 de-
scribes MAD’s user interface which facilitates adequate device modeling. Furthermore,
the internal representation of electrical circuitry is explained. In Section 3, MAD’s
model-based behavior prediction is described. Section 4 outlines the decision tree gen-
eration. The evaluation of the MAD system described in Section 5 was performed in co-
operation with the STILL GmbH Hamburg.

cost model

device model

behavior predictions

device model archive

component library

decision trees

design data

design know-how

service know-howdecision tree archive
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2 Device Modeling
In this section, COMEDI, the user interface of the MAD system is presented and
MAD’s internal representation of electrical circuits is described.

2.1 COMEDI

COMEDI (COmponent Modeling EDItor), the user interface of MAD is similar to a
CAD tool which hopefully assures a high degree of acceptance in industry (see
Figure 2). For device modeling, COMEDI provides two different libraries, a device
model archive and a component library (see Figure 1). The device model archive allows
systematic reuse and modification of device models which were created during former
modeling sessions. The component library contains different qualitative models of elec-
trical components. A simplified COMEDI model of a forklift frontlight and backlight
circuit is shown in Figure 2.

Figure 2. COMEDI model of forklift frontlight and backlight circuit

COMEDI models of simple components represent a single ok behavior mode and op-
tionally several fault behavior modes. Modes of behavior are explicitly marked as cor-
rect or faulty. For instance, a COMEDI light bulb model consists of three different
behavior modes, i.e.ok: light-bulb, fault: light-bulb-blown, and fault: light-bulb-short-
circuit (see Figure 2).

There are electrical components with complex behavior, i.e. components with sev-
eral operating modes. For instance, hand-operated switches and relays can be open or
closed. In COMEDI, each operating mode of a component is described by a distinct
model. Each model consists of a single ok behavior mode and (some) fault modes. Ad-
ditionally, attached to each model, there is a model condition defining requirements
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under which the corresponding model holds. Alternative models of switches and relays
and the corresponding model conditions are shown in Table 1. In this simple example,
each component model shows only one faulty behavior mode.

Model conditions are of two different types, i.e. internal conditions and input condi-
tions. Input conditions relate to inputs of the investigated technical device. Hence, in
order to model certain device input the user of COMEDI can choose the corresponding
component model. For instance, in order to model a hand-operated closed switch, a CO-
MEDI user selects switch model 2 (see Table 1).

Internal model conditions relate to internal parameters of the device. For instance,
the internal relay model condition coil-active (see Table 1) relates to the current through
the relay coil. Section 3.2 outlines MAD’s automatic behavior prediction and its treat-
ment of alternative behavior models with associated internal conditions.

Since in COMEDI, component behavior is described in a language similar to the
way engineer’s think about component behavior, design experts can handle the model-
ing task. This reflects the insight that the design of modern technical systems and of ap-
propriate innovative diagnosis systems is inseparable. In particular, given certain
components or subcircuits, knowledge concerning ignorable physical effects as well as
know-how about intended behavior is essential to model devices at an adequate degree
of abstraction.

Qualitative modeling is adequate because, usually, faults and symptoms are de-
scribed qualitatively in this domain. Furthermore, qualitative techniques allow to han-
dle parametric variants of a device without changing the device model and, thus, the
complexity of diagnosis equipment is reduced. As another point, qualitative modeling
reduces the number of fault models because, often, a class of different faults is repre-
sented by only one qualitative model. In MAD, dealing with a small number of different
fault models is essential because the number of faults determines the size of the decision
tree and the computational efforts to generate it. Additionally, using qualitative tech-
niques, electrical circuits can be modeled at an adequate degree of abstraction what is
necessary to deal with complex circuits that consist of a large number of components.
Thus, for model-based decision tree generation, quantitative network analysis such as
SPICE [1] seems to be problematic.

For modeling devices, in COMEDI, component models can be easily combined be-
cause of their local internal behavior descriptions (no-function-in-structure principle,
[4]) presented in the following subsection.

Table 1.Alternative models of switches and relays and corresponding model conditions

component model ok behavior mode fault behavior mode condition

switch model 1 ok: open fault: stuck-closed opened-manually

switch model 2 ok: closed fault: stuck-open closed-manually

relay model 1 ok: switch-open fault: switch-stuck-closed coil-passive

relay model 2 ok: switch-closed fault: switch-stuck-open coil-active
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2.2 Standard Components

Internally, COMEDI models are mapped to formalized standard components showing
well defined and idealized behavior. MAD provides four different standard compo-
nents, i.e. idealized voltage sources, consumers, conductors and barriers. The behavior
of idealized voltage sources is well-known from electrical engineering. Consumers are
passive and their current/voltage characteristic is monotonous. Idealized conductors do
not allow any voltage drop while idealized barriers do not allow any current. Standard
components can be connected in combinations of series, parallel, star and delta group-
ings. This simple internal representation of electrical circuits is sufficient for the follow-
ing reasons.
• In STILL service workshops, only steady state diagnosis of electrical circuits is

performed. Therefore, only steady state behavior of physical components has to be
represented in component models. In particular, an explicit representation of tem-
poral dependencies is not necessary.

• A small number of qualitative standard components suffices, because, often, differ-
ent physical components show similar electrical behavior, i.e. their current/voltage
characteristics differ only slightly. Qualitative versions of these current/voltage
characteristics are frequently identical.

• MAD’s standard components are deliberately selected so that important behavior
classes of the application domain can be represented adequately.

Due to analogies between electrics, mechanics and hydraulics, the internal MAD repre-
sentation is, in principle, also adequate for other technical domains.

2.3 Qualitative Parameter Representation

In electrical circuits, faults may modify component behavior or may even change circuit
structures. Hence, heterogeneous symptoms, such as slight deviations of parameter val-
ues or total loss of functionality may occur. In general, any circuit behavior that is dif-
ferent from the expected behavior can be a fault symptom. Thus, representing actual
parameter values as well as deviations from reference values is helpful to characterize
faults and symptoms adequately.

However, MAD’s qualitative parameter representation consists ofthree attributes,
i.e. actual value, deviation value and reference value. At first sight, this representation
may seem to be redundant becauseactual value = reference value + deviationholds.
However, for qualitative value spaces this is not necessarily true since a certain quali-
tative deviation may lead to more than one possible actual value. For example, consider
the situation that the reference value of a certain parameter is known to bepositive and
the deviation is negative. In this case, the corresponding actual value may bepositive,
zero ornegative. Hence, qualitative computations can be sharpened if all three attributes
are carried along. In [7], we elaborate on this topic.

Table 2 and 3 show attributes and corresponding qualitative value sets of currents
and voltages. The semantics of the qualitative values should be obvious. Note that in
MAD’s internal models of electrical devices, infinite current values may occur because
MAD provides idealized voltage sources and idealized conductors as standard compo-
nents. MAD’s set of standard components does not include idealized current sources.
Thus, in MAD’s internal device models, voltages show certain limits and voltage values
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Due to the MAD’s explicit representation of voltage limits, in principle, dealing with
logical circuits is possible. For instance, logical values (low, high)can be mapped to
MAD’s voltage values zero and positive-maximum. Furthermore, MAD’s qualitative
voltage representation allows to handle electrical devices showing more than one
source. In particular, the representation of impossible voltage values paves the way to
define a qualitative version of the superposition principle well-known from electrical
engineering. Dealing with logical values as well as handling multiple sources is the ba-
sis for dealing with hybrid systems consisting of both analog and digital subsystems.

3 Automated Behavior Prediction
In this section, MAD’s computation of qualitative values is briefly described. A detailed
description can be found in [7]. Furthermore, in this section, MAD’s generation of fault-
symptom tables is summarized.

3.1 Computation of Qualitative Values

In order to compute qualitative current and voltage values, local propagation methods
have been investigated [9]. Since detailed studies proved that local propagation in elec-
trical networks is inappropriate, we follow a different approach first presented in [6].
Networks are transformed into trees representing the network structure. In particular,
series, parallel, star and delta groupings are represented explicitly. Exploiting these
structure trees, qualitative behavior can in fact be computed by local propagation. Un-
like other approaches such as QCAT [8], the SPS method [6], and the Connectivity
method [10], MAD offers certain features to improve the accuracy of qualitative pre-
diction. This is explained in the following.
• First of all, rather than relying on qualitative versions of basic arithmetics, MAD

computes qualitative values for currents and voltages by a set of qualitative opera-
tors which are qualitative versions of complex quantitative equations. In effect,
these equations describe behavior of series, parallel, star and delta groupings. Utili-
zation of complex operators avoids multiple applications of simple operators and,

Table 2.Qualitative representation of currents

attributes qualitative values

actual value /
reference value

negative-infinite, negative, zero, positive, positive-infinite

deviation value negative, zero, positive

Table 3.Qualitative representation of voltages

attributes qualitative values

actual value /
reference value

negative-infinite, negative-impossible, negative-maximum,
negative-between, zero, positive-between, positive-maximum,
positive-impossible, positive-infinite

deviation value negative, zero, positive
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thus, avoids spurious predictions. For instance, a voltage divider operator is
invoked to compute qualitative voltage values instead of determining current values
first and computing voltage values from current values in a second step. In princi-
ple, for network analysis, a limited number of operators suffices because MAD’s
internal representation of electrical circuits offers a limited number of standard
components and elementary network structures.

• Second, qualitative operators are defined by applying the corresponding quantita-
tive equation to the interval boundaries which represent actual values and reference
values of input parameters. Resulting boundaries represent the corresponding qual-
itative values of output parameters. Qualitative deviation values are computed from
actual and reference values. Additionally, output deviation values are inferred from
input deviation values, assuming that parameter dependencies are monotonous.
Operators are represented by a set of tables comprising more than 30.000 entries
which had to be generated by computer in order to secure reliability. Due to the
properties of this qualitative calculus, spurious solutions do not occur at all if the
network can be structured into series and parallel groupings of standard compo-
nents.

• Third, in addition to local propagation of qualitative values, MAD globally analy-
ses network structures and structure trees in order to eliminate (some) spurious pre-
dictions. For instance, a global analysis of the network structure allows to
determine current directions. Knowledge about current directions can be used to
eliminate certain qualitative current values. Therefore, global network analysis may
prevent spurious current predictions.

3.2 Dealing with Complex Component Behavior

As stated in Section 2, there are electrical components whose behavior depends on in-
ternal parameter values, e.g. the behavior of a relay switch (open / closed) depends on
the current through the relay coil. In COMEDI, these components are described by sets
of alternative behavior models with associated internal conditions. MAD’s dealing with
these components is similar to QCAT. In a first step, for each of these components, one
of its alternative models is instantiated. Second, qualitative voltage and current values
are computed. Third, internal conditions are verified. If an internal condition is violated,
one component model is changed and computation of qualitative values is restarted. If
all internal conditions are fulfilled, the steady state behavior prediction with the chosen
set of models is successful. Steady state behavior prediction fails if all possible combi-
nations of alternative models lead to violated model conditions as may happen in the
case of instable behavior. This case is explicitly reported to MAD users.

3.3 Generation of Fault-symptom Tables

In order to generate decision trees, behavior predictions are performed for all operating
modes, faults, and fault combination for which diagnosis support is required. For each
operating mode and fault assumption, all symptoms (measurements, observations, error
codes, display values) are computed which are in principle available for diagnosis. The
output of the prediction step is model-based diagnosis knowledge in form of an exten-
sive table of fault-symptom associations. This table is the basis for decision tree gener-
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ation. For the forklift frontlight and backlight circuit, MAD generates the fault-
symptom table shown in Figure 3.

Figure 3. Fault-symptom associations for forklift frontlight and backlight circuit

4 Decision Tree Generation
MAD offers three different possibilities to generate decision trees. First, based on fault-
symptom tables, decision trees can be created fully automatically. Second, decision
trees from archives can be reused. Third, in order to permit manual adaption and mod-
ification of decision trees, MAD offers basic editing operations, such as moving a cer-
tain fault from one fault set to another and recomputing the corresponding tests. In the
following, automated decision tree generation is presented in more detail. One can
choose from the following criteria to guide decision tree generation.
• Minimization of average diagnosis cost.Automated decision tree generation uses

the well-known A*-algorithm [3] to select the tests minimizing the average diagno-
sis cost according to a cost model which specifies the cost for each test.

• Grouping by observations, error codes, display values. Decision trees are gener-
ated such that subsets of faults correspond to a prespecified symptom. For instance,
all faults are grouped together which cause the frontlights not to shine correctly.

• Grouping by aggregate structure. If the aggregate structure of the device is known,
decision trees can be generated such that subsets of faults correspond to the same
physical aggregate. For instance, faults occurring on a certain board may be
grouped together.

Figure 4 shows a decision tree for the forklift frontlight and backlight circuit. This de-
cision tree was generated automatically, guided by the criterionminimization of aver-
age diagnosis cost. Model-based prediction and automated decision tree generation
guarantee, that decision trees are correct and complete with respect to the underlying
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device model. All faults considered in the device model occur in the generated decision
tree, and tests are selected correctly to discriminate fault sets. This holds even if deci-
sion trees are modified manually because the editor enforces complete coverage of all
faults and correct test assignments. Furthermore, average diagnosis cost is minimal
within the constraints imposed by a prespecified decision tree structure.

Figure 4. Decision tree for forklift frontlight and backlight circuit

5 Evaluation and Conclusions
The MAD system generates diagnostic decision trees based on a new method for qual-
itative electrical network analysis which allows accurate behavior predictions for the
following reasons. First, MAD’s internal standard components represent important be-
havior types of the electrical domain. Furthermore, since qualitative values describe ac-
tual values as well as deviations from reference values, faults and symptoms can be
adequately characterized. As another point, exploitation of network structures and cer-
tain features to avoid spurious solutions (see Section 2 and 3) assure precise behavior
predictions. Using MAD, existing resources such as design data and expert design
know-how as well as decision trees and diagnosis knowledge can easily be reused and
integrated into decision tree generation.

In cooperation with the STILL GmbH Hamburg, we have evaluated the MAD sys-
tem in the application scenario and found that using the modeling techniques of MAD
with some extensions regarding electronic control units, more than 90% of the faults of
the current hand-crafted diagnosis system can be handled successfully. The prototypical
implementation allows model-based behavior prediction and automatic generation as
well as manual modification of decision trees. Furthermore, we successfully integrated
these decision trees into existing STILL diagnosis systems.

Computer-based decision tree generation is a challenging task, because decision
trees are wide-spread in industry. With model-based decision tree generation a system-
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atic way for diagnosis system generation has been developed providing the benefits of
reduced cost for diagnosis system generation, modification, and maintenance, im-
proved quality management and cost optimal fault identification.
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Abstract. Maintaining contents of Web sites is an open and urgent problem on
the current World Wide Web. Although many current tools deal with problems
such as broken links and missing images, very few solutions exist for maintain-
ing the contents of Web sites. We present aknowledge-based approach to the
verification of Web-page contents. The user exploits semantic markup in Web-
pages to formulate rules and constraints that must hold on the information in a
site. An inference engine subsequently uses these rules to categorise Web-pages
in an ontology of pages, while the constraints are used to define categories of
pages which contain errors. We have constructedWebMaster, a software tool
for knowledge-based verification of Web-pages.WebMaster allows the user to
define rules and constraints in a graphical format, and is then able to use these
rules to detect outdated, inconsistent and incomplete information in Web-pages.
In this paper, we describe the various options for semantic markup on the Web,
we define a precise logical and graphical format for rules and constraints, and we
report on our practical experiences withWebMaster.

1 Introduction

Maintaining contents of Web-pages is an obvious open problem. Anybody who has used
theWWW has experienced the amounts of outdated, missing, and inconsistent informa-
tion on many Web sites, even on those sites that are of crucial importance to individuals,
companies or organisations. Websites are large, frequently updated, and constructed
by multiple authors. All this makes it impossible to do manual maintenance on contents
of Websites. In this paper we describe a software tool (provisionally namedWebMaster)
which supports an important aspect of Web maintenance, namelyverification: the loca-
tion of errors in Web-page contents. The functionality ofWebMaster is in sharp contrast
with most existing Web site maintenance tools. These existing tools deal with problems
such as broken links, missing images, incorrectHTML etc, but unlikeWebMaster, they
do not analyse the semantic contents of the site.

0 The work reported in this paper has only been possible with the contributions from all current
and past members of theWebMaster team at AIdministrator: Jan Bakker, Chris Fluit, Herko
ter Horst, Walter van Iterson, Arjohn Kampman and Gert-Jan van de Streek.

I. Imam et al. (Eds.): IEA/AIE-99, LNAI 1611, pp. 256−265, 1999.
 Springer-Verlag Berlin Heidelberg 1999



A complication is that the data typically found on Web sites is only weakly struc-
tured. This makes computer support for Web-site maintenance hard to provide. For
databases, methods have been developed to maintain the quality of high volumes of fast
changing information from multiple providers, but the key to these methods is the very
strict structure that a database imposes on its contents. These methods are not applica-
ble to weakly structured data. In this paper we present an approach whichdoes apply to
weakly structured data.

WebMaster is intended to solve three types of problems that occur in Web sites:
outdated information, missing information, and inconsistent (i.e. contradicting) infor-
mation. A category of problems that is missing from this list concernsincorrect infor-
mation. We have deliberately omitted it from the list of error-categories thatWebMaster
can locate. The reason for this is as follows: Each of the three above error-categories
can be identified on the basis of knowledge about the Web site alone: inconsistent infor-
mation can be detected by comparing different locations within the same site; missing
information can be detected on the basis of rules stating which types of information
must occur within a site; and outdated information can be identified by comparing tem-
poral statements in the Web site with the external time. Because of this, each of these
categories can indeed be identified effectively, as we will show in the remainder of this
paper. For “incorrect information” however, it would be necessary to compare the con-
tents of a Web site with the actual state of affairs in the external world described by
the site. This would require a full “world-model” of the world described by the site,
while the other three categories only require reasoning about a model of the Web site
contents, and not of the external world

Summarising, the aim ofWebMaster is to support the maintenance of the contents
of Web sites by verifying the contents of sites for outdated, missing and inconsistent
information.

This approach is indeed “knowledge-based”: the information providers use their
domain specific knowledge to express which constraints should be imposed on the Web
site contents. As usual in knowledge-based approaches, a strong point is that these
integrity constraints can be highly domain specific since they are provided by domain
experts, such as the information provider themselves.

2 Semantic Markup

In order to express integrity constraints on the contents of Web pages, an information
provider must be able to refer to the semantic contents of such Web pages in a machine-
accessible way. As has been pointed out by many authors [11, 4, 10],HTML pages as
currently encountered on the Web are unsuitable for this purpose.

NAME PROJECT

TEL ROOM

�� � �LOCATION

����� ��
� � � �

PERSON

Fig. 1. XML markup as a labelled tree

One of the results of a general push
towards more semantic structure on the
Web has been the development of the
XML markup languageXML allows Web-
page creators to use their own set of
markup-tags. These tags can be chosen
to reflect the domain specific semantics
of the information, rather than merely its
lay-out. Fig 2 shows the same piece of in-
formation in HTML-markup (fig. 2a) and
in semantically well chosenXML (fig. 2b).
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From the example it is clear that inXML we can now recognise pieces of information
such as a person’s name or telephone number. In essence,XML allows us to structure
Web-pages as labelled trees, where the labels can be chosen by the information provider
to reflect as much of the documents semantics as is required. The labelled tree for fig.
2b is shown in figure 1.

<H3>F. van Harmelen</H3>
works for project
<B>WebMaster</B>
and can be reached at

tel. <I>47731</I>
or in room <I>T3.57</I>

<PERSON>
<NAME>F. van Harmelen</NAME>
works for project
<PROJECT>WebMaster</PROJECT>
and can be reached at
<LOCATION>
tel. <TEL>47731</TEL>
or in room <ROOM>T3.57</ROOM>

</LOCATION>
</PERSON>

Fig. 2. HTML andXML markup

Summarising, we can say that markup to indicate the semantics of Web-page con-
tents is a necessary requirement for expressing rules and constraints on this contents.
Such semantic markup can be expressed inXML (which has been designed with this
specific purpose in mind).

3 Ontologies: types and constraints

Now that we know how to express semantic markup in Web-pages, the next step in the
knowledge-based verification of Web-page contents is to express rules and constraints
on this contents. These rules and constraints will capture the users knowledge on the
required contents of these pages, and will be used by an inference engine to determine
potential errors (constraint violations) in the site. In this section, we will describe the
formalism we have developed for expressing rules (to categorise pages into types) and
constraints (to determine potential errors in pages).

3.1 Types: describing an ontology of Web-pages

outdated pages

missing CVs �� ��before 1998

			r4 
 
 
 
 r2

��  �
homepages

��  �
CV pages

��������r3 � � r1

� � � � � � � � � �
��  �
all pages

Fig. 3. An example page-ontology

As the first step towards
identifying errors in a
Web site, it is useful to
divide Web-pages into
categories, where pages
within a given category
share certain properties.
By organising such cat-
egories in a hierarchy of
subcategories, we get a
type-hierarchy (or: on-
tology). An example is
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shown in figure 3. Such ontologies are well understood and often used as modelling
devices in fields such as Knowledge Engineering and Software Engineering.

The top ofWebMaster’s ontologies is always the type of “all pages” in the site (i.e.
the universal type). Ontologies must be a tree (i.e. no multiple supertypes are allowed).
To allow maximal flexibility in ontological modelling, we donot require subtypes to be
either exhaustive or exclusive.

3.2 Constraint-types: describing categories of errors

Constraint types are special types meant to indicate error-categories. Whereas normal
types group together all pages that share a given property, constraint types group to-
gether all pages thatfail to satisfy a given property, where this property is again specified
in the rule defining the constraint type. For example in fig. 3, the type “missing CVs”
consists of all homepages (ie. pages satisfying ruler1) which fail to satisfy ruler4. In
fig. 3, constraint types are indicated by rectangles and normal types by rounded boxes.
Typically, normal types are used to group pages into meaningful categories, while con-
straint types are used to collect pages that contain a particular type of error.

Both normal types and constraint types can be further divided into subtypes. This
is shown in fig. 3 for normal types, but it is often also useful for constraint types. This
allows to subdivide error-types into gradually more refined and smaller types of errors.

4 Rules

As mentioned above, both types and constraint-types are defined intensionally by rules
that express which properties must hold (or fail to hold) on a page. In this section we will
describe the formalism that is used inWebMaster for expressing such rules. As already
mentioned earlier, these rules will refer to the semantic markup of the pages that must
be categorised. More precisely, the rules will be phrased in terms of the labelled tree
structure of these pages (fig. 1).

A trade-off must be struck between the expressiveness of these rules (to allow the
information providers to express powerful constraints) and the efficiency with which
the rules can be tested on specific Web-pages by the inference engine. Following a
suggestion in [19], we have chosen the following general logical form for our rules and
constraints:�

x � � y �
i

Pi � xk � yl � � � � � z �
j

Q j � xk � zm � � (1)

where thex, y andz are sets of variables, and each of thePi andQ j are binary predicates.
The variables may be quantified over a given typeT , for which we will use the notation
�

xk � T (and similar for � ). The binary predicatesPi and Q j can express one of the
following types of relations:

– Arbitrary nesting of tags: The predicatedescendant � � TAG ! x � /TAG ! � y � is trueiff the
tagged structure� TAG ! x � /TAG ! occurs somewhere withiny. For example, if we take fory the XML
text of fig. 2b, thendescendant � � TEL ! 47731� /TEL ! � y � is true.

– Direct nesting of tags: The predicatechild � � TAG ! x � /TAG ! � y � is trueiff the tagged
structure � TAG ! x � /TAG ! is one of the direct children ofy. If we again take fory
the text of fig. 2b, thenchild � � NAME ! F. van Harmelen� /NAME ! � y � is true, but not
child � � TEL ! 47731� /TEL ! � y �
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– Simple binary operations: We will also need simple binary tests on tag-contents or
on entire page. We will use the following in the remainder of this paper:# string-tests on tag-content such as string equality, substring, initial-substring,

etc.# comparisons on ordered types such as integers, clock- and calendar-times, etc.# tests on links between pages such as direct and indirect links between pages.

This class of formulae is less expressive than full first order logic over the predicatesPi
andQ j (because of the limited nesting of the quantifiers), but is more expressive than
Horn Logic (because of the existential quantifier in the right-hand side of the implica-
tion). As examples of such rules, we will now give some of the rule-definitions required
for the ontology of fig. 3.

Rule r1: Homepages. As the simplest example possible, let us assume that homepages
can be identified simply because they contain the tag� HOMEPAGE! somewhere inside:�

x � all-pages : $ � � z : descendant � � HOMEPAGE! z � /HOMEPAGE! � x �
This rule simply demands the presence of the� HOMEPAGE! -tag anywhere in the page.
According to fig. 3, any page fulfilling this demand will be a member of the typehome-
pages. In terms of the general schema above, the setsx andz consist of just a single
variable, the setsy andPi are empty (so the left-hand side of the implication is trivially
true, indicated by$ ), and only oneQi predicate is used, namelydescendant � % � .

Clearly, this example rule is so simple that it could still have been performed by a
plain text-search engine (simply searching for the string “� HOMEPAGE! ”). The second
example already goes beyond the capabilities of a text-based search engine:

Rule r2: Homepages before 1998. Any homepage which is last modified before 1
Jan 1998 can be identified easily, assuming that homepages contain a� MODIFIED ! -tag
mentioning the last modification date of the page:�

x � home-pages : $ � � d : descendant � � MODIFIED ! d � /MODIFIED ! � x � '
d ( 01-01-1998

Since the test on the dated ( 01-01-1998 should only be applied to dates that appear
in the context of a� MODIFIED ! , this simple rule already goes beyond the capabilities of
a text-based search engine.

Rule r3: Outdated pages. Obviously, dates mentioned in announcements must be in
the future, or more precisely:if any page contains anywhere an� ANNOUNCE! -tag,and
if that � ANNOUNCE! -tag directly contains a� DATE ! -tag, then that date must be in the
future:�

x � all-pages

�
d : � � a : descendant � � ANNOUNCE! a � /ANNOUNCE! � x � '

child � � DATE ! d � /DATE ! � a � �� d ) today � � *
Since this definition concerns a constraint-type in figure 3, any page that fails to satisfy
the above demand on announcement-dates belongs to the constraint-type ofoutdated-
pages
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Rule r4: Missing CV-page. As discussed earlier, we might require that every homepage
must link to the CV page of the corresponding employee. This property of home-pages
can be enforced by the following constraint rule:�

h � home-pages

�
n : � � p : descendant � � PERSON! p � /PERSON! � h � '

child � � NAME ! n � /NAME ! � p � ��� c � CV-pages� p , � n , : � descendant � � PERSON! p , � /PERSON! � c � '
child � � NAME ! n , � /NAME ! � c � '
n . n , ' links-to � h � c � �

This rule states thatif a homepage contains anywhere within it a� NAME ! -tag occur-
ing directly inside a� PERSON! -tag (i.e. the left-hand side of the rule),then (i) there
should exist a CV-page1 which (ii) should contain a� NAME ! tag which directly in-
side a� PERSON! -tag, (iii), the names appearing in both pages should be equal, and (iv)
there should be a link from the home-page to the CV-page. Again, this rule defines a
constraint type in fig. 3, so any homepage violating this constraint will belong to the
constraint-typemissing-CVs.

Rule r5: link back to root. A final example shows that our rules and constraints can
also be used to check the connectivity in a site. Consider the following example:�

p � all pages : links-to � p � / 0 2 4 5 * 8 9 : < � *
Used as a normal rule, this defines the type of all pages which have a direct link back
to the root-page of the site (i.e. a “back to root” button). Used as a constraint, it states
that all pagesmust have such a “back to root” button, and collects all pages that fail to
satisfy this requirement.

home-pages

� PERSON?

� NAME ?

links-to
CV pages

� PERSON?

� NAME ?=

Fig. 4. Graphical notation of ruler4.

Clearly, we cannot expect the
average Web-page builder to be
able to express such logical formu-
lae. Instead, we have developed a
graphical notation for this purpose.
This allows expressions like the
above to be stated in a diagram-
matic form which is intuitive for
the information provider. These di-
agrams abstract from logical de-
tails, and yet are 1-to-1 translat-
able with the underlying logical
formulae. In this paper we do
not describe this graphical nota-
tion, but an example of this nota-
tion is shown in figure 4. This figure shows the graphical representation of ruler4.

5 Inference Engine

Of course the whole point of having an intensionally defined ontology as in fig. 3, de-
fined by rules and constraints as defined above is to have these rules and constraints
1 This rule assumes an existing definition for the type of CV-page’s.
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executed by an inference engine. This will deduce which Web-pages belong to which
types. Type membership of constraint types is particularly relevant, since such con-
straint types indicate pages with errors.

We have constructed such an inference engine for the rule format defined in the
previous section. Our current experience indicates that for this rule format, no sophis-
ticated deduction-technology is required, and a simple generate-and-test engine (with
some optimisation for the interleaving of the generate- and test-steps) is sufficient for
practical ontologies on sites of up to a thousand pages.

6 Practical experience

6.1 Implementation

We have implemented a version ofWebMaster which realises the full verification pro-
cess. It enables users to graphically construct an ontology as in figure 3, allowing for
both normal types and constraint types. For each of these types, the user can graphi-
cally define the rule or constraint that must be used to determine the type-membership.
Once these rules have been defined, the inference engine can be called to determine
type-membership either for indicated types or for the entire ontology. The system dis-
plays a graphical map of the site that is being verified, and uses this map to indicate
which pages belong to a given type. Figure 5 shows a screen-snapshot ofWebMaster. It
displays a graphical map of the site showing pages and the links between them (top-left
window), a type-hierarchy of pages (broad center window), and a rule used to define
one of the types in the hierarchy (to the right of the site-map).

6.2 Re-engineering Ontobroker

As described above, our knowledge-based approach to verification of Web-sites works
best on Web-pages with semantic markup. (Whether this markup is expressed inXML
or in HTML is irrelevant). However, such semantically marked-up pages are hard to
find on the current Web. An important exception is the (KA)2-Ontobroker project [1,
11]. In this project, Knowledge Engineering researchers have developed an ontology to
describe their own community, and have annotated a set of existing Web-pages (typ-
ically home-pages of individual researchers, research groups and research projects),
using anHTML-compliant syntax which allows expressions from F-logic [13] (objects,
classes and attribute-value pairs). These annotated pages are subsequently used to an-
swer queries posed to an F-logic inference engine that has access to both the ontology
and the pages.

We have usedWebMaster’s rule-language to recreate much of the (KA)2 ontology.
Membership of ontological classes in Ontobroker is mostly specified extensionally, so
defining the ontological classes was simply a matter of recognising the relevant Onto-
broker markup. Some of the (KA)2 classes are defined intensionally via rules. Most of
these could again be modelled usingWebMaster’s rule-formalism. Finally, we recon-
structed many of the Ontobroker queries from the Ontobroker home-page2. We formu-
lated each Ontobroker query as aWebMaster rule, after which Ontobroker’s answer-set
to the query corresponded to theWebMaster type defined by the rule.

2 http://www.aifb.uni-karlsruhe.de/WBS/broker/help.html

262 F. van Harmelen and J. van der Meer



Fig. 5. Screen snapshot ofWebMaster

6.3 Application to plain HTML

Given the lack of Web-pages with semantic markup, we have also experimented with
the application ofWebMaster to plain HTML-pages, which only contain structural or
layout markup but no semantic markup. What did come as a surprise to us was the
amount of useful rules and constraints that we were able to formulate on plainHTML-
pages, not using any semantic markup whatsoever. Constraints concerning reachability
of pages (e.g. distance from root), layout of pages (e.g. conformance to house style),
HTML usage (e.g. frames or scripts) and page-updates (e.g. find all recently updated
pages) could all be expressed in simpleWebMaster rules.

7 Related Work

In this section we discuss a number of related projects, which all exploit machine-
accessible semantics in Web-pages for various purposes.

7.1 SHOE

SHOE(“Simple HTML Ontology Extension”, [15]), is an extension of HTML in which
one can define ontologies and use these ontologies to annotateHTML pages. There
are a number of important differences withWebMaster’s notion of ontology. Firstly,
WebMaster derives type-membership on the basis of required properties as stated in
rules while inSHOE type-membership is mostly stated extensionally. Secondly, type
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objects inSHOEcan be parts of anHTML page, while inWebMaster, only entire pages
are members of types. Thirdly,SHOE’s annotation language allows for attribute-value
pairs to be associated with objects, while no such notion exists inWebMaster. Fourthly,
although theSHOE markup language does allow rules to be stated for intensionally
defined type-membership (in the form of negation-free Horn clauses), this notion is
currently hardly used inSHOE, while in WebMaster, these rules are central to the entire
approach.

7.2 Strudel

In section 1 we distinguished three different approaches to the problem of Web-site
maintenance. One of these was to construct sites from information residing in data-
bases, thereby reducing the problem of Web-site maintenance to that of data-base main-
tenance. Strudel [12] is a system which takes exactly this approach. In Strudel, infor-
mation is taken from a variety of (possibly weakly-structured) data-sources. Such infor-
mation is put into a structured format using specialised wrappers for each information
source. Queries in a specialised query-language are then formulated on this structured
information. These queries compute the required combinations of information-elements
that must be presented in the Web-site. Finally, the results of these queries are turned
into HTML-presentations using predefinedHTML-templates.

The approach as taken Strudel does indeed guarantee the correctstructure of Web-
sites, since this structure is machine-generated on the basis of user-specified queries.
However, thecontents of the information in the site is not covered in the Strudel ap-
proach: the information is taken at face value from the various data-sources. In general,
these data-sources are weakly structured and very heterogeneous, so verification of a
combination of such information sources is a serious problem.

8 Summary and conclusions

Outdated, inconsistent and incomplete information is all too frequently encountered
on the currentWWW. In this paper, we have argued that knowledge-based verification
techniques can be used to locate such errors. The knowledge-based approach exploits
has a number of advantages over other potential approaches: in contrast with guarded
updates, it leaves does not constraint the freedom of the page-author. Compared with
generating Web-sites from a database, the knowledge-based approach can deal with
much less strictly structured information, which is an important advantage in the context
of theWWW.

Our knowledge-based verification of Web-sites relies on rules and constraints that
are formulated by information-providers.WebMaster uses the rules to group Web-pages
into ontological categories. It uses the constraints to define categories of pages that con-
tain errors. We have defined a logical formalism for such rules and constraints. Because
information providers cannot be expected to express themselves in a formal language,
we have designed a graphical notation for rules and constraints which closely reflects
the structure of annotated Web-pages (for the benefits of the human users) and which
can be 1-1 translated into our logical formalism (for the benefits ofWebMaster’s infer-
ence engine).

Our experiences withWebMaster indicate that its rule-language is sufficiently ex-
pressive to capture almost any constraint occurring in practical Web-site verification.
WebMaster performed well on semantically annoted pages that were constructed by
others in an independent project. Somewhat to our surprise, rich semantic markup is
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not necessary precondition forWebMaster’s knowledge-based approach. Already on
plain HTML pages it is possible to formulate a rich variety of very useful rules and con-
straints. The possibility to incrementally add semantic markup toHTML pages makes it
possible to gradually migrate from a traditional layout-oriented Web-site to a semanti-
cally rich site whereAI technologies such as the one described in this paper can be used
to their full potential.
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Abstract. Failure mode and effects analysis (FMEA) is an important
method for preventive quality management. However, the issue of user
support has largely been ignored. We have developed an approach for
a task-oriented user support. Its goals are: (1) to aid a user in getting
her work organized; (2) to improve FMEA results by providing suitable
evaluation functions; and (3) to support the search for relevant informa-
tion. In this paper, we focus on the first two goals. The support given
is situation-specific, i.e., the state of the current task and the role of
the user requesting advice, are taken into account. The major resource
is an explicit model of the task at hand. FMEA is representative of
information-intensive and support-intensive tasks which can be descri-
bed by a hierarchical task model.

1 Introduction

Failure mode and effects analysis (FMEA) is an important method for preven-
tive quality management. It involves investigating and assessing all causes and
effects of all potential failure modes on a system in the earliest development pha-
ses [1]. An FMEA is typically conducted by a team of specialists from varying
departments (e.g. design or production).

If an FMEA is done properly, the resulting documents contain a lot of kno-
wledge about systems and production processes in a company. Therefore, it is
a valuable source of know-how of a company. Furthermore, because it supports
the early detection of weaknesses of a design, a reduction of development costs
and less changes during series production are expected.

But even 30 years after its introduction in the aerospace industry and despite
more than 10 years of experience in using this method in development, FMEA is
still a challenge for many companies. Engineers consider FMEA as laborious and
time consuming (and thus expensive) to carry out. Despite the major effort, ho-
wever, the results are rather poor (cf. [2]): Descriptions of systems and functions
are often incomplete and inconsistent, the knowledge in the FMEAs is hardly
reusable, and FMEA is treated as a stand alone technique, i.e., it is integrated

I. Imam et al. (Eds.): IEA/AIE-99, LNAI 1611, pp. 266–275, 1999.
c© Springer-Verlag Berlin Heidelberg 1999
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neither with the design process nor with other methods of quality management
(e.g. quality function deployment). Hence, acceptance and motivation are low,
which presents a major problem considering that the cost of errors (e.g. omitted
failure modes) can be immense as recall actions of various car manufacturers
have demonstrated.

There have been various research efforts to resolve these problems. For exam-
ple, the FLAME system [12] fully automates an FMEA for electrical circuits and
thus reduces the effort considerably. In [7] an approach for maintaining FMEA
information is discussed and [11,10] describe how to integrate FMEA with other
methods (diagnosis and quality function deployment respectively). However, the
issue of user support has largely been ignored. This comes as a surprise for the
following reasons:

– An FMEA is a complex task, i.e., there are many threads of activity; various
knowledge sources have to be accessed; an increasing amount of information
has to be managed; and there is no standard way of performing the task, i.e.,
the subtasks, the interdependencies and the sequence of execution cannot be
determined in advance.

– In general, an FMEA is conducted by specialists from various departments
in one or more meetings. However, among the participants exist considerable
differences regarding what they know about the FMEA task and with respect
to the vocabulary used.

Our system actively supports a user in goal establishment (i.e. what task to
perform next) and the evaluation of (preliminary) results according to various
criteria (e.g. consistency or completeness). It also suggests how to resolve poten-
tial problems. The main tool is an agenda, which provides access and different
views on a task. So far, support is mainly aimed at individual users. To facili-
tate cooperation among the members of a team we propose to use an electronic
blackboard that functions like a newsgroup. On this blackboard users can post
questions in natural language regarding their tasks at hand.

The approach draws on three resources: an explicit model of the task and its
subtasks; a model that describes the users, especially the different roles they can
assume when carrying out an FMEA; and a library of problem-solving methods
that are responsible for providing appropriate answers to user requests. User
model and task model provide the context for the advice-giving process.

Although an FMEA is essentially a team effort we focus on supporting an
individual team member. This is motivated by the fact that in order to make
team sessions more effective tasks are increasingly assigned to individuals; only
the results are then discussed in the team.

The remainder of the paper is organized as follows: The following section
describes related work. Then the features of an FMEA task and the requirements
for user support are derived. Next, the underlying knowledge bases are described
and the approach is presented in detail. Finally, the approach is discussed and
possible directions of future research are pointed out.
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2 Related Work

Up to date there hardly exists user support for FMEA. A notable exception is
the intelligent, multimodal interface employed in XFMEA.

The user support in XFMEA [13] is based on a multilayer blackboard ar-
chitecture in which knowledge sources in the lower layer provide interaction
knowledge while those in the top layer contain learning knowledge. It learns how
to interact with a user and aids a user when she does not know about perfor-
ming a particular task. The blackboard utilizes a number of knowledge sources,
e.g., knowledge of the user, the computer, the working environment, interaction
modes, the user tasks etc. Compared to our system much more knowledge has
to be modeled before the system can be utilized. Its learning facilities definitely
reduce the modelling effort required. However, if a system changes continuously
the user may experience problems developing a mental model of the application.

3 Features of FMEA Tasks

We consider an FMEA primarily to be a design task. Its most prominent features
and consequences for user support in our domain are (cf. [5]):

Distribution of information: Both, goal state and start state are not fully
specified and the transformation function from the start to goal states is
completely unspecified. Thus, providing generic advice on how to get to goal
states does not suffice; the advice has to be adapted to the current situation
(i.e. the state of the task).

Size and complexity of problems: A print-out version of an FMEA can ea-
sily consist of several hundred pages. The size and complexity render it diffi-
cult to reuse FMEA results. Hence the design rationale should be captured.
Additionally, as long as a product is maintained by a company, an FMEA
cannot be considered as completed. Nowadays, engineers only spend a frac-
tion of their time with FMEA-related activities. This may lead to lengthy
intervals between team meetings. The user should be able to inform herself
quickly about the state of an FMEA.

Right and wrong answers: There are only better or worse answers. A user
should have access to heuristics that allow her to evaluate the FMEA re-
sults she has achieved so far and thus to come to better answers. What is
considered to be better or worse may change over time (e.g. through new
safety regulations). Hence, there is a need for users to be able to adapt these
heuristics.

Personalized evaluation functions: Because there are no right or wrong an-
swers and direct feedback is lacking, the evaluation functions that designers
use will be derived from personal experience and immersion in the profes-
sion. Again, it is likely that these evaluation functions will change over time
and support for adaptation is needed. Other designers also benefit from the
description of such evaluation functions.
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Team effort: An FMEA is essentially a team effort. Although most work is
performed in team meetings, there is a growing tendency to assign tasks to
individuals. Thus, a system should support an individual user in organizing
her work, e.g., provide advice on what to do next.

In a nutshell, the support should be adaptive, i.e., it should take the cur-
rent situation into account and the system should also be adaptable [4], i.e., a
user should be able to adapt the system (e.g. heuristics). However, supporting
adaptability and representing design rationale are subject to further research.

4 Knowledge Representation

User support draws on knowledge concerning tasks, users (and their roles), and
domain knowledge. We also employ a library of problem-solving methods that
are applied to provide appropriate answers to user requests.

A task describes the problem type to be solved. A method is a way of accom-
plishing a task. In general, a task can be accomplished by alternative methods.
Both, application tasks (e.g. FMEA) and advice giving tasks, are modelled as
task-method-hierarchies. A task-method hierarchy is a tree of tasks, methods,
and subtasks applied recursively until primitive methods are reached. A primi-
tive method does not contain further subtasks. All subtasks of a method are
executed. The basic notion of task and (problem-solving) method, and their em-
bedding into a task-method-hierarchy are concepts which are nowadays shared
among most of the knowledge engineering methodologies (e.g. KADS [16]).

We have developed a task-method-hierarchy for FMEA. A part of it is shown
in Fig. 1 (rectangles denote methods and ovals denote tasks). It is based on an
analysis of various FMEA standards (e.g. [1]) and on experiences gained in two
projects [17,10] while observing FMEA sessions and through interviewing their
participants.

FMEA

FMEA Method

Conduct
System Analysis

Conduct
Failure Analysis

Conduct
Evaluation

Conduct
Optimization

Determine
System

Structure

Conduct
Function
Analysis

Determine
RPN

Determine
Measures,Dates, and

Responsibilities

SimulationSystem Analysis Manual

... ...
Risk Evaluation Optimization

... ...

Fig. 1. Task-method hierarchy for FMEA
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The applicability of a method is determined by one or more preconditions. In
the case that several methods can be applied to an advice giving task (i.e. fulfil
the preconditions), one is picked at random. Methods for application tasks are
chosen by a user. For example, the task Conduct Failure Analysis (see Fig.
1) can either be accomplished by carrying out a simulation method (preferred
for electrical devices; cf. [12]) or manually, i.e., an FMEA team itself determines
the causes and effects of a potential failure.

Besides administrative information, a user model contains information on the
user’s experience (previous roles and tasks carried out), on individual preferences
(e.g. viewing style), and on the tasks she is currently involved in. Each user can
inspect her model and adapt it. A role is represented by a stereotype [14]. A
role defines the access rights and the preferences a role inhabitant is assumed
to have. Fig. 2 shows an example of a user model. Mrs. Jones is a Designer
and has experience in system analysis. In contrast to the preferences given in
the stereotype, Mrs. Jones prefers brief explanations. Currently, she is involved
in system analysis and failure analysis. The moderator has also granted her for
these tasks the additional access right to view any QFD-data related to the
current FMEA.

User Model Jones

Role FMEA Moderator

Access Rights: Alter any FMEA-data
View any FMEA-data
View any field data
...

Roles: Designer, ...
Tasks: Conduct System Analysis

Experience:

Preferences: Info-Access:
Explanations:

Roles:
Tasks:

Access Rights:

Current Tasks: Designer
Conduct System Analysis,
Conduct Failure Analysis
Alter any FMEA-data
...
View any QFD-data

Admin: Mary Jones, 687, jones@mycompany

added

RetrievalBrowsing
Brief Detailled

Preferences: Info-Access:
Explanations:

RetrievalBrowsing
Brief Detailled

assigned to

Fig. 2. User model and stereotype

The stereotypes form an specialization hierarchy. For example, the role
Designer is a subtype of TeamMember. Other team members (e.g. for QFD tasks)
can thus possess different access rights and preferences. The structure of a user
model for FMEA participants and the stereotype hierarchy for roles are also
results of the projects mentioned above.

5 Task-Oriented Approach to User Support

In this section, we describe how the system supports goal establishment and
the evaluation of results. Both functions are mainly aimed at individual users.
An electronic blackboard is a first means to facilitate cooperation among team
members.
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We also discuss the question whether the system should provide only passive
help or also active help, i.e., whether it can interrupt the user and if yes when.

Goal establishment A user can turn to the system to ask for some advice on
what task to perform next. Let the current state of an FMEA be depicted in
Fig. 1. Overdue tasks appear in italics (e.g. Conduct Function Analysis) and
completed tasks are written in bold characters (Determine System Structure).
Tasks that have been started but are not finished yet are surrounded by a dotted
oval. Such a visualization in an agenda will give a user a first impression of the
state of task execution.

The task-method structure of our system for selecting the next task is depic-
ted in Fig. 3. The underlying algorithm can be summarized as follows: The user
request What next? is mapped to the predefinded task Select Task. There are
alternative methods to solve this task: Shallow Selection will be applied, for
example, if a user does not want any evaluation to be performed by the system;
i.e. the task Evaluation in Fig. 3 is not carried out. The system retrieves all
unfinished tasks depending on the user’s role and the user chooses one of them.

Select
Task

Get all
Tasks

Retrieval
of Tasks

Evaluation

Evaluation of
State of Tasks

Determine
Task

User
Selection

Determine Time
Dependencies

Retrieval of
Overdue Tasks

Determine
Quality

Evaluation of
Quality

Determine Task
Dependencies

Evaluation of
Task Dependencies

Determine
Priority

Sorting

Consistency

Evaluation of
Consistency

Completeness

Evaluation of
Completeness

Task

Method

Key:

Deep
Selection

Shallow
Selection

Fig. 3. Task-method hierarchy of the task What next?

Deep Selection, on the other hand, also evaluates the available tasks. Se-
veral criteria are applied (cf. Fig. 3):

– All overdue tasks are retrieved (Determine Time Dependencies).
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– The quality of the tasks is evaluated (Determine Quality), i.e., all tasks are
collected that are either incomplete, inconsistent, or both (see below).

– Finally, all tasks are retrieved that will be overdue soon and on whose results
other users of the group depend (Determine Task Dependencies).

The result of Determine Priority is a sorted list presented to the user.
The sorting criteria determine the sequence of the tasks in the list. As a default,
overdue tasks are presented first.

A task-method hierarchy is processed in a depth-first manner. Each task
is stored in a conflict set which holds all tasks that have not been accomplis-
hed. A problem-solving component determines the sequence of their execution.
Currently, the most recent posted task is treated first. The problem-solving com-
ponent is also responsible for retracting tasks if a subtask failed. In case a task
cannot be accomplished, the problem-solving component tries to execute an al-
ternative method that matches the given preconditions. To determine if a task
fails or not is context-dependent. For example, if the method Get all Tasks
returns an empty set then no FMEA task can be selected. On the other hand, if
Retrieval of Overdue Tasks returns an empty set the task Determine Time
Dependencies is still accomplished.

In the task What next? several retrieval methods are employed. The retrieval
methods form an abstraction hierarchy, e.g.:

retrieve (object)
retrieve (task)

retrieve (application task)
retrieve (role)
retrieve (date)
...

The hierarchy depends on the generality of the objects as specified in the data
model. For example, object is more general than task which in turn is more
general than application task. The latter consists only of the FMEA tasks
and none from the problem-solving library.

When modeling a task suitable methods are selected from the abstraction
hierarchy and included into the task model. If, for example, no specific retrieval
method is available then at least the most general retrieval method (retrieve
(object)) can be included. Executing retrieve (object) starts the retrieval
interface and the user can formulate the search request by herself. In contrast,
retrieve (task) automatically returns all subtasks of a given task; no user in-
teraction is required. Note that retrieve (object) does not retrieve all objects
of a knowledge base as this would cause an information overload.

Evaluation It has been mentioned above that there are no right or wrong an-
swers; there are only better or worse answers. We employ heuristics, i.e., rules
associated with tasks that evaluate FMEA results from different perspectives.
Currently, the system checks for completeness and consistency of FMEA results.
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A user decides by selecting a task from a task model what heuristics are
applied. For example, selecting Conduct Function Analysis causes all tech-
nical functions to be checked for completeness and consistency. Incomplete or
inconsistent functions are pointed out to the user (e.g. each function should be
assigned to a component of a device). Moving up a task hierarchy will cause
more heuristics to be applied to the results of an FMEA, moving down in less.
Thus, a user can determine quite clearly on what aspect of the overall task she
wants advice. She can only select those tasks she is responsible for (as indicated
in her user model).

The system can also provide help on how to resolve potential problems, i.e.,
in the case of an incomplete technical function it suggests potential compo-
nents the function can be assigned to. The domain model of our system can
be considered to be one big hypertext. Thus, in one strategy, it first follows the
is-Subfunction-of-link to the superfunction an then the is-realized-by-link
to the component realizing the superfunction. Potential candidates are its sub-
components. On request, the system offers a limited justification of its suggestion
by displaying a textual explanation of the appropriate heuristic (“canned text”).
An explanation can either be brief or more detailled according to the preference
given in the user model.

We take the notion seriously that a user should not be distracted from carry-
ing out an FMEA too often. We also have to take into account that there are
no fixed criteria when an FMEA task has been completed. Thus, we employ the
following rule of thumb: each time FMEA-related information (e.g. a functional
model) is saved, its completeness and consistency are also automatically evalua-
ted. Each heuristic carries the additional information whether the advice has to
be given directly to the user (and thus to interrupt her) or not. In the latter case
the advice is added to the respective task in the agenda.

However, a user can decide to switch off evaluating information when it is
saved. Then, evaluation is only started on her request (see above) or when a task
in the agenda is marked as completed. In that case, all advice is given directly to
the user. Although, such after task support is considered to be less useful than
immediate support it is pointed out in [15] that it becomes more useful as task
difficulty increases.

Note that a user is always free to reject an advice and to proceed as she
wishes. If a user wants to process an advice at a later point in time the advice
is added to the respective task in an agenda. However, unprocessed advice by
the user regarding inconsistent or incomplete functions, failures, or components
also marks the respective task to be incomplete or “inconsistent”, respectively.

Electronic Blackboard It is a shared workspace accessible to all people logged into
the system. Thus, it can be accessed by team members and non-team members
alike. There are different views on questions and their respective answers: the
task in whose context the question originated, the role of the user who posed
the question, and the user herself.

The system also automatically attaches a note to the respective task in the
agenda that there is a pending request. As long as the request has not been
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answered, i.e., the note has not been removed from the task, the task is again
considered to be incomplete.

6 Discussion

In this paper, we proposed an approach for a task-oriented user support. We
consider its main advantage that a user is relieved from a lot of routine work:
FMEA tasks are managed automatically in an agenda; a user can get advice on
what to do next; and by looking at an agenda a user can also get an immediate
understanding of the state of a task. Hence, she can concentrate on carrying
out an FMEA. Additionally, FMEA results are improved by heuristics which
not only highlight potential problems but also recommend how to resolve them.
Finally, an electronic blackboard facilitates cooperation among team members.

An explicit task model is the main resource for user support. We assume that
such a model remains fairly stable over time. A library of problem-solving me-
thods is applied to provide appropriate answers to user requests. Such a library
has been successfully applied in supporting human-computer interaction in the
context of real-time decision for management problems (e.g. traffic control) [6]
and in a framework that guides a user in breaking down a task of knowledge
discovery in databases [3].

The task model and information on the user, especially her role in the task,
are employed to adapt the advice to the current situation. In the approach no
strict guidance is intended.

FMEA is representative of information-intensive and advice-intensive tasks
which can be described by a hierarchical task model. One of our next steps will
be to transfer our results to a new application. An initial estimate is that most
of the problem-solving methods can be reused. For example, the result of What
next? depends on the context and that is the user’s role and her task. It has to
be investigated to what extent existing role descriptions and parts of the FMEA
task model can be reused as well. Alternatively, for each new application a task
model has to be developed and additional roles have to be described.

It has also to be investigated, how such a system can be employed in a team
session. A smooth integration is a major determinant regarding user acceptance.

Currently, we are developing a first prototype as an extension to IPQM [10],
an existing prototypical system for preventive quality management developed at
FAW Ulm. The prototype is intended to provide a proper basis for field tests.
We have begun to implement the problem-solving methods using the NéOpus
system, a first-order inference engine embedded in Smalltalk [8]. One of its pro-
minent features is the declarative specification of control with metarules [9].
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Abstract. Rule-based systems that are easily testable are required for
high reliability applications. However, as a rule base evolves, develo-
pers prefer incremental evaluation owing to the high cost of regression
testing. For quality and reliability improvement, researchers advocate
that the evaluation phase be integrated with development: thus, incre-
mental evaluation becomes more important in this context. In this paper,
we propose a three-tiered life-cycle model for integrating evaluation in a
rule-based system life cycle. We then outline its use to facilitate know-
ledge acquisition using “goal specification” and its realization in a rule
base using “paths.” Path-based validation has been well-accepted in the
literature as a reliable method for structural testing. However, extrac-
ting paths for every rule base modification for its evaluation incurs an
enormous effort. In this paper, we identify situations that can help in
incremental path extraction and present some issues that are important
for integrating evaluation into the life-cycle of rule-based systems. We
also outline how our approach can facilitate handling these issues.

Key words: Expert Systems, Verification & Validation.

Introduction and Motivation

One of the primary reasons that makes the evaluation of rule-based systems
harder is the lack of a well defined link between system conception and its rea-
lization. In fact, in many cases, there does not even seem to be a design level to
weigh the various compromises with which domain knowledge and constraints
can be represented in the rule base. For rule base designs that integrate veri-
fication and validation (V&V) processes with ease, we need a well defined link
that connects the following three stages in its development: (1) the functional
requirements of the system, (2) the rule base design constraints, and (3) the
� The work reported in this paper was done while the author was at Concordia Uni-
versity, Montreal.
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Fig. 1. A simple software development perspective for rule-based systems for viewing
evaluation as part of all the phases of a system’s life-cycle.

implementation of the rule base (which, in turn, determines the extent of eva-
luation that can be performed on the system). This is portrayed in Figure 1. It
shows a development perspective for rule-based systems.
Our motivation for the work reported in this paper arises partly from our ex-

perience in the design and evaluation of rule-based systems, and from the increa-
sing emphasis on integrating evaluation and on reducing evaluation costs [22,20,
10]. Contemporary researchers believe that quality and reliability improvement
for rule-based systems can be obtained through formal approaches to system
construction and integrated evaluation [23,1,20]. Integrating evaluation in a sy-
stem’s life-cycle, however, is non-trivial as costs can be prohibitive if all tests are
automatically repeated for every modification to the system. Based upon these
observations, we believe that integrating evaluation in a system’s life-cycle should
emphasize incremental evaluation procedures and should take into account the
role of the structure of a system for its evaluation [7].
The paper is organized as follows. In section 2, we describe our approach

to knowledge acquisition called goal specification, and explain how goals are
realized in a rule base using paths. In section 3, we describe a method for
incremental path extraction. In section 4, we identify several issues that are
pertinent for integrated evaluation, and outline how goal specification and paths
can play a useful role in tackling such issues. Section 5 provides concluding
remarks.
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1 Knowledge Acquisition and Its Representation

In our approach towards knowledge acquisition, the domain expert specifies a set
of significant states that need to be reached to solve problems in the domain. For
example, in a medical diagnosis domain, inferring a liver-disease is a signifi-
cant state toward inferring liver-cirrhosis as a final diagnosis. Typically, the
domain expert specifies concepts associated with the domain that serve as sig-
nificant states for problem solving, and the knowledge engineer translates these
concepts into a representation language, say a conjunction of first-order logic
atoms that capture the intent of the domain expert. Such states are called goals.
In addition, the domain expert also specifies inviolables, which are constraints
associated with the domain; an inviolable is a conjunction of atoms that should
never be true, for example, MALE(x) ∧ PREGNANT (x); obviously, no goal
should contain an inviolable.

Definition 1 (Goal Specification) The set of goals and inviolables of a domain
constitutes the goal specification of that domain.

Every goal in a goal specification, when translated into a first order logic
formula, consists of a conjunction of hypotheses. The hypotheses that are used
as goal compositions are called goal atoms, in order to contrast them with the
other hypotheses in the system that may be needed (for rule base coding) called
non-goal atoms. Solutions to problems in the domain are also clearly demarca-
ted at the time of goal specification. Thus, it is possible to partition the goal
specification into two goal classes: intermediate goals and final goals. Typically,
the intermediate goals are those that are achieved in order to infer a final goal.
A rule base will consist of a set of rules and hypotheses. The hypotheses are

atoms of first order logic that capture a concept, or inference associated with the
domain. For example, the designation of “professor in a university” is typically
captured as PROFESSOR(x, y), where x refers to the professors name, and
y to the university. However, this alone does not portray the importance of
this concept (hypothesis) in relation to solving problems in its domain. Thus,
capturing knowledge in terms of atoms for rule encoding is necessary, but not
sufficient. The insufficiency arises because in diagnostic domains where rule-
based systems are typically employed, the required knowledge should capture the
progress of problem solving in the domain through a set of concepts/hypotheses
so that the rule base can be designed to reflect this progress through well defined
rule sequences.
A rule base constructed based on a given goal specification of a domain

implements the problem solving by rule sequences (called paths) that progress
from goal(s) to goal [3]. The complete knowledge of the domain is represented in
a system via the goals and the paths inferring these goals causing a progression
in problem solving. The extent to which a given rule base realizes the acquired
knowledge of goal inference is reflected by the paths in the rule base; they are
collectively said to portray the structure of the rule base [14]. Figure 2 shows
a sample rule base, goals and paths.
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Definition 2 (Rule Base Structure) The structure of a rule base (or, simply
structure) is defined as < G, Σ > where G is the goal specification of the domain,
and Σ is a set of paths in the rule base such that,

(∀Φ ∈ Σ)(∃g)(g ∈ G) G ∧ Φ � g

where G is the set of goals that are required for path Φ.

1 : a → b

2 : b → c

3 : a → d ∧ e

4 : d → f

5 : e → g

Initial evidence : a. Goals: c, f, g

a d f
3

e

a

4

3 5
e

d

a b c
1 2 Φ1

Φ2

Φ3
g

Fig. 2. An example of a rule base, goals, and paths. In this model, the boxes represents
rules and a directed edge from r1 to r2 represents unification between an atom in r1’s
consequent and r2’s antecedent. Rule r2 is also said to be reachable from r1. For more
details, refer to [8].

Paths in a rule base have been the basis for a variety of evaluation pro-
cesses [11,19,14]. However, the relation of the paths to the acquired domain
knowledge is implicit. By making this link explicit via the goals (cf. the above
definition of rule base structure), we capture the rule interactions that pertain
to problem solving in a meaningful manner because these rule interactions can
be mapped to inferring goals. In addition, rule interactions in a path are com-
pletely localized: by its definition, all rules in a path are ready to fire once the
goals required by the path are inferred.
A tool called Path Hunter has been developed that can extract the paths from

a rule base given its goal specification [14]. Path Hunter has been shown to be
effective in extracting and enumerating paths for large rule bases [15]. However,
using Path Hunter for path re-extraction, when modifications are made to the
rule base as it evolves, however, is practically infeasible since it extracts all the
paths as opposed to those paths that are affected by the change. This incurs
huge computational cost and effort. In the next section, we remedy this defect
by outlining our method for incremental path extraction to facilitate integrated
evaluation [5].

2 Incremental Evaluation to Reduce Costs

Rule bases evolve by test results, by feedback of users on test operation, and
by the changing requirements of a domain. Every evolution should, of course,
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be tested to confirm its correct operation with respect to the change(s) in the
system. For example, adding one more rule could result in changed paths, thus
altering the goal relevancy status of the system. Hence, all the paths should be
extracted to determine the effect of the change. However, extracting all the paths
once again even for a small change (that is, a regression testing approach) can
entail a large cost [22] as path extraction has an exponential complexity in the
worst case [14]. In this section, we state the problem of incremental evaluation,
and outline a method for incremental path extraction.
More generally, incremental evaluation can be viewed as an optimization

problem, where we wish to minimize the cost of evaluation while evaluating the
system due to some modifications without compromising on the quality and
reliability of test results.

Problem Statement 1 (Incremental Evaluation) Let S and R be the system
specification and rule base respectively. Let the operator ∆ denote a small change
of an entity. Let C be the cost of testing the system so that ∆S and ∆R repre-
sent changes in system specification and rule base modifications, respectively.
Determine an evaluation strategy that is based upon ∆R and ∆S so that the
cost for evaluation is comparable to that change (that is, it should be ∆C, as
opposed to C). For example, if the change to a rule base is 10% (with respect to
some reference), then the cost of evaluation should be of the order to 10% of C
so that the total cost for testing taking the modifications into account should be
1.1C (C + 0.1C) as opposed to 2C (repeating the tests).

In our framework, all our system evaluation perspectives (verification, va-
lidation, and performance and quality assessment) are based upon paths and
goals [10]. Hence, the above problem transforms to incremental path extraction:
that is, identify and extract only those paths that are affected by a change in
the rule base. In the description below, we assume that the goal specification
has not changed, and modifications involve only non-goal atoms. The procedure
taking into account changed goal specification as well as rule base modifications
is complicated, and is currently under our investigation.
Given the changes to a rule base ∆R, to identify paths that require re-

extraction, we must first identify paths that are potentially affected by that
change ∆Φ, where Φ is the set of paths in a rule base. From ∆Φ, we then obtain
∆Φ′, the set of paths that require re-extraction. In the worst case, (for regression
testing) ∆Φ′ ≡ ∆Φ ≡ Φ. Let R = {r1, r2, . . . rn} and ∆R = {r′

1, r
′
2, . . . r

′
m}, 0 ≤

|∆R| ≤ |R|, where we use the notation |S| to denote the size of a set S.
Since the goal specification is unchanged, the changes to a rule cannot affect

existing goals; thus, ∆Φ can be easily computed (O(|Φ| ∗ |∆R|)) by noting every
path that contain a rule from ∆R. The path requires re-extraction, iff the rule
dependency in the path has changed. Thus, we need to re-compute only the rule
dependency between rules in ∆R and the other rules in the rule base. If this
remains the same, no path re-extraction is required. If it is different, then we
need to focus only on the subset of paths that are affected by the change in the
dependency. In Figure 3, we consider four cases: addition (deletion) of atoms in a
rule consequent (antecedent). It outlines the heuristics for quick path extraction
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to facilitate testing whenever changes involve non-goal atoms (the underlying
assumption being that non-goal atoms would be added/deleted more frequently
than atoms used to infer goals).

1. Addition of an atom in a rule antecedent Every path that contains the rule
requires re-extraction as the reachability of this rule has changed. However, if the atom
added in the antecedent is inferred in that path, do not re-extract. If the atom is an
initial evidence or if it is a goal atom contained in the goals required for this path,
then no re-computation is required. For example, addition of atom e in rule 4 does not
cause any path re-extraction.
2. Deletion of an atom in a rule antecedent For saving computation, paths that
contain this rule r need not be re computed as deletion does not affect the reachability
of this rule from the other rules in the path (but the deleted atom and dependency
due to this atom in the path should be noted). Of course, if the deletion causes a rule
antecedent to become empty, or a path to get disconnected, report this as potential
redundancy. For example, deletion of b in the antecedent of rule 2 makes path Φ1
disconnected. This should be reported, but the path need not be re-extracted (since
its goal would be inferred any way), but rule 1 is now redundant as it makes a useless
inference.
3. Addition of an atom A in a rule consequent If the rules reachable from this
rule r are unchanged, then no computation is required for path extraction. Otherwise,
for every new rule r′ in path Φ′ now reachable from r, one new path inferring the same
goal g′ as Φ′ is added. In the new path r replaces a rule (or a set of rules) from Φ′ that
infers atom A. Note, adding new paths entail little computation: copy paths such as
Φ′ and simply perform a rule replacement. For example, adding d to the consequent of
rule 1 adds a path inferring goal f containing rule 1 replacing rule 3 (in path Φ2).
4. Deleting an atom in the consequent of a rule If the rule dependency of a
path is unaffected, do not re-compute. Otherwise, re-extract every path that contains
this rule (because it can cause path disconnection). For example, deleting e from rule 3
causes a re-extraction of only path Φ3 and a subsequent report that rule 5 is redundant
due to this change.

Fig. 3. Incremental Path Extraction for changes involving addition or deletion of non-
goal atoms. Examples correspond to the rule base shown in Figure 2.

All test conclusions based upon the above changes would be correct since they
preserve the rule dependency in a path (warning the developer as appropriate),
and ensure that all rules in a path are ready to fire once the goals required
by a path are inferred. A general method for path extraction involving uncon-
strained rule modification that also takes into account modifications to the goal
specification is an open problem.
Incremental evaluation methods play a crucial role for Integrating evaluation

in a rule-based system life-cycle. However, integrated evaluation for rule-based
systems is a research problem that is much broader in its scope. In the next
section, we identify several key issues that influence the design of rule-based
systems for integrated evaluation [1,5].
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3 Design Issues for Integrated Evaluation

A design that allows integrated verification and validation should emphasize rule
sequences rather than individual rules. The intent is that the design captures the
rule interactions in the form of rule sequences rather than individual (or pairwise)
rules so that the role of every rule in problem solving can be explicitly mapped
to the acquired knowledge. An ideal model would capture every possible rule
sequence without losing computational tractability, but owing to the exponential
complexity associated with rule sequence enumeration, one can only hope to be
closer towards the ideal [24,17].
Goal specification can be used to extract paths and can also be used to

control the computation for path extraction. This allows one to speculate on its
role for integrated evaluation. Below, we outline issues that confront integrating
evaluation in a system’s life-cycle and explore how goal specification based on
rule base designs can facilitate integrating evaluation into a system’s life-cycle.
We do not claim that goal specification and path-based evaluation methods [10]
are panacea to the problem of efficiently integrating evaluation in a system life-
cycle, but merely point out many of its features that support this objective.

Structure extraction for V&V As defined earlier, the structure of the system in
our case is a static part of the system which is a set of rule sequences that move
from goal-to-goal resulting in a progression of problem solving. The structure of
a rule base forms the basis for structural validation [19,11,27,14]. The extraction
of paths, however, is a non trivial issue due to the combinatorial explosion that
arises while trying to enumerate the paths in a system, and goal specification
can be used as “meta knowledge” of the domain to cut down the computation
required to extract the paths involved in goal-to-goal progressions in the system.
A software tool, called Path Hunter, has also been developed to extract the paths
in a rule base given the goal specification [14].

Behavior understandability The use of appropriate dynamic coverage measures
is an important issue in integrated evaluation [1]. The understandability of be-
havior thus implies the ability to map a run trace unambiguously to a set of
paths thereby knowing the actual goal-to-goal progression that occurred while
solving a given problem. Goal specification helps one to understand the role of
a fired rule by mapping this rule to a path.

Performance evaluation One of the problems that is currently faced by resear-
chers in performance evaluation is that of defining a “good” criteria to assess
performance [16]. In our case, the goal specification approach incorporates the
notion of a goal, captured during knowledge acquisition, as a unit of work done
by the system in solving a problem. For more details, see [6].

Incremental Evaluation One of the merits of integrated evaluation is its inherent
ability to facilitate incremental testing to reduce evaluation costs [22]. Evaluation
based upon goals and paths provide support to this objective in the sense that
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incremental path extraction is possible subject to some limitations (based on
the type of modifications effected on a goal specification and its associated rule
base). A method for incremental path extraction was presented in section 3.

Test case generation The ease with which test cases can be generated to test a
given rule base is important to control evaluation costs. In our case, sequences of
paths enumerated from permissible initial evidence to final goals can help iden-
tify initial evidence that can be input selectively to the system [9]. Automated
test-case generating tools, similar in spirit to those described in [2], can easily
integrate with our approach.

Ease of analysis of test case coverage The paths extracted from a goal specifi-
cation based design can help measure given test case coverage of the rule base
by means of a set of criteria that allows how many paths are exercised and the
extent to which a given rule sequence is exercised for a test run; a software tool,
called Path Tracer, has also been developed by us to analyze the run trace of a
system to measure rule sequence coverage [25].

Comprehensive verification of rule base anomalies Inference chains are widely
used as a basis for comprehensive verification schemes [12,13,26,21]. Paths are
generalized inference chains compared to the linear chains used for computing
labels in the above schemes. A set of criteria has also been developed for com-
prehensive rule base verification by spotting certain path combinations called
“rule aberrations” [8] to detect rule base anomalies.

Quality Assurance Goal-based design scheme provide several metrics to assess
the “goodness” of knowledge representation, and implementation [4]. It is also
relatively easy to track these metrics as a rule base evolves. In addition, paths can
provide several implementation-specific metrics to assess the various qualities of
a rule base such as its complexity, verifiability, etc [24].
As a final note, all the above aspects of verification, validation, and per-

formance evaluation and tools aimed towards these objectives can be used in
any part of the incremental life cycle in a goal specification based design: all
that is required is to (incrementally) extract the current set of paths, and apply
verification and validation procedures. Indeed, by recording the goal and rule
sequences over several versions, this incremental verification capability is similar
to the approach in [22], and can also help in maintenance over several versions
by using paths for rule grouping similar to the approach in [18].

4 Summary & Conclusion

The design and development of rule-based systems often cause anomalies in
the rule base: not only the development tends to be error prone, but there
is confusion in applying evaluation processes for these systems [1,17]. In this
regard, our work emphasizes the following: (1) the system structure should play
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a major role in system evaluation; and (2) integrating evaluation should exploit
incremental evaluation to cut cost and effort for testing without compromising on
the quality of testing. We also outlined several issues that should be considered
as part of integrating evaluation in a rule-based system life-cycle, and how our
approach can help a developer in tackling these issues.
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Abstract. Computational systems that allow their programs to reason about
themselves and reflect on their computations are fundamental to delivering true
Artificial Intelligence applications. This paper introduces our definition of full
reflection of programming languages and environments, and presents a unified
model of reflection in a class-based object-oriented environment that is
complete and consistent with the stated definition.  This model subsumes a
number of other models of reflection.  An implementation of the model and how
it is used to develop an integrated, multi AI programming environment is
described to illustrate the validity of the model.

1 Introduction

In considering reflection in computer languages, the tendency is to focus on
applications of reflection and, in particular, the ability to analyze, monitor, or alter the
actions of an active  application  process. This leads to a view of reflection which is
subject to the particular interest of the researcher.  A more consistent and universally
accepted definition of reflection should be sought by returning to the reflection
hypothesis defined by Brian Smith [17] as follows:

"In as much as a computational process can be constructed to reason about an external
world in virtue of comprising an ingredient process (interpreter) formally manipulating
representations of that world, so too a computational process could be made to reason
about itself in virtue of comprising an ingredient process (interpreter) formally
manipulating representations of its own operations and structures."

Brian Smith

Here we see reflection as the ability to step back from a principle activity and consider
the state of that activity and how it is being conducted. This is the essence of reflective
thought, where we think about what we are thinking and analyze our assumptions and
techniques.

In this paper we present an object-oriented model of reflection that achieves both
structural and computational reflection, as defined in the literature [5]. The model
achieves structural reflection through the representation of all entities, including
procedural behaviors, instance variables, and executable expressions of the language,
as objects.
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Computational reflection has been demonstrated using the metaobject model [15]. We
will show that a simple trap mechanism, implemented as part of the model, can
provide similar computational reflection.  However, we believe that computational
reflection does not stop at monitoring, multiple-inheritance, and statistic gathering.
Computational reflection should be more consistent with the reflection hypothesis
definition by including the state of computation, which is not fully realized by the
meta object model.

To address this issue, our model includes objects representing the context in which
execution is interpreted and the global and meta state of the environment. These
extensions allow more computational reflection than can be achieved by the
metaobject model or the structural model alone.

The model presented here, for the most part, has been implemented in KSL [3], [9], a
reflective object-oriented language. Like Smalltalk [7] and Java [8], KSL provides
class-based inheritance, where objects are described by classes. In KSL, everything is
an object, including classes, behaviors, and program instructions; thus KSL can
operate on itself. This quality enables classes, behaviors, and instructions to be created
and modified programmatically. It also enables objects to be both components of the
problem model and active elements in the program execution process, thus allowing
dynamic modification of a program.

In the following section we propose conceptual and operational definitions of full
reflection that satisfy Smith’s reflection hypothesis. We then focus our attention to
how reflection can be implemented in a computer system, particularly in an object-
oriented environment. We begin with a unified, basic object-oriented model of
reflection. We then present extensions for the basic model necessary to incorporate
access to the state of the environment, perform ad hoc reflective operations, and
capture the meta state of computation.  We conclude by discussing the limitations of
reflection and directions for future work.

2.  Reflection: Definitions

Conceptual Definition. The reflection hypothesis provides fundamental concepts in
reflection that must be included in any consistent and universally accepted definition.
Based on this hypothesis, we can conceptually think of reflection as the process by
which a system operates on itself. This definition was further refined by Smith, during
the discussions of the Workshop on Reflection and Metalevel Architectures held in
conjunction with OOPSLA ’90 [12], as follows:

"Reflection: an entity's integral ability to represent, operate on, and otherwise deal
with its self in the same way that it represents, operates on, and deals with its primary
subject matter."

The definition suggests that to cover all aspects of a system operating on itself, it is not
enough to examine the system’s own activities, but it must also be capable of altering
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its execution course and state. This has been referred to as the „causal link“ which is
considered a condition for reflection [15].

Operational Definition. Once we have a conceptual definition of reflection, we need
a consistent operational definition that will allow us to achieve reflection in computer
systems, particularly in an object-oriented environment. Computer systems consist of
programs written in a particular programming language with an interpreter (which
may be the hardware) that executes these programs within an environment. Our
operational definition consists of the following two necessary and sufficient
conditions.

1)  The language must incorporate internal structures that represent the language itself
and the programs written in it in the same way they represent the external domain.

2)  The interpreter of such a language must allow programs written in the language to
access and manipulate the structures that implement the language and its programs,
as well as the state of computation.

In object-oriented programming, objects represent the entities of the problem domain.
For an object-oriented language to be reflective, the entities of the object-oriented
paradigm must be also represented with objects. With such a model, a system can
reflect on object-oriented activity through the object-oriented paradigm. The sections
that follow will present such a model in stages, beginning with a basic model and then
extending it to incorporate additional aspects of reflection appropriate to an object-
oriented environment.

3 The Basic Model

Fundamental to the basic model is the representation of all entities in the environment
as objects that are instances of classes. The reflective model involves four principle
classes of objects: class, metaclass, behavior, and expression. Figure 1 illustrates these
principle classes which represent object structure and behavior.

Target Object Class. A target object is defined by its class. The class defines the
structure and the behavior of its instances. Each class identifies its super-class from
which the initial definitions are inherited. It also incorporates local method and
instance-variable definitions which may override or add to the behaviors inherited by
the class. Most class-based object-oriented environments use this conceptual form of
target object class.
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Eval
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Target Object

Target Class

Behavior

Meta Class

Expressions
Arguments

Figure 1.  Structural View of the Basic Model

Meta Class. Classes are instances of a class which is an instance of itself. The meta
class defines behaviors on classes. The meta class could be specialized to define new
types of classes.

Behaviors. Behaviors describe the mechanism of response to specific message types.
There are two fundamentally different behaviors, (1) an "instance-variable access"
behavior that implicitly defines an instance variable and may perform integrity checks
or propagation of effects when a variable value is assigned, and (2) a method which
may perform various computations and send messages to other objects. In our model,
as in our KSL language, both methods and instance variables are specified with
behavior objects since both are accessed through message sends. Local behavior
objects are components of the target class definition. Figure 2 presents the class
hierarchy of KSL behavior classes (the TrapObject class will be discussed later).

LanguageObject

BehaviorObject

ExpressionObject

ClassBehavior

TrapObject

ExtMethod

SlotAccess

Method

ConstantBehavior

VariableBehavior

VirtualSlot

Property

ChangeSentry

Wrap

ProgrammableAccess

CachSentry

Figure 2.  The Class Inheritance of the KSL Behavior Objects

Expressions. Operations performed by behaviors are specified by expression objects.
The fundamental expression object is a message, but there are, necessarily, other
classes of expressions which perform such actions as local variable references and
assignments and execution flow control. An expression object is executed by sending
it an evaluation message. Figure 3 illustrates the expression classes in KSL.
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Figure 3.  The Class Hierarchy of KSL Expression Objects

Object Interactions. The roles and relationships of the objects in this model can be
better understood by examination of their interactions in the resolution of a message to
the target object, as depicted in Figure 1. The target object contains the identity of its
class. The behaviors defined on the class are searched for a selector that matches the
message selector. When the matching behavior is found, an evaluation message is sent
to it. The behavior, assuming a method, evaluates its executable expressions in
sequence to perform the desired operation and then returns a result.

An instance variable access behavior has the additional role of retrieving the value of
an instance variable. This is performed through a primitive behavior on the target class
that is capable of accessing the appropriate element of the target object structure.

Note that in this model, the first condition of our definition of reflection is realized as
a result of representing all the language constructs as objects. This gives us access to
the programs (methods) and instructions of the language (expressions) including the
messages themselves, as well as object structure definitions (classes).  This concept
was utilized to extend KSL to provide an integrated AI programming paradigm that
includes both rule-based and logic-based programming.  A RuleSet class is created as
a specialization of the Method class. RuleSet inherits all the Method class behavior;
however, its list of expressions contains rule instances which are instantiations of the
Rule class.  The Rule class is implemented as a specialization of the ExpressionObject
class that defines the rule structure.  The left hand side attribute of a rule contains a
KSL condition expression and the right hand side attribute contains a list of action
expressions.  RuleSet objects contain an inferencing control object which provides the
inference engine behavior.  Behaviors defined on these control objects determine the
type of inferencing to be performed, i.e., backward chaining or forward chaining.
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Thus the running program can change the behavior of a RuleSet by associating the
RuleSet with a different inference control object.

Similarly, KSL/Logic was developed as an extension of KSL that integrates logic
programming with objects and rule-based programming using the same basic model of
reflection described above.  Through extensions to the class hierarchy, logic
expressions are implemented as specializations of the ExpressionObject class, while a
Predicate class was introduced as a specialization of the Method class to represent
first order logic predicates.  New variables that allow dynamic binding and
backtracking were implemented as specialization of VarAssinment and VarReference
classes, respectively.  Further discussion can be found in [11]

4. Access to State of the Computation

The basic model described above provides access to the definitions of objects but not
to the state of the environment. This requires representation of message-sending and
variable binding with a context class.

Context Objects. A context object contains an association of local variable names
with values. It is essentially the working memory of a method and corresponds to a
stack entry in conventional function-call processing. In KSL, the current context is
passed as an argument of the evaluation message to any expression. If the expression
is a variable reference, the value is retrieved from the context. If the expression is a
variable assignment, the value is associated with the variable name in the context.
Each context also identifies the previous context that was in effect when it was
created.

Message Resolution. The creation of a context occurs as the result of evaluation of a
message expression. The message evaluation behavior first evaluates the component
expressions of the message to obtain the actual, as opposed to symbolic, identities of
the target object and message arguments. The message selector, target object, and
message arguments then become arguments in a message-resolution message to the
target object class. The class message-resolution behavior determines the appropriate
target behavior to be executed. The message-resolution message is then forwarded to
the target behavior. If the target behavior is a simple instance variable access behavior,
the appropriate access is performed and a value returned. If the target behavior is a
method, a context is created to associate the target object and arguments with the
method parameters. The local variables and default values are also specified in the
context. The currently active context pointer is assigned to an instance variable of the
new context; this implements the stack structure of the processing environment. The
new context is then used in the evaluation of the method’s executable expressions.

Note that in this extended model, the message resolution mechanism and the structure
access mechanism (and thereby the underlying implementation of object structure) are
behaviors of the class and as such are both defined by the meta class, the class that
defines classes.
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Global Variables. In addition to parameters and local variables, an environment
requires global variables as initial points of reference to its representations. In this
model, and in KSL, global variables are represented as values associated with symbol
objects. Thus a global variable reference is a reference to an instance variable of a
symbol object. This defines the global "context".

This extension provides the model with the necessary mechanism to allow its
interpreter to access the structures that represent the state of execution.

5 Ad Hoc Reflective Operations

So far, the extended model provides the ability to reflect on the current state of the
system and the code being executed, but it does not provide a good mechanism for
introducing ad hoc side effects to invoke reflective operations at key points in the
processing. We will refer to these reflective operations here as monitoring.

Traps. Monitoring is accomplished by extending our model with another class of
objects, traps, that replace the target object reference to its class. When a message is
sent to a trapped target object, the message evaluator then sends the message-
resolution message to the trap instead of to the class. The trap message-resolution
behavior then performs special processing for the particular instance. This is
illustrated in Figure 4.

Eval

Message

Target Object

Trap

Meta State

Trap Class

Instance Behavior
Arguments

Figure 4.  Computational Reflection by Traps

Target Class

The trap provides a mechanism for instance specialization; in other words, it supports
addition of local behaviors and side effects on the particular instance. Instance
behaviors are attached to the trap. When a message is received, the trap message-
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resolution behavior determines if there is an instance behavior with a matching
selector, i.e., if the message is to be intercepted by an instance behavior. If there is a
matching behavior the message is forwarded to it. If there is no matching instance
behavior, the message is forwarded to the class of the target object to be processed in
the normal manner. Instance behaviors may, in turn, forward the message to the class
for normal processing before and/or after producing special side effects.

Compiled vs. Interpreted Behaviors. Another form of ad hoc reflection is
replacement of a compiled behavior with its object representation so that method
resolution shifts to reflective (interpreted) mode to allow stepping, tracing and break-
point setting.

KSL uses these extensions to implement several reflective facilities. For example,
traps are used to incorporate access-oriented programming. Monitoring of object
behaviors is achieved by trapping appropriate messages to a target object and invoking
corresponding behaviors attached to the trap. Debugging, tracing, and stepping, all
reflective facilities, are implemented in KSL through posting traps on the language
expression objects to intercept their evaluation messages during method execution.

6 The Meta State

The reflection model is still not complete unless there is a mechanism for recalling
how the current state of an object was reached. Reflection must be able to analyze
events leading up to the current situation.   In order to explain the current state, "meta-
state" information must be captured each time the state of an object changes. Each
event should be captured in a meta-state object which identifies the source of the
event, the prior state, and the next-previous meta-state object.

It is not practical nor necessary to recall everything, only those things that might need
to be explained or retracted. Consequently, the capture of meta-state information
should not be programmed into the class of a target object. Instead, capture of meta-
state information should be performed by message resolution on a trap object (see
Figure 4). An instance variable on the trap object can provide a link to the latest meta-
state object. The trap message resolution can recognize special messages for access to
the meta-state information. Additional capture logic should determine if and when old
meta-state objects should be discarded as no longer relevant.

KSL uses this concept to achieve inference and domain explanation for its rule-based
facilities [10].  The explanation facilities determine what rule events occurred to bring
about the current state. As inferencing proceeds, the inference engine generates event
objects which constitute a trail of the sequence of events. The explanation information
is captured in the domain model by attaching events with traps. For example, if a slot
(instance variable) defined with an "explainable" access behavior is active, then any
change to the slot value will cause an event object to be attached to explain how the
new slot value was obtained. In addition, a record of the inferencing activities is stored
on the current session object instantiated at the beginning of the inferencing process.
An event browser is developed as a network display facility to examine the event trail.
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7 Relation to Other Reflection Models

An excellent background on Computational Reflection and its implementation is
presented by Malenfant et. al. in Reflection’96 [16].  However, most reflection models
in the literature address certain aspects of reflection, but not all. The best summary of
such models was given by Ferber [5]. He identified three models, the metaclass,
metaobject, and meta-communications models, to deal with structural reflection [4]
and computational reflection [15].

In our basic model, structural reflection is achieved through the representation of all
entities as objects. Other object-oriented languages and systems achieve partial
reflection by adopting a limited form of this approach. For example, Smalltalk [7]
represents classes and methods as objects, and OBJVLISP [2] represents entities as
instances of classes that are instances of other classes called metaclasses. Metaclasses
in OBJVLISP are subclasses of the class Class that is an instance of itself.  Our basic
model extends both Smalltalk and OBJVLISP models to represent the procedural
behaviors, instance variables, and executable expressions of the language as objects.
This allows access to all aspects of the language structure thus providing greater
structural reflection.

Computational reflection as defined by Maes [15] was implemented using the
metaobject model. Several systems were implemented to provide this type of
reflection [15], [18]. The approach these systems adopted for achieving computational
reflection focused on introducing a metaobject (an instance of the metaobject class)
for each target object to intercept its messages and perform desired reflective
operations.   The simple trap mechanism, implemented as part of our model, can
provide such computational reflection. However, we extended our basic model to
include objects that represent the global state of the environment and the context in
which execution is interpreted. These extensions are unique to our unified model and
allow more computational reflection than can be achieved by the metaobject model
alone.

The model also lends itself to representing features of other object-oriented languages.
For example, behaviors may be selected based on argument classes to implement the
multi-method capabilities of CLOS [14]. Furthermore, a specialized form of trap can
be used to implement delegation for a prototyping form of representation [13], and a
specialization of the trap class can also provide a dispatcher to implement concurrent
object-oriented programming a la ACTORS [1].

8 Conclusions and Future Work

In this paper we proposed conceptual and operational definitions of full reflection that
satisfy Smith's reflection hypothesis. We presented our view of a unified object-
oriented model of reflection that is necessary to achieve full reflection, and showed
that it subsumes most of the existing models of reflection. The model, for the most
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part, has been implemented in KSL, but the model is also suitable for representation of
other object-oriented languages.

The principle challenge for the future is to provide reflection with performance.
Research in this area should focus on two main issues: (1) implementation of the non-
reflective underlying code, and (2) the ability to transition code that is compiled (non-
reflective) to reflective mode allowing selective but ad hoc reflection. The model
described here should provide an appropriate framework for this work.
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Abstract. A compositional generic process control model is presented which has 
been applied to control enzymatic biochemical processes. The model has been 
designed at a conceptual and formal level using the compositional development 
method DESIRE, and includes processes for analysis, planning and simulation. It 
integrates qualitative and quantitative techniques. Its application to enzymatic 
chemical processes is described. 

 

1  Introduction 
Process control is a task that has many application domains, like production processes 
in industry (e.g., chemical industry, car industry), any automated process that uses a 
conveyor belt or assembly-line, but also in hospitals (e.g., brain-scanners, intensive-
care) and remote robot control (e.g., space shuttles, the docking of space-crafts, 
nuclear reactors, deep-sea exploratory vessels) for environments that are hostile for 
human beings or for situations in which humans are not capable of receiving and 
interpreting sensory information quickly enough to make the right decisions.  
 Applications for process control often are developed in an ad hoc manner, with no 
explicit specification at a conceptual level or built in facilities for reuse or 
verification. In this paper, a reusable model for process control is described which has 
been designed using the compositional development method DESIRE (cf. [1], [2]). 
The model covers analysis of the current state (and history) and the possibility to 
simulate a possible plan before actually selecting and executing it.  
 The model is generic in two senses: it is generic with respect to the processes or 
tasks, and it is generic with respect to the information structures and knowledge. 
Genericity with respect to processes or tasks refers to the level of process abstraction: 
a generic model abstracts from processes at lower levels. A more specific model with 
respect to processes is a model within which a number of more specific processes, at 
a lower level of process abstraction are distinguished. This type of refinement is 
called specialisation. Genericity with respect to knowledge refers to levels of 
knowledge abstraction: a generic model abstracts from more specific information 
structures and knowledge. Refinement of a model with respect to the knowledge in 
specific domains of application, is refinement in which knowledge at a lower level of 
knowledge abstraction is explicitly included. This type of refinement is called 
instantiation. Reuse of such a generic model can take place by 

• adding domain-specific information structures and knowledge (instantiation) 
• adding more specific sub-processes within the processes defined by the 

generic model (specialisation) 
• adding or deleting components (reconfiguration) 

In addition to the possibility to reconfigure, also verification is supported by the 
compositional structure of the design. 

I. Imam et al. (Eds.): IEA/AIE-99, LNAI 1611, pp. 296-305, 1999. 
© Springer-Verlag Berlin Heidelberg 1999 
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 The process control model presented has been reused in the domain of enzymatic 
reactions, in particular for penicillin production processes. The prototype 
implementation developed integrates qualitative methods acquired in the form of 
expert knowledge, and quantitative techniques (a numerical simulation model). 
 In Section 2 the problem of process control is discussed, and the example domain 
of application is presented. In Section 3 the processes in the generic model are 
presented, together with their composition relation. In Section 4 the generic 
information types are presented. In Section 5 it is shown how it has been instantiated 
by information structures and knowledge on the specific application domain. 
 

2  Problem Description 
For effective control of a process, a good understanding of the current situation and 
history of that process is vital. Often it is also important to make predictions of future 
situations of the process. By undertaking proper actions it might be possible to 
prevent undesired (predicted) situations. Process control can be used to keep the 
process within acceptable bounds, but also to optimize a process. 
 The two basic generic information elements for process control are observations 
and actions. Observation information (for example, acquired by sensors) is needed to 
assess the current situation. Based on the assessment of the situation (but also 
previous situations), actions must be performed to control the process. Process 
control can be performed with or without simulation of the plans that are determined 
to control the process.  
 
2.1  Domain of Application: Enzymatic Biochemical Reactions 

In chemical industry more and more production processes for medicins are based on 
enzymatic reactions. For example, benzylpenicillin is an antibiotic that is directly 
used as a medicin. It can be produced from 6-amino penicillin acid (6-APA) and 
phenyl acetate. The reaction is described by the following: 
 

   benzylpenicillin ↔ 6-amino penicillin acid + phenyl acetate 
 

The reaction is a balance reaction, where the balance is determined by the pH of the 
mixture. The reaction takes place in water until an equilibrium is reached at a certain 
pH, depending on the starting concentrations. Since it is an enzymatic reaction, the 
mixture needs to contain penicillin amidase for the reaction to take place.  
 To produce benzylpenicillin the mixture needs to contain the same amount of 6-
APA as it contains phenyl acetate. Furthermore, the mixture must contain so much 
phenyl acetate that it has a pH-degree lower than 5. An example: if pH=4.4, then 88% 
of the 6-APA is transformed into benzylpenicillin. Because the mixture will contain 
less and less acetate by this reaction, the pH will rise (i.e., the mixture will become 
less acid). Therefore, if the production is to continue, the pH must be kept low, so 
phenyl acetate is to be added. Furthermore, if phenyl acetate is added, the same 
amount of 6-APA must be added as well.  
 The enzyme is very sensitive to acids, it deteriorates rapidly if the pH drops below 
4.3. Furthermore, the enzyme only functions good if the temperature is close to 25ûC. 
To monitor and control the production process correctly, there are two thermometers 
(one for the temperature in the kettle, and one for the temperature of the surroundings), 
one pH-electrode (to measure the pH in the kettle), a dial to set the heating of the 
kettle, four smaller kettles containing 6-APA, enzyme, acetate and sodium hydroxide 
(NaOH) respectively. The sodium hydroxide is a base, and can therefore be used to 
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raise the pH if necessary. Each of these kettles can be made to release a standard 
amount of material. 
 
2.2  The Requirements 

The process control system has to be able to analyse the state of a process in terms of 
the assessments specified for the domain of application. On the basis of these 
assessments the system is to determine a plan of actions with which the process is to 
be controlled. These plans must be tested first before being applied to the process in 
the external world. Therefore, the process control system has to contain a simulation 
of the world process. 
 The task of analysing (or monitoring) the process must be exercised on the 
process running in the external world as well as on the simulated process. Generated 
plans are tested on the simulation, and the simulation results have to be analysed in 
order to adapt the plan before executing it on the process in the external world. Given 
that for complex processes observation might be costly and/or time consuming, the 
system has to determine when and which observations are to be performed both on 
the process in the external world as well as on the simulated process. 
 The simulation of the process has to be quick enough so that the plan is still useful 
for the process in the real world. On the other hand it has to give a reasonable 
prognosis of the effect of the plan on the process running in the external world. A 
problem is that very accurate simulations are (often) time consuming. These two 
constraints have to be balanced within the process control system. 
 

3  A Compositional Generic Model for Process Control  
Within the generic model different levels of process abstraction are considered. The 
process composition relation (cf. [2]) defines how the behaviour of a component 
emerges from the behaviours of its sub-components at the next lower level of process 
abstraction. The definition of a process composition relation consists of a static part 
(the information links) and a dynamic part (task control).  
 At the top level, two components are modelled, see Fig. 1: process control task and 
external world. They interact with each other in a bidirectional manner. The information 
on observation results is transferred from the external world to the process control task by the 
link world observation information. The information on the observations and actions to be 
performed is transferred from the process control task to the world by the link selected 

actions and observations.  
 
 

process control 

 task

external 

world

 selected actions and observations

world observation information

 
Fig. 1   Top level process composition: information links 

 
 The component process control task is composed of the components process analysis, 
simulated world processes, and plan determination, see Fig. 2. 
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Fig.  2   Process composition  of the  process control task: information links 

 
 
The component process analysis within the process control task is composed of two 
components: process evaluation and determine observations, see Fig. 3.  
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Fig.  3   Process composition of process analysis: information links 

 
 The information that can be obtained from observations using the sensors is 
modelled by the information type observation result info (in the example: observation 
information on temperature and pressure). The information type observation result info is 
used both in the output interface of the component external world and in the input 
interface of the component process control task.  
 The information types observation info and action info model information on the 
observations and actions to be performed in the external world. These information types 
are used in the output interface of process control task and the input interface of external 

world. Within the component process control task information types are defined that are 
used by its three internal components. The information type assessments is used in the 
output interface of the component process analysis and in the input interface of plan 

determination. Assessments represent information on the state of the process. The 
information type observation result info is used as an input of simulated external world to 
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callibrate the simulation models used. Note that two types of observations can be 
performed: incidental observations  that return an observation result for only the 
current point in time, and continuous observations  that continuously return all 
updated observation results as soon as changes in the world occur. 
 Task control within the process control system is only discussed globally. All 
processes and information links at the top level are awake, i.e., both the external 
world and the process control task process information as soon it arrives. This 
enables the process control task to interpret new observation result information as soon as 
possible. Furthermore, plans can be determined as quickly as possible, and long term 
effects can be predicted by use of the simulation task. 
 Within process control task a cycle of process activations takes place continuously. In 
each cycle, first process analysis checks the effects on the process running in the external 
world of the plan that is currently being executed and determines which incidental 
observations have to be performed. If this check is satisfactory, the simulation is 
activated, to give a prognosis of the rest of the current plan with respect to the last 
observation result information from the external world, after which a new cycle 
begins. If, however, the current plan is no longer satisfactory, component plan 

determination is activated with task control focus new plan. Component plan determination 
comes up with a new plan, sends it to the simulation and the analysis components. If 
plan determination finished determination of a new plan, process analysis is activated. 
Component process analysis determines which observations have to be performed on 
the simulation that are relevant for the new plan. Then the simulation is activated with 
the new plan and the latest observation results. Component simulated world processes 
provides simulation results after which component process analysis is activated again. 
Component process analysis check the new plan, if it is satisfactory it makes the new 
plan the current plan and allows it to be executed in the external world and a new 
cycle begins. If the check is unsatisfactory, component plan determination is activated, 
starting a new sub-cycle for the production of a satisfactory new plan. Information 
links are activated as relevant for the above cycle. However, the information link world 

obs info to component process analysis is made awake to enable the component to react 
directly to the latest information (to be able to react to emergency situations at any 
time). The processes within process analysis are activated in a row, first proces evaluation, 
then observation determination. All information links are awake.  
 

4  Knowledge Composition: Generic Information Types 
In this section the generic information types used in the process control model are 
briefly discussed. Based on the observation result information the process controller 
is to decide which actions are to be performed. The process controller receives 
statements about what has been observed of the state of the process. The generic 
information type observation results is used to express observation result information. 
 The aim is to express statements like �the observation result is that it is true that the pressure 
is low� and �the observation result is that it is false that the pressure is high�. The information type 

observation results includes the sorts INFO ELEMENT and SIGN. Terms of the sort INFO 

ELEMENT refer to statements in the language defined by the domain specific 
information type domain info. In the generic model the information type domain info 
remains empty. If the model is applied this information type is instantiated with 
domain-specific information structures. 
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 The information type action info makes use of the generic information type actions to 

be performed and is meant to enable the reasoning about actions. In the information type 
actions to be performed the sort ACTION is introduced and the relation to be performed is added 
to be able to reason about actions. This information type is generic; no reference is 
made to domain specific information types. The information type action info  is 
composed of this generic information type and the domain specific information type 
domain actions. In the generic model this information type remains empty. If the model 
is applied, this information type is instantiated with the domain-specific action names. 
For example, the atom to_be_performed(add(enzyme)) refers to one of the actions used in 
the application domain addressed in Section 5. Similarly the other information types 
have been specified. For example, the information type assessments defines the relation 
assessment that is used to express output of the analysis process.  
 

5  Application Domain Specific Knowledge 
In this section the relevant knowledge in the application domain of enzymatic 
reactions is described, and related to the generic model. 
 
5.1 Domain Specific Knowledge used in Analysis 

In enzymatic reactions the following observations can be made: 
� pH 
� T, the (internal) kettle temperature 
� Tlab, the temperature of the laboratory 
� heater 

Given this observation information from the component external world the task of the 
component process_analysis is to analyse the process. For the domain of benzylpenicillin 
a knowledge base has been acquired from the domain expert which provides 
assessments of the process in terms of: 

�  kettle temperature is too high 
�  kettle temperature is high, but not too high 
�  kettle temperature is optimal 
�  kettle temperature is too low 
�  kettle temperature is low, but not too low 
�  pH is too high 
�  pH is high, but not too high 
�  pH is optimal 
�  pH is too low 
�  pH is low, but not too low 
�  no enzyme in the mixture 
�  enzyme in the mixture 
�  no reaction is taking place 
�  reaction is taking place 
�  not enough 6-APA in the mixture 
�  enough 6-APA in the mixture 

 
5.2  Domain Specific Knowledge used in Planning 

The process can be influenced in the following manners: 
• addition of: acid, base, 6-APA, or enzyme 
• changing the heater. 

Given the information from the component process_analysis the component 
plan_determination is to produce a plan to correct the process. For the domain of 
benzylpenicillin the component plan_determination can have to correct the following 
situations: 
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�  kettle temperature above optimum but not too high 
�  kettle temperature too high 
�  kettle temperature below optimum but not too low 
�  kettle temperature too low 
�  pH above optimum but not too high 
�  pH too high 
�  pH below optimum but not too low 
�  pH too low 
�  no enzyme in the mixture 
�  no reaction is taking place 
�  not enough 6-APA in the mixture 
 

The following table (acquired from the domain expert) represents the knowledge used 
for action selection: 
 

reac
tion 

enzy
me 

kettle 
temp 

pH action type 

    temp pH enzyme apa 

+ + above 
optimum 

above optimum decrease acid naught naught 

   ok decrease naught naught naught 

   below optimum decrease base naught naught 

  ok above optimum nil acid naught naught 

   ok nil naught naught naught 

   below optimum nil base naught naught 

  below 
optimum 

above optimum increase acid naught naught 

   ok increase naught naught naught 

   below optimum increase base naught naught 

- + above 
optimum 

above optimum decrease acid naught naught 

   ok decrease naught naught naught 

   below optimum decrease base naught naught 

  ok above optimum nil acid naught naught 

   ok nil naught naught add 

   below optimum nil base naught naught 

  below 
optimum 

above optimum increase acid naught naught 

   ok increase naught naught naught 

   below optimum increase base naught naught 

- - above 
optimum 

above optimum decrease acid naught naught 

   ok decrease naught naught naught 

   below optimum decrease base naught naught 

  ok above optimum nil acid naught naught 

   ok nil naught add naught 

   below optimum nil base naught naught 

  below 
optimum 

above optimum increase acid naught naught 

   ok increase naught naught naught 

   below optimum increase base naught naught 

The combination reaction + and enzyme - is impossible.  
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6   The Simulation Model 
The enzymatic reaction for the production of benzylpenicillin is as follows: 

E + A EA E + P + Q

k_1 k_2

k1 k2

 
 

Notation Entity Measure 
E enzym: penicillin amidase mol / liter (concentration) 
A benzylpenicillin mol / liter 
EA intermediate result mol / liter 
P phenyl acetic acid mol / liter 
Q 6-APA mol / liter 
k reaction rate constant / sec 

 
From the reaction specification it is clear that four reaction rate constants play a role. 
However, an additional deactivation rate constant k3 plays a role, due to the 
deterioration of the enzyme according to temperature and pH. 
 For the computation of the concentration of the different substances in the 
solution, the following difference equations hold: 
 

  cE(t) + (-k1cEcA + k-1cEA - k-2cEcPcQ + k2cEA - k3cE)dt

= cA(t) + (- k1cEcA + k-1cEA)dt cA(t + dt)

= cP(t) + (- k-2cEcPcQ + k2cEA)dt 

= cEA(t) + (k1cEcA - k-1cEA + k-2cEcPcQ - k2cEA)dt

=

cP(t + dt)

= cQ(t) + (- k-2cEcPcQ + k2cEA)dt cQ(t + dt)

cEA(t + dt)

cE(t + dt)

 
where dt is the duration of 1 step measured in minutes. 
 Experimental results show that, if the temperature is between 5°C and 30°C, the 
reaction rate constants behave approximately linear with respect to temperature. The 
reaction rates are 0 at 0°C, as the mixture in the kettle then freezes. Therefore, we 
chose to use the following linear equations for the reaction rate constants: 
 
  k1 = 0.04   * c  * (T - 273)  
  k-1 = 5000  * c  * (T - 273) 
  k-2 = 6 * c  * (T - 273) 
  k2 = 1 * c  * (T - 273) 
 
where the rates correspond to reaction rates per minute. Although it seems as if k-1 is 
much higher than the others, it�s effect is less than that of k-2. Both have more effect 
than k  and k , which is as one would hope if penicilline is to be produced. 1 2

 The case i = 3 is special: the enzym deteriorates  rapidly if the pH leaves the 
vicinity of 4.4 and if the temperature within the kettle rises above 25°C. This was 
modelled by:  

  k 3 = 1
2

1
1 + z(pH - 4.4)  2

( 1 -   ) + c  ( 1 + 
T - 303

 2 )
)c   ( 1 + (T - 303)√
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The parameter z determines how fast the deterioration goes. For this application the 
value 25 for the parameter z was estimated. The current pH is given by: 
 

   
pH = - log(  ( c P1.7x10 -5))

Computing backwards from the optimum pH of 4.4, we see that then cP should be 
0.000093229 mol/liter. Since these are unpleasant figures to work with, we normalize 
the computation of pH in such a way that if we choose cP = 100, then pH = 4.4: 

√ 

 

   
pH = - log(  ( 0.00000093229 x c P x 1.7x10 -5))√ 

 
The change in the kettle temperature T per dt depends on the temperature of the 
laboratory and the state of the heater: 
 
  ∆T /dt    = c * β*heater - c * α * (T - Tlab) 
 
In the current model we estimated β to be 300000, and α to be 50000. The heater can 
have the following values: 1, 2, and 3. The temperature of the laboratory fluctuates, 
but is assumed to be somewhere between 10°C and 30°C. 
 

7  Conclusions 
The generic model for process control presented in this paper was designed on the 
basis of earlier experiences in the control of ship building processes. On the basis of 
the generic model, the application to the control of enzymatic reactions, in particular 
in antibiotics production was designed in a relatively short time; most of the effort 
was spent in building the simulation model. The application integrates qualitative 
methods (acquired from our domain expert) and quantitative techniques (the 
simulation model based on differential equations). The prototype implementation that 
was automatically created on the basis of the design, using the DESIRE software 
environment, has been tested in a simulated environment, but not yet in the real 
environment. 
 This project has shown that the generic model for process control indeed provides 
a strong form of reusability, and improves the efficiency of the development process 
of applications to a large extent. The generic and compositional nature of the process 
control model supports reusability of the model as a whole, but also of separate 
components within the model. 
 To prove that an application with this model works properly, the compositional 
verification method introduced in [4] can be used, in a similar manner as how this has 
been done for a generic model of diagnosis; see [3]. This compositional verification 
method relates dynamic properties of a system as a whole to properties of system 
components, and properties of components to sub-components, and so on. Finally the 
dynamics of the system as a whole can related to properties of the knowledge used to 
specify the primitive components, and environmental and domain assumptions. The 
formulation of these properties and the proofs of their relations can be performed in a 
generic manner. The generic and compositional structure of the model presented here 
provides an appropriate basis for this, in addition to existing techniques, for example 
in specification and verification of reactive systems (cf. [5]). Behavioural properties 
of the compositional process control model such as reactiveness and pro-activeness 
can also be studied in the context of intelligent agents; cf. [4], [6], [7]. 
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Abstract. In this paper, graphical, conceptual graph-based representations for
knowledge structures in the compositional development method DESIRE for
knowledge-based and multi-agent systems are presented, together with a
graphical editor based on the Constraint Graph environment. Moreover, a
translator is described which translates these graphical representations to
textual representations in DESIRE.  The strength of the combined environment
is a powerful -- yet easy-to-use -- framework to support the development of
knowledge based and multi-agent systems. Finally, a mapping is presented
from DESIRE, that is based on order sorted predicate logic, to Conceptual
Graphs.

1 Introduction

Most languages for knowledge acquisition, elicitation, and reasoning result in
specifications in pure text format. Textual representation is easier for a computer
program to process. However, textual representation is not an easily understandable
form, especially for those domain experts who are not familiar with computer
programming. Visual representation of knowledge relies on graphics rather than text.
Visual representations are more understandable and transparent than textual
representations [7].

DESIRE (DEsign and Specification of Interacting REasoning components) [2] is a
compositional [3] development method used for the design of knowledge-based and
multi-agent systems. DESIRE supports designers during the entire design process:
from knowledge acquisition to automated prototype generation. DESIRE uses
composition of processes and of knowledge composition to enhance transparency of
the system and the knowledge used therein.

Originally, a textual knowledge representation language was used in DESIRE that
is based on order sorted predicate logic. Recently, as a continuation of the work presented
in [6] a graphical representation method for knowledge structures has been developed,
based on conceptual graphs [8].

Constraint Graphs [5] is a concept mapping "meta-language" that allows the visual
definition of any number of target concept mapping languages. Once a target language
is defined (for example, the DESIRE’s graphical representation language) the
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constraint graphs program can emulate a graphical editor for the language as though it
were custom build for the target language. This "custom" graphical editor can prevent
the user from making syntactically illegal constructs and dynamically constraints the
choices of the user to those allowed by the syntax. Constraint Graph’s graphical
environment is used to present knowledge in a way that corresponds closely to the
graphical representation language for knowledge that is used in DESIRE. A translator
is described that bridges the gap between the graphical representation and the textual
representation language in DESIRE.

Another well-known knowledge representation language, that also makes use of
graphical notations, is Conceptual Graphs [8].  Knowledge presented in Conceptual
Graphs can also be represented in predicate logic. Since DESIRE is based on order
sorted predicate logic, such knowledge can also be represented in DESIRE. In this paper, a
mapping is given from DESIRE to Conceptual Graphs, thus bringing DESIRE closer to that
representation language.

2 Graphical Knowledge Representation in DESIRE

In this section both graphical and textual representations and their relations are
presented for the specification of knowledge structures in DESIRE [2]. Knowledge
structures in DESIRE consist of information types and knowledge bases. In Sections
2.1 and 2.2 graphical and textual representations of information types are discussed.
In Section 2.3 representations of knowledge bases are discussed.

2.1 Basic Concepts in Information Types

Information types provide the ontology for the languages used in components of the
system, knowledge bases and information links between components. In information
type specifications the following concepts are used: sorts, sub-sorts, objects, relations,
functions, references, and meta-descriptions. For the graphical specification of
information types, the icons in Fig. 1 are used.

sort relation

object

function

meta-description

information type

Fig. 1. Information types: legenda

A sort can be viewed as a representation of a part of the domain. The set of sorts
categorizes the objects and terms of the domain into groups. All objects used in a
specification have to be typed, i.e., assigned to a sort. Terms are either objects,
variables, or function applications. Each term belongs to a certain sort. The
specification of a function consists of a name and information regarding the sorts that
form the domain and the sort that forms the co-domain of the function. The function
name in combination with instantiated function arguments forms a term. The term is
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of the sort that forms the co-domain of the function. Relations are the concepts needed
to make statements. Relations are defined on a list of arguments that belong to certain
sorts. If the list is empty, the relation is a nullary relation, also called a propositional
atom. The information type birds is an example information type specifying sorts,
objects, functions and atoms with which some knowledge concerning birds can be
specified. The information type is specified in Fig. 2. With information type birds it is,
for example, possible to express statements like "Tweety is of the type that it prefers
vegetarian food": is_of_type(tweety, food_preference(vegetarian)).

BIRD TYPE

birds

food 
preference

is of type

1 2

BIRD DIET

tw
ee

ty

ca
rn

iv
or

e

om
ni

vo
re

ve
ge

ta
ria

n

can fly

information type birds
sorts BIRD,

DIET,
BIRD_TYPE;

objects
tweety : BIRD;
carnivore,
omnivore,
vegetarian : DIET;

functions
food_preference :      DIET–> BIRD_TYPE;

relations 
can_fly: BIRD;
is_of_type : BIRD * BIRD_TYPE;

end information type

Fig. 2. Information type: birds

Note that being able to express a statement does not mean that the statement is true, it
could be false.

2.2 Compositionality of Information Types

Compositionality of knowledge structures is important for the transparency and
reusability of specifications. In DESIRE two features enable compositionality with
respect to information types: information type references, and meta-descriptions. By
means of information type references it is possible to import one (or more)
information type(s) into another. For example, information type birds above can be
used in an information type that specifies an extended language for specifying
knowledge that compares birds.



Visual and Textual Knowledge Representation in DESIRE 309

Example 1
information type compare_birds

information types birds;
relations same_type: BIRD * BIRD;

end information type

The second feature supporting compositional design of information types is the meta-
description representation facility. The value of distinguishing meta-level knowledge
from object level knowledge is well recognized. For meta-level reasoning a meta-
language needs to be specified. It is possible to specify information types that describe
the meta-language of already existing languages. As an example, a meta-information
type, called about_birds, is constructed using a meta-description of the information
type birds (see Fig. 3). The meta-description of information type birds connected to sort
BIRD_ATOM ensures that every atom of information type birds is available as a term of
sort BIRD_ATOM. Using information type about_birds it is possible to express that it has
to be discovered whether bird Tweety can fly (to_be_discovered(can_fly(tweety))).

about birds

BIRD ATOM

to be discovered

birds

Fig. 3. Meta-descriptions: about birds

2.3 Knowledge Bases

Knowledge bases express relationships between, for example, domain specific
concepts. Reasoning processes use these relationships to derive explicit additional
information.
Example 2

knowledge base birds_kbs
information types compare_birds;
contents

if has_type(X: BIRD, Y: BIRD_TYPE)
   and has_type(Z: BIRD, Y: BIRD_TYPE)
   then same_type(X: BIRD, Z: BIRD);

if has_type(X: BIRD, type(Y: DIET, flying, Z: HABITAT))
   then flies(X: BIRD);

has_type(tweety, type(vegetarian, flying, hot));
end knowledge base
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The knowledge base birds kbs specified in Example 2 expresses which birds are of the
same type, and which birds fly. Although, knowledge bases can be represented
graphically as well, examples have been omitted from this paper.

Finally, a knowledge base can reference several other knowledge bases. The
knowledge base elements of knowledge bases to which the specification refers are
also used to deduce information (an example has been omitted).

3 Constraint Graphs

Constraint graphs is a concept mapping "meta-language" that allows one to visually
define any number of target concept mapping languages. Once a target language is
defined (for example, the DESIRE knowledge representation language) the constraint
graphs program can emulate a graphical editor for the language as though it were
custom build for the target language. This "custom" graphical editor can prevent the
user making synactically illegal constructs. Furthermore, the editor dynamically
constraints user choices to those allowed by the syntax.

TOP

NODE

CONTEXT BOTTOM

ARC

ISA

Fig. 4. The base type lattice for Constraint Graphs

In order to accommodate a large number of visual languages, constraint graphs must
make as few assumptions about concept mapping languages as possible. To this end,
constraint graphs defines only four base components: node, arc, context, and isa (see
Fig. 4). Nodes and arcs are mutually exclusive, where nodes are the vertices from
graph theory, and arcs interconnect other components, and are analogous to edges in
graph theory. Both nodes and arcs may (or may not) be labeled, typed, and visual
distinguished by color, shape, style, etc. Contexts are a sub-type of node and may
contain a partition of the graph. Isa arcs are a sub-type of arc and are used by the
system to define the sub-type relation: one defines one component to the be a sub-type
of another component merely by drawing an isa arc from the sub-type to the
supertype.

Futhermore, the generality requirement of constraint graphs dictates that arcs are
not always binary, but may also be unary or of any arbitrary arity greater than 1 (i.e.,
trinary and n-ary arcs are allowed). For example, the between relation puts a trinary
arc to good use. Constraint graphs arcs may interconnect not only nodes but other arcs
as well. This is not only useful, but necessary because all sub-type and instance-of
relations are defined using an isa arc, arcs between arcs are required to define the type
of any arc. Finally, within constraint graphs no hard distinctions are made between
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types and instances, but rather, the object-delegation model [1] is followed where any
object can function as a class or type.

animal

carnivore

wolf

vegetarian

rabbit

eat

eat

Fig. 5. An example Constraint Graphs definition

To illustrate some of the above points, Fig. 5 shows a simple definition. Here, the fat,
directed arcs are the constraint graphs isa arcs and define carnivore and vegetarian to be
sub-types of animal, wolf as a sub-type (or instance-of) of carnivore, and rabbit as a sub-
type (or instance-of) of vegetarian. Furthermore the eat binary relation (dashed arc) is
defined and starts on carnivore and terminates on animal. These terminals are important:
the components at the terminals constrain all sub-types of eat to also terminate at
some sub-type of carnivore and animal respectively. The second eat arc is defined (by
the fat isa arc between it’s label and the first eat arc’s label) to be a sub-type of the first
eat arc. It is therefore legally drawn between wolf and rabbit, but the editor would
refuse to let it be drawn in the reverse direction: the eat definition says that rabbits
can’t eat wolves.

4 The Translator

In Constraint Graphs, three basic types of objects exist: nodes, arcs and contexts. The
elements of the language to be expressed in the Constraint Graphs’ environment
therefore need to be mapped onto these basic types. Table 1 below shows the mapping
between DESIRE’s knowledge elements and nodes, arcs and contexts.

Object Sort Subsort Meta
description

Functio
n

Relatio
n

Information
type

Knowledge
Base

NODE NODE ARC ARC ARC ARC CONTEXT CONTEXT

Table 1. Mapping between DESIRE and Contraint Graphs

Constraint Graphs allows the user to further constrain the language definition in by,
for example, restricting the shapes and connector types of the nodes and arcs the
language elements are mapped onto. In our case, we restrict the shape of node Sort to
a rectangle, and the shape of Object to a diamond. Furthermore, sub-sorts, meta-
descriptions and relations will be represented as directed labeled arcs, where the label
takes the shape of an ellipse. Moreover, functions will be depicted as directed labeled
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arcs as well, but the label will be a parallelogram. Finally, information types and
knowledge bases are mapped onto contexts, and the shape of these contexts will be the
default: a rectangle.

Fig. 6 below gives an impression of a specification of the DESIRE information
type birds (compare to Fig. 2) in Constraint Graphs.

BIRD TYPE

food 
preference

is of type

BIRD DIET

can fly

INF TYPE: birds

tweety carni 
vore

omni 
vore

veget 
arian

Fig. 6. Example of a DESIRE information type represented in Constraint Graphs

5 Relation to Conceptual Graphs

In this paper, graphical notations for knowledge in DESIRE are presented, as well as a
translator which translates specifications of these notations in a graphical environment
called Constraint Graphs to the textual DESIRE representation. Having this graphical
interface brings the knowledge modelling in DESIRE closer to other well-known
knowledge representation languages, such as Conceptual Graphs [8] because a
dedicated interchange procedure could be added to the software. The relation between
Conceptual Graphs and predicate logic is well-known. The fact that DESIRE is vased
on order sorted predicate logic, and the possibility to represent different meta-levels of
information within DESIRE, ensures that all knowledge represented in Conceptual
Graphs can also be represented in DESIRE. In this section a translation from
representations in DESIRE to representations in Conceptual Graphs is defined.

A conceptual graph is a finite, connected, bipartite graph, which consists of two
kinds of nodes: concepts and conceptual relations. Concepts are denoted by a
rectangle, with the name of the concept within this rectangle, and a conceptual
relation is represented as an ellipse, with one or more arcs, each of which must be
linked to some concept. Fig. 7 below shows an example conceptual graph,
representing the episodic knowledge that a girl, Sue, is eating pie fast.
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AGENT

OBJECT

MANNERGirl: Sue EAT FAST

PIE

Fig. 7. An example Conceptual Graph

When comparing conceptual graphs with the graphical notations for DESIRE, many
similarities become apparent. For instance, DESIRE’s relations are denoted by
ellipses, like conceptual relations, and sorts appear as rectangles, like concepts. Other
elements however, are harder to translate to a Conceptual Graph notation. Table 2
provides an overview of the translation of DESIRE elements to Conceptual Graphs.
Part of this is discussed in some detail.

Objects
Objects in DESIRE are instances of a sort. In Conceptual Graphs (CG) these instances
are represented by individual concepts, i.e., concepts with an individual marker
following the concept name. For example, the object tweety of sort BIRD in DESIRE is
represented by [BIRD: tweety] in CG. Also anonymous individuals can be translated,
e.g., the DESIRE variable X:BIRD is translated into [BIRD: *x] of CG which means
that it is known that an individual of type BIRD exists, but it is unknown which
individual.

Functions
In DESIRE, functions group sorts together by mapping them onto another sort.
Functions can be regarded to be sub-types of a general CG concept FUNCTION,
which takes one or more arguments and produces a result. In DESIRE functions act as
a named placeholder for an object of its result, in which the argument(s) and the name
of the function ensure the placeholder’s uniqueness. Function food_preference, for
example of Fig. 2, can be represented by the following Conceptual Graph:

[DIET]<-(ARG)<-[food_preference]-(RSLT)-[BIRD_TYPE].

Relations
Relations in DESIRE can be classified according to their arity. This arity determines
the mapping to Conceptual Graphs. 0-ary relations in DESIRE will have to be
translated to concepts; concepts in Conceptual Graphs form a graph in itself, like
nullary relations form a DESIRE atom in DESIRE. Relations with an arity greater
than zero can be translated into either a conceptual relation with the same arity or a
combination of a concept and (an)other conceptual relation(s). For example, the
relation between: space * brick * brick in DESIRE could be translated into the following
Conceptual Graph:

[SPACE] - (BETW) - [BRICK]
-[BRICK]
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This graph is a triadic relation, which could be read as "a space is between a brick and
a brick". Relation is_traveling_from_to: person * origin * destination however could be
translated into the graph

[TRAVEL] -
(AGNT) - [PERSON]
(ORG) - [ORIGIN]
(DEST) - [DESTINATION]

Sub-sorts
In DESIRE, hierarchical relations between sorts are allowed. Sub-sorts in DESIRE
correspond to the type hierarchy of concepts in Conceptual Graphs. In Conceptual
Graphs, hierarchies of both concepts and conceptual relations are possible, but these
hierarchical is-a relations are kept in a separate semantic net from other relations that
exist in the domain.

Desire Element¨ Graphical Equivalent in
Constraint Graphs

Equivalent in Conceptual
Graphs

Object diamond individual concept

Sort rectangle generic concept

Sub-sort rectangle connected to super-sort
by instance-of arrow

type hierarchy of concepts

Meta-Description dashed arrow from information
type to sort

conceptual relation
-(METALEVEL)-

Function parallelogram concept FUNCTION

Relation ellipse conceptual relation or concept
and conceptual relation(s)

Information type context-box labeled SIG context

Knowledge Base context box labeled KB context

Antecedent context-box labeled ANT context

Consequent context-box labeled CONS context

NOT-context context-box labeled NOT negative context

Information type Reference to
information type

arrow between information types context enclosed in another
context

Knowledge base Reference to
KB

arrow between knowledge base
contexts

context enclosed in another
context

KB reference to information
type

arrow from kb to information
type

comparable to first three and
last component in a canon

Rule arrow labeled "implies" between
antecedent and consequent

conceptual relation -(IMP)-

Table 2. DESIRE, Constraint Graphs, and Conceptual Graphs

6 Conclusion

In this paper, graphical representations for knowledge structures in DESIRE [2] have
been presented, together with a graphical editor based on the Constraint Graph
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environment [5]. Moreover, a translator has been described which translates these
graphical representations to textual representations in DESIRE. This software
environment can be regarded as a graphical design tool for knowledge in DESIRE, an
interface which offers many advantages to a textual interface. First, Constraint Graphs
can be used to specify knowledge structures, allowing the user to work with a mouse,
pull-down menu’s and windows instead of typing the specification conform the textual
DESIRE syntax. Second, the graphical representation of knowledge structures
(supported by the software environment for Constraint Graphs) offers a clear visual
representation, facilitating communication between domain expert and knowledge
engineer in the development process. Third, the graphical representations bring
DESIRE closer to other knowledge representation languages, such as Conceptual
Graphs [8], by defining a mapping from DESIRE to Conceptual Graphs (the other
direction was already covered). In conclusion, the strengths of the Constraint Graphs
environment as an easy to use representation tool in combination with the DESIRE
environment allows for a powerful framework to support the development of
knowledge based or multi-agent systems.
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Abstract. During the last years, electrical utilities began to install intelligent
applications in order to assist Control Centres operators. The Verification and
Validation (V&V) process intends to assure the reliability of these applications,
even under incident conditions.
This paper addresses the Validation and Verification of Knowledge-Based Sys-
tems (KBS) in general, focussing particularly on the V&V of SPARSE, a KBS
used in the Portuguese Transmission Network for operator assistance in incident
analysis and power restoration.
VERITAS is a verification tool developed to verify SPARSE Knowledge Base.
This tool performs knowledge base structural analysis allowing knowledge
anomalies detection.

Introduction

Nowadays, Control Centres (CC) are of high importance for the operation of electrical
networks. These Centres receive real-time information about the state of the network
and Control Centre operators must take decisions according to this information.

Under incident conditions, a huge volume of information may arrive to these Cen-
tres, making its correct and efficient interpretation by a human operator almost impos-
sible. In order to solve this problem, some years ago, electrical utilities began to install
intelligent applications in their Control Centres. These applications are usually Knowl-
edge-Based Systems (KBS) and are mainly intended to provide operators with assis-
tance, especially in critical situations.
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The correct and efficient performance of such applications must be guarantied
through Verification and Validation (V&V). V&V of KBS are not so usual as desir-
able but are usually undertaken in a non-systematic way. The systematic use of formal
V&V techniques is a key for making end-users more confident about KBS, especially
when critical applications are considered.

This paper addresses the Validation and Verification of Knowledge-Based Systems
in general, focussing particularly on the V&V of SPARSE, a KBS to assist operators
of Portuguese Transmission Control Centres in incident analysis and power restora-
tion.

It is known that knowledge maintenance is an essential issue for the success of a
KBS but it must be guaranteed that the modified KB remains consistent and will not
make the KBS incorrect or inefficient. There is no general agreement on the meaning
of these terms. For the remaining of this paper, the following definitions will be used:

− Validation - Allows to assure that the KBS provides solutions that present a confi-
dence level as high as the ones provided by the expert(s). Validation is then based
on tests, desirably in the real environment and under real circumstances. During
these tests, the KBS is considered as a “black box” and only the input and the output
are really considered important.

− Verification - Allows to assure that the KBS has been correctly conceived and im-
plemented and does not contain technical errors. Verification is intended to examine
the interior of the KBS and find any possible errors.

Most KBS are only validated and verified. Although validation process can guarantee
that when the system is deployed, its performance is correct, the existing problems
may arise when there is a need to change the Rule Base.

Verification should rely on formal methods requiring the development of tools to
implement these methods. Although there are already some available verification tools
in the market, specific needs of Power System applications usually require the devel-
opment of specific tools. As formal methods of verification rely on mathematical
foundations, they are able to detect a large number of possible problems. In this way,
it is possible to guarantee that a KBS that has passed through a verification phase is
correct and efficient. Moreover, it is possible to assure that it will provide correct per-
formance with examples that have not been considered in the validation phase.

The present section focus the mains aspects related with KBS knowledge mainte-
nance, stressing its relation with V&V stages.

Section 2 describes the SPARSE’s characteristics, namely, architecture, reasoning
model, rule selection mechanism and its implications for Verification and Validation
work.

Section 3 describes the Validation stage of SPARSE development, especially the
field tests and the need of applying formal methods in SPARSE’s V&V.

Section 4 presents VERITAS, a verification tool based on formal methods. This
tool has been successfully applied to several KBS: SPARSE; ARCA, an expert system
applied to Cardiology diseases diagnosis; and another expert system created to assist
in Otology diseases diagnosis and therapy. Finally, section 5 presents some conclu-
sions and future work.
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SPARSE

SPARSE is a KBS developed for the Control Centres of the Portuguese Transmission
network, owned and operated by REN1. This KBS assists Control Centres operators in
incident analysis and power restoration [7] [8] [9].

Software
Interface

V&V AssistantKnowledge Update
Assistant

Knowledge
Acquisition Assistant

User Interface

Inference Engine

Knowledge Base

Fact
Base

Rule
Base

Explanations
Events

Orders

Fig. 1 - SPARSE Architecture

SPARSE (see: Fig. 1) has been developed using PROLOG and C language and runs
on-line in a DECstation 5000/240 under ULTRIX operating system. This machine is
connected, through a Local Area Network Ethernet of duplicate configuration, with
two MicroVAX II machines that support SCADA (Supervisory Control And Data
Acquisition) functions in the Control Centre.

SPARSE presents some features that make the verification work more difficult than
for most KBS. These features include nonmonotonic behavior, temporal reasoning and
the meta-rules used in rule triggering. Considering the following rule:
rule xx : ’EXAMPLE’ :
[
 [C1 and C2 and C3]
 or
 [C4 and C5]
]
==>
[A1,A2].

The conditions considered in the LHS (Left Hand Side) (C1 to C5 in this example)
may be of one of the following types:

− A fact which truth must be proved (normally these facts are time-tagged);

− A temporal condition;
The actions/conclusions to be taken (A1 to A2 in this example) may be of one of the
following types:

− Assertion of facts (conclusions to be inserted to the knowledge base);

                                                          
1 REN is the Portuguese Transmission Network
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− Retraction of facts (conclusions to be deleted from the knowledge base);

− Interaction with the user interface.
The rule selection mechanism uses facts with the following structure:
trigger(NF,NR,T1,T2)

This fact means that rule number NR should be triggered, until it is successful, be-
tween instant T1 and T2, because of the arrived fact NF.

SPARSE has passed through a validation phase and is presently installed in one of
the two Control Centres of REN - Vermoim Control Centre, providing real-time as-
sistance to operators.

SPARSE’s Validation and Verification have been especially important for the suc-
cess of this project, namely in what concerns knowledge updating.

Validation

The process of Verification and Validation should start as early as possible during the
development of the application. The SPARSE V&V have been considered since the
very beginning and special arrangements have been made in order to provide condi-
tions for this process performing.

The project team aimed to perform the validation of SPARSE using examples as
close as possible to the ones that the application should face in the real environment.
According to this, it was considered that validation should be based mainly on real
information about the network.

Another important aspect that has been considered since an early stage of develop-
ment is the software required to interface SPARSE with SCADA applications used in
the Control Centre. In fact, it was realised that some limitations imposed by SCADA
should be considered since the very beginning in order to allow to take them into ac-
count during the development of the prototype, namely during the knowledge acquisi-
tion phase.

When integration issues are not addressed in an early phase of the project, the
changes that are required when the system is integrated in the real environment may
be very significant and impose almost a complete rebuilding of the system. The ex-
perts should namely, consider these issues during the knowledge acquisition phase.

REN's staff developed an application named TTLOGW [5] to acquire real-time in-
formation from SCADA and to send it to SPARSE. It acquires information related to
the state of electrical network equipment, which is used to generate material for
SPARSE's validation.

This application acquires the information related to the state of the equipment of the
electrical network.
In this way, files concerning real incidents have been obtained and have been used in
order to validate SPARSE conclusions. Experts involved in the project commented
these conclusions and corrections in the Knowledge Base were made whenever neces-
sary.



320 J. Santos et al.

New validation techniques need to be applied after SPARSE was first installed in
the control centre, since it now received real-time information from TTLOGW. The
validation of SPARSE considering real-time information was very important due to
several reasons:

− Temporal reasoning should be tested under real situations in order to assure its cor-
rection;

− Consideration of multiple faults is an important aspect of SPARSE performance that
is very dependent from the way information flows;

− Processing times should be tested in order to guarantee real-time performance, even
under incident conditions.

As nowadays electrical networks are very reliable it was not possible to completely
validate SPARSE with real incidents. A large number of different types of incidents
had to be simulated to allow validation. As this simulation should be as accurate as
possible, two different techniques have been used:

(1) Simulation of incidents by operators located in chosen substations

(2) Simulation of incidents using a programmable impulse generator and a Remote
Terminal Unit (RTU).

These two techniques complement each other, allowing a complete validation.
The simulation of incidents by operators allowed to obtain real-time information

that was forced to be generated but presenting exactly the same characteristics as the
information obtained during a real incident. During these tests, operators, making the
whole system act as if a real incident was taking place simulated the behaviour of the
protection equipment. In this way, the information, used by SPARSE was generated,
as it would be under a real incident.

Due to the difficulties of co-ordinating operators in several substations, the simula-
tion is not always correct and the whole process may have to be repeated several times
in order to obtain a good test case.

In spite of all the difficulties and costs involved, this kind of tests has been consid-
ered absolutely essential for the validation of SPARSE, allowing to increase the confi-
dence in its real-time behaviour.

In order to undertake a complete set of tests without the extremely high costs re-
quired by this technique, a different technique of test has also been used. This tech-
nique involves the use of a Remote Terminal Unit (RTU) and of a programmable im-
pulse generator (PIG). The PIG generates impulses in order to force the alarm mes-
sages creation by the SCADA system. This technique was used to simulate a wide set
of incidents allowing a more complete SPARSE Knowledge Base validation with re-
duced costs.

These methods of validation have been considered sufficient to put SPARSE in
service, without the need to undertake formal verification of SPARSE Knowledge
Base. However, when a Knowledge-Based System, as SPARSE, is in continuous use,
the necessity to make changes in the Rule Base arises sooner or later. In the case of the
Portuguese Transmission network, the introduction of new substations, with different
types of operation or layout, has already imposed some modifications. Under these
circumstances, it is not possible to accept the need to undertake complete validation
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tests, as the ones described before. Even if the costs are acceptable, the required time
would oblige the Knowledge-Based System to be either out of service or to be in
service without a validated Rule Base for longer than desirable. This problem must be
addressed with a verification tool using formal methods. The use of this kind of tools
to detect possible problems in the modified Rule Base allows to reduce the time re-
quired in Verification and validation process.

VERITAS, a Verification Tool

In what concerns SPARSE, there were two major reasons to start the verification
work. First, the SPARSE team carried out a set of tests (see section Validation) in or-
der to assure the quality of the answers of SPARSE to a set of real and simulated
cases. Considering the expected high reliability and confidence of the tools to be ap-
plied in power systems area, it was decided to develop a verification tool to perform
anomaly detection in SPARSE KB, assuring the consistency of the represented knowl-
edge. On the other hand, tests applied in the Validation phase, namely the field tests,
are very expensive because during it was necessary to assign a lot of technical person-
nel and physical resources for their execution (e.g. transmission lines). It seems obvi-
ous that it is impossible to carry out those tests after each knowledge updating so the
developed verification tool offers an easy and inexpensive way to assure the knowl-
edge quality maintenance.

A specific tool, named VERITAS [6] (see: Fig. 2) has been developed to be used in
the verification of the SPARSE, performing structural analysis allowing to detect
knowledge anomalies.

USER

Cannonical
Form

Internal
DataBase

Detected
Anomalies

Database
Operations

Refinement
Operations

Converter

Internal DB
Administration

Verification
Tools

Refinement
Tools

Proposed
Corrections

...
n Blocks

...

KB 1

Grammar 1

KB N

Grammar N

Fig. 2 - VERITAS Architecture

VERITAS is knowledge-domain and rule-grammar independent. It has been devel-
oped with an open and modular architecture (Fig. 2) allowing user-interaction along
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all the verification process. Since the tool is independent of KB grammar, theoretically
any rule-based system can be analysed by VERITAS.

The Converter module allows the representation of external rules in an internal ca-
nonical form that is recognised by the other modules. Notice that this module works in
two directions. It can also convert the canonical form into an external KB, generating
new rules during knowledge updating, after anomaly detection, using an external
grammar.

The Internal DB Administration module is responsible for the extraction and classi-
fication of all the information needed during the anomaly detection phase. In the first
step all literals extracted from rules are classified according to the following schema:

− Fact – if it just appears in rule antecedents;

− Conclusion – if it just appears in rule consequents;

− Hypotheses – if it appears in both sides of the rules.
Notice that this classification is domain independent and just makes sense for veri-

fication procedures. This classification offers the advantages of a more compact
knowledge representation and the reduction of the complexity of the rule expansion
generating process. As it will be described later, this process corresponds to the ana-
lytical calculation of all possible inference chains.

In the second step, the Internal DB Administration module generates useful infor-
mation about existing relations between literals (previously obtained). That informa-
tion will be used not just to make the expansions generation process faster but also in
the automatic detection of Single Value Constraints. VERITAS considers some type
of constraints already described in literature [10]. Considered constraints can be classi-
fied in the following classes:

− Semantic Constraints – this type of impermissible set is formed by literals that can-
not be present at the same time in the KB. Semantic constraints have to be intro-
duced by the user.

− Logical Constraints – there are just two types of logical constraints: A and not(A)
(where A stands for a literal); A and notPhysical(A); this designation is obtained by
analogy with logical negation and allows to represent the constraint defined by a lit-
eral and by its retraction from the KB.

− Single Value Constraints – this type of impermissible set is formed by only one
literal but considering different values of its parameters. Notice that those potential
constraints are automatically detected. After this, the constraint can be either con-
firmed or changed by users.

The anomaly detection module (included in the Verification Tools) works in an
autonomous way with no user interaction (i.e. it can run in batch mode). Presently this
module can be used integrated with a developed tool (Knowledge Update Assistant)
that, among other functions, allows rule edition. This functionality shows the existing
relations between the rules that are to be modified and the remaining existing knowl-
edge in the KB. This information is supplied in a graphical interface using a graph
type representation. Moreover, it is possible to verify the rule in question immediately
and to assure the KB consistency after the insertion of that rule.
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When the verified Knowledge Base has large dimensions according to the number
of rules and inference chains, the information generated during anomaly detection can
be huge.

The detected anomalies have to be reported using a form suitable for easing its
analysis. Special care has been put in this task, in order to reduce the time needed for
the information analysis, so, it is possible to aggregate or select information by type of
anomaly, number of rule and literal identification.

The anomaly detection relies on the rule expansions and constraint analysis. This
method is also used by some well known V&V tools, as KB-REDUCER [1] and
COVER [3]. As it has been described before, SPARSE has some specific features, due
to these features the used technique is a variation of common ATMS (Assump-
tion-based Truth Maintenance System) [2]. Namely, the knowledge represented in the
meta-rules had to be considered in rule expansion generation.

VERITAS allows the rule expansion generation to be done in two different modes
(see: Table 1): normal or exhaustive.

As an example, consider the following KB:
r1: t(X) and r(a) Å s(a)
r2: f(a) Å t(a)
r3: f(b) Å t(b)
r4: h(a) Å r(a)
r5: j(a) Å r(a)

Table 1 – Rule Expansions Calculation

Normal Mode Exhaustive Mode
t(X) and h(a)Å s(a)
t(X) and j(a)Å s(a)

f(a) and h(a)Å s(a)
f(a) and j(a)Å s(a)
f(b) and h(a)Å s(a)
f(b) and j(a)Å s(a)

It is possible to notice that “normal mode” generates fewer expansions but, on the
other hand, the information obtained after anomaly detection is more useful. The “ex-
haustive mode” wastes a lot of time generating the rule expansions implying also more
wasted time to analyse them, but, in principle, it will be possible to detect more poten-
tial errors.

The detected anomalies could be grouped in three major classes: redundancy, cir-
cularity and inconsistency (see: Fig. 3). There is another type of anomaly that is not,
yet, detected by VERITAS, named deficiency. To detect this anomaly it is not enough
to know the KB and its syntax, since deficiency detection requires that all inputs and
outputs to/from the system are known. For the SPARSE system this work can be done
using all types of SCADA messages.
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Fig. 3 - Anomaly Classification

This classification is based on Preece classification [4] with some modifications. First,
the matching values are considered in rule analysis, meaning that a new set of anoma-
lies will arise. Considering the following circular rules:
r1: t(a) and r(X) Å s(a)
r2: s(a) Å r(a)

For X=a some inference engines could start an infinite loop.
Another situation concerns to redundancy between groups of rules. In the following

example:
r1: a and b and c Å z
r2: not a and c Å z
r3: not b and c Å z
rules r1, r2 and r3 could be replaced by rx rule:
rx: a and b and c or not a and c or not b and c Å z

Applying logical simplifications to rule rx, it is possible to obtain the following rule:
rx’: c Å z

Redundancy between groups of rules is a generalisation of the unused literal situation
already studied by Alun de Preece [4]. Notice that this type of redundancy could be
desirable. VERITAS can detect these situations using an improved Quine-McCluskey
method for logical expression simplification.

Conclusions

This paper dealt with some important aspects for the practical use of KBS in Control
Centres, namely knowledge maintenance and its relation to the Verification and Vali-
dation process.

The systematic use of Verification and Validation methods is very important for the
acceptance of Knowledge-Based Systems by their end-users, especially when critical
applications are considered. The use of Verification tools, based on formal methods,
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increases the confidence of the user and eases the process of changing KB, reducing
the testing costs and the time needed to implement them.

This paper described SPARSE’s V&V process, focusing on field-tests and tech-
niques used during the validation phase. For the verification of SPARSE it was de-
cided to implement a tool using a formal verification method.

VERITAS is a verification tool that performs the structural analysis in order to de-
tect knowledge anomalies. We argue that the usefulness of VERITAS increases pro-
portionally with KB size and the number of knowledge modifications, which must be
undertaken.

Presently, VERITAS is being improved in order to allow the detection of anomalies
related to temporal and nonmonotonic reasoning. We are also envisaging the use of
VERITAS in verification of knowledge generated by Data Mining applications.
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Abstract. Crossover is an important genetic operation that helps in
random recombination of structured information to locate new points in
the search space, in order to achieve a good solution to an optimization
problem. The conventional crossover operation when applied on a pair
of binary strings will usually not retain the total number of 1’s in the
offsprings to be the same as that of their parents. But there are many
optimization problems which require such a constraint. In this article, we
propose a new crossover technique called, ”self-crossover”, which satisfies
this constraint as well as retains the stochastic and evolutionary charac-
teristics of genetic algorithms. We have also shown that this new operator
serves the combined role of crossover and mutation. We have proved that
self-crossover can generate any permutation of a given string. As an il-
lustration, the effectiveness of this new operator has been demonstrated
in solving the traveling salesman problem (TSP) using GA. This new
technique is best suited for path representation of tours and performs
better for TSP with large number of cities. Performance of the proposed
scheme is compared with that of ordered crossover (OC) scheme.
Keywords : Genetic Algorithms, Heuristic Searching, Self-crossover, Tra-
veling Salesman Problem(TSP), Ordered Crossover.

1 Introduction

The TSP, a well-known NP-hard problem, can be easily stated as follows : A
traveling salesman must visit every city in his territory exactly once and then
return to the starting point. An itinerary has to be found such that the total
distance traversed in the tour is minimum. Mathematically, given a sequence of
cities c1, c2, . . . , cn and intercity distances d(ci, cj), TSP finds a permutation π
of the cities that minimizes the sum of distances

TC(tour) =
n−1∑

i=1

d(cπ(i), cπ(i+1)) + d(cπ(n), cπ(1)). (1)

We considered, d(ci, cj) = d(cj , ci) for 1 ≤ i, j ≤ n.
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c© Springer-Verlag Berlin Heidelberg 1999



Self-Crossover and Its Application to the Traveling Salesman Problem 327

During the last decades, several algorithms emerged like nearest neighbor,
greedy algorithm, minimum spanning tree [4] to approximate the optimal so-
lutions for problems. Another group of algorithms (like 2-opt algorithm, Lin-
Kernighan algorithm) aims at a local optimization - an improvement of a tour
by local perturbations. But none of the heuristics is well suited for large TSPs (
i.e. TSP with large number of cities).

Genetic algorithms (GAs) are probabilistic heuristic search processes based
on natural genetic system. They are capable of solving a wide range of complex
optimization problems using three simple genetic operations (selection/ repro-
duction, crossover and mutation) on coded solutions (strings/ chromosomes) for
the parameter set, not the parameters themselves, in an iterative fashion. There
are several interesting features which made GA very popular. GAs consider se-
veral points in the search space simultaneously, which reduces the chance of
convergence to a local optima. GAs use only the payoff or penalty function (ob-
jective function) called, the fitness function and do not need any other auxiliary
information.

Eventually, TSP also became a target for GA applications. TSP tours can
have various representations. Some of them are 1) adjacency 2) ordinal 3) path
and 4) binary matrix representations. Based on different representations and
choices of genetic operators several GA-based algorithms have already been re-
ported [2, 3].

In this note we propose a new genetic operator, called self-crossover (SC).
This operator is capable of randomly permuting the entries of a GA chromosome.
If the chromosome is a binary string, in absence of mutation, this operator is
able to retain the number of 1’s in the string same, before and after the self-
crossover operation. So, this operator can be successfully applied to a group
of problems like selection of a fixed number of features, selection of a fixed
number of prototypes for designing a nearest neighbor (NN) classifier where the
constraint on total number of 1’s in the chromosome string is very important.
We have shown that self-crossover can produce any arbitrary string from any
arbitrary starting chromosome. Hence self-crossover alone (i.e.without mutation
) is sufficient for GA to be applicable to TSP and some other problems[7].

2 Review of GAs for TSP

In our investigation, we use the path representation of tours. In path represen-
tation, a tour 5 − 1 − 7 − 8 − 9 − 4 − 6 − 2 − 3 is represented simply
as (5 1 7 8 9 4 6 2 3).

There are several crossover techniques applicable to path representation. Or-
der crossover (OC) of Davis [5], builds offspring by choosing a subsequence of a
tour from one parent and preserving the relative order of cities from the other
parent.

Recently a non-vector representation scheme for TSP has been evolved [1].
In this scheme, tours are represented by a binary matrix M. Matrix element mij

contains a 1 if and only if the tour goes from city i directly to city j. This means
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that there is only one non-zero entry for each row and each column in the matrix.
This representation avoids the problem of specifying the starting city. However,
not every matrix with these constraints would represent a single valid tour.

Homaifar and Guan [1] proposed a new crossover technique based on matrix
representation, called matrix crossover (MC). MC exchange all entries of the two
parent matrices after a crossover point (which represents a column number of
matrices). An additional ”repair algorithm” is run to ensure that each row and
each column has precisely single 1; and to cut and connect sub-tours to produce
a single legal tour. The first step of the”repair algorithm” moves some 1’s in the
matrix to satisfy the row and column constraints. The cut and connect phase
takes into account the existing edges in the original parents, preserving as many
of the existing edges from the parents as possible. Homaifar and Guan [1] incor-
porated inversion operator to bring the effect of mutation in the GA. Inversion
operation needs the path representation of the tours and selects an arbitrary
subsequence of cities from the parent tour. The order of this subsequence of
cities is reversed producing a new tour.

Though it is true that the order of cities (not the positions of the cities)
are important for tours, matrix crossover using matrix representation is not an
elegant way to evolve new tours. For mending the illegal tours some repair algo-
rithms are needed. Effectively, efficiency of those repair algorithms will determine
the efficiency of GA-based heuristic algorithm for solving TSP.

MC alone is not able to evolve each and every corner of the total tour space.
So some additional operators are needed to blend the flavor of mutation with it.
In [1] authors considered inversion to play this role. For that they need to switch
over to path representation from matrix representation and vice versa.

3 Self-Crossover(SC): A New Genetic Operator

Unlike Conventional crossover mechanism, self-crossover mechanism alters the
genetic information within a single potential string selected randomly from the
mating pool to produce an offspring. This is done in such a manner that the
stochastic and evolutionary characteristics of GAs are preserved.

Let S = 00010010011001011011 be a string of length 20 selected from the
mating pool. For self-crossover, first we select a random position p (0 < p < L)
and generate two substrings s1 and s2 : s1 = bits 1 through p of S and s2 = bits
p + 1 through L of S. Now we select two random positions p1, 0 ≤ p1 ≤ p and
p2, 0 ≤ p2 ≤ (L − p). Then four substrings are generated as follows :

s11 = bits 1 through p − p1 of s1
s12 = bits (p − p1 + 1) through p of s1
s21 = bits 1 through L − p − p2 of s2
s22 = bits (L − p2 + 1) through L of s2

Using operations similar to crossover we generate S1 = s11 | s22 and S2 = s21 | s12.
Finally, the self-crossovered offspring of S is generated as S1 = S1 | S2. It
is easy to see that number of 1’s in S and S1 is the same. We now explain it
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with the example string S of length 20.

S = 00010010011001011011

A random position, p = 9, is selected for splitting the string into two substrings
(s1, s2) as follows : s1 = 000100100 and s2 = 11001011011

Now two random positions, p1 = 4 and p2 = 7, are selected for s1 and s2
respectively. After splitting s1 and s2 at 4th and 7th position, respectively we
get,

s11 = 00010, s12 = 0100, s21 = 1100, and s22 = 1011011.
The two new substrings S1 and S2 are then obtained as :
S1 = 000101011011 and S2 = 11000100.
Finally, the offspring (S1) is generated by concatenating S1 and S2 as :
S1 = 00010101101111000100
Thus, self-crossover exchanges substrings s12 and s22. If the parent string

consists of all 0’s or all 1’s, the offspring generated through self-crossover will
resemble its parent because of the underlying constraint on the total number of
1’s in the string. It is also clear that if we do not start GA with a all ’1’ or all
’0’ string, GA with self-crossover technique, will never generate such strings as
offsprings. So, self-crossover will generate new offsprings as iterations go on.

We can see very well that mutation is not effective in producing such constrai-
ned offsprings. But self-crossover can regenerate any lost genetic information. So
we may not need mutation when we use the new technique in constrained GA
applications.

Next we show through a Lemma that self-crossover (without mutation) can
generate any target string.
Lemma : Given a string of symbols, self-crossover operations can generate

any arbitrary permutation of the symbols.[7]
Proof : We can represent any arbitrary string P by P = S1 | S2 | S3 | S4

where Si represents a subsequence of symbols. Si can be empty sequence as well.
Now if we are able to prove that a parent string P = S1 | S2 | S3 | S4 can
produce an offspring O = S1 | S3 | S2 | S4 using a finite number of self-
crossover operations, then we can iterate the process to cook up a sequence of
self-crossover operations to reach any target offspring.

The position for splitting P is chosen such that two subsequence s1 and s2
are formed as s1 = S1 | S2 and s2 = S3 | S4 . Now two random positions for
s1 and s2 are selected such that after splitting of s1 and s2 at these two positions
we get

s11 = S1, s12 = S2, s21 = S3, and s22 = S4. So the resultant child is
obtained as

P1 = S1 | S4 | S3 | S2 .
We apply once more the self-crossover operation on intermediate child P1.

Now the random position for splitting P1 is chosen such that
s1 = S1 | S4 and, s2 = S3 | S2 .
Again we select two random positions for s1 and s2 such that after splitting

of s1 and s2 at these two positions we get
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s11 = S1, s12 = S4, s21 = S3 | S2, and s22 = empty sequence.
The offspring now becomes
O = S1 | S3 | S2 | S4 which is nothing but what we wanted to produce.
Since S1 could be a null string, so any symbol from the parent string can be

brought at the beginning of the offspring through substring S3 by two successive
self-crossover operations. The lemma also ensures that any substring consisting
of symbols starting from the beginning of a parent string can be preserved in the
child through substring S1. Hence, any target permutation can be grown from
the left side. Proceeding this way in the terminal phase of the process S2 and S4
will be empty; S1 will contain the entire target substring except the last symbol
which will be in S3.

Note that, the lemma does not say that there is no more need for mutation
in GA with self-crossover technique. It simply says that for combinatorial pro-
blems like TSP, use of self-crossover without mutation can generate all possible
valid solution strings. For problems like feature selection[7], data editing for NN
classifier where we want to select the best subset of features or data points of
a prefixed cardinality, self-crossover without mutation is sufficient. In fact, con-
ventional mutation for such problems may produce invalid solutions, i.e., it may
generate a substring of arbitrary cardinality, not equal to the prefixed cardinality.

At the first sight, it might appear that self-crossover is nothing but a parallel
random search, but this is not the case because of two reasons. Self-crossover is
done only on a randomly selected subset of strings and self-crossover does not
alter the substring s11. It exchanges, only s22 and s12. Consequently, the evolu-
tionary characteristics of GA are preserved. The similarity between the parents
and offsprings will be more if we take p1 = p2 = p′ (say) = a random number
selected between 1 and Min (p, L−p) ; i.e., 0 < p1 = p2 = p′ < Min (p, L−p).
Here, the bits in positions 0 through p′ and in positions p + 1 through L − p′

will remain unaltered. Consequently, the evolution pressure will be high.

4 TSP with Self-Crossover(SC)

It is seen that the SC operator plays the combined role of conventional crossover
and mutation. So, we are getting two-in-one effect with the help of this operator.
Because of the simplicity of this operator, our algorithm becomes fast. Here
we use path representation of tours. Since the SC operator can generate any
permutation of a given string, as already discussed, given a valid tour, it will
generate only valid tours. Now we describe the algorithm for solving TSP. The
objective here is to minimize the total cost of a tour, TC(tour). To convert it to
a maximization problem, we take the fitness function

f(tour) = − TC(tour).

1. Start with the population of initial valid tours( a set of integer strings/
chromosomes).

2. Evaluate fitness of every tour in the current population.
3. Generate new mating pool .
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4. Each tour of the current population is self-crossovered and copied to the new
population.

5. Repetition of steps 2 through 4 until the system ceases to improve or some
stopping criterion is reached.

5 Results and Discussion

The results obtained for TSPs of different sizes are depicted in table I. For each
problem we synthetically generated a cost matrix with known cost for the opti-
mum tour. The initial population is generated randomly, consisting of only valid
tours. We adopted partially disruptive selection strategy i.e., at each iteration
we kept few best candidates and chose the rest of the population randomly.

Table : I

Result with SC
Cities Population size Generations Best tour-cost Optimum cost
10 10 2876 49.45 49.45
20 20 99943 36.74 36.74
30 30 151987 35.349 34.349
50 50 201000 7.609 5.98

From table I we found that GA equipped with SC can determine exact opti-
mum solution for TSPs of sizes 10 and 20 within few generations. For TSP with
30 cities, our scheme can find a solution within 3% of the optimum solution.

Note that, in table I we used different population sizes for different problems
of different sizes. For TSP the population size should be chosen carefully, it
should be dependent on the size of TSP; larger the size of TSP, larger should be
the population size.

SC(Self-crossover) operation does not involve any comparison operation
which is an explosive cpu operation. It needs to choose 3 random numbers and a
few string copy and string concatenation operations. But OC(Ordered-crossover)
operation needs 2 string comparisons per iteration. String comparison operation
cost is once again proportional to the string length. Unlike SC, number of OC
operations per iteration is proportional to the square of the population size since
OC involves a pair of strings (Number of all possible pairs =n∗(n−1)/2 where n
represents the population size). As a result the time complexity for GA with OC
is much more than GA with SC. The time complexity for GA with OC increases
even more prominently for higher number of cities, compared to GA with SC.
As an illustration, OC needs 17 minutes for 5000 iterations for 20 cities, whereas
SC requires only 50 seconds for 5000 iterations for same problem.

6 Conclusions

There is a class of optimization problem which require the number of ’1’s in the
strings to be constant. Conventional crossover / mutation does not guarantee
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this. We have introduced a new crossover operation named self-crossover which
preserve this constraint. GA with SC has been successfully used for selection of
a fixed number of good features for pattern recognition[7]. Here GA with SC is
used for study the TSP. SC has some distinct advantages over other GA based
approaches for TSP. For example SC produces only legal tours and prevents
generation of duplicate tours. Moreover, this new operator plays the combined
role of mutation and as well as conventional crossover operator. GA with SC
is found to be quite successful for TSP of moderate size. However experiments
with problems of much bigger sizes are needed to make finer conclusion.
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Abstract. Although expert systems have been increasingly applied for solving
power system problems in the past decade, their capabilities have not been fully
used. Their ability to provide explanations concerning their knowledge and
inference process is one good example of misuse of expert system possibilities.
In the case of expert systems designed for real-time operation, the introduction
of effective explanation features poses important constraints that must be taken
into account. This paper presents an explanation mechanism that has been
designed and implemented to be used by SPARSE, an expert system for
intelligent alarm processing and power restoration aid which is running on-line
in a Portuguese transmission control center.

Keywords: Control Center, Expert Systems, Explanation, Intelligent Tutor

1 Introduction

Expert systems have been increasingly used in the last few years to address a wide
range of problems in power systems. [1] [2]. An important part of these systems are
intended to work in real time as on-line applications in power system control centers.
These applications address issues such as intelligent alarm processing, power
restoration aid and power dispatch.
Although expert systems have been considered an adequate approach to several
problems in the power systems area, the total number of successful projects is rather
small. In fact, the use of expert systems for real-time applications in power system
control centers is highly demanding due to the characteristics of these applications.
Real time performance, huge amounts of information and temporal and non-
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monotonic reasoning requirements can be identified as the most difficult issues that
have to be addressed [3].
On one hand, the process of knowledge acquisition is complex and very time
consuming, imposing long development periods. On the other hand, difficulties in
knowledge maintenance make the life of some deployed expert systems very short
[4].
Some alternative techniques have also been used from which artificial neural
networks (ANN) and genetic algorithms (GA) are good example [2]. Although these
techniques are very useful in some situations, expert systems have a unique
characteristic that can justify the preference towards their use. In fact, knowledge-
based systems and expert systems are the only techniques, among intelligent
applications, that can provide a real understanding of the knowledge encoded [5] [6]
[7] [8] [9]. This point can be very important for the future use of expert systems in
real applications but has, somehow, caught little attention till the present.
In fact, explanation capabilities have not been fully used in power system applications
although they can significantly contribute to their acceptance and their effective use.
However, the production of explanations for on-time applications, with very
restrictive real-time constraints, imposes important difficulties.
The authors of this paper have been involved in the team responsible for the
development of SPARSE, an expert system for intelligent alarm processing and
power restoration assistance [10] [11]. SPARSE is presently working as an on-line
application in Vermoim Control Center of the Portuguese transmission network.
The SPARSE team is presently involved in some research projects whose main goals
are the following:
• To adapt SPARSE in order to be integrated in the software and hardware acquired

by the Portuguese transmission utility (REN) to be fully operational in middle 1999
• To provide SPARSE with additional features to enhance its performance and

functionality
• To use the knowledge acquired during the development of SPARSE to develop

some intelligent applications to be integrated in Portuguese distribution control
centers.

These goals led us to revise the philosophy of SPARSE’s architecture and to
undertake a modification process, which is intended to continue till the end of 2000.
Presently, an important part of this process is already accomplished and some new
applications are already available.
The full use of explanation capabilities has been considered an important point in this
process, as a means to make the use of SPARSE more effective. As explanation
capabilities could not put in danger the efficient real-time performance of the expert
system, a special mechanism has been designed and implemented.
This paper addresses this mechanism that enables real-time performance of the expert
systems and the use of explanation capabilities for several purposes. The authors
discuss the effectiveness of such mechanism and how its use can really improve
expert system performance.
In our opinion, the use of efficient explanation mechanisms makes expert system
applications in power systems much more promising and effective.
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2 SPARSE’s Explanations

2.1 Overview

Explanations have been used in SPARSE’s development since the very beginning. In
fact, explanations have been very useful in the knowledge acquisition phase [10].
In an early phase of the project, explanations were internally generated by SPARSE
and could be seen in a window included in its user interface. This architecture was
due to the coexistence in the same process, in an early stage of the project, of the
expert system and its graphical interface.
With this kind of architecture, real-time performance of the expert system could be
endangered by the use of the explanation module. In fact, users should not overload
the expert system by asking for explanations under incident situations.
Changes in SPARSE software architecture led to the separation of the expert system
and the user interface into individual processes communicating with each other [12].
Presently, this philosophy is used for most of the components of the system and has
proved to be quite efficient even under incident conditions.

2.2 The New Approach: A Client – Server Philosophy

In a multiagent environment, which is presently SPARSE’s case, where more than
one process needs the availability of a functionality, a Client – Server philosophy can
be used.
In this case, SPARSE, as the Server, will be able to supply explanations to any
process (which becomes SPARSE’s Client) that questions it. From this point forward,
the SPARSE designation can be used to identify the whole system or just the expert
system, depending on the context. The acronym ESES, which means Expert System
Explanation Server, will also be used.
A certain process becomes an ESES’s client by sending it an initial message that
contains the following data:
• Client’s identification
• Client’s means of contact (message queue, socket, file, …)
• Client’s means of contact identification (message queue key, socket port, file

name, …).
This initial message registers the Client in the ESES’s knowledge base, allowing it to
use the explanation production mechanisms.
The same process questions ESES, sending it a message that contains the following
data:
• Client’s identification
• Explanations chaining method
• Explanation depth
• Fact to explain.
These clients can be running either in the same machine or in several machines,
connected through a Local Area Network (LAN) or a Wide Area Network (WAN).
This methodology presents the following characteristics:
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• It allows more than one process to question ESES at the same time, handling and
scheduling these requests

• The explanation production mechanism is independent from the client
• ESES operates with high granularity in explanation prodution, controlling the time

spent in explanation production and delivery
• The Explanation Server schedules its activity to the periods when the Expert

System is free
• It makes the explanations available when they are needed by each Client
• The requests can be interactive (one level of explanation depth at a time) or full

(explanation until the SCADA message level is reached)
• The operation is very flexible being the form of explanation request and

presentation defined by the Client.
The Explanation Server has been integrated in SPARSE with minimum modification
in the already existing software. The Explanation Server is presently embedded in the
expert system. Other modules, such as the user interface and the intelligent tutor,
which exist as independent processes, can use this new functionality.

2.3 Available Types of Explanations

2.3.1 “How” Explanations
The “how” explanations exist to supply to the user of a knowledge based system a
description of the way that has been used to infer a certain result. This kind of
explanation has several uses:
• To the system builder’s, in a non automatic verification and validation perspective
• To help experienced users in knowledge maintenance
• As a tutor to inexperienced users.
In the case of SPARSE, the “how” explanation starts in any conclusion drawn by
SPARSE, basing its fundament on the rule which succeeded to obtain that conclusion
and on the facts used as its premises. These premises can, eventually, be explained by
rules that fired to create them and their own facts used as premises. This chaining will
always end in SCADA messages, which are the lowest level of abstraction that the
system can reach.

2.3.2 “Inference” Explanations
The “inference” explanations show, in natural language, the way that the forward
chaining expert system (SPARSE) works. They start in a SCADA message or in an
intermediate conclusion drawn by the system, showing all the information that was
inferred with it.
This particular type of explanation is intended to explain the reasoning of the system
in a language that the user can understand. Its obvious use is the validation of the
system, supplying the information needed to verify if the system not only draws the
right conclusions, but also that it draws all the possible conclusions with the available
information.
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Fig. 1. Explanation Server flowchart.

2.4 Knowledge Modeling

It’s quite intuitive that a larger quantity of information is necessary to produce
explanations about a certain conclusion, than the amount of information needed to
infer that conclusion.
In order to provide explanations it is necessary to have:
• The information used to infer
• Additional information about the information used to the inference (e.g. natural

language translation)
• Information about the inference process itself (how the information owned by the

system is used to infer new information).
It is very important to limit the quantity of the information required to produce any
type of explanations in order to make knowledge maintenance effort relatively low.
For this purpose, it is desirable to organize the required information in an effective
way.
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In the case of SPARSE, there are internal facts, obtained through SCADA messages,
which correspond to the status of devices. These facts can comprehend several
devices, each of which with several possible states. In a first approach, the translation
of these facts to natural language, we could consider them in an independent form.
This would be a very redundant form of modeling since the grouping of their common
properties can significantly reduce the dimension of the required knowledge base. In
this case, it is only necessary to store the essential information: the types of devices
that are considered by the system, the possible status for each type and how can a
generic fact of this kind be explained.
In what concerns the information concerning the inference process, it is required to
encode knowledge about the kind of production rules used, which includes the
explanation model for a generic rule. It is also needed to encode knowledge about the
characteristics of the inference engine considering its type of inference mechanism
(forward chaining mechanism in the case of SPARSE) and specific features such as
temporal and non monotonic reasoning.

2.5 Server and Explanation Generation Mechanism Structure Analysis

The explanation Server is divided in two modules:
• Monitor
• Explanation Generator.
The Monitor’s function is to receive the messages that arrive to the Server, handling
them in the shortest possible time. It is the Monitor’s job to update the Client registry
and the Explanation Generator Agenda, considering Client requests.
The Explanation Generator Agenda is a Server’s crucial issue. It contains the tasks
that the Generator must supply to the Clients, ordered in a First Come, First Served
(FCFS) basis.
The Explanation Generator works in a very different way: it is a data-driven
mechanism that only operates when new information arrives at its Agenda. It is also
restricted by the fact that it can only work if SPARSE expert system is fully stopped.
As SPARSE is itself a data-driven application, we are uncertain about the time of
information arrival, its quantity or even how much internal activity it will provoke
(rule firing). Because of this, the Explanation Generator must work in a very granular
form. Complex tasks have to be decomposed into small subtasks, whose processing
time is small enough to consider the SPARSE system as being active at all times.
Each of these subtasks must be handled one at a time, verifying the SPARSE’s
activity at its completion and acting accordingly.
The explanation generation module works as follows:
• The Explanation Generator verifies if it can be activated (if the SPARSE expert

system is stopped)
• It verifies the existence of a TAy.x entry (task previously scheduled, as sub-task x

of the task y, requested by a Client) in the internally launched task Agenda
• If a TAy.x task does exist, it handles it, eventually launching new internal tasks (if

the explanation depth demands it) and returns control over to SPARSE
• It determines the oldest Ay entry in the Server’s Agenda
• If Ay does not exist, it returns control over to SPARSE



Enabling Client-Server Explanation Facilities in a Real-Time Expert System 339

• It transforms task Ay into internal TAy.x sub-tasks and returns control over to
SPARSE.

The Explanation Server control flow is presented in Fig. 1.
Each TAy.x task can be linked to a fact known by the system, which is relevant to the
requested explanation. The explanation of that fact can be done in two possible ways:
either the fact is a SCADA message and, as such, explained by being system acquired
data or it is an inferred fact, explainable by the information needed to perform its
inference.
The handling of a new Az task is only undertaken when all TAy.x subtasks of the
previously initiated Ay have been concluded, and its results sent to the requesting
Client.
The handling of each TAy.x is done in a way that, at most, only a production rule or a
SCADA message is explained, thus limiting the time spent in a task and succeeding to
achieve the desired granularity.

2.6 Server-Client Interaction

Any process can become an explanation client as long as it has:
• Ability to communicate trough message queues
• Knowledge about the communication protocol
• Knowledge about SPARSE’s inferred conclusions.
In order to have the ability to request explanations, a process needs to have
knowledge about the system’s conclusions so that it registers and actually requests the
desired information.
The expected Client must be prepared to graphically present the explanations using a
graph form because the information supplied to clients is intended to be presented
under this form. In this graph, each node represents a SPARSE rule firing, including
all the facts that were used as premises, all the concluded facts and/or applicable
constraints. The user interface can allow direct and inverse navigation capabilities,
based in the “how” (backward chaining) and “inference” (forward chaining)
explanation types. When navigation is demanded to a unknown node, the information
about that node can be simply requested from the Server and then presented.
The Server can read messages sent to the message queue with a specific key. The
Client must use this key to communicate with the Server.
So that the communication between the Client and ESES can be achieved, the
following procedure must used:
• Process registration as an ESES’s Explanation Client:
A message with the following format is used:
r_id( MyID,  MyCommType , MyCommInfo )
where:
MyID  is the process identification
MyCommType is the Client’s preferred means of communication (message queue,
socket or file)
MyCommInfo is the information needed by the ESES to communicate to the Client in
its preferred form (message queue key, socket’s machine and port or file name).
• Sending to ESES an explanation request message with the following format:
msg(MyID,ExplType,ExplDepth,Fact)
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where:
MyID is the identification with which the Client was registered
ExplType is the type of the desired explanation (how or forward)
ExplDepth is the wanted explanation depth level
Fact is the fact to explain; It can be supplied as a conclusion (conclusion’s text as
produced by SPARSE), or through SPARSE’s internal fact numbering.
• Sending the messages that compose the explanation to the client.

Active node

Expanding graph nodes
(rule firing or SCADA

messages)

Active node expansion window.
Expansion or a rule, in this case

Rule identification

Rule premises

Inferred
conclusions

Fig. 2. Application

3 Use of the Explanation Mechanism

Explanations are especially intended for the following purposes:
• Knowledge validation
• Intelligent tutor
• Real-time operator assistance.
From these applications, only the last one presents real-time requirements. Fig. 2
shows the interface designed for this kind of application.
In the existing application, the window on the left shows the graph nodes. Its
interconnections are visualized by indentation. Navigation is possible in the window
on the left, clicking the mouse on the nodes.
In the right window we can see the expanded active node. This expansion is, itself,
interactive. If a browser premise is clicked, it will try to find (if it exists) the node that
concluded it (and possibly other facts). Given the case of a conclusion being clicked,
the browser will activate the node where that particular conclusion was used as a
premise.
Let us consider the following explanation request: “explain how you arrived at the
conclusion ‘the SXX 145 BREAKER is OPEN due to THREE-PHASE TRIPPING
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WITHOUT RECLOSURE at 11:47:46.268 (15-MAR-96)’ “, with one depth level
only. The answer that is provided by the explanation generator is presented in Fig. 3.
The protocol used to produce each of the lines shown in Fig. 3 is of use to the client
application so that it can inter-relate the separated messages and present the
information in the way it desires. This data has been obtained using data from a real
incident.

{
w 22
 the system CONCLUDES:
| 21 the SXX 145 BREAKER is OPEN due to THREE-PHASE TRIPPING WITHOUT RECLOSURE at 11:47:46.268 (15-
MAR-96)
^  AND
| 22 the THREE-PHASE RECLOSURE was UNSUCCESSFUL in SXX 145, SXX-SYY 1 at 11:47:46.268 (15-MAR-96)
 DUE TO THE RULE:
# d10 Rule: THREE-PHASE TRIPPING WITHOUT RECLOSURE
 AND THE FOLOWING FACTS:
$ 18 the SXX 145 BREAKER was CLOSED by THREE-PHASE RECLOSURE in the line SXX-SYY 1
^  AND

% 14 there was a TRIPPING in SXX 145 of line SXX-SYY 1 at 11:47:45.968 (15-MAR-96)

^  AND
% 20 the SXX 145 BREAKER of line SVM-SED 1 OPENED at 11:47:46.268 (15-MAR-96)
^  AND

@ the difference between the OPENING and the TRIPPING was LESS or EQUAL to 30"
^  AND
@ the difference between the TRIPPING and the RECLOSURE was LESS or EQUAL to 500"

}

Block start

Questioned
fact id.

Block end

Conclusions

Fired rule

Premises.
1 fact and 2
SCADA
messages

Time
constraints

Fig. 3. Example of a “how” explanation with one depth level.

4 Conclusions

Explanation capabilities are a very important characteristic of expert systems, which
can make their use much more effective. In the case of expert systems developed for
power system on-line applications, severe real-time constraints make the introduction
of effective explanation capabilities a difficult matter.
This paper presents an explanation production mechanism that has been designed and
implemented to be used by SPARSE. SPARSE is an expert system for intelligent
alarm processing and power restoration aid that is presently running on-line in a
Portuguese transmission control center. This mechanism is based on a client-server
philosophy and is especially designed to guarantee real-time performance of the
expert system.
An intelligent tutor that allows control center operators to undertake training sessions
during their normal activities in the control center presently uses the explanation
server. This server is also being used to provide real-time explanations required by
control center operators.
The integration of this explanation mechanism with SPARSE has enabled a much
richer use of its capabilities.
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Abstract. In this paper, we describe how to realize alarm-correlation in cellu-
lar phone networks using extended logic programming which provides integrity
constraints, implicit, and explicit negation.

1 Introduction

Though cellular phone networks already contain intelligent network elements diagnosing
local faults, alarm bursts caused by network element failures cannot be handled properly
by this technology [5]. To deal with alarm bursts alarm correlation systems are required to
filter and condense the incoming alarms to meaningful high-level alarms and diagnoses.
We review the application described in [5] and show how the problem is modelled and
solved with extended logic programming which provides integrity constraints, implicit
and explicit negation. Such a model-based approach allows to diagnose a system by
constraining observed and predicted behaviour of the system. Consider the diagram
below.

Model Diagnoses Actual System
↓ ↑ ↓
Predictions−→ Constraints←− Observations

On the right we have observations of the actual system and on the left the model of
the system with its predicted behaviour. If the constraints that observed and predicted
behaviour should not differ is violated we can adapt the model’s assumptions in order
to satisfy the constraints and thus compute a diagnosis.

Mobile networks can be divided into three parts: the mobile station (MS), the access
network with the base station transceiver (BTS) consisting of antennas, radio transcei-
vers, cross connect systems (CC) and microwave (ML) or cable links (CL) and the base
station controller (BSC), and the switched network, which is connected to the access
network by the BSC’s. The BSC provides the radio resource management, which serves
the control and selection of appropriate radio channels to interconnect the MS and the
switched network. The switched network interconnects the MS to the communication
partner, which might be another MS or an ISDN subscriber [5].
? Peter Fr¨ohlich works now at ABB, Heidelberg
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leased line

microwave link

       
           BTS Base Transceiver Station
         

 BSC Base Station Controller           

BTSBTS

BTS

BTSBTS

BTS

BTSBTS

BTS BTS BTS

BTS

BTS

BTS BTS

BTS

BTS

BSC 

BTS BTS

BTSBTS BTS

Fig. 1.Star-configuration of a base station subsystem [5].

The rest of the paper is organised as follows. First we introduce extended logic
programs and diagnosis, then we show how to model cellular phone networks and alarm-
correlation as extended logic programs, and finally we show how the alarm-correlation is
realised in REVISE [3], a system for contradiction removal of extended logic programs.

2 Extended Logic Programming and Diagnosis

Since Prolog became a standard in logic programming much research has been devoted
to the semantics of logic programs. In particular, Prolog’s unsatisfactory treatment of
negation as finite failure led to many innovations. Well-founded semantics [6] turned out
to be a promising approach to cope with negation by default. Subsequent work extended
well-founded semantics with a form of explicit negation and constraints and showed that
the richer language, called WFSX, is appropriate for a spate of knowledge representation
and reasoning forms [2].

Definition 1. Anextended logic programis a (possibly infinite) set of rules of the form
L0 ← L1, . . . ,Lm,notLm+1, . . . ,notLn (0 ≤ m ≤ n), where eachLi is an objective
literal (0≤ i≤ n). An objective literal is either an atomA or its explicit negation¬A.1

Literals of the formnotL are called default literals. Literals are either objective or
default ones.

The behaviour of the system to be diagnosed is coded as an extended logic program.
To express the assumption that the system works correctly by default we use negation
by default.

1 Note that the coherence principle relates explicit and default, or implicit, negation:¬L implies
notL for every objective literalL.
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Example 2.Consider the cellular phone network in Fig. 1. Assumption a microwave
link is ok, it properly propagates signals:

signal(NE,up,Sender,Signal)←
not ab(NE),
type(NE,ml), type(Sender, bts),
class(Signal, farend or status signal),
signal(NE,down,Sender,Signal).

Rules as the one above allow one to predict the behaviour of the system to be
diagnosed in case it is working fine. To express that normality assumptions may lead
to contradictions between predictions and actual observations we introduce integrity
constraints.

Definition 3. An integrity constrainthas the form⊥ ← L1, . . . ,Lm,notLm+1, . . . ,
notLn (0≤m≤ n) where eachLi is an objective literal (0≤ i≤ n), and⊥ stands for
false.

ICs

P

Syntactically, the only difference between the program rules and the
integrity constraints is the head. A rule’s head is an objective literal,
whereas the constraint’s head is⊥, the symbol for false. Semantically
the difference is that program rules open the solution space, whereas
constraints limit it, as indicated on the left.

Example 4.Integrity Constraint
Now we can express that a contradiction arises if predictions and observations differ. In
the setting of alarm-correlation we use for example the constraint

⊥←¬signal(bsc,down,Sender,alive),signal(bsc,down,Sender,alive).

to express that it is contradictory for the BSC to allegedly have received an alive
signal of a BTS and to know at the same time that it has not.

A contradiction is always based on the assumption that the components work fine,
i.e. the default literals are false. In general, we can remove a contradiction by partially
dropping some closed world assumptions. Technically, we achieve this by adding a
minimal set of revisable facts to the initially contradictory program:

Definition 5. The revisablesR of a programP are a subset of the default negated
literals which do not occur as rule heads inP . The setR′ ⊆ R is called arevisionif it
is a minimal set such thatP ∪R′ is free of contradiction , i.e.P ∪R′ 6|=WFSX⊥

For details on the definition of the inference operator|=WFSXsee e.g. [2].

Example 6.In the example abovenot ab(NE) is a revisable.

The limitation of revisability to default literals which do not occur as rule heads is
adopted for efficiency reasons, but without loss of generality. We want to guarantee that
the truth value of revisables is independent of any rules. Thus we can change the truth
value of a revisable whenever necessary without considering an expensive derivation of
the default literal’s truth value.

In the next section we will show how to model alarm-correlation as extended logic
programs.
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3 Modelling Cellular Phone Networks

The cellular phone networks are configured in a star topology (see Fig. 1) with exactly
one path from a BTS to the BSC. Since such networks are highly dynamic an explicit
model of the network is a necessary prerequisite for alarm correlation. Consider the
path depicted in Fig. 2. Its topology is modelled by facts on the components’ types and
connections (see Fig. 3). The factconn(ml16,up,bsc,down) states, for example, that
the up-stream port of microwave linkml16 is connected to the down-stream port of the
BSC.

BSC
BTS17 BTS18

BTS19 BTS20 BTS21

BTS Failure BTS Failure

BTS Failure BTS Failure BTS Failure

ML16

ML17

ML18 ML19 ML20

Fig. 2.Network’s topology where microwave linkml18 is faulty [5].

type(ml16,ml).
type(ml17,ml).
type(ml18,ml).
. . .

conn(ml16,up, bsc,down).
conn(ml18,up,ml16,down).
conn(bts18,up,ml17,down).
. . .

Fig. 3.Facts for the network’s topology.

The network elements are intelligent and perform local diagnosis resulting in alarm
messages which are sent to the BSC.We distinguish three classes for the alarm messages:

(1) Farend alarms are generated by a BTS if the the components farther away from
the BSC are not reachable anymore. (2) BTS-failure alarms are generated directly in the
BSC, when it detects that a BTS is not reachable anymore. (3) The status signalalive is
sent from each BTS on a periodical polling of the BSC. It is used to generate appropriate
alarms in the BSC in case it gets lost on the way from the BTS to the BSC. The message
is not physically present.

The alarms are classified by the factsclassandbts failure alarm as shown in Fig.
4. The generation and suppression of alarms is captured by the rules shown in Fig. 5.
The rules on the left-hand side state that each BTS sends an alive message and an alarm
message in case of a farend alarm, respectively. The rules on the right-hand side express
that there cannot be an alive message at the BSC if there is a BTS-failure or a farend
alarm. Here explicit negation (¬signal) proves to be very useful to get a compact model.

In Fig. 6 we formalize how signals are propagated over connections and through
components (BTS or ML). While the BTS cannot fail, the microwave link may be faulty,
though we assume by default that it is not abnormal (not ab(NE)). This default literal
is a revisable whose truth value may be changed to satisfy the constraints.

Finally, we have to specify the integrity constraints that it is contradictory to have
and not to have an alive message at the BSC and that there has to be either an alive
message, or a BTS failure alarm, or the message was lost by the BTS (see Fig. 7). The
literal messagelost is a revisable which is assumed false, but may be changed to satisfy
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class(bts omu link fail ,bts failure signal).
class(bcch missing,bts failure signal).
class(available traffic,bts failure signal).

class(lapd link failure,bts failure signal).
class(farend alarm 1, farend signal).
class(alive,statussignal).

bts failure alarm(Sender)←
alarm(Sender, bts omu link fail),
type(Sender, bts).

bts failure alarm(Sender)←
alarm(Sender, bcch missing),
type(Sender, bts).

bts failure alarm(Sender)←
alarm(Sender,available traffic),
type(Sender, bts).

bts failure alarm(Sender)←
alarm(Sender, lapd link failure),
type(Sender, bts).

Fig. 4.Alarm classes.

signal(Sender,up,Sender,alive)←
type(Sender, bts).

¬signal(bsc,down,Sender,alive)←
bts failure alarm(Sender),
type(Sender, bts).

signal(Sender,up,Sender,Signal)←
alarm(Sender,Signal),
class(Signal, farend signal),
type(Sender, bts).

¬signal(bsc,down,Sender,alive)←
alarm(Sender,Signal),
class(Signal, farend signal),
type(Sender, bts).

Fig. 5.Signal generation and suppression.

the constraints. Lost messages are more likely to occur that abnormal microwave links
which is specified in Fig. 7.

The model of the network is consistent as long as there are no alarms. If alarms
are generated and received by the BSC the constraints are violated and satisfying them
yields the correct diagnoses of the problem.

Example 7.Consider the alarms in Fig. 8. The burst of messages is difficult to survey
for a human operator, though the most probable explanation by revision is fairly easy:
microwave linkml16 is abnormal.

To correlate the alarms, or to speak more generally, to compute revisions of contra-
dictory extended logic programs, we use the REVISE system [3] which implements an
adaption of the hitting-set algorithm [8,7] suitable for extended logic programming.

signal(NE2,down,Sender,Signal)←
type(Sender, bts), class(Signal, farend or status signal),
conn(NE1,up,NE2,down),signal(NE1,up,Sender,Signal).

signal(NE,up,Sender,Signal)←
class(Signal, farend or status signal),
type(NE, bts), type(Sender, bts),
NE 6= Sender,
signal(NE,down,Sender,Signal).

signal(NE,up,Sender,Signal)←
not ab(NE),
type(NE,ml), type(Sender, bts),
class(Signal, farend or status signal),
signal(NE,down,Sender,Signal).

Fig. 6.Signal propagation.
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⊥← type(Sender, bts),
not signal(bsc,down,Sender,alive),
not bts failure alarm(Sender),
not message lost(Sender).

⊥←¬signal(bsc,down,Sender,alive),
signal(bsc,down,Sender,alive).

probability(ab( ),0.001).
probability(message lost( ),0.1).

Fig. 7.Constraints for signals and a-priori probabilities of revisables.

alarm(bts17,bcch missing).
alarm(bts17,bcf bie alarm in).
alarm(bts17,pcm fail).
alarm(bts17,bts omu link fail).
alarm(bts18,bcch missing).
alarm(bts18,pcm failure).
alarm(bts18,bts omu link fail).
alarm(bts19,bcf bie alarm in).

alarm(bts19,pcm failure).
alarm(bts19,bts omu link fail).
alarm(bts20,bcch missing).
alarm(bts20,pcm fail).
alarm(bts20,bts omu link fail).
alarm(bts21,bcch missing).
alarm(bts21,pcm fail).
alarm(bts21,bts omu link fail).

Fig. 8.Alarms.

4 Computing the Revisions

Before we show how the revisions are computed, we need some defintions. Conflicts are
sets of default assumptions that lead to a contradiction.

Definition 8. LetP be an extended logic program with default literalsD. ThenC ⊂D
is aconflict iff P ∪{¬c | not c ∈ C} |=⊥

To compute revisions, we have to change default assumptions so that all conflicts
are covered. Such a cover is called hitting set, since all conflicts involved are hit.

Definition 9. A hitting setfor a collection of setsC is a setH ⊆ ⋃
S∈C S such that

H ∩S 6= {} for eachS ∈C. A hitting set is minimal iff no proper subset of it is a hitting
set forC.

Theorem 10. [8] Let P be a program. ThenR is a revision ofP iff R is a minimal
hitting set for the collection of conflicts forP .

Theorem 10 states that revisions can be computed from conflicts and hitting sets
which can be obtained from hitting set trees [8]:

Definition 11. Let C be a collection of sets. An HS-tree forC, call it T , is a smallest
edge-labeled and node-labeled tree with the following properties:

1. The root is labeled
√

if C is empty. Otherwise the root is labeled by an arbitrary
set ofC.

2. For each noden of T , let H(n) be the set of edge labels on the path inT from the
root node ton. The label forn is any setΣ ∈ C such thatΣ ∩H(n) = {}, if such
a setΣ exists. Otherwise, the label forn is

√
. If n is labeled by the setΣ, then for

eachσ ∈Σ, n has a successor,nσ, joined ton by an edge labeled byσ.
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To compute hitting set trees, Reiter proposed an algorithm [8] which was corrected
in [7]. For the sake of brevity and clarity we explain the algorithm with its adaption to
extended logic programs informally and by means of an extensive example.

The derivation tree on the right of Figure 9 show only the most relevant literals,
the actual proof tree is based on the SLX proof-procedure for WFSX described in [1].
Since programs may be contradictory the paraconsistent version of WFSX is used. The
top-down characterization of WFSX relies on the construction of two types of AND-
trees (T and TU-trees), whose nodes are either assigned the status successful or failed.
T-trees compute whether a literal is true; TU-trees whether it is true or undefined. A
successful (resp. failed) tree is one whose root is successful (resp. failed). If a literalL
has a successful T-tree rooted in it then it belongs to the paraconsistent well-founded
model of the program (WFMp); otherwise, i.e. if all T-trees forL are failed,L does not
belong to the WFMp. Accordingly, failure does not mean falsity, but simply failure to
prove verity.

A T-tree is constructed as an ordinary SLDNF-tree. However, when anotL goal is
found the subsidiary tree forL is constructed as a TU-tree:notL is true if the attempt
to proveL true or undefined fails. To enforce the coherence principle we add in TU-
trees the literalnot¬L to the resolvant, whenever the objective literal¬L is selected
for expansion. When anotL goal is found in a TU-tree the subsidiary tree forL is
constructed as a T-tree:notL is true or undefined if the attempt to proveL true fails.
Besides these differences, the construction of TU-trees proceeds as for SLDNF-trees.

Apart from floundering, the main issues in defining top-down procedures for Well-
Founded Semantics are infinite positive recursion, and infinite recursion through negation
by default. The former gives rise to the truth value false (the queryL fails and the query
not L succeeds whenL is involved in the recursion), and the latter to the truth value
undefined (bothL andnot L fail). Cyclic infinite positive recursion is detected locally in
T-trees and TU-trees by checking if a literalL depends on itself.A list of local ancestors is
maintained to implement this pruning rule. For cyclic infinite negative recursion detection
a set of global ancestors is kept. If one is expanding, in a T-tree, a literalL which already
appears in an ancestor T-tree then the former T-tree is failed. If one is expanding, in a
TU-tree, a literalL which already appears in an ancestor TU-tree then the literalL is
successful in the former TU-tree. The SLX proof-procedure has been extended in the
REVISE implementation, and named SLXA, to be able to return the conflicts supporting
⊥.

The SLXA procedure makes sure in T-trees that a revisable is false; in TU-trees
it assumes that every revisable found is true. The revisables discovered are collected
and returned to the invoker. Mark the similarities with Eshghi and Kowalski’s abductive
procedure where there is a consistency phase and an abductive phase [4].

The calls to SLXA are driven by the REVISE engine. Its main data structure is the
hitting-set tree.The construction of the hitting-set tree is started on candidate{}, meaning
that the revisables initially have their default value. We say that the node{} has been
expanded when the SLXA procedure is called to determine one conflict. If there is none,
then the program is non-contradictory and the revision process is finished. Otherwise,
the REVISE engine computes all the minimal ways of satisfying the conflicted integrity
constraint returned by SLXA, i.e. the sets of revisables which have to be added to program
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in order to remove that particular conflict. For each of these sets of revisables, a child
node of{} is created. If there is no way of satisfying the conflicted integrity the program
is contradictory. Else the REVISE engine selects a node to expand according to some
preference criterium and cycles: it determines a new conflict, it expands that node with
the revisables which remove the conflict, etc. . . .When a solution is found, i.e. there is no
conflict, it is kept in a table for pruning the revision tree, by removing any nodes which
contain some solution, and have been selected according to the preference criterium.

The order in which the nodes of the revision tree are expanded is important to obtain
minimal solutions first. To abstract the preference ordering we assign to every node
a key and a code. The code is a representation of the node in the lattice induced by
the preference ordering�. The key is a natural number with the property that given
two elementse1 ande2 in the preference ordering� such that the correspondingkey1
andkey2 obeykey1 ≤ key2 thene2 6≺e1. This guarantees that if we expand first the
nodes with smallest key we find the minimal solutions first. Furthermore, two nodes
with the same key are incomparable. For the case of minimality by set-inclusion, the
key corresponds to the cardinality of the candidate set for revision.

Minimality criteria, as for example minimality by cardinality, minimality by set-
inclusion or minimality by probability, are implemented as an abstract data type with
three functions:empty code, add new rev, andsmaller code. The first returns the
code associated with the candidate set{}. By definition, the key of this candidate set is
0. Given a new literal which has to be added to a node, the second function computes
the new code and new key of the new candidate set. The latter function implements the
subsumption test of two codes with respect to the preference ordering.

Example 12.Consider the description of the phone network of the previous section. Gi-
ven the two alarm{alarm(bts20, bcch missing),alarm(bts20, lapd link failure)}
the most probable solution is that microwave 19 is faulty and a message frombts21 was
lost. To compute these two revisions, REVISE proceeds as shown in Figure 9. The left
column shows the expanding hitting set tree and the right the inference of contradictions
with the responsible conflict. For clarity’s sake, the inference tree contains only the most
relevant literals such assignal, etc. Assuming nothing (2), the base station controller
explicitly derives from the given alarms that there cannot be an alive signal ofbts20.
However, since all components are assumed to be working correctly, the BSC also de-
rives that there should be an alive signal of BTS20. The components assumed fault-free
and involved in the propagation are microwave linksml16,ml18,ml19. They form the
first conflict.

In (3) these three microwave links form the first conflict, the root of the hitting set
tree. The tree is now step by step expanded. First, it is assumed thatml16 is abnormal
(4). A new conflict is derived since thebsc does not have an alive signal frombts17,
neither a failure alarm, nor was a message lost. The latter is revisable, i.e. we may assume
that messages get lost, and thus the conflictmsg lost(bts17) is returned. The hitting set
tree is updated accordingly (5) and in particular, the nodes are re-ordered according to
their probability. While the branches for microwave links 18 and 19 have a probability
of 0.001, the branch ofab(ml16),msg lost(bts17) has only a probability of 0.0001.

Similar to (4),ml18 is now assumed abnormal (6), leading to a new conflict involving
msg lost(bts19). This process of changing assumptions, deriving a contradiction with
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associated conflict and updating the hitting-set tree accordingly until finally, assuming
ml19 abnormal and the message frombts21 lost, there is no further conflict. Due to the
constant re-ordering of the hitting-set tree to expand the most probable candidate next,
we know that we found the most probable solution and can terminate the search.

{not ab(ml16), not ab(ml18), not ab(ml19)}

{} (2)

{not msg_lost(bts17)}

(3)

(5)
{not ab(ml16), not ab(ml18)

{not msg_lost(bts17)}

type(bts17,bts)

{not msg_lost(bts21)} {not msg_lost(bts19)}

{ab(ml16)}

{not msg_lost(bts17)}

{ab(ml18)}

no conflict

{ab(ml19), msg_lost(bts21)}

{not msg_lost(bts18)}

(4)

(14)false

fail

false

false

not signal(bsc,down,bts17,alive)
not bts_failure_alarm(bts17)

{not ab(ml16), not ab(ml18),

(15)

not msg_lost(bts17)

-signal(bsc,down,bts20,alive)

signal(bts20,up,bts20,alive)

signal(bsc,down,bts20,alive)

{not msg_lost(bts21)}

{not ab(ml16), not ab(ml18), not ab(ml19)}

not ab(ml19)}

ab(ml19) ab(ml16) ab(ml18)

msg_lost(bts19)
msg_lost(bts17)

msg_lost(bts21)

ab(ml16)

ab(ml19)
ab(ml18)

ab(ml16) ab(ml18) ab(ml19)

(1)

not ab(ml19)}

Fig. 9.Computation of revisions in REVISE.

Conclusions

In cellular phone networks faults of microwave links are likely to cause alarm showers,
which put the system operator to a hard test. Alarm correlation tools are needed, which
support the operators by identifying the cause of a large number of alarm messages.

The main contribution of this paper is twofold: We have shown how to model alarm-
correlation in cellular-phone networks declaratively as extended logic programs and
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how to diagnose these networks by satisfying violated integrity constraints using the
REVISE2 system. The integrity constraints and implicit negation are used to constrain
predictions and observations and express default assumptions about the components
states, respectively.

Many practical problems like alarm-correlation require a logical explanation of ob-
servations and therefore abductive capabilities as used in our approach. When compared
with other approaches such as neural networks [9], there are three major benefits:

1. A very small and maintainable system description, that separates structural from
behavioural components and thus makes changes of the network topology easy.

2. A propagation model which allows to correctly diagnose unforeseen errors as well
as multiple faults.

3. Failure probability estimates (see Fig. 7), which lead to correct diagnoses even on
noisy data, where alarm messages have been lost.

AcknowledgementsWe’d like to thank ICCTI-BMFT.
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5. P. Fröhlich, W. Nejdl, K. Jobmann, and H. Wietgrefe. Model-based alarm correlation in cellular
phone networks. InProc. of MASCOTS97, 1997.

6. A. Van Gelder, K. Ross, and J. S. Schlipf. Unfounded sets and well-founded semantics for
general logic programs. InProc. of Symp. on Principles of Databse Systems, 1988.

7. R. Greiner, B. A. Smith, and R. W. Wilkerson. A correction of the algorithm in reiter’s theory
of diagnosis.Artificial Intelligence, 41(1):79–88, 1989.

8. R. Reiter. A theory of diagnosis from first principles.Artificial Intelligence, 32(1):57–96,
1987.

9. H. Wietgrefe et al. Using neural networks for alarm correlation in cellular phone networks. In
Proc. of Ws on Applications of Neural Networks in Telecommunications, 1997.

2 REVISE is online at www.soi.city.ac.uk/˜msch.



I. Imam et al. (Eds.): IEA/AIE-99, LNAI 1611, pp. 353-361, 1999.
© Springer-Verlag Berlin Heidelberg 1999

Knowledge Acquisition Based on Semantic Balance of
Internal and External Knowledge

Vagan Y. Terziyan and Seppo Puuronen

Department of Computer Science and Information Systems,
University of Jyvaskyla, P.O.Box 35, FIN-40351, Jyvaskyla, Finland

e-mail: {vagan, sepi}@jytko.jyu.fi

Abstract. This paper presents a strategy to handle incomplete knowledge
during acquisition process. The goal of this research is to develop formal tools
that benefit the law of semantic balance. The assumption is used that a
situation inside the object’s boundary in some world should be in balance
with a situation outside it. It means that continuous cognition of an object
aspires to a complete knowledge about it and knowledge about internal
structure of the object will be in balance with knowledge about relationships
of the object with other objects in its environment. It is supposed that one way
to discover incompleteness of knowledge about some object is to measure and
compare knowledge about its internal and external structures in an
environment. If there exist differences between the internal and the external
semantics of an object, then these differences can be used to derive more
knowledge about the object to make knowledge complete. The knowledge
refinement process is done step-by-step as a continuous evolution of a
knowledge base. Each step consists first automatic analysis of semantic
balance which is then followed by attempts to derive knowledge that will
balance differences between internal and external semantics of the object. This
paper describes an algebra that is used to describe the internal and external
semantics of an object and to derive unknown part of it. The results presented
are mostly theoretical ones.

1  Introduction

This paper deals with a cognition strategy based on semantic model of world. It
describes one refinement technique to handle incompleteness of knowledge in
acquisition process. Knowledge base refinement is now one of the central problems of
expert systems (Willkins [12]). It needs a fundamental research using basic concepts
of philosophy and cognitive science. The main focus of this paper is to describe and
apply one of the fundamental philosophic principles - “Balance in Nature” in terms of
semantic networks to define the strategy of improving knowledge during a cognition
process. The goal of this research is to develop formal metasemantic algebra that
benefits the law of semantic balance, i.e. there should be balance between the internal
and external semantics of an object in the possible world (WORLD in short onwards in
this paper). If this semantic law holds in the WORLD and there exists any difference
between the internal and the external semantics of an object, then this difference can
be used to acquire more knowledge about the object. The refinement proceeds step-
by-step as a continuous evolution of knowledge base, where each step includes two
substeps: first substep makes automatic analysis of semantic balance and if the
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situation is not in balance then the second substep attempts to derive knowledge that
will reestablish balance.

Knowledge base refinement as a method to improve an incorrect, inconsistent, and
incomplete domain theory has also been suggested by Willkins [12]. His ODYSSEUS
system refines knowledge bases of advanced rule-based systems. It learns by watching
apprentice. His refinement program tries to construct an explanation of an observed
action of an expert. Context of explanation allows to generate candidate of knowledge
base repairs. ODYSSEUS system is designed for use with heuristic classification
using hypothesis-directed reasoning. A processing stage prior to apprenticeship
learning removes an inconsistent knowledge from the domain theory, which is
responsible for deterioration of the performance of the system due to sociopathic
interactions between elements of the domain theory. Sociopathicity implies that some
kind of global refinement for the acquired knowledge is essential for machine
learning.

Current books in formal semantics widely use approaches based on fundamental
conceptual research in philosophy and cognitive psychology. For example Larson and
Segal  [6] give equal weight to philosophical, empirical, and formal discussions. They
study a particular human cognitive competence governing the meanings of words and
phrases. They argue that speakers have unconscious knowledge of the semantic rules
of their language. Knowledge of meanings is both the semantics of domain attributes
(properties and relations) and learning technology how to derive semantics of
inconsistent and incomplete meanings.

During last several years one can see the growth of interest to semantic models of
World (Li [7]). The reason seems to be in extremely fast development of global
information networks. Study of large domains with numerous objects and groups of
objects with relations requires possibilities to have closer considerations inside objects
(their properties), outside objects (their external semantics), and both inside and
outside considerations also for groups of objects. This kind of situations arises for
example with WWW, the organization of which requires net-based semantic models
and good technology of self-organization to handle problems of their complexity
(Heylighen & Bollen [4]). One can interpret acquired knowledge only if “internal”
part of it is in a conformity with “external” one. In other words these parts have to be
in “balance”. Phenomena of balance is very important in understanding problems
related to knowledge (Schultz, Mareschal & Schmidt [10]). It was used by Kamimura
[5] to minimise incompleteness of internal and external knowledge represented in
neural networks. Balance has to be taken into account in cooperative modeling and
machine learning, according to Morik [8] and DeJong [2], in systems control
according to Sen & Jugo [11].

The main focus of this paper is to describe in formal way and apply the
fundamental philosophic principle of balance between internal and external semantics
of a domain object. We use and further develop the formalism of metasemantic
algebra (Puuronen & Terziyan [9]), (Bondarenko, Grebenyuk & Terziyan [1]),
(Grebenyuk et al. [3]) to describe internal and external semantics of any single or
compound object in a network and the formal use of the law of semantic balance
during the cognition process. Chapter 2 of this paper gives a short introduction to the
metasemantic algebra. In chapter 3 the ways to formulate the internal and external
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semantics of an object is presented and chapter 4 introduces the law of semantic
balance between the internal and external semantics of an object. Chapter 5 describes
the stepwise process of knowledge refinement utilizing unbalanced situations and
chapter 6 concludes with further research suggestions.

2 A Metasemantic Algebra

The metasemantic algebra was proposed in (Puuronen & Terziyan [9]) and further
developed in (Bondarenko, Grebenyuk & Terziyan [1]). The basic elements of the
algebra are objects and their relations with special operations upon semantic meanings
of relations. In this chapter we will introduce the basic elements of semantic network
and semantic operations.

2.1 A Semantic Network

Let Ai  be an atomic object. It can also have its internal structure but in relations it is

considered as an atomic object. Let Lk  be a semantic meaning of relation between

two objects or one object with itself. The second one corresponds to the property of
the object. The semantic predicate P  is:

P A L A A A Li k j i j k( , , )

,

;

,

=









1

0

 if there is relation between

   and  with meaning 

 otherwise.

(1)

Semantic network S is: S P A L A
i j k

i k j= Ÿ
, ,

( , , ) , where Ai  is the source of the

relation, Aj  is the object of the relation, and Lk  is the semantic meaning of the

relation between those objects.

2.2 Semantic Constants and Operations

There are two semantic constants:
• semantic ZERO (notation - IGN): (it means a total ignorance about relationship

between the source object and the target object):

" ÿ$ fi( , ) ( ( , , )) ( , , )A A L P A L A P A IGN Ai j k i k j i j ; (2)

• semantic UNIVERSE (notation SAME): (it means a total knowledge about
relationship between the source object and the target object).

There are two special relations HAS_PART and PART_OF which have their
ordinary meanings. If it is true that:
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 P A HAS PART Ai j( , _ , )  or P A PART OF Aj i( , _ , ) ,

then object Aj  is included in the object Ai . In the special case when an object is not

part of any other object we call it as a (possible) World, i.e.

" ÿ$ fi =A A P A PART OF A A Worldi j i j i( ( , _ , )) ,

and in the special case when an object has no other object that is part of it, we call it as
Atom, i.e.: " ÿ$ fi =A A P A HAS PART A A Atomi j i j i( ( , _ , )) .

The ordinary semantic operations are:

• semantic inversion: P A L A P A L Ai k j j k i( , , ) ( ,
~

, )≡ ;

• semantic addition:
 P A L A P A L A P A L L Ai k j i n j i k n j( , , ) ( , , ) ( , , )Ÿ ∫ + ;

• semantic multiplication:
P A L A P A L A P A L L Ai k m m n j i k n j( , , ) ( , , ) ( , * , )Ÿ ∫ where i j mπ π .

In the graphical representation, objects are described by circles and relations with
directed arcs leading from the source object to the target object. Object and relations
that form an internal semantic structure of an object are presented inside the circle of
that object. When the internal structure of an object is not under consideration it is not
necessarily shown. The WORLD under consideration is presented by the outermost
circle as in Figure 1 where the WORLD is W. It includes an object A which internal

structure is also presented in the figure. The object A includes an object A2  which

internal structure is not presented. There is a relation L1  between the objects A3   and

A1  and the object A2  has relationship with itself.
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Fig1. The world W with its objects and relations.
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3 The Internal and External Semantics

In this chapter we will derive the formulas of the semantic algebra which present the
internal and external semantics of an object.
3.1 The Internal Semantics of an Object

We suppose that the internal semantics of an object can be defined using the
components of the object and the relationships between those components. We further
suppose that the quality of internal semantics behaves in monotonous way. It means
that if any additional knowledge about the internal structure (components and their
relations) of the object is achieved then the quality of the formulated internal
semantics is never going worse. Thus by acquiring more and more knowledge about
the object (its internal structure) we are able to achieve more and more complete
internal semantics of this object.

We define that the internal semantics of an object Ai  is the semantic sum over all

the possible paths between any pairs of objects ( Aj , Ak ) included in the object Ai
plus the paths from each included object to itself. A path between any pair of objects
( Aj , Ak ) includes successive relations (or their inverse) from the object Aj  to the

object  Ak  so that no relation (or its inverse) is taken twice. The only path where the

same object is visited twice is the path from the object to itself. This later one
guaranty that the properties of the included objects will be taken into account. Thus
for a given object Ai  its internal semantics E Ain i( )  is:

E A Lin i A A
j k j k

P A HAS PART A
P A HAS PART A

j k

i j
i k

( )
, , ,

( , _ , )
( , _ , )

= -
" £

Â
       

. (3)

where LA Aj k-  is a path from Aj  to Ak .

In the case of Figure 1 the internal semantics of the object A is:

E A L L L L Lin ( )
~

*
~ ~= + + +1 2 2 1 7 . (4)

The internal semantics corresponds the knowledge seen in Figure 2a.

3.2 The External Semantics of an Object

We suppose that the external semantics of an object A can be defined using the
components of the possible world outside the object and the relationships between
those components. We further suppose that the quality of external semantics behaves
in monotonous way. It means that if any additional knowledge about the external
structure (components and their relations) of the object is achieved then the quality of
the formulated external semantics is never going worse. Thus by acquiring more and
more knowledge about the world outside the object (its interaction with its
environment) we are able to achieve more and more complete external semantics of
this object.
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Fig. 2. a) The internal semantics of the object A in the possible world W,
b) The external semantics of the object A in the possible world W.

We define that the external semantics of an object Ai  is the semantic sum over all

the possible paths between any pairs of objects ( Aj , Ak ) included in the world outside

the object Ai  plus the paths from each included object to itself. The object Ai  belongs

to the objects that participate in pairs but the path from the object Ai  to Ai  is not

included. For a given object Ai  its external semantics is:

 E A Lex i A A
j k j k j k i

A W A A A
A W A A A

j k

j i j i
k i k i

( )
, , , ,

( / ) ( ),
( / ) ( )

= -
" £ π π

Œ ⁄ =
Œ ⁄ =

Â
       

. (5)

On the other hand E Aex i( )  is the internal semantics of the World when Ai  is

taken as Atom (without noticing its internal structure). This gives a formula:

E A E World E Aex i in in i( ) ( / ( ))= . (6)

In the case of Figure 1 the external semantics of the object A is:

E A L L L L L Lex ( ) * * * *
~= + +3 4 3 4 5 6 (7)

+ + + +L L L L L L L3 4 5 4 4 5 6* * * *
~

+ + + + +L L L L L L L4 5 5 6 5 3 6* *
~ ~

.

This external semantics corresponds the knowledge seen in Figure 2b.



Knowledge Acquisition Based on Semantic Balance of Internal and External Knowledge 359

4 The Law of Semantic Balance

Let us suppose that there exists a possible world where the ideal situation for an object
Ai  is that its internal semantics (i.e. its internal structure = objects and their relations)

and its external semantics (i.e. its properties when it interacts its environment) are in
balance. In this ideal situation the law of semantic balance holds:
E A E Ain i ex i( ) = ( ) . Usually, especially with knowledge bases, the ideal situation

has not been achieved. Human knowledge about objects is almost always incomplete,
and the knowledge base usually includes incompleteness, inconsistencies, and
incorrectness. Sometimes we know more about the structure of an object than its

external properties and sometimes on the contrary. Let ign Ain
t

i( ) be our ignorance

about the internal semantics of the object Ai  at the time t and let ign Aex
t

i( )  be our

ignorance about the external semantics of the object Ai  at the time t then according

the law of semantic balance we can write

 E A ign E A ignin
t

i in
t

ex
t

i ex
t( ) ( ) ( ) ( )( ) + = ( ) + . (8)

5 Strategy of Knowledge Refinement

In this chapter we consider a strategy of improving incomplete or incorrect knowledge
about some object during the acquisition process using the law of semantic balance.
The strategy is shown in Figure 3.

Let us suppose that we have acquired some knowledge E Ain i
1 ( )  about the internal

semantics of the object Ai  and that we have acquired some knowledge E Aex i
1 ( )

about the external semantics of the object Ai . Let us assume that these two semantics

are not in balance. Then we can try to make them in balance trying to remove some
part of ignorance from either or both sides of the formula:

E A ign E A ignin i in ex i ex
( ) ( ) ( ) ( )1 1 1 1( ) + = ( ) + . (9)

If this equation succeeds, at least partially, then we receive another amount of

knowledge E Ain i
2 ( )  about the internal semantics of the object Ai  and another

amount of knowledge E Aex i
2 ( )  about the external semantics of the object Ai . If these

two semantics are not in balance or if some outer knowledge source gives extra
knowledge that makes them unbalance again, then we try to make them in balance
trying to remove some part of ignorance using the same formula as above and so on
(Figure 3).
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Fig. 3. The strategy of step-by-step knowledge refinement using the law of semantic balance.

6 Conclusion

We have discussed some aspects of using semantic balance in knowledge acquisition.
It uses as a basic measure of unbalance the difference between the internal and
external semantics of an object. These semantics are expressed using formal
metasemantic algebra. The solution of equations of this algebra needs further
development. Nevertheless the principle of semantic balance seems to be a good way
to understand the dynamics of knowledge.
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Abstract. One of the principal skills that a patient in psychotherapy must
acquire is to be aware of and be able to express his or her feelings and emotions.
Many patients, however, especially at the beginning of their therapy, have a
great deal of trouble doing this.  They are able to articulate “I feel bad” but
nothing more precise.  One reason for this is that they may be suffering from a
cognitive-affective disorder called alexithymia.†This paper describes a system
called Alex that we have built to help treat alexithymia.  This system, currently
a prototype, consists of a query processor, a pattern matcher, and a text
generator written in C++.1

1 Introduction

Alexithymia is a cognitive-affective disturbance that affects the way people
experience emotions and express them [20, 21].  The term was originally coined by
Sifneos [16] from the Greek a meaning ‘lack of’, lexis meaning ‘word’, and thymos
meaning ‘emotion’ or ‘mood.’  It can be most generally characterized by the inability
to verbalize affect.  Krystal [8] claimed this disturbance as the most important single
factor impeding the success of psychoanalysis and of psychodynamic psychotherapy.2

                                                          
† The authors would like to thank Carroll Izard, John T. Murray, Eric Schuster, and Mary H.

Smith for their thoughtful comments on an earlier draft of this paper.  It has been much
improved by our having incorporated many of their suggestions. We also wish to thank
Chantana Chantrapornchai for programming a large part of the initial system.

1A complete version of Alex will require a very large affect base. We are currently seeking
funding to build such a large database of emotions. It will be based on a database of 7500
emotion terms that we have compiled

2Alexithymia may also be one of the single largest indirect causes in the increased cost in health
care.  Because alexithymics have difficulty in verbalizing feelings and distinguishing
emotion states, they often express their psychic problems by means of physical complaints.
Their physicians look at these complaints as suggesting some organic pathology.  The
physician orders extensive texts, none of which disclose an organic problem.  Since at least
30% of the population is alexithymic [17], this results in a huge expenditure to the health
care delivery system.
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2 Characteristics of Alexithymia

Characteristics of alexithymia were first observed among patients who expressed
classical psychosomatic disorders.  Ruesch [13] referred to these patients as ‘infantile
personalities.’  Freedman and Sweet [5] referred to them as ‘emotional illiterates.’
Later, Krystal [6] observed similar symptoms in patients suffering from post-
traumatic stress.  Rybakowski, Ziolkowski, Zasadska, and Brzezinski [14] observed
them in alcoholics and drug addicts.

Alexithymia is manifested mainly in communicative style.  Its most characteristic
features are:

• a striking inability in recognizing and verbally describing one's own
emotions

• markedly reduced or absent symbolic thinking3 so that inner attitudes,
feelings, wishes, and drives are not expressed

• inability to use feelings as signs of emotional problems
• thinking that is literal, utilitarian, and concerned with the minutiae of

external events [20]
• few dreams and, when they do occur, they lack color, bizarreness, and

symbolism (ibid.)
• difficulty in discriminating between emotional states and bodily sensations

[11]
• stiff posture [10]
• lack of expressive facial expressions [7]
• impaired capacity for empathy (ibid.).

Clearly alexithymics have a deficiency in the symbolic processing required in
identifying and communicating emotions.4

Consequently, when an alexithymic is asked about his5 feelings about some highly
charged event, he will respond either by describing physical symptoms or by not
understanding the question [12]. Our goal in building this system is to break through
the alexithymia barrier.  We see this as one tool in a set of tools that can help a patient
in his recovery from addiction and subsequent growth.  The set of interrelated
computer tools that we envisage is a component that accepts characteristic behaviors
and returns a description of the emotion that characterizes it (the subject of the present
                                                          
3This does put into question the present approach and that of [4] but sub-symbolic, neural

network approaches that might be suggested are, at the moment, not at all clear.
4Carroll Izard (personal communication) has an interesting interpretation of alexithymia.  If one

recognizes the relative independence of the emotion and cognitive systems, then alexithymia
can be described as a function of dissociation between emotion states and cognitive
processes.

5We use the masculine pronoun because men are roughly four times as likely to suffer from
alexithymia as women [1].
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paper), a set of affirmations specific to that emotion, a narrative/story retrieval system
for retrieving stories with that emotion in it (a version of this is described in [19]), on-
line discrimination exercises as in gestalt therapy to help the patient, and a network
used for on-line support

Many if not all, forms of therapy have teaching as their most consistent method.
For patients with alexithymia, they have to be taught to identify and differentiate
among their feelings. For example, the alexithymic patient can be made aware that,
when one is shamed, it is normal to blush, to feel flushed, to lower one’s eyes. These
sensations and behaviors can be called “embarrassment,” “shamefulness.”  Patients
must be taught to pay attention to their bodily sensations and to connect these to the
notion of experiencing a feeling.  This is the basis for our approach.  It is supported by
the work of Lesser [9].  Lesser states that traditional psychotherapy with alexithymics
is difficult and a more instructional, reality-based approach should be taken rather
than the more traditional conversational approach.  In addition, a very supportive
approach is needed because even though alexithymic patients may not be articulate in
describing their feelings, it does not mean that their feelings are not real.  And these
feelings may be painful.6

3 The System

The system we designed is meant to be accessible by the patient on his own or,
preferably, as part of a therapy or counseling session with a professional. This
professional could be a nurse practitioner at an HMO who would be working with a
group of patients working at terminals. It could also be someone overseeing the
recovery of an employee as part of an Employee Assistance Program. It would be
used after an initial diagnosis of alexithymia and before extensive therapy with a
professional therapist or in conjunction with on-going therapy.  We see this being of
long-term use. The three principal components of the systems are a query processor, a
pattern matcher, and a text generator.

3.1 The Query Processor

The purpose of the query processor is to present to the patient a series of questions.
The responses to the questions are accumulated. These are then used to match against
a database of frames representing emotions.  The frame that is the closest match (the
greatest number of matched hits) is assumed to be the emotion that the patient is
exemplifying.

                                                          
6This is consonant with Izard’s view. The feelings are there but there is a repression or

dissociation of cognitive content.
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There are problems with implementing this, however. First, the problem with open-
ended questions, such as “Why do you think that happened?,” is that the subsequent
responses are difficult to analyze.  Also, “why” questions are often unanswerable.  In
addition, the answer can be almost anything including a long monologue.  We know
that task and domain severely restrict the syntax and lexicon in natural language
processing [18]. But even in this application task, a cause for experiencing an emotion
can be a very long open list. In some cases that may be alright. For example, the first
author and some of his students developed a system called FOCUS that can be used in
cognitive psychotherapy to teach patients new patterns of growth. In FOCUS the
answer does not matter, as long as the person responds. The question can be quite
generic and only locally dependent on responses7.

As an example, we present here our description of the emotion of shame. Shame is
perhaps the most “complex” or “basic” emotion. It seems to “underlie” or motivate
many other emotions. Because of this, it may appear adventuresome on our part to
model it. But we have focused on it because of its importance. Bradshaw [2] refers to
shame as “the master emotion.” It plays an important role in the progression of the
disease of alcoholism, an application area that we have addressed elsewhere.  Also it
is known that alcoholics form a large portion of the population which suffers from
alexithymia8.

The object structure we have designed is a frame-like object.  A partially filled
shame object has the following structure:

                                                          
7FOCUS was developed in conjunction with Dr. Michael Pearlman. It existed in two versions,

one written in VP-Expert and the other in Hypercard.
8Alcoholics have that shame reduced when they accept the fact that alcoholism is a disease over

which they have no control. They are not flawed just because they have a disease. Still
another correlation between shame and alcoholism exists with gays and lesbians. Kominars
1989 claims that 10% of the US population is alcoholic or addict (and this estimate may be
very low) and in the gay and lesbian community that number increases to 30%. It should also
be noted that the number of gays and lesbians who suffer from alexithymia may therefore
also be higher than the straight community.  Furthermore, shame plays an important role in
the field of literary criticism based on “queer performativity.”  This branch of literary
criticism focuses on the identification of shame in literary texts and uses it as the prime
analytical tool. (See, for example, [3] and [15]).  We would like to see someone apply our
shame description in the analysis of such literary texts.
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Slot Name Filler

Name shame

instance-of emotion

may-lead-to aggression ∨ addiction ∨ obsession ∨ narcissism ∨
depression ∨ perfectionism ∨withdrawal ∨diffidence ∨
combativeness

provenience child rearing practices

time-acquired early

source rebukes ∨ warnings ∨ teasing ∨ ridicule ∨ ostracism ∨
neglect ∨ abuse∨

caused-by perception of self ∨unconscious feeling of unworthiness

typical-examples telling a joke that causes offense ∨ overstaying your
welcome

mutually-disjoint-with pride

Syn being caught and wanting to hide

Timeonset sudden

Timeduration range (short → long)

yields fear of humiliation

feelings ugly∨stupid∨impotent∨unmanly∨unwomanly∨phony∨
grasping∨boring∨cheap∨insignificant∨immature∨
unable to love ∨ unlovable  ∨weak  ∨needy ∨ rejected 
∨abandoned ∨ dismissed
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behavioral
characteristics

expect disappointment ∨refuse to see reality ∨ look
away when embarrassed ∨ avoid eye contact ∨control
interactions with people ∨pay great attention to looks ∨
pay great attention to behavior ∨control own behavior∨
try to be right ∨avoid negative comments of others ∨
perfectionist ∨blame others ∨do not articulate needs ∨
do not articulate wants ∨cover up mistakes ∨shame
others when they are wrong ∨ do not trust

cognitive
characteristics

think that you are flawed ∨think that you are a
mistake∨think that you are worthless∨think you should
not think the way you do∨think that you should not
want what you want∨think you should not imagine
what you do

Since people with alexithymia have a great deal of trouble identifying their
emotions and feelings, the emotion objects we store in the database cannot refer to
these. We therefore elicit the emotions via a set of generated questions based on the
contents of only the slots labeled behavioral characteristics and cognitive
characteristics in our frame structure. A portion of the questions includes:

Do you think that you are a mistake?
Do you think that you are flawed?
Do you blush when you are embarrassed?
Do you look away under those circumstances?
Do you avoid eye contact then?

As questions get answered, a skeleton structure is built up. That structure is that of
a typical emotion frame. Both yes and no responses are important so they are both
saved.9 The skeleton structure is as large as the union of the slot fillers. This may
mean two hundred or more filled slots. Once the skeleton is filled (or almost filled), it
is compared to all the emotion frames in the database. The emotion frame that most
closely matches the skeleton structure is retrieved from the database and is passed to
the text generator for presentation.  The process of pattern matching is described next.

                                                          
9An intermediate structure is built with the number of the question and the response. The

responses are then matched against the phrases in a table. The appropriately spelled phrase is
then stored in the skeleton structure.
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3.2 The Pattern Matcher

After the patient has responded to all the questions, the query program returns the
answer pattern in the form of a packed array.  Each element of the array is one bit
representing yes or no.  This is the input to the pattern matcher.  The role of the
pattern matcher is to match the patient’s answer pattern to the most probable emotion
description in the affect base.  The algorithm we use, nearest neighbor is also that
used in Dr. Bob [19].10  For example, shame and anger might have the following
answer patterns:

Shame: 10110011101

Anger:  01001110110

If the first question is “Do you think you are a mistake?", the answer would
probably be yes (1) for someone suffering from shame and no (0) for someone
experiencing anger.  The ordered set of answers is then matched against the answers
to the prototypical responses for all the emotions in the affect base.  The closest match
is then returned to the text generator.

3.3 The Text Generator

The input to the text generator is the set of slot fillers of a particular frame
retrieved by the query processor from the affect base.  The text generator is a

                                                          
10In the full system we intend to implement a more sophisticated pattern matcher.  In that
system there is an external file containing the answer pattern for each emotion.  The file has the
following format:

question-weights range-values emotion-name

The first field contains the weight of each question.  We want to introduce weighting
because the same answer might be appropriate for a variety of questions.  This field then
contains several values, one for each of the questions.  Each is a real number whose position is
determined by the order of the question presented by the query processor.  Its value is the
weight of the corresponding question as it relates to the emotion listed in the emotion-name.
For instance, some answer may be weighted differently depending on the emotion of which it is
symptomatic. Suppose that the question illustrated above is:

Do you think you are flawed in some way?

Clearly, since that cognitive characteristic is highly symptomatic of the emotion of shame, a
yes answer to this question should be given more weight than to anger where a yes might also
be acceptable but less likely.



Alex: A Computer Aid for Treating Alexithymia 369

grammar that consists of a set of sentence frames and a set of rules for merging the
slot fillers into the slots of the sentence frames.  For each sentence there is more than
one version. The reason for this is to have a variety of outputs. If this were not
available, the output would be very repetitive and therefore potentially boring.  The
grammar includes the following:

Text → P1 + Slead-to + P3 + Sfeelings + Sbehavior

P1 →Semot + Stime-acquired + Sprovenience + Ssource + Scaused-by + Ssyn +

Syield + Smutually-disjoint-with

Semot →The emotion you are describing is probably _____.

…

A much abridged sample text of sentence frames with emotion slot fillers merged
with them follows. The slot fillers are underlined in the paragraph. The emotion is
shame.

The emotion you are describing is probably shame.
This emotion is acquired early and is due to child
rearing practices. Its source can be traced to
rebukes, warnings, teasing, ridicule, ostracism,
neglect, or abuse. These sources lead to a
perception of the self as unworthy. It is sort of
like being caught and wanting to hide. What it
yields is a fear of humiliation.  Its opposite is
pride.

Shame can lead to a variety of behaviors. These
include aggression, addiction, obsession narcissism,
depression, perfectionism, withdrawal, diffidence,
or combativeness.

4 Future Plans

Being asked a long series of questions, many of which might be repeated at
subsequent sessions, can become tedious to a patient.  We are currently working on a
tree-pruning algorithm to help speed up the questioning process by eliminating some
questions which are not appropriate to the set of emotions characteristic of the
emotions represented by the behavioral and cognitive features identified up to that
point in the session.  This presupposes a tree structuring of the emotions as well, a
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very interesting theoretical question with many implications for the underlying
organization of emotions.

5 Summary and Conclusions

We have built a system for helping in the treatment of alexithymia.  Alex presents
a set of questions to the patient.  The responses are collected and matched against the
characteristics of emotions recorded in the database.  The emotion with the closest
match is returned to a text generator.  This component generates a description of the
emotion, based on paragraph frames that match the slot names in the emotion data
structure.  This text is presented to the patient.  This presentation of a detailed
description of his emotion helps the patient become aware of his feelings and
articulate them.  This will greatly assist the patient in his work, especially in the early
stages of recovery.
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Abstract. We address the problem of proving automatically integrity constraints
in databases represented within the situation calculus. Integrity constraints
specify what counts as a legal database state; it is a property that every database
state must satisfy. Reiter ([REI, 91] and [REI, 93]) has presented an approach to
database integrity constraints in which the concept of a database satisfying its
constraints is defined in terms of inductive entailment from the database,
induction axioms on database states, and other axioms of the situation calculus.
In this paper we develop and implement a framework for proving integrity
constraints in databases. We show how our induction theorem prover that
includes strategies for finding suitable induction schemes and inference rules for
automatically generalizing conjectures can be used to prove many integrity
constraints completely automatically from an update database specification
alone. We provide computer applications to a toy database  (education) to
illustrate our framework.

1 Introduction

1.1 Motivation

The situation calculus [McC, 69] is a well-known formalism for representing temporal
domains. In the situation calculus, the basic notions are actions and situations. A
situation may be viewed as a time period. The set of fluents that holds an instance of
the time is the state of the world at that instance. Actions are the cause of situation
transitions: a result function is used to map pairs (state, situation) to the new situation
resulting from the execution of that action in that situation. Reiter [REI, 91], [REI, 93]
and [REI, 93a]  has described how one may represent databases and their update
transactions within the situation calculus. The basic idea consists in realizing that a
database evolves in time, so that updateable relations should have an explicitly state
argument representing the current database state. This argument records the sequences
of update transactions that the database has undergone thus far. Database transactions
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are treated as functions, and the effect of a transaction is to map the current database
state into a successor state.  These two features - an explicit argument for updateable
relations, and functions for transactions - lead him to specify databases and their
update transactions within the language of situation calculus. In this setting, the basic
approach to specify database transactions consists of an axiomatic system that contains
the following information: 1) state independent knowledge about objects of the
database; 2) knowledge about the state of the database at the initial situation; 3)
preconditions for performing the different actions; 4) effects of actions, when they are
possible, in terms of the fluents whose truth values are known to be changed by the
execution of the action. A consequence of the previous idea is that the only way the
database evolves is through transactions. Accordingly properties of the form “no
matter how the database evolves from the initial state, such-and-such must be true in
all database features” are of particular importance. It is then natural to represent them
as universally quantified sentences over states (integrity constraints). Now, since
constraints are sentences quantified over states, and states change only by virtue of
transaction “occurrences” it is clear that mathematical induction is required for
reasoning about them.

The need to be able to reason about integrity constraints in a rigorous formal way is
self-evident. Formal methods are more and more frequently adopted by industry for
hardware and software verification. They require efficient automatic tools to relieve
designers and programmers of related proof obligations. Traditional database
management systems do not provide facilities for proving that the integrity constraint
of the database cannot be violated as a result of performing transactions. More often,
these systems provide support for testing the integrity of the database whenever a
transaction takes place. The motivation for this paper is to add to the understanding of
formal reasoning about databases using equational logic, by providing a formal
framework for proving automatically integrity constraints from the updateable
database specification alone.

1.2 The Problem

The language for writing down updateable database specification is first-order, many
sorted, with sorts state for situations, action for actions, and object for everything else.
L has the following domain independent predicates and functions: a constant S0 of sort
state denoting the initial situation; a binary function do(a,S) denoting the situation
resulting from performing the action a in the situation S; a binary predicate Poss(a,S)
meaning that the action a is possible (executable) in situation S; and an unary predicate
Reach to identify the subset of states reachable by executing actions possible in other
reachable states. L also has a finite number of state independent predicates with arity

objectn, n•0, a finite number of state independent functions objectn �object and a

finite number of fluents which are predicate symbols of arity objectn x state, n•0.
Using L, one may write down axioms that specify databases and their update
transactions. These axioms may express the transaction preconditions of actions, i.e.,
they specify the sufficient conditions which the current state of a database must
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specify before the transaction can be performed in this state. They may also express
the effect of all transactions on all updateable database relations. Finally they may
express of what is true of the initial state S0 of the database. All these axioms are
arbitrary first-order formulas.  However, from a theorem proving point of view, these
formulas are not amenable for automation since they are quantified. Fortunately, under
reasonable conditions, they can be translated in the language of equational logic. The
essential idea for this translation is that one may use rewrite rule based systems to
carry out automatic proofs.

We assume familiarity with the basic notions of equational logic and rewrite
systems (see for instance, [DJ, 90]). Let L(F,X) denote the many-sorted language of
(first-order) terms built out of function symbols taken from the finite vocabulary F and
a denumerable set X of variables. Let A be a set of conditional equations, i.e.,
expressions of the form e1¾...¾en Ã en+1, where ei are equations which are usually
written as t = s. e1, ..., en are the premises and  en+1 is the conclusion of e1¾...¾en Ã en+1.
A clause is an expression of the form ¬e1¿...¿¬en¿e’1¿...¿e’m. We shall sometimes
write this expression in the following equivalent way: e1¾...¾en Ã e’1¿...¿ e’m. We
identify a conditional equation and its corresponding representation as a Horn clause.
A clause f := ¬e1¿...¿¬en¿e’1¿...¿e’m  is an inductive consequence (inductively valid)
of a set A of axioms (written as A |=ind ¬e1¿...¿ ¬en ¿ e’1¿...¿e’m ) if and only if for any
ground substitution s, (for all i: A |= eis) implies (there exists j such that A |= ejs).
Since ground terms can easily be well ordered, induction can be used as a natural
technique to prove inductive clauses. In general, to establish inductive consequences,
one requires "eureka steps" such as finding a suitable variable to induce upon,
additional lemmas, generalizations, or case analysis for the proof to go through. In
some cases, a combination of these concepts is needed.

In this paper we deal with the following problem:
� Input: A set of axioms A over the language L(F,X) that represents an updateable

database specification and a formula f that represents an integrity constraint in the
database.

� Output:  Is A |=ind f ? In other words, is f true in all database states?

1.3 Aims of the Paper and Related Works

This paper deals with the problem of proving automatically integrity constraints in
databases represented within the situation calculus. Our solution consists of two steps:
at the first step a Horn-clause like axiomatization is derived from the situation calculus
database definition. This translation can be carried out automatically.  At the second
step an inductive proof of the integrity constraint is performed in this axiomatization.
The basic framework of this second step is a set of transition rules suitable for
database axiomatization. It contains: 1) a set of classical inference rules suitable for
induction (see for details [KR, 90], and [BKR, 95]) 2) a general method for finding out
good induction schemes, and 3) an inference rule for automatically generalizing
conjectures that is particularly useful in the context of proofs of integrity constraints.
The proposed framework has been implemented in C. The initial experimentation is
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very pleasing. For instance, the method can be employed to automatically establish
proofs of integrity constraints without any user interaction as in [BPSKS, 96].

2 Outline of Our Approach: An Example

In this section we give the essential ideas underlying the proofs of integrity
constraints. We illustrate them using a simplified version of the education updateable
database definition ([REI, 93]). This education database involves two relations:
1. enrolled(student ,course, s): Student student is enrolled in course course when the

database is in state s.
2. prerequ(pre,course): pre is a prerequisite course for course course.

The update transactions involved in the database are the following:
1. register(student, course): Register student student in course course.
2. drop(student, course): Student student drops course course.

As we pointed out, transactions have preconditions that must be satisfied by the
current database before the transaction can be "executed". In general, these
preconditions are quantified formulas. For instance, the register precondition “It is
possible to register a student in a course if and only if he is registered in all
prerequisites for the course” can be formulated as:

Poss (register(st,co),s) � "co’ {prerequ(co’,co) Ã enrolled(st,co’,s)} (1)

Further, the effects of all transactions on all updateable database relations are
specified by the successor state axioms. For instance, "A student is enrolled in a
database state if and only if he has been registered by the last transaction or was
enrolled in the previous state and has not dropped the course in the last transaction" is
a successor axiom for the relation enrolled and can be written as:

enrolled(st,co,do(a,s)) � a=register(st,co) ¿ enrolled(st,co,s)¾a•drop(st,s) (2)

Since this database evolves from state to state, a constraint that must be satisfied is
the following: "If a student is enrolled in a course, then he is enrolled in each
prerequisite of this course". This can be formulated as:

reach(s) ¾ enrolled(st,co,s) ¾ prerequ(co1,co) => enrolled(st,co1,s) (IC)

To perform an automatic proof of this constraint in the education database we first
translate the Reiter-like axiomatization in the language of conditional equations. The
main problem of such a translation is the transformation of the quantified first-order
axioms into equivalent quantifier-free formulas. In general, this translation is not
possible. However, there are two points of interest here: The first point is the finite
nature of the domain of objects (domain) under consideration in a database
application; the second point is that the only way the database evolves is through
transactions. Consequently, we may use new predicates and explicitly building domain
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to eliminate all quantifiers (see the details of this construction  [KU, 98]).   For
instance, the assertion (1) can be translated as:
(15) poss(register(xst,xco),xs) = fall(xst,xco,xs,dom(xs))
(16) fall(xst,xco,xs,nothing) = True
(17) fall(xst,xco,xs,c(st(x),xdom)) = fall(xst,xco,xs,xdom)
(18) prerequ(xco1,xco) = False =>
fall(xst,xco,xs,c(ct(xco1),xdom)) = fall(xst,xco,xs,xdom)
(19) prerequ(xco1,xco) = True, enrolled(xst,xco1,xs) = False =>
fall(xst,xco,xs,c(ct(xco1),xdom)) = False
(20) prerequ(xco1,xco) = True, enrolled(xst,xco1,xs) = True =>
fall(xst,xco,xs,c(ct(xco1),xdom)) = fall(xst,xco,xs,xdom)

This translation is obtained by introducing the new function symbol fall over
dom(s) in order to replace the "-quantifier. dom is the function (see for its definition
below) which describes the domain of objects occurring in a state of the database
([BPSKS, 96]):
(26) dom(s0) = nothing
(27) dom(do(register(xst,xco),xs)) =
c(st(xst),c(ct(xco),dom(xs)))
(28) dom(do(drop(xst,xco),xs)) = c(st(xst),c(ct(xco),dom(xs)))

The range of dom(s) contains all objects that exist in s. Thus, the domain will
contain the objects in the initial state plus those that appear as arguments in actions
that have been executed. This is presented by a list that is computed by using the free
constructors nothing and c. nothing (resp. c) corresponds to the LISP-function nil
(resp. cons).

Having transformed all quantified formulas into quantify-free, we use simple rules
of first-order logic to get the final equational axiomatization. For example,
unquantified formulas of the form P Ã (A À B ¾ C) can be translated to the language
of equational logic as P = true ¾ C = true Ã A = B and P = true ¾ C = false Ã A =
false. Hence, axioms like

Reach(s0),  Reach (do(action, state)) � Poss (action, state) ¾ Reach (state) (3)

are formulated as follows:
(11) reach(s0) = True
(12) poss(xa,xs) = True => reach(do(xa,xs)) = reach(xs)
(13) poss(xa,xs) = False => reach(do(xa,xs)) = False

Similarly, the conditional equations associated to assertion (2) are as follows:
(21) eqAct(xa,register(xst,xco)) = True =>
enrolled(xst,xco,do(xa,xs)) = True
(22) eqAct(xa,register(xst,xco)) = False,
eqAct(xa,drop(xst,xco)) = True => enrolled(xst,xco,do(xa,xs)) =
False
(23) eqAct(xa,register(xst,xco)) = False,
eqAct(xa,drop(xst,xco)) = False => enrolled(xst,xco,do(xa,xs)) =
enrolled(xst,xco,xs)
(24) enrolled(xst,xco,s0) = False

The following conditional equations complete the education example that has been
given to our prover:
(1) True = False =>
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(2) eqAct(x,x) = True
(3) x1 = x2, y1 = y2 => eqAct(drop(x1,y1),drop(x2,y2)) = True
(4) x1 = x2, y1 != y2 => eqAct(drop(x1,y1),drop(x2,y2)) = False
(5) x1 != x2 => eqAct(drop(x1,y1),drop(x2,y2)) = False
(6) x1 = x2, y1 = y2 => eqAct(register(x1,y1),register(x2,y2)) =
True
(7) x1 = x2, y1 != y2 => eqAct(register(x1,y1),register(x2,y2))
= False
(8) x1 != x2 => eqAct(register(x1,y1),register(x2,y2)) = False
(9) eqAct(drop(x1,y1),register(x2,x3)) = False
(10) eqAct(register(x1,x2),drop(x3,x4)) = False
(14) poss(drop(xst,xco),xs) = False
(25) prerequ(xco,xco) = False

Notice that equations 1 to 10 express the definition of the equality relation on
transactions (see for details [Lloyd, 87 p. 79]). Equations 14 and 25 are part of our
database specification.

Having completed the translation of the updateable specification we are ready to
verify whether the database satisfies given constraints. In general, our prover performs
a proof of a formula f (integrity constraint) from a set A of conditional equations
using a reduction ordering > (i.e, a stable and monotonic well-founded relation > on
terms), and a test set TS(A) for A (i.e, a finite set of terms which describes the states,
the actions and the objects of a database). For instance, the set {s0, do(xa, s),
drop(student, course), register(student, course), True, False} is a test set for the
education database.

The proof strategy first instantiates induction variables in the conjecture with the
members of the test set, and then applies rewriting to simplify the resulting expression.
This rewriting uses any of the axioms, lemmas and induction hypotheses provided
they are smaller (w.r.t. the reduction order >) than the current conjecture. There are
two fundamental ideas behind our proof strategy. The first idea consists of applying
the generate rule (see section 3.1) on an induction variable as fixed in definition 3.
This rule produces the induction schemes needed for the proof of a goal.  The second
idea consists of using the GT-rule (see definition 4) just before another induction is
attempted. This rule produces a generalization of a goal by abstracting well-defined
subterms in the goal in order to prevent failure.

For instance, the constraint (IC) is given to our prover for a proof by induction:
enrolled(xst,xco,s) = True, prerequ(xco1,xco) = True, reach(s) =
True => enrolled(xst,xco1,s) = True

3 Automatic Proofs of Integrity Constraints: The Machinery

The induction procedure is formalized by a set of transitions rules [BKR, 95], [BR,
95] applied to pairs of the form (E, H), where E is the set of clauses which are
conjectures to be proved and H the set of inductive hypotheses. The major benefit of
this procedure is that it allows proofs by mutual induction, that is, proofs of multiple
conjectures that use each other in their proofs in a mutually recursive fashion.



378 E. Kounalis and P. Urso

3.1 Transition Rules

The following transition rules is a part of the inference system used to prove integrity
constraints (see [BKR, 95], and [BR, 95] for the theoretical justification):

� Generate: (E  {C}, H) |–i (E  ( sEs, H  {C}) for all test set substitution s
� Case Simplify: (E  {C}, H) |–i (E  E’, H) if E’ = Case analysis(C)

� Simplify: (E  {C}, H) |–i (E  {C’}, H)  if C �R<HE> C’.

� Subsume: (E  {C}, H) |–i (E, H) if C is subsumed by a clause of RH<E

� Delete: (E  {C}, H) |–i (E, H) if C is a tautology.

� Fail: (E  {C}, H) |–i // if no condition of the previous rules holds for C.

 A success-full derivation is a sequence of transitions (E, H) |– (E1, H1) |– .... |–(En,
Hn) such that En = «. The fail rule is a kind of conjecture disprover. It is very
important, when a convergent set of axioms exists for ground terms, to guard against
false lemmas.  

 To simplify goals we use axioms in A, induction hypotheses and other conjectures
which are not yet proved during simplification. In particular, Case Analysis simplifies
a conjecture with conditional rules provided that the disjunction of the preconditions is
inductively valid in R. For instance, consider the following clause C that has been
generated by our system when proving the initial integrity constraint:
 enrolled(xst,xco,do(register(x1,y2),x3)) = False,
prerequ(xco1,xco) = False, reach(do(register(x1,y2),x3)) = False
 The Case Simplify rule  can be used to simplify C as follows:
 ## Case Simplify:
 [by 21] eqAct(register(x1,y2), register(xst,xco)) = False, True
= False, prerequ(xco1,xco) = False,
reach(do(register(x1,y2),x3)) = False
 [by 22] eqAct(register(x1,y2),drop(xst,xco)) = False,
eqAct(register(x1,y2), register(xst,xco)) = True, False = False,
prerequ(xco1,xco) = False, reach(do(register(x1,y2),x3)) = False
 [by 23] eqAct(register(x1,y2),drop(xst,xco)) = True,
eqAct(register(x1,y2), register(xst,xco)) = True,
enrolled(xst,xco,x3) = False, prerequ(xco1,xco) = False,
reach(do(register(x1,y2),x3)) = False

   3.2 Finding Good Induction Schemes for Integrity Constraints

 The generate rule captures the essence of induction. It allows obtaining the induction
schemes that entail the proof of the integrity constraints under consideration. An
induction scheme must be formed in the way that has a good chance of success.  In
some sense, the success of a proof strongly depends to what variable the generate rule
applies.  Then a question naturally arises: What is the best variable to replace in order
to be able to apply a definition and eventually the induction hypothesis?
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 Definition 1. (inductive position set). If R is a set of axioms and f a function symbol
in F, then IP(R,f) � {p | p • e and $ (P Ã l � r)  in R such that l(e)�f and l(p)³F} is
the inductive position set of function f w.r.t. R. IP(R) denotes the set {IP(R,f)| f³F}
and is the inductive position set of R.

 Example. The inductive position set for the education example as computed by our
prover is the following: {reach : [1], poss : [1], enrolled : [3], prerequ : [], eqAct :
[1 2], dom : [1], fall : [4] }

 Definition 1 allows selecting among the set of variables of an equation, a subset which
is suitable for the application of generate rule. However, we may cut down this set by
discarding variables judged useless since they lead to goals to which definitions fail to
apply. Let C � ¬a1=b1 ¿...¿ ¬an=bn ¿ an+1=bn+1 ¿...¿ am=bm. We denote by comp(C) the
set of atoms of C: {t | t is either ai or bi for i = 1, 2, ..., m}. Since we are working with
database axiomatizations that are left linear (no variable occurs more than once in the
left-hand side of the conclusion of a conditional equation), we have the following:

 Definition 2. Suppose R is a left-linear set of conditional rules, and C is a clause. Ux(t)
is defined to be the set of positions u in t labeled by x such that whenever there is a
rule P Ã l � r in R such that l unifies with t/v for some prefix v of u then, |u/v| <
D(R) and there is a position p in IP(R,l(e)) such that p is a prefix of u}. The
multiset Ux(C) of variable x in C is then defined as {{ u | u ³ Ux(t) and t ³
comp(C)}}.

 The main reason for considering the set Ux(C) is just to select the best variables in a
clause to induce upon. The following defines formally the notion of induction
variables in our setting:

 Definition 3 (induction variables): Variable x in C is an induction variable if for all
variables y in C either x is a generalized variable and y is not a generalized variable
or |Uy(C)| < |Ux(C)|.

 A variable x is said to be generalized if it has been introduced by the GT-rule below,
i.e. if x is the variable obtained by replacing common non-trivial subterms in a clause
by x. Notice that this requirement is consistent with definition 2 since the GT-rule
generalizes subterms that are at positions suffixes of positions in the induction position
set of a function. Notice also that in the case when |Uy(C)| = |Ux(C)| either x or y may
be used to induce upon.

 Example:
- Consider the clause C: reach (s) = True, prerequ (xco1, xco) = True, enrolled (xst,

xco, s) = True => enrolled (xst, xco1, s) = True. Since |Uy(C)| < |Us(C)| for all

variables y in C we get:
## Generate on {s}: reach(s) = True, prerequ(xco1,xco) = True,
enrolled(xst,xco,s) = True => enrolled(xst,xco1,s) = True
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3.2 Finding Generalizations of Integrity Constraints

We now introduce an inference rule that turns out to be an indispensable part for
automating the proofs of integrity constraints. The essential idea behind this rule is to
propose a generalized form of the conclusion just before another application of
generate rule is attempted. The GT-rule below provides a way to transform
conjectures into more general ones by abstracting a common non-trivial subterm that
is a suffix of an inductive position. A term is trivial if it is a linear variable in a clause.
The GT-rule works in two steps: at the first step, it transforms a positive literal of a
clause B into a literal that both sides share a common non-trivial subterm. This
common subterm should be, in both sides, at positions that are suffixes of inductive
positions. At the second step it replaces these common subterms with a fresh variable.
To create common subterms, GT-rule uses the clause A whose a test set instance of it
has been reduced to B. The following definition captures this discussion.

Definition 4 (Generalized Transform): Let A � P[x] ¿ (l[x]  = r[x]), where x is an
induction variable in A. Let B be a clause that derived from P[x/t] ¿ (l[x/t] = r[x/t])
using the generate rule with term t and the simplification inference rules (case
simplify or simplify). Let B be of the form Q[s] ¿ Q’[s] ¿ (a[s]p = b). If

1. s is a non-trivial term in B at position p such that p is a suffix of a position in IP(R),
2. there is a substitution hq such that lhq � d[s]q, for some context d[], Phq subsumes

Q[s] ¿ Q’[s]  and b � rh. 
3. q is a suffix of a position in IP(R),
4. (lhq  = rhq) <c (l[x/t] = r[x/t]) .
5. d[s]q • a[s]p

6. Q[g] ¿  Q’[g] ¿ (a[g] p =d[g] q) is inductively valid for any ground term in TS(R),
then,  the clause Q[W] ¿ Q’[W] ¿ (a[W]p = d[W]q) is said to be a generalized
transform of B, and variable W is said to be the generalized variable in B.

� GT-Rule : (E  {B}, H) |–i (E  {D}, H)  if D is a generalized transform of B.

Let us illustrate the use of GT-rule on an example. Notice that without this rule all
integrity constraints proofs goes with failure. In [BPSKS, 96] approach all these kind
of lemmas are provided by the user.

Example: Let A be the formula below in the "Hypotheses" and B the formula in the
"Conjectures".

## Hypotheses : enrolled(xst,xco1,x3) = True, reach(x3) = False,
prerequ(xco1,xco) = False, fall(xst,xco,x3,dom(x3)) = False,
## Conjectures : fall(xst,xco,do(register(x1,y2),x4),dom(x4)) =
False, prerequ(xco1,xco) = False, reach(x4) = False,
enrolled(xst,xco1,x4) = True, fall(x1,y2,x4,dom(x4)) = False,
prerequ(y2,xco) = True
Then by using the GT-rule  we get:
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## GT-Rule     : prerequ(y2,xco) = False, fall(x1,y2,x4,W0) =
True, enrolled(xst,xco1,x4) = False, reach(x4) = True,
prerequ(xco1,xco) = True =>
fall(xst,xco,do(register(x1,y2),x4),W0) = fall(xst,xco,x4,W0)

After simplification of the formulas obtained from application of the generate rule
to the previous clause we get:

## Deleted:
   enrolled(xst,x3,x4) = True, prerequ(x3,xco) = False,
prerequ(x3,y2) = True, prerequ(xco1,xco) = False, reach(x4) =
False, ballreg(x1,y2,x4,y5) = False, False = False

## Conjectures :

 ######## FINISH ########
    reach(xs) = True, prerequ(xco1,xco) = True,
enrolled(xst,xco,xs) = True => enrolled(xst,xco1,xs) = True
Are all induction properties.
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Abstract. This paper describes the use of cases as a process representation
technique and shows how case base reasoning can be used to navigate through,
or execute a complex control process.  The work is based on a prototype
decision support application for a UK water utility company in which two
processes were modelled - one diagnostic and one operational.  A brief
description is given of how processes are represented as cases and how those
cases are are used to animate the business process.

1   Introduction

Case base reasoning is traditionally seen as a problem solving technique to be applied
where an effective model cannot be created [1,2]. A prototype decision support
application for a UK water utility company, provisionally titled Cascade (Cbr
ASsisted Customer ADvicE), demonstrates how an existing process model can be
captured as cases. Each path through the process model can be viewed as a script
comprising a series of questions and actions, as described in section 4, which is akin
to a procedural schemata [3].  The system iteratively matches a given process scenario
against the set of all possible scripts, resulting both in the selection of the appropriate
script and the incremental execution of the script as described in section 5.

Cascade differs from traditional CBR where the search process is driven by the
data and is either programmed as part of a matching algorithm, or is generated from
the data.  Nearest neighbourhood algorithms are an example of the former where a
(partial or complete) set of attribute values is matched, using a static algorithm,
against existing attribute value sets.  Inductive techniques such as ID3 are an example
of the latter where the resulting decision tree matching process is focussed on
partitioning the cases for fast retrieval.

In Cascade, a process model is used to generate the data for the cases.  The
resulting cases can be viewed as generic or model cases, as opposed to the concrete,
or instance cases created from experimental, observed or theoretical data.  Although
the engineering of model cases is not a new concept [4], the concept of engineering a
matching process is new and is akin to the knowledge engineering employed in
traditional rule or model based systems [5].
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2   Significance

Separating the decision making process or business logic from a complex system
implementation is critical for a number of reasons.  For any utility market in the UK
(water, gas or electricity), consistency of execution and application of regulatory
principles provide strong evidence of compliance with industry regulations.  The
separation of application and business process also allows business processes to be
altered without changing the system implementation.

The engineering of generic process cases retains the utility of cases as episodic
knowledge which is one of the key benefits of CBR [6,1].  It has also been argued that
cases are a good starting point for heuristic model building [7].  The Cascade
application supports this and allows the argument to be taken one stage further by
suggesting that cases are a better representation than rules.  This is based on the view
that cases do not force an unnatural decompilation of knowledge into rule sets.  Cases
provide a “vertical”, end-to-end view of the problem solving process incontrast to rule
sets that typically implement horizontal slices through an inference model.

The need for knowledge engineering raises the spectre of the Knowledge
acquisition bottle-neck.  However, the prevalence of process modelling techniques in
industry means that the knowledge engineering can be limited to facilitating and
validating the construction of process models.  The simple translation of process
models into implemented cases should also reduce the requirement for knowledge
engineering per se.

3   Process Overview

Two processes were mapped as part of the Cascade prototype: a diagnostic process
concerned with water quality and an operational process related to billing.  Existing
flow charts were used to facilitate the construction of more detailed process models.
The process models include additional steps that were used to drive the end user GUI.
The knowledge for the processes was elicited in four 2 hour workshops and validated
in a further two workshops.

Table 1. Process Summary Statistics

Process Attributes Process 1 Process 2
Sub-processes 4 8
Decision points / actions 37 110
Routes through sub-process 27 114
Total routes 720 43 million
Longest path (steps) 32 60

Cases 26 55
Longest case (# of steps) 8 12
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Each process was split into a number of sub-processes.  Each path through the sub-
process was implemented as a case.  The cases were created using Inference’s CBR3
Professional Author tool.  Rules were used to link the sub-processes given the
relatively small size of the problem domain and the project time scales.  Meta-cases
could have been used to link the sub-processes [8, 9] although this would have
involved recursive use of the CBR3 Search Engine.  The number of elements in each
process is shown in table 1.

4   Representing Processes as Cases

Figure 1 shows part of a generic contact screening process derived from an
application built for a UK water utility company.  A flow chart notation is used as it is
easy for business analysts and users to understand.  Diamonds represent decision
points with the arrows representing potential answers.  The rounded boxes represent
links to other parts of the process.

Fig1.  Process fragment showing part of the
operational procedure for change of occupancy

To represent the process fragment in figure 1 as cases, each path through the process
model is represented as a single case in which questions become case attributes, and

Does agent
have skills for
this process

Yes

Yes

Is the move
within 8 weeks

No

Yes

Confirm subject
is change of
occupancy

Go to
Subject

Selection

Go to
Close

Contact
Ok

Advise
customer to

reapply nearer
move date

No
Go to

Reroute
Contact

No
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answers become attribute/value pairs.  This results in the four cases shown below in
table 2.

Table 2. Example cases derived from Figure 1.

Attributes Case Attribute Values
# Decision Point Description Case 1 Case 2 Case 3 Case 4
1 Subject confirmed No Yes Yes Yes
2 Move in 8 weeks No Yes Yes
3 Advise reapply Ok
4 Appropriate skills No Yes

Representing the process as cases could be viewed as slicing the process vertically
into inference chains, in contrast to a fine grained rule-based approach which would
slice the process up horizontally and focus on individual inferences.  In defining each
case, only those attributes that have a value are associated with the case as shown by
Case 2 in figure 2.  This case has been authored using Inference’s CBR3 tool in which
attributes are stored as questions and values as answers to the questions.

Fig2.  Edited case window showing Case 2 from table 1.

5   Case Base Process Animation

The Case-Based Process is animated by an iterative case-base search algorithm.  In
this way, Case-Based Processes combine the knowledge engineering approaches of
rule-based systems with the simple, generic retrieval algorithms of case-base
reasoning.  The search algorithm used is based on iterative case retrieval using a
nearest neighbour algorithm.  The value for attribute 1 is determined, either through
user intervention or some external system interaction, and all cases are scored and
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ranked.  The highest scoring case is used to determine the next attribute value. The
attribute order, which can be varied on a case by case basis, is used to select the next
unfilled attribute.  A value is then determined for this attribute, the cases are re-scored
and re-ranked and the process repeated.

For the cases in table 1, if the subject is confirmed as change of occupancy
(attribute 1), cases 2,3 and 4 are equally ranked and the system will determine
whether the move is within 8 weeks (attribute 2).  If it is (attribute 2 = "Yes"), then
the search moves on to determine whether the agent has the skills appropriate to work
through this process.

The incremental case retrieval for Case-Based Processes (CBP) is analogous to the
use of decision trees built on top of case bases [10,11] but differs in that:
•  the sequence of decision points in decision trees are derived from structure of the

data underlying the cases, while cases in CBP are engineered to implement a
particular sequence of inferences;

• traversing a decision tree leads to specific cases which are the solution, while the
process of selecting cases in CBP is actually animating the decision making
process - there is no solution to be enacted once a case has been selected;

• decision trees are just that – they are limited to tree structures, while CBP allows
for network (non-tree) structures.

Although knowledge engineering has been applied to CBR [7] the idea of engineering
the search or retrieval process rather than the cases themselves represents a change in
emphasis.

Where a process requires the execution of an action or procedure by an external
agent, it is included in the CBP as an attribute or decision point with an appropriately
worded title, e.g. “Advise customer to reapply nearer move date”.  The possible
responses to this direction depend on the possible outcomes to the CBP invoked
action.

6   Conclusions

The figures from table 1 illustrate how a relative small number of cases can be used to
model complex processes. .  The technique described is applicable to a wide range of
industries.  This case study, along with research based on another 2 studies is the basis
of on-going research investigating the use of cases as a representation technique.  This
compares the use of cases with other techniques such as rule-based systems and looks
at the issues of process decomposition.  Other results focus on the use of cases as a
single technique for integrating model-based reasoning and experiential data.
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Abstract. Financial analysis is based on complex concepts and rules; its goal is to
propose problem-adapted solutions. The evaluation of a particular financial situation
has to consider human factors like savers risk tolerance and consumers behavior. It
also has to consider political factors like interest rates variations and currency
policy. The financial planner has to analyze the client’s financial situation to
elaborate a financial portfolio adapted to his or her needs. On the grounds of the
nature and the diversity of the parameters describing a client’s financial profile, we
need tools that will memorize and reuse this information in different situations. In
order to provide training and evaluation tools for financial analysts, we propose a
system called FIPS (Financial Planification System) using Case-Based Reasoning.
In FIPS, case-based reasoning is used in the case retrieval process, and also in a
reflexive way during the adaptation stage. FIPS proposes to the learner the client’s
data like financial goals, acceptable risk, income, etc., and expects a balanced
financial portfolio suggested by the student. It uses old cases, already treated and
memorized, to propose an adapted solution that is compared to the learner’s
solution. The learner’s evaluation is based on the distance between the solution
provided by the system and the solution suggested by the learner.

Keywords: Self-training, Evaluation, Case based reasoning system, Reflexive approach, Financial
situation.
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1. Introduction

There are different approaches in the training domain. In this paper we are interested in
the Case Based Reasoning (CBR) [6] approach in the training and the evaluation of
learners. CBR systems attempt to adopt a pragmatic approach, based on the experience
elaborated on the solved problems, exactly like a human expert develops experience and
becomes subtler in his reasoning.
In the financial analysis domain, the nature of the problems to solve is not adapted to
simple application of a set of general rules. In fact, the client’s financial situations are
very different and specific for each one. So the blind application of rules to treat those
situations is not an appropriate approach. The financial expert has to build a case study for
each new client and try to adapt the financial portfolio in order to answer to the client’s
needs. Because of the differences between the cases, we adopt a CBR approach to develop
a software tool called FIPS for the training and the evaluation of financial experts.
The next section presents some tutorial systems that use the CBR approach. After that, we
describe our prototype implementation. We also explain the structures defined for the case
memory organization, the similarity measure, the indexation and the adaptation. In the
third section, we expose our approach for the training and the evaluation process. The last
section presents the conclusions of this work, the future perspectives and the possible
enhancements of our system.

2. Case-Based Tutoring Systems

There are several CBR systems that provide training in different knowledge domains [8].
The following case-based tutoring systems are used to help training and evaluating
learners [9]. The system DECIDER [4] helps students understand or resolve a pedagogical
problem by selecting and presenting appropriate cases from a database that respond to the
student’s goal. The system HYPO [1] is a case-based tutoring system for law students.
The system is used to generate fresh cases for analysis in response to a particular issue of
interest as identified by a tutor. We also have other examples of tutorial systems, like
GuSS [5] that provide a training of complex social tasks like how to sell products or
services. In the next section, we present our prototype structure and the approach adopted
to implement it.

3. Prototype Realization

The goal of this work is to develop a system, that proposes to a learner the information
describing a client’s profile, and to evaluate if the financial portfolio suggested by the
student is adapted to that client. The system uses a case base with an efficient



390 E. Aïmeur and K. Boudina

classification of its data. As it adapts past solutions, it builds an adaptation case base. The
system’s architecture is presented in [2].

3.1 Representation

The FIPS system is built on five major modules: indexation, retrieval, adaptation,
evaluation and input interface. The different modules are described in the following
sections. In the current section, we present the case and solution structures. We also
describe, the functional structure of the FIPS system and the memory organization used to
represent the case base.

Case structure. In the client’s description, we have different information such as annual
income, financial goals, fortune, etc. We also have a significant client characteristic,
which is his capacity to manage the risk of his investment. After the evaluation of that
client’s capacity, the financial expert tries to affect a numerical value between 1 and 10
for his risk tolerance.

The case structure and its representation in the system are shown in Figure 1.

Fig. 1. Case Description

Description of the solution components. The system proposes different financial portfolios
like solutions for the problems to solve. The combination of the different assets has to take
into account the client’s goals and the current economical situation. Before the
introduction of the rules that will serve to adapt a solution for a particular client, we will
introduce some notions linked to the financial analysis. A financial portfolio is composed
of three great categories; shares, fixed yield values (bonds, debentures) and specie or
quasi-specie (treasury bills) [3]. For each category, we’ll see the related factors:
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Shares: To evaluate the future share values, we use four great indicator categories. The
fundamental indicators which are represented by the companies profits, the technical
indicators which are related to the curve of the stock indicators (DowJones, TSE300…),
the economical indicators which are the GNP, retail business, unemployment rate, etc.
Fixed yield values: The fixed yield values are divided in three major categories: the long,
short and medium term values. To evaluate the future productivity of the fixed yield
values, we must analyze the future tendency of the interest rates.
Specie and quasi-specie: The specie productivity is evaluated depending on the
anticipated interest rates at the time of the fixed yield values analysis.

3.2 Indexation in FIPS

The case base is represented by a tree. The tree leaves are the pages making up the case
base. Each node points to another node or directly to a page. A virtual address assigns a
page  number to each node. The system evaluates the virtual address for each new case
and the hash-code function returns its page number. In the FIPS system, each field
describing a case has a weight, which represents its importance. The consequence of the
case virtual addressing is the creation of a hierarchy of indexes. The index with the
highest level corresponds to the field with the highest weight.

3.3 Case Retrieval

In the FIPS system, each field describing a case presents a neighborhood expressed in
percentage. In other words, for an attribute value vi, all the values vj with a distance form
vi lower than a certain level di are in the neighborhood of vi. The work of Wess and
Ritcher [11] and the work of Wess and Globig [10] inspire our approach. The distance
between the values vi and vj is the absolute value of the arithmetic difference. If the values
of the different attributes describing two cases are in the same neighborhood then the
cases are members of the same class.
However, it is possible to have two cases with just a subset of their attributes in the same
neighborhood. In this situation, we have to take into account the attribute weights. It
follows that the distance between a case c and another one q is calculated like shown
below:

dis(c,q)  = Sa=1,n  wa * disa (qa , ca)

wa :Weight of the attribute a.  disa : Local distance for the attribute a.

Retrieval case algorithm.  The retrieval case algorithm is described as follows:

� Read the case q and choose from each field (attribute) a number of bits
proportional to the attribute’s weight in order to obtain a virtual  address

� Determine in the tree, the node N which contains similar cases to the case q
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� Read the physical page number p stored in the node N
� Load  p from the disk
� Read the first case c in the page p
� Initialize  retrieved_case to c and

   max_similarity  to 0
� Do while Not (end of page )

Compute the similarity degree between c and q from the distance between c
and q :
Similarity(c,q) = 1/dis(c,q)
If similarity(c,q) > max_similarity
Then   max_similarity = similarity(c,q)
Retrieved_case = c
Endif

EndDo
� Read the solution S corresponding to the case retrieved_case
� Adapt the solution S. (see adaptation algorithm )

3.4 Case Adaptation

In this section, we present the rule and case based adaptation process. The originality in
the approach of the system FIPS is the use of case-based reasoning in a reflextive way. In
fact, the CBR approach is used to retrieve similar cases and the old adapted solutions. In
other words, the system keeps a trace of the solution transformations in order to reuse
them [7].

Adaptation case base.  The case base in the system FIPS is a set of pairs <Ci , Si>, Ci
are the cases and Si  are the associated solutions. To treat a new case, the system will find
in the base, the most similar case Ci and will adapt the solution Si using the rules
presented in 3.4.3. The transformation of the solution Si will give us the solution  Si‘
which is the solution proposed by the system for the new case. Finally, the system will
store the pair <Si, Si’> in the adaptation case base.

Indexation and distance of the adaptation cases.  In the adaptation base, the pairs <Si ,
Si’>, are indexed on the different fields of the solution Si . There is a field for each type of
financial value. However, there is an additional field corresponding to the distance
between the case Ci and the new case to solve. Like in the case base, the fields of the
elements in the adaptation base have different weighing and we also have a hierarchy of
indexes. The same approach is adopted for the field’s neighborhood in the adaptation
base. Like in the case base, the distance between two cases in the adaptation base is the
absolute value of the arithmetical difference.

Adaptation rules in the system FIPS.  To elaborate a financial portfolio, we have to take
into account two major aspects. The first one is the financial situation and the financial
goals for the client, and the second one is the overall economic climate. The adaptation of
the retrieved solution will be done in a first step using the rules related to the overall
economic climate and in a second step, using the rules related to the distance between the
retrieved case and the current one.
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Example of economic climate rules

R1: If  Increasing interest rates then  reduce the term of the fixed yield values
endif

Example of  rules related to the client financial situation

R2: If the client goals are the safety and the income then reduce the
percentage of shares and increase the percentage of fixed yield values  endif

The rules presented before are used by the system FIPS for the first adaptations. The
results of those adaptations are stored in the adaptation base in order to be reused.

Adaptation Algorithm.  The adaptation algorithm is the following:

� Read the case newC and retrieve the nearest case Ck
� Read the solution Sk related to the case Ck  and search for an

adaptation rule in the rule set RS
� If  there is a rule corresponding to the difference between newC

and Ck
Then Apply rule to Sk  and obtain Sk‘

Insert the pair (Sk , Sk ‘) in the adaptation base (AB) and return
the adapted solution Sk ‘

Else Retrieve the solution Sk‘  which is the closest to the  solution
Sk in the AB

Take and return the solution Sk ‘‘ from the pair (Sk‘ , Sk ‘‘)
      Endif

Training algorithm.  The goal of our approach is to develop the learner’s capabilities of
memorization and solution adaptation. The training algorithm is composed of several
steps:
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�  (a) Propose a case q from  the case base to the learner
� (b) Retrieve in the case base the solution S’ associated to the case q   
�  (c) Read the solution S suggested by the learner
�  (d) Evaluate the distance dis between S and S’
�  (e) Evaluate and display the similarity degree sim from the distance dis.

(sim = 1/ (dis+1) )
� if sim < Acceptable_Rate then Goto (a) Endif

Fig. 2. Example of solution suggested by a learner

Evaluation algorithm.  After several tests are successfully passed, the system proposes
an opposite approach when it provides a solution and expects from the learner a profile
description. If the last test is successful then the learner evaluation is positive and the
training process was well assimilated by the learner.
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�  (1) Do while #Step < StepNumber
           Training case  (see the training algorithm)
            EndDo
(2) Propose  a solution S to the learner
�  (3) Read the case q suggested  by the learner
�  (4) Retrieve in the case base the case q’
� (5) Evaluate the distance dis between q and q’
� (6) Evaluate he similarity degree similarity(from the distance dis.  (sim

= 1/ (dis+1) )
� if sim < Acceptable_Rate then Goto (a) Endif

3.5 Example

In this section, we see a training and an evaluating example to illustrate what we presented
previously. Let C  be a case described by the attributes:

C = Ò Age,  civil situation , Salary, risk tolerance , financial goalsâ
Let S be a solution:
S = Ò Specie, short term, medium term, long term, safe values, future values, risk capital,

speculative valuesâ

Let Case1 be a case to propose to a learner (step(a) in the training algorithm):
Case1= Ò 38, single, 120000, 60%, safetyâ

Let  S1 be the solution retrieved by the system for the case Case1 : (step(b))
S1 = Ò 14%, 11%, 19%, 21%, 8%, 9%, 9%, 9% â

Let  S2 be the solution suggested by the learner : (step(c))
S2 = Ò 12%, 13%, 17%, 23%, 7%, 8%, 11%, 9% â

The distance between S1 and S2 will be evaluated by the system : (step(d))
dis (S1, S2 ) =  Sa=1,8  wa * disa (S1a , S2a)  =  12.5 (2+2+2+2+1+1+2+0)=150

The evaluation of the student’s solution is the value of the similarity degree between S1
and S2:

sim = 1/ ( 1 + dis (S1, S2) ) = 1/(1+150) = 66%  (step(e)).

The system proposes n different cases (this number depends on the learner’s profile) to the
learner and evaluates his solutions as shown for the solution S2. If the value of the
learner’s solutions is greater than an acceptable rate (for example 65%), the system skips
to the learner’s evaluation level (step(2) in the evaluation algorithm), and proposes a
solution (for example S1) and checks if the case proposed by the learner (step(3)) is
similar to the case Case1 (steps(4,5,6)). Depending on the answer provided by the learner,
the system evaluates the success of the training process (step(7)).
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4. Conclusion

A rule-based system is powerless in front of any non-planned problem. The set of rules
guiding an expert system are fixed and offer no evolution whatsoever. In other words, this
type of system has no capacity to go beyond its predefined rules and enhance its
knowledge of the application domain in which it operates. Contrary  to a rule based
system, a case based system is capable of learning by rendering the solution available for
use in any future problem, thus adding a learning mechanism to the process of problem
solving. This technique offers a certain advantage over the rule-based approach.
The degree of local similarity between two values of an attribute figuring in two cases
reflects the local distance separating these two values. The similarity between the two
cases is translated into a composed (rather than a single) similarity, which takes into
account the local attribute’s similarity  as well as the weight associated to them.
The originality of this work is the recursive use of the CBR approach. In fact, the CBR
mechanism is used to retrieve similar cases and the old adapted solutions; words, for each
solution adaptation, the system keeps in memory a trace of that operation in order to reuse
it in the future. Therefore the adaptation has a mixed approach with the use of a Case-
Based Reasoning and a rule based process.
The approach of FIPS for the learner training is based on the weights of the attributes in
the description of the solutions. Therefore, we have a good memory organization with a
hierarchical structure and a mechanism built on attributes with a strong power of
discrimination. The case memory is dynamically modified while the system evolves. The
case based adaptation process gives the system the possibility to learn more on how to
adapt its solutions after each new adaptation.
On the other hand, an interesting enhancement for FIPS could be the addition of a base of
student’s profiles. For a new learner, the system can use a CBR approach to retrieve an
old similar student profile in order to know what kind of examples can be used to provide
a training adapted to the new student.
FIPS has been tested successfully with a base of one hundred cases and gives good results
in financial analysis. We conclude by highlighting the fact that all the modules in FIPS are
easily reusable in other application domains, like medical diagnostic and mechanical-
failure detection.
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Abstract. FORSETI is a system that uses Case-Based Reasoning applied to
Criminal law.  It has two functional modes: the expert mode and the tutorial
mode.  The first mode makes use of its knowledge in order to resolve new cases,
i.e. to determine a sentence (imprisonment, delay before request for parole, etc.).
Canadian jurisprudence of similar cases to the one presented constitutes the basis
for FORSETI's judgement.  An expert may also consult the case base in order to
corroborate the result obtained and supply the base with new cases.  The second
mode is an educational tool for professionals in Criminal law.  In virtue of this
mode, two types of exercises are possible.  The first one focuses on developing
the user's judgement in determining sentences and the second one on improving
his jurisprudence analysis.  FORSETI uses an experimental method for
adaptation that we call planar interpolation.  The goal of this method is to
improve the level of consistency in the knowledge base and produce significant
results in adaptation of new cases.

Keywords: Training, Case-Based Reasoning, Tutorial systems, Criminal Law, Sentence.

1. Introduction

In the course of his everyday life, a human being is often confronted with problems that
he can solve by using his memory by looking into his past to find situations that are
similar to the one to which he is confronted. These situations all contain, at least in
part, knowledge required to the resolution of a new problem. This illustrates the basic
idea of a relatively new field of interest in artificial intelligence research called Case-
Based Reasoning (or CBR) [4].  Its goal is to resolve problems in a particular field of
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activity.  The two basic problems in CBR are the indexing and the definition of an
appropriate heuristic for estimating the similarity between two or more cases. To this
end, it requires a base of cases from the past linked to their solutions.  When it is
confronted with a new problem, it searches in this base for the cases that contain the
most similarities, then attempts to adapt their solutions in order to create one which
will satisfy the aspects of the new situation.
It is possible to apply this Case-Based Reasoning to an array of different fields. Law
(JUDGE) [2], medicine (CASEY) [5], architecture (ARCHIE) [7], design (NIRMANI)
[8] and military planning (Battle Planner) [3] are only a few examples. Their
development has been growing rapidly, as is shown by the systems described by [11].
FORSETI1, the system which we have conceived, is specialized in the field of Criminal
law.  Its first objective is to determine sentences for crimes on the basis of cases similar
in jurisprudence.  Its second, is to help lawyers further their analysis of criminal cases
in a continuing development of Criminal law decision-making.  FORSETI uses Case-
Based Reasoning to these purposes.
Our work has consisted in conceiving and developing the FORSETI system and to
establish a case base linked to jurisprudence.  First, this document presents the basic
concepts of the theory on Case-Based Reasoning, such as representation of cases,
indexation and adaptation of new cases presented to the system. This last method
which is adaptated presents a new resolution approach called planar interpolation.
Secondly, it is an incursion into the field of Criminal law. Finally, we will discuss with
more emphasis the tutorial function of FORSETI.

2. The Elaboration of FORSETI

This section presents the basic principles which have guided the elaboration of
FORSETI and explains why Case-Based Reasoning has been chosen for its realization.
This segment ends with a brief presentation of Criminal law in Canada.

2.1 Use of CBR for Training

Jean Piaget, an epistemologist, was the one to unite the two great philosophies of
innatism and empiricism in laying the foundation of the theory of Constructivism [10].
Today, the theory of Constructivism is the most credible, well-rounded and accepted
theory in the field of education.  It integrates the new concept of construction of
knowledge.  For Piaget, it is by his interaction with his environment that a human being
elaborates the mental structures which permit him to assimilate the reality that
surrounds him and enable him to reflect on this reality.  Therefore, forming an
individual implies putting him in contact with a problematic situation, then bringing
him to integrate this situation in his memory (assimilation) and to modify his internal
cognitive structures (accommodation).

                                                          
1In Scandinavian mythology, Forseti is the God of Justice



400 S. Bélanger, M.-A. Thibodeau, and E. Aïmeur

This conception of learning is exactly the one adopted by Case-Based Reasoning.  It
aims at permitting the system learning by the construction of knowledge base.  This
construction is realized by presenting new situations to the system to which it must
react conveniently.  If let doesn’t do so, then the system must adapt its internal
structures.  It finally integrates this situation and the newly acquired knowledge in its
database in order to be able to use them in the future, when other situations occur.
For example, the intelligent tutorial systems HYPO [1] and SARA [9] use Case-Based
Reasoning for training.  The first is used for the training of students while the other is
applied to the teaching of mathematics.

2.2 Principles behind CBR

Representation of cases: A case is, conceptually, a piece of knowledge representing a
certain experience.  Typically, a case should contain:
♦ The state of the problem in its original context
♦ The solution to the problem or the new situation of the case when the problem has

been resolved.

Cases can be represented in a variety of forms including frames, objects, predicates,
semantic networks and rules.
Indexation: Each case posseses different attributes.  Some are used to index the case in
order to limit and accelerate research of similar cases, whereas others are used to
characterize the cases. Indexation based on difference and indexation based on
explanation are two examples of methods that are commonly used.
Search of similar cases: To extract similar cases from the database, two general
methods exist: algorithm of the nearest neighbor and method by induction.
Adaptation: It is a central step of Case-Based Reasoning.  It consists of finding a
solution for a new case by modifying the solution of a similar case.  The manner in
which the adaptation is realized can become a difficult problem.  It is in fact one of the
major stakes of CBR for which there has been enormous research.  David Leake is one
of the researchers brought attention to the study of adaptation.  Substitution and
transformation of solutions are methods used for adaptation [6].

2.3 Criminal Law

Criminal law aims at the repression of certain conducts, law enforcement and the
protection of public wealth.  It is characterized by a consequence; a sentence which can
be a fine, an interdiction or an ordinance.
FORSETI is applied to Criminal law, more precisely to crimes against the person under
the Canadian Criminal code.  All cases used for the FORSETI system have been
extracted from the Quebec Penal law jurisprudence index which provides abstracts of
decisions in Quebec Penal law.  The justice system must conserve a coherent link
between present and past sentencing.  Therefore it is of  most importance to analyze the
judicial system in order to identify the most influent criteria that lead to the judgement
of a case.  These are the seven principles that must guide the courts in the imposition of
a sentence in Canada:
♦ Effective gravity of an infraction with regard to the law,
♦ Effective gravity of the infraction,
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♦ Subjective gravity of the infraction, criminal record, age and reputation of the
accused.

♦ Frequency of the same category of crime,
♦ Circumstances extenuating and increase,
♦ Rehabilitation of the accused,
♦ Salutary or exemplary effect of the imposed appeal.

3. The FORSETI System

Java, an Object-oriented programming language, was used in the realization of the
FORSETI system.  Object-oriented programming permits a better structure and helps
maintain systems which use a high complexity level.  Furthermore, Java brings the
advantage of portability to FORSETI, permitting it to be executed on any given
platform.
The description of a case is constituted by thirteen descriptive attributes, two
indexation attributes (the type of crime and the plea) and four solution-oriented
attributes (the sentence, the delay, the extra fine and the interdiction).  The attributes of
age, sentence and delay are the only numeric attributes, the others being hierarchic (for
example, the precision «spouse» concerning the attribute of victim can only exist if the
precision «known» is already attributed to the victim). Furthermore, certain attributes
can be of different levels of importance.

3.1 Calculating Similarity

The algorithm used to calculate the degree of similarity between two cases is a
variation of the closest neighbor algorithm.  It consists of comparing the value of the
descriptive attributes of two cases while taking note of the different levels of
importance given to each attribute.  These levels of importance have been determined
with the collaboration of a law expert and reflect the importance of the attribute in the
decision of the court (see section 2.3).

3.2 Adaptation

The adaptation of new cases consists of determining the value of the four solution-
oriented attributes of a new case by examining similar cases in the database.

Planar interpolation  The idea is to interpolate a numeric value by the equation of a
plane in a tridimensional space.  Finding such an equation implies the knowledge of the
coordinates (x, y, z) of three non-aligned locations in a given space.  These three
locations will each correspond to a case chosen for the adaptation of the solution.  The
method for determining the coordinates of a location based on a case is relatively
simple.  The user that has just entered a new case to adapt chooses two attributes that
he judges the most important, and that should most influence the decision of the judge
in this particular case.  It should be noted that it is possible to make another choice if
the adaptation obtained is not satisfactory.  These two attributes become x and y.  It is
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then necessary to calculate the value of these variables x and y, for each case,
according to the value of these attributes.  To this end, we have determined, with the
assistance of a lawyer, a scale of «gravity» which indicates the relative gravity of
different possible values for the four most important attributes: circumstances, motive,
consequences on the victim and character of the victim.  For example, an «accidental»
circumstance will be much less important on the scale of gravity than the «planning of
a crime».
Then, we must determine the z axis, the one relative to the attribute for which we have
decided to interpolate the value.  For example, we can interpolate the length of
imprisonment.  In this case, the number of months of imprisonment in similar cases
will be the z coordinate of the corresponding points.
Example:  If we take three locations (3,10,80), (8,8,90) and (10,5,80).  The obtained
equation is 50x + 70y - 11z = -30 and the corresponding interpolation plan is presented
by Figure 1.

Fig. 1. Interpolation plan

The result obtained for the value of the attribute of the new case also considers the
value of this attribute in the three most similar cases, instead of only one case, as in
JUDGE.  This solution cannot contradict those of the three cases used for interpolation,
thus enhancing the coherence of the decisions taken.
It is also interesting to observe the potential of this method.  Two important
improvements could be made.  First, the number of cases used for interpolation could
be increased arbitrarily.  Many interpolation methods that are more complex are known
to use more locations.  It is for instance the case of the Collocation surfaces method
which consists of finding a polynomial whose degree varies according to the number of
locations. This polynomial determines a surface which passes through all the locations
and gives an interpolation whose realism increases with the number of locations used.
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A surface obtained with this method for nine locations can look for example like
Figure 2.

Fig. 2. Collocation surface calculated with nine points

It would be possible to use all similar cases in interpolation, maximizing at the same
time the coherence of the derived solution with the one of similar cases.  But the
problem is as follows: implementing the Collocation surfaces method in a non-
functional programming language such as Java is a complex task which has not yet
been realized.  It would certainly be an interesting extension to our research.
The second improvement that could be made would be to use more attributes.  This
would translate into increasing the dimension of the interpolation space.  For example,
we could, with four axes, interpolate a value in a space with four dimensions by using
three attributes instead of two.  More locations would obviously be necessary, as well
as more similar cases for each equation.  This can again be generalized at n dimensions.
The implementation of the «spatial» interpolation which would result would be of a
certain interest, since the use of all the attributes for the adaptation would certainly give
even superior results.  Nonetheless, this goes beyond the objective of this research.
Adjusting parameters  When the attribute of the solution to be adapted possesses a
numeric value, but that there are less than three similar cases found, then an adjustment
method of parameters is launched.  This method considers four factors we have already
submitted.  The degree of gravity is calculated for each of those four attributes by using
the same scales as for planar interpolation.  The gravity of each attribute is then
compared to the corresponding attribute in the most similar case.  The parameter is
increased if the gravity is superior, decreased if the gravity is inferior.
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3.3 Validation of the System

The quality of the results obtained with FORSETI has been measured qualitatively by
tests made on a database of a hundred cases.  The first test aimed at verifying the
calculating of similarity.  It consisted in calculating the similarity of each case with all
the other cases of the database.  This test revealed that a relatively small importance
should be given to attributes with non-determined values so that the value of the
calculated similarity is not biased.
The second test was used to evaluate the quality of the adaptation.  We have adapted
the solution of each case of the database as if it was a new case by using other cases of
the base as reference.  We then compared the solution obtained with the real solution,
for each case.  The principal information furnished by the test is an indication on the
adjustment of attributes and mainly, on the importance in the choice of locations for the
planar interpolation method.  It is important to choose, as locations, attributes that for
the adapted case have played a determining role in the judge’s decision-making.
An evaluation of the system performance based on a comparison between the solutions
given by FORSETI and the solutions given by the expert is underway.

4. FORSETI as Tutorial

FORSETI also aims at bringing the user that is not an expert to exercise his judgement
and to help him in understanding jurisprudence.  The lawyer, in the exercise of his
work, must frequently search for similar cases to the one he is defending.  It is of great
importance for him to develop an ability to rapidly extract permanent information from
jurisprudence.  Furthermore, he must train to evaluate cases in order to determine
which sentence would be acceptable for each of them.  FORSETI possesses all the
information necessary to help the training of a law professional.  As such, in tutorial
mode, this system offers two types of exercises to the user.

4.1 First Type of Exercise

FORSETI presents jurisprudence to the learner as it could be found in indexes.  The
learner is then invited to analyze texts taken from jurisprudence and to determine which
attributes are most important, by filling in a form (Figure 3).  Once filled, the form is
assimilated by the system as a new case.  This case is compared to the case
corresponding to the text which has been presented.  This comparison is made possible
by calculating the similarity between the cases.  If the similarity obtained is high, then
the description created by the user is close to the one made by the expert and which is
contained in the system.  The user is finally brought to reflect on each difference
encountered between the two cases.  As such, the system questions the learner on the
value that he has given to litigious attributes.  Has he given this value simply because
he has seen a certain term used in a case?  Has he considered the context in which the
term has been used in the text?  Could he have regrouped a few terms by a more
general term, for example «troubles-personality(aggressive) + troubles-
personality(dangerous)» by «troubles-personality(criminal)? Or on the other hand,
should he have given more previsions, for example by replacing the value «physical-
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sequels» by «physical-sequels(major-injuries)» for the attribute of «consequence»?  In
these terms, FORSETI's goal is to bring the learner to reflect on his mistakes.
Furthermore, the system displays the percentage of efficiency of the learner so that he
can be aware of his level of learning and of his progression.  This percentage of
efficiency is calculated simply: S being the maximal similarity level that can be
obtained and s the level of similarity between the case and the description given by the
user, then the percentage of efficiency is:

T = s/S * 100

Fig. 3. First type of exercise

4.2  Second Type of Exercise

FORSETI presents cases chosen randomly in a base of unresolved exercises.  Theses
cases possess solutions, contained in a «solutions» folder, but are not part of the
database from which FORSETI works.  The learner must then, after analyzing the
attributes of the case, determine a solution, i.e. enter a punishment that he finds
appropriate (Figure 4).  The system then tries itself to complete the exercise.  It
proceeds to the adaptation of the case, as if it was a new case, and also determines a
solution.  The three solutions are then presented to the learner: his own, FORSETI's,
and the expert's (the real judgement that was given for the case, as described in the
«solutions» folder).  The success obtained by the system is an indication of the
difficulty of the exercise and the efficiency of the user.
In fact, if FORSETI determines a solution which is far from the real solution, it is
either that there are only a few similar cases in its database, or that the case is
exceptional, having obtained a judgement that contradicts those of similar cases (in this
case, the level of difficulty of the exercise is very high).  The learner should be
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encouraged if his solution is closer to the real solution than the one FORSETI has put
forward.  This brings us to determining a method for measuring the difference δ
between two solutions.  We calculate this difference by a function:

δ = wp max(p1, p2)/ min(p1, p2) + wd max(d1,d2)/
min(d1,d2) + sws + iwi

where wk determines the relative importance of each attribute in a solution, according to
the expert. pk represent the values determined for the sentence. dk are values
determined for the delay before request for parole. s is the difference between the value
for the estimated compensatory extra fine and the real value (s equals 0 if this value has
been determined correctly, 1 if not) and i is the difference between the values of
interdiction to possess firearms (i = number of levels of difference for the interdiction.
For example, «life» and «5 years» have two levels of difference, so i equals 2).
As such, a value of δ is calculated for the difference between FORSETI's solution and
the real solution, and another for the difference between the real solution and the
learner's.
The learner's efficiency rate is in this case calculated as such:

T = δF/(δF + δa) * 100

where δF is the error in FORSETI'S solution and δa the error in the learner's solution.  A
high value for δF (and so of the difficulty of the exercise) will bring the T rate closer to
the maximum (100%) while a high value of δa will have the contrary effect.  With this
formula, an exact answer from the learner gives a rate of 100%.  The T rate considers
simultaneously the learner's answer and the level of difficulty of the exercise.
As in the first type of exercise, the learner is brought to reflect on his mistakes.  This
time, the tutorial gives him the opportunity to consult similar cases extracted from the
database during adaptation.  As such, the user can see if the judgement he has made
corroborates the reality of jurisprudence.  He is also questioned on the reasons for his
false reasoning.  Each learning session can be saved at any time by the user so that he
can pursue it at another moment.
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Fig. 4. Second type of exercise

5 Conclusion

FORSETI is a system that uses Case-Based Reasoning capable of determining
sentences in cases of Criminal law.  The cases presented in the system are those from
1984 to 1997.  Its second function is the development, by exercises, of the ability of
law professionals to analyze jurisprudence.
The system possesses characteristics which could be the object of future improvements,
in particular with respect to the automation of the determination of the importance of
the attributes.  Nonetheless, FORSETI innovates by using an experimental method of
adaptation for the parameters of new cases.  This method helps the system conserve a
high level of consistency and coherence in decision-making with prior cases.  It could
be generalized to be used for other fields of law.
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Abstract. This paper outlines a constraint-based agent specification framework and

demonstrates its utility in designing and implementing a Multi-Agent Stock

Brokering System (MABS). We present first an extension of the BDI agent

programming language AgentSpeak(L) which incorporates constraints as first-class

objects. We then describe the specification (and implementation) of MABS using

this new language, AgentSpeak(L)+C. Our results suggest that the integration of

constraints in a high-level agent specification language yields significant advantages

in terms of both expressivity and efficiency.

1. Introduction and Motivation

The design of complex multi-agent systems requires the use of expressive high-level
specification languages which eventually translate into efficient implementations. This
paper suggests that constraint-based agent specification meets these requirements. To
support this thesis, we present an augmentation of the BDI agent programming
language AgentSpeak(L) [6] with constraints and describe an implementation of a
Mult-Agent Stock Brokering System (MABS) in which agents are specified in this new
agent programming language. The proposed language, called AgentSpeak(L)+C,
improves over AgentSpeak(L) in a manner parallel to the gains achieved by
integrating constraints in a logic programming framework to obtain constraint logic
programming [3], in terms of both expressivity and efficiency. We present some
preliminary observations on BDI agent architectures and constrain-based reasoning in
Section 2. In Section 3, we present the syntax of AgentSpeak(L)+C. Sections 4 and 5
describe the design and implementation, respectively, of the MABS system. Section 6
presents an example of MABS agent specification using AgentSpeak(L)+C, while
Section 7 concludes the discussion.
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2. Preliminaries

2.1 BDI Agent Architectures
In the context of a BDI architecture [1][5][7], the information, motivation and
decisions/actions of an agent are modeled using the mental attitudes of belief, desire
and intention. Typically, a BDI architecture consists of four data structures, one each
for beliefs, desires and intentions and an additional data structure called the plan
library. Each plan specifies a course of action that may be followed to achieve certain
intentions, as well as the pre-conditions that must hold for the plan to be undertaken
and the post-conditions that would hold after plan execution (specified in terms of the
intentions that would be achieved).

2.2 Constraint-Based Reasoning

Constraint-based reasoning involves an expressive knowledge representation language
in which problems are formulated as a set of variables (with associated domains) for
which value assignments are sought and which respect a specified set of constraints
on the allowed combinations of values of these variables. The power of the constraint-
based reasoning derives from both the simple formulation of problems and from the
wide array of methods for efficiently solving such problems. Constraint-based
reasoning is a popular approach to solving a wide variety of scheduling, configuration
and optimization problems and has been successfully integrated with logic
programming and database technology to yield constraint logic programming [3] and
constraint database toolkits.

3. AgentSpeak(L)+C Syntax

AgentSpeak(L), developed by Rao [6] and further elaborated by D’Inverno [2], is a
popular BDI agent programming language. We outline below the syntax of
AgentSpeak(L)+C, an agent programming language which augments AgentSpeak(L)
with constraints from a constraint domain C. Note that the actual instance of
AgentSpeak(L)+C is parameterized by the actual choice of constraint domain C (reals,
finite domains etc.).

Definition 1 : An agent program in AgentSpeak(L)+C is a triple �%HOLHI�� *RDO�
3ODQ! .
Definition 2 : A belief is an assertion of the form b(t) [] c1(t) ,…, cn(t)  or  {b(t)}  or
{c(t)}  where b is a belief symbol, t is a vector of terms from constraint domain C and
each of c1,…, cn are valid constraint symbols from C. Ground belief  (base belief) will
be in the form of  b(t) or c(t) where t contains no variables.
Definition 3 : A goal is an assertion which can take one of the two possible forms :
!g(t) or ?g(t) where g is a goal symbol and t is a vector of  terms.
Definition 4 : If b(t) [] c1(t) ,…, cn(t) or b(t) are beliefs and !g(t) or ?g(t) are goals,

then � b(t)[]c1(t) ,…, cn(t),  � b(t),  � !g(t),  � ?g(t) are triggering events.
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Definition 5 : If a is an action symbol and t1,…,tn  are terms, then  a(t1,…,tn) is an
action.
Definition 6 : If e is a triggering event, {b(t)} or {c(t)} are beliefs, and h1,...,hm are
goals or actions, then a plan will be in one of  the following form :
     Plan 1 - H���^E��W�`�«�^EQ�V�`�Ä�K��«�KP
���������or
     Plan 2 - H���^F��W�`�«�^�FQ�V�`�Ä�K��«�KP

Plan 1 can be reduced or reorganized to the representation in plan 2 base on ground
beliefs expressed in the form of  :

{b1(t)[]c1(t),…,cn(t)},…,{b 2(s)[]c1(s),…,cn(s)}.

The following are the typical specifications of beliefs and plan in AgentSpeak(L).

  Beliefs   : client ( john, valid).
fund ( john, sufficient ).

  Plan   : +!buy ( X, Qty, Stk, Prc )      :     client ( X, valid )   &  
          fund ( X, sufficient )
   Ä  submit ( order ).

In the above plan, the head is a combination of an addition of a new goal (invocation)
and 2 conditional context beliefs. The primitive action of Submit (Order) will be
carried out if the relevant context is derivable from the base beliefs, which in this case
if X is a valid client and there is sufficient fund available to make the purchase.

The original processing of the above declarative specifications in AgentSpeak(L) will
be based on the unification process which is specified in detail in [6]. A constraint
directed improvisation ( as in AgentSpeak(L)+C ) could be incorporated into the
computation strategy employed during the interpretation process. The improvised
approach introduces a constraint system into the declarative semantics of
AgentSpeak(L)+C whereby the basic elements of BDI architecture are constructed
based on constraint clauses. Richer data structure introduces by the constraint system
will allow beliefs and goals of a BDI agent to be directly expressed and manipulated.
Constraint solving will subsequently be applied to select the satisfied plan to be fired.
The extension preserves the simple, direct approach of AgentSpeak(L) in agent
specification and at the same time maintains the established constructs of BDI
architecture.

For instance, the above beliefs and plan can be re-specified using AgentSpeak(L)+C
in a more expressive and precise manner as follows:

  Beliefs :  Validity = true.
   Fund = 100000.00

  Plan :  + !buy ( X, Qty, Stk, Prc )    :     Fund =  100000.00  &
           Validity  =  true  &
           Client = X  &  (Qty * Prc < Fund)
     Ä submit ( order ).



412 B. H. Ooi and A.K. Ghose

By embracing constraint directed technology within the BDI architecture, it will be
able to have a better understanding and control over the behavior of an agent as the
beliefs and goals can now be specified in a more precise, expressive and unambiguous
terms. Corollary issues on performance, real-time reactive behavior and processing
efficiency of an agent will be made less discouraging as these problems can now be
tackled by manipulating the constraint that controls the mental states and beliefs of the
agent. In short, it will be much more comfortable to handle and manipulate constraint
to achieve the desired result.

4. The Multi-agent Stock Brokering System (MABS): Design

4.1 Agent Design and Specification

The MABS is an object-oriented software implemented on a Java interpreter designed
for a declarative agent programming and specification language - AgentSpeak(L)+C .
The Java interpreter translates the declarative semantics and operational semantics of
AgentSpeak(L)+C into an object-oriented model by exploring on the well established
and matured technology of object-oriented development strategy.

Under this approach, the entire system is mapped onto a hierarchical structure which
identifies the functional roles and the relationships between the respective agents
within the system. This mapping will isolate the functions performed by each of the
autonomous agent and at the same time define the basic, fundamental functions that
form the core engine of the entire software. An abstract, high level modeling of the
MABS is made up of the followings :

� 2 Interfaces that provide the templates for the behavior of  BDI Engine and
constraint engine  to interpret AgentSpeak(L)+C.

� A number of high level classes that implement the 2 interfaces and other top level
common features of   the agents.

� Individual agent classes that implement different agents in MABS.
 
 4.2 Agent Model

 There are two distinct sets of agents deployed in this model – the static agent set and
the dynamic agent set. Static agents are instantiated at system initialization and remain
‘alive’ throughout the run-time. Dynamic agents are agents that may be instantiated
during run-time and will vanish from the system when the tasks assigned to it have
been completed.

 
 Communication and collaboration between the agents are performed via message
passing from one agent object to another to invoke the relevant methods or to
instantiate the required run-time agent objects to perform specific function within the
systems. Each of the agent object will be able to respond immediately to all triggering
events by relying on its current beliefs set and plan set, irrespect of whether the
triggering event is from neighbouring agent or external source. This will enable the
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agents to display reactive behaviour in a real-time environment. Fig. 1 depicts the
overall layout of the system architecture at run-time.
 
 
 
 
 
 
 
 
 
 

 Fig. 1 Layout of MABS system architecture and collaboration behaviors
 between agents

 
 4.3 Member Agents

 The run-time of  MABS is handled by a number of  daemon threads and process
threads. Daemon threads are background thread for static agent that constantly listens
for triggering events, monitors on activities performed on the contents of relevant
registry within an agent etc. They are initiated at the ‘startup’ of the system and remain
active throughout the run-time.

 
 Process threads are a multiplicity of threads that are spawned each time when a
dynamic agent is instantiated (e.g. when a transaction agent is created to handle the
processing for a particular transaction within a specified time constraint). Each
process thread remains active for the specified period of time and will be removed
when it expires.
 
 The member agents of  MABS are : (Fig.2 depicts a Java based interpreter for a BDI
architecture)

� Transaction Agent (TA) –  Transaction agent is an agent object that is instantiated
with an initial belief set whenever a new distinct, transaction is entered into the
system. It will vanish at the end of  transaction cycle. During its life span, its
belief set will change with addition or deletion of beliefs based on various states
of its life cycle. Every transaction agent will be assigned a unique identification
tag and its computation state is maintained via the assigned tag. The state of  each
of  the transaction agents will be constantly monitored by the administrator agent
which will act accordingly based on its current beliefs on each of the transaction
agents. Transaction agent is a dynamic agent and there can be a set of active
transaction agents at run-time. It is able to authorize and to submit trade for
execution by the trade execution agent. It also has the ability to spawn new
transaction agent (e.g. to perform additional buy or sell, to arbitrage) based on its
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existing beliefs and plans. Through the collaboration effort with the price info
agent, it will enable the transaction agent to behave reactively and to facilitate
the trading strategy of  the trader in a limited fashion.

� Administrator Agent (AA) – It adopts an interface role that receives instructions
from trader, pass over the request to proxy agent for authorization and
subsequently instantiate a new transaction agent if the request is approved.
Administrator agent is a static agent that maintains a registry of all the active
transaction agents whether they are instantiated by itself or are spawned by
another active transaction agent. It has its own belief set that reflects the state
information for all transaction agents that are still active. It will ‘talk’ to them in
order to change its belief about the current state of each transaction agent. At
regular time interval, belief information at designated state will be downloaded to
a database for permanent storage.

� Proxy Agent (PA) – Proxy agent is a static agent that receives query from
administrator agent to verify and to validate all trade requests from the traders.
These verification and validating process is carried out based on the beliefs it has
for each of the trader. The universal set of the  belief terms for the entire client
(trader) base is stored in a database that is accessible to the proxy agent. The
information verified and validated by the proxy agent are trader’s status and
trader’s particulars. The proxy agent will respond to each of the query by
returning a ‘not approved’ reply or an ‘approved’ reply together with relevant
transaction information (e.g. fund available) for the administrator agent to act on.

� Price Info Agent (PIA) – A static agent that maintains a real-time registry with the
pricing information for all the stock counters. Its belief set consists of  tuples of
�FRXQWHU�� UHTXHVWRU�� SULFH� UHTXHVWHG! information (e.g. price limit for
arbitrage, requested price) about trades waiting for arbitrage opportunities and
trades in the on-line registry of trade execution agent waiting to be executed. It
will notify the relevant transaction agent  when the right price for arbitrage is
offered in the market and it will also announce to the trade execution agent all the
prices for the trades that are still outstanding and due to be executed.

� Trade Execution Agent (TEA) – It plays the role of a scheduler that submits trade
for execution and maintains an on-line registry which keeps track of all the
outstanding trades waiting to be executed. A set of �FRXQWHU��UHTXHVWRU��SULFH
UHTXHVWHG! information is relayed to the price info agent to facilitate the price
monitoring process. Trade execution agent is a static agent that will relieve the
trader from tedious effort of constantly monitoring the price changes. It will react
to price changes in accordance to the instructions given by the transaction agent.
Online price information provided by price info agent enables it to immediately
submit trade for execution or hold back and wait for the right timing before it
acts. Its behavior is determined by the beliefs set it holds for each of  the
outstanding trades on its registry. There are a set of plans (e.g. submit trade
immediately, hold back until specified date, hold back until price is above or
below specified limit etc.) that will be fired accordingly based on the different
beliefs for different trade. Executed trade will be updated to the relevant
transaction agent and hence change its belief set with the addition of a new
belief.
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5. The Multi-agent Brokering System (MABS): Implementation

 The MABS is designed using the BDI (Belief-Desire-Intention) agent framework in
[1][4][5][7], whereby agents constantly monitor the environment around them and
behave accordingly based on the three mental attitudes of belief, desire and intention.
In the BDI perspective, this framework provides an efficient maneuver of agent’s
behavior necessary to respond reactively based on changes in beliefs and work
autonomously to achieve goals through the use of plans.
 The three major components of  MABS are a set of run-time libraries, a BDI package
and a set of user application package.

� The run-time class libraries provide and implement the basic run-time behavior of
MABS. There are two distinct packages within the run-time libraries :
i.  BDI engine, an implementation of a BDI architecture.
ii.  Constraint engine, an implementation of constraints driven computation

within the BDI architecture.
� The BDI package is an abstraction layer between the MABS application code and

the run-time packages. It provides a standard framework to organize the belief set
and plan set that specify the intended behavior of an agent.

� The user (MABS) application package deals with tasks of creating, initializing
and controlling the behavior of individual agents. Program package in this library
will determine the functionaries and capabilities of the MABS system.

Fig. 2  Java based interpreter for a BDI architecture augmented by
constraint solving

The summarized sequential transition state for an execution cycle that takes place
within the above architectural design are as follows :
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i.  Creation (Instantiation) of Event Selector and Intention Selector (class objects)
ii.  Selection of an triggering event (from events set)
iii.  Compilation of all relevant plans
iv.  Perform constraint solving on relevant plans set to identify an appropriate plan
v.  Apply goals and actions of plan body

There are a number of system parameters that can be preset and used to control the
performance of the run-time system based on the available computing resources. For
instance, it should be able to control or limit the validity period (in a flexible manner)
for a particular transaction specified by an investor. This measure will help to reduce
the number of unproductive, redundant transactions ‘hanging around’ in the system
(taking up valuable resources) which prevent other genuine investors who intend to
trade.

6. A MABS Specification Example

The BDI framework employed in MABS is implemented with an improvised
computation strategies - a synergy of unification [6] and constraint solving [3][8][9].
The improvisation applies constraint directed solving on the context section of a BDI
agent’s plan specification in order to determine an application plan to fire. This
modification takes advantage of the constraint solving mechanism to improve on its
performance capabilities based on 2 distinctive properties exist in the working context
of MABS :

� Looking at the fact that real number computation forms the major bulk of
computation involved in MABS, constraint solving naturally becomes an efficient
solution for this purpose, i.e. the constraint domain in this instance of
AgentSpeak(L)+C is real arithmetic ( 5�).

� There is a possibility of having one or a range solution for each computation
process. Constraint solving approach takes care of this elegantly by precisely
define problem at hand using a set of constraint clauses.

The constraint system introduced into the BDI framework maintains a constraint store
that collects a set of constraints that augment the beliefs of an agent. Before any
constraint solving is being performed, the constraint store is first initialized the
relevant constraint beliefs. Existing satisfied constraints set is then enhanced with new
constraints (additional beliefs) when selected applicable plan was executed. These
incremental constraints collecting process will eventually lead to a final beliefs set
whereby relevant solution can be derived if required and the consistent constraints set
itself  becomes the most updated base beliefs of the agent concern. During the process
of generating an applicable plan in respond to a trigger, constraint solving is applied
to determine whether the constraint(s) in the context of plan is(are) consistent with the
constraints already collected in the store. New constraints are added to the store and
goals or actions are activated to initiate the next cycle of processing if the constraint
solver returns a true value after the consistency checking process.
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The following example demonstrates a Transaction Agent that receives a goal,
generates an order, confirms trade done and arbitrages the trade. The Transaction
Agent is instantiated by a trigger event - a goal to BUY a certain Quantity(QR) of
Stock(STKX) @ Price(PR) for Client X. Other variables involved in the constraint
expressions are as indicated in the base beliefs set below (1 to 8), in which S represent
sale, B is bank balance, P is outstanding purchases, M is margin amount available, R is
the rate of return expected and ED is the arbitrage expiry date.
Relevant triggering events with unifiers s1, s2 and s3 would invoke the following
plans (AA, BB, CC) respectively and their context can be reformulated (partly with
the assistance of current beliefs) into a more expressive and explicit form shown in 13,
14 and 15.
  (AA) + ! buy ( X, STKX , QR , PR ) : valid_client ( X )

Ä create ( order ).
  (BB) + done ( X, STKD, QD, PD ) : buy ( X, STKX  , QR  , PR ) &

equal ( STKD , STKX ) &
equal ( QD , QR ) &
equal_less( PD , PR  )

Ä notify ( X ).
  (CC) + return ( CurPrice, R %)   :         arbitrage (buy ( X, STKX , QR , PR )) &

         equal_less ( R , R % )
             Ä      + ! sell (STKR , QR , CurPrice)

  Trigger with rel. unifiers s1 = {X/john, STKX/abc co., QR/2000, PR/3.00}

  Trigger with rel. unifiers s2 = {X/john, STKD/abc co., QD/2000, PD/2.95}

  Trigger with rel. unifiers s3 = {CurPrice/3.25, R % /10%}

  1. X = john.
  2. Validity = true.
  3. Status = active.
  4. S = 20000.
  5. B = 80000.
  6. P = 30000.
  7. M = 80000.
  8. R = 10.
  9. ED = 18 Jun 1999
  10.  valid_client (john) [] X = john, Validity = true, Status = active,

             (S + B - P  >  QR  *  PR).
11. arbitrage (buy(X, STKX , QR , PR)) []  buy (X, STKX , QR , PR).
12. buy (john, abc co., 2000, 3.00) [] X = john , STKX  = abc co., QR = 2000,

     PR = 3.00.
  13.  +! buy (X, STKX , QR , PR) :      Validity = true  &  Status = active  &

       ( S + B - P  >  QR  *  PR )
Ä   create ( order ).

  14.  + done (X, STKD, QD, PD)  :     X = john  &  STKX  = abc co.  &
      QR  = 2000  &  PR  = 3.00  &
      STKD = STKX   &  QD = QR   &   (PD  �  PR)
Ä  notify ( john ).
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  15.  + return (CurPrice, R %) :     X = john  &  STKX = abc co. &
        QR = 2000  &  PR  = 3.00  & ( R � R % )  &

      ( current_date  �  ED).
Ä   + ! sell (ABC Co., 2000, 3.25).

  16.  +! buy ( john, jkl co.,  QR,  9.00 )  :       Validity = true  &  Status = active  &
              ( SX + BX - PX  >  QR  *  PR )
       Ä   create ( order ).

  17.  +! buy ( john, jkl co., 8000, 10.00)   :     Validity = true  & Status = active  &
  ( S + B - P  >  QR  *  PR )

          Ä   create ( order ).
18.  +! buy ( X, jkl co., 8000, 10.00 )  :    Validity = true  &  Status = active  &

          ( S + B + M  - P  > QR  *  PR )
        Ä  create ( order ) &

  holdamount (( S + B + M  - P ) - (QR  *  PR )).

In the above example, initial ground primitive beliefs are made up of 1 to 9. During
the processing of each plan, new constraints will be added incrementally to augment
the existing constraint store. Constraint solving applies to the context of each plan will
determine whether the relevant plan selected is the applicable plan to be fired. Beside
its use to ensure constraints set is always consistent and to pick the right plan of
action, constraint solving performs on the context of an applicable plan is also used to
generate values (solutions) for subsequent action. For instance in plan 15, constraint
solving based on the existing belief set plus the new constraints in the context of plan
15 will generate an answer of  true to enable subsequent arbitrage action (SELL
transaction) to take place. In another instance (plan 16), constraint computation will
assist in generating an allowable value (QR) for the primitive action - create a buy
order with QR = 7000 (rounded down to nearest thousand). In plan 17 and 18,
Constraint computation is used to determine selective action to be performed. In this
case, Plan 17 stops a buy order based on insufficient cash fund at hand. However plan
18 has provided an alternative to plan 17 by taking into consideration fund available
in the margin account (M), hence it enables the 2 primitive actions of create and
holdamount to take place.

7. Conclusion

This paper has presented a general overview and informal discussion of the concept of
incorporating constraint-based processing into the specification of an agent. The idea
represents a confluence of  :

� AgentSpeak(L) for programming and specification of  a BDI agent.
� Constraint directed computation with improved expressive power and

preciseness.

The AgentSpeak(L)+C is an evolution from the above with the capabilities of
providing richer data structures for programming a BDI agent. The work on MABS
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has shown the value added brought by  AgentSpeak(L)+C in term of understanding
and control of multi-agent behaviour.
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Abstract. In this article we present a communication language and a design con-
cept for a diagnosis agent. The communication language is divided in two parts.
One part contains primitives necessary to control and query the agent. The other
provides constructs for formulating the structure and behavior of systems to be
diagnosed, and for observations determining the current state of the system. Ad-
ditionally we give an overview of a WWW-based architecture for accessing an
(diagnosis) agent’s functionality. This approach is intended to make diagnosis
tools accessible from todays WWW browsers.

1 Introduction

Model-based diagnosis (MBD) [Rei87,dKW87] has been successfully applied to se-
veral domains including the automotive industry for on- and off-board diagnosis of cars
[MS96,PS97], for software debugging [FSW96,SW98], and tutoring systems [dKB98]
among others. Only little effort has been spent so far on the design and implementation
of diagnosis agents accessible using the WWW infrastructure. Currently most diagnosis
systems use their own way to store, load, and process system models and observations,
thus the prerequisite for the implementation of a WWW-based agent is a commonly
agreed language for describing the behavior and structure of diagnosis systems, i.e., the
system model, and the observations. A mobile diagnosis agent can be used in various
domains ranging from academic institutions for educational purposes or in industry
allowing easy maintenance and extendibility.

In this paper we describe the first part of theMObile DIagnosiS (MODIS) project.
The objectives of MODIS are the design of a general framework for diagnosis, the
exchange of diagnosis informations between agents, and the improvement of diagnosis
algorithms to allow effective and efficient use in mobile computers such as personal
digital assistants (PDAs) in case online communication is not possible. Our interest is
to improve the algorithms to diagnose mid-size systems with up to 1,000 components
using a PDA with limited computational power and memory.The objectives of the first
part of MODIS are the design and implementation of a diagnosis agent for the WWW
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using a communication language allowing to exchange diagnosis knowledge such as
system descriptions and observations. The diagnosis agent itself has been implemented
in Smalltalk. The client, i.e., the interface agent, has to be implemented using HTML
and a Java applet. TCP/IP sockets are used as the underlying communication protocol.

During the last years several researchers have proposed different architectures of
diagnosis agents. See for example [SDP96] or more recently [HLW98]. In [SDP96] an
architecture of a diagnosis agent based on a non-monotonic inference systems is descri-
bed. [HLW98] uses the communication language KQML ([FLM97]) and CORBA for
communication. In contrast to previous approaches we do not base our system on one
inference system. Instead, by using a communication module as interface between the
diagnosis engine and requests from outside, the actual implementation of the diagnosis
engine becomes less important, although the diagnosis engine has to implement all fun-
ctions accessible from other agents. Additionally, we propose the use of standard WWW
technology as the underlying communication architecture because of its availability on
most of todays computer systems.

This paper is organized as follows. First, we give an introduction into model-based
diagnosis followed by a section describing the agent’s architecture and its design. Sec-
tion 4 gives an overview of the communication language and the diagnosis functionality.
A concise introduction into the used system description language for describing the be-
havior and the structure of a diagnosis system and the observations is given in section 5.
A conclusion and future research directions are presented at the end of this paper.

2 Model-Based Diagnosis

In model-based diagnosis [Rei87,dKW87] a model of thecorrect behavior of a system
or device is used to find a subset of system components that cause a detected misbeha-
vior. This subset is termed a diagnosis. In contrast to other approaches, e.g., rule-based
expert systems, no explicit effect-to-cause relationships have to be given to describe
specific failure occurrences (although the model can be extended to describe typical
incorrect behaviors). Very importantly, models can be composed of model fragments,
i.e., behavioral descriptions of individual components such as anAND gate, merely by
specifying the types of components and their interconnections. The model is thus easily
maintainable. However, model-based diagnosis is only applicable if a model is available,
which fortunately is the case in almost all technical domains.

A diagnosis is defined for a system (a device), consisting of a behavioral description
SD and a set of componentsCOMP , and a set of observationsOBS. Formally (see
[Rei87]), a set∆ ⊆ COMP is a diagnosis iff

SD ∪ OBS ∪ {¬ab(C)|C ∈ COMP \ ∆} ∪ {ab(C)|C ∈ ∆}
is consistent. The predicateab(C) is used to indicate that a componentC is behaving
abnormally. A correctly behaving componentC is therefore described by¬ab(C).

We illustrate this diagnosis definition using the full adder example from figure 1. The
behavior of the full adder is given by the behavior of its subcomponents (in this case, two
inverters, two AND gates, one OR gate) and their interconnections. The correct behavior
of anAND gateC can be formalized as follows:
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and(C) ⇒ (¬ab(C) → out(C) = andBehav(in1(C), in2(C)))
where andBehav(true, true) = true, andBehav(false,X) = false,
andBehav(X, false) = false.
Similar rules can be given for theXOR and theOR gate. The connection part of the
system description is specified by:

in1(X2) = cn. in2(X2) = out(X1). out(X2) = qn+1
in1(X1) = an. in2(X1) = bn.
in1(A1) = bn. in2(A1) = an. out(A1) = in2(O1).
in1(A2) = an. in2(A2) = out(X1). out(A1) = in1(O1).
out(O1) = cn+1.
Now assume the input valuesan = false, bn = true, cn = truehave been used and

the output valuesqn+1 = true, cn+1 = true have been observed. Assuming the correct
behavior of all components, i.e.,¬ab(A1),¬ab(A2),¬ab(O1),¬ab(X1),¬ab(X2), the
system description contradicts the observations.A model-based diagnosis algorithm such
as the Hitting Set algorithm described in [Rei87], computes only one single diagnosis
ab(X2) (i.e., the failure ofX2 alone would explain the observations).All other diagnoses
consist of more than one faulty component.

=
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&
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bn cn+1
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X2 n

X1 n
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Fig. 1. A schematic of a full adder

In summary, the model-based diagnosis approach provides: (1) a precise diagnosis
definition, (2) a clear separation between the knowledge about a system and the diagnosis
algorithms, (3) a component oriented view that allows reuse of knowledge and easy
maintenance, and (4) the use of multiple models. The only prerequisite for using model-
based diagnosis is the existence of a component oriented system model. The diagnosis
time depends on the number of system components. To give an upper bound for the
diagnosis time we assume a model expressible in propositional logic where the size
is a multiple of the number of components. The consistency of such a model can be
checked ino(|COMP |) time [Min88]. Searching only for single diagnoses results in
at most|COMP | consistency checks. Therefore the maximum time for computing all
single diagnoses is of ordero(|COMP |2). However, the expected runtime for diagnosis
does not reach this bound in practice. The best diagnosis algorithms available today can
diagnose systems with up to 10,000 components in less than one minute [FN97,SW97].
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3 The Diagnosis Agent Architecture

In order to provide easy access to an agent’s capabilities the use of the WWW is re-
commended because of the provided functionality and the widespread use. We therefore
introduce a global architecture for mobile diagnosis agents based on the WWW. The
agent, that implements the diagnosis functionality, is executed on a dedicated server.
The interface agent implemented as a Java applet embedded in a HTML page is exe-
cuted on the client side. TCP/IP sockets are used for communication between them.
Although the functionality of an applet is restricted for security purposes, socket com-
munication between the applet and the server distributing the applet is allowed. Figure 2
gives an overview of the global architecture.

Communication
[ Commands, Data ]

WWW Server WWW Client

Diagnosis Agent Interface Agent
HTML Page
Java Applet
[ Socket Communication ]

Smalltalk Program
[ Socket Communication ]

WWW

WorkstationPDA PC

Fig. 2. The MODIS WWW architecture

As a consequence of the definition of model-based diagnosis, the diagnosis agent
must include at least a diagnosis engine and a theorem prover. For interaction with other
agents we additionally need a communication module and an user interface. Figure 3 (a)
shows the agent’s internal architecture.

The communication module controls the information exchange between agents, i.e.,
interface or other diagnosis agents. Its task is to parse the incoming messages and call
the associated (diagnosis specific) functions together with their parameters. The result
is coded using the communication language and sent back to the sender of the original
message.

The diagnosis engine implements the whole diagnosis functionality such as diagno-
sis, probing (measurement selection), among others. Information about the behavior
of the currently used diagnosis system and the corresponding observations are located
within the theorem prover which is used for checking consistency while computing all
diagnoses. Diagnosis parameters such as the maximum number of faulty components
or the maximum number of diagnoses to be computed together with different diagnosis
algorithms are part of the engine.

From the object-oriented point of view we have to deal with objects rather than
modules. We illustrate the agent design by specifying some objects and their relati-
ons necessary for implementing the diagnosis engine. The most important entity for
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Fig. 3. Diagnosis agent architecture (a) and diagnosis system design (b)

diagnosis is a system storing components, connections, observations, results and para-
meters. Components of a specific type have an unique behavior. Values associated with
connections must be from a given domain. Additionally, for diagnosis we need theorem
provers which are specific for a given system. From this verbal description we can di-
rectly derive the objectsDiagnosisSystem, Component, Connection, Observation,
ValueDomain, Diagnosis,TheoremProver with the relationships given in figure 3 (b).

BecauseDiagnosisSystem has access to all diagnosis related informations we as-
sume that it implements the whole diagnosis functionality, e.g., diagnosis or measure-
ment selection. So a diagnosis engine can be implemented usingDiagnosisSystems.

4 The Communication and Diagnosis Requirements

One of the subtasks of MODIS has been the development of a language for the in-
terchange of diagnosis informations between agents. In our view agents are programs
implementing functionality accessible from the outside. The state of the agent is given by
its internal data and is not necessarily accessible from outside. This approach is similar
to [ESP98] and has the advantage of separating communication properties from their
implementation. However, our approach is simpler but adequate for our purposes.

The communication language is divided in two parts. The first part contains those
constructs necessary for communication functionality, i.e., controlling and querying the
agent. The second part calledsystem description language (SDL) is used to describe
diagnosis systems and observations. Therefore the application domain of SDL is not
restricted to agent communication. Instead it can also be used for storing diagnosis
informations, e.g., building a model library. SDL is concisely described in section 5.

We assume that an agentAi = (i, Fi) has an unique identifieri and a set of functions
Fi accessible by other agents. Communication is done by sending a function expression
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to an agent using the underlying communication protocol, i.e., sockets. It is assumed,
that every time a function expressionf(a1, . . . , an), f ∈ Fk of arityn is sent to an agent
Ak, a reply fromAk is sent back. This reply contains the messagef(a1, . . . , an) =
Result whereResult represents the resulting value of the function call. For example
loadSD(. . .) will return loadSD(. . .) = done when the given system description has
been successfully loaded. This hand-shake mechanism ensures proper synchronization
between sender and receiver.

Using the above formalization a basic diagnosis agentDi is defined by the tuple
(i, {startDiagnosis, startProbing, loadSD, loadOBS, getSD, getOBS,
getDiagnoses, getProbes, resetOBS, reply}). The functions have the following
meaning:

Diagnosis At least diagnosis and measurement selection should be provided.
startDiagnosis() starts the diagnosis process using previously received informations
about the system description and observations.
startProbing() runs the measurement selection routine. The system description, ob-
servations, and the derivable diagnoses must be available.

Access The system description, observations, diagnosis and measurement selection
result must be accessible from the outside.
loadSD(SystemDescription) loads the system description into the diagnosis agent.
loadOBS(Observations) loads the observations into the diagnosis agent.
getSD() asks for the currently used system description.
getOBS() asks for the currently used observations.
getDiagnoses() asks for the last computed diagnoses.
getProbes() asks for the result of the measurement selection function.
resetOBS() removes the observations together with the diagnoses and measurement
selection result.

A more general diagnosis agent can provide functions for setting and removing a
component focus, or for computing informations based on system descriptions, e.g., a
failure-mode and effects analysis (FMEA). In the next section the second part of the
communication language is introduced that is used for exchanging diagnosis informati-
ons.

Since our diagnosis agent is intended to be used for educational purposes, i.e., tea-
ching students model-based diagnosis, we add the functions for accessing predefined
system descriptions and observations to the diagnosis agent:
allSDid() returns a list of names of system descriptions stored by the diagnosis agent.
getSD(SDIdentifier) returns a system description with the nameSDIdentifier.
allOBS(SDIdentifier) returns a list of names of observations for the given system de-
scription named bySDIdentifier.
getOBS(SDIdentifier,OBSIdentifier) returns the observations namedOBSIdentifier for a
systemSDIdentifier.

5 The System Description Language

The system description language (SDL) (see [Pic98] for the full syntax and semantics
of SDL) is used for describing the properties of components and their interconnection.
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It distinguishes between atomic and hierarchic components. In both cases it is necessary
to specify the associated input, output or bidirectional ports which act as interfaces to
other components. For atomic components the associated behavior modes are defined,
whereas the behavior of hierarchical components is derived by their subcomponents and
the connections between them.

<AtomicComponent> →
component <ComponentName> <PortDefinitions> [<VariableDefinitions>]
[<AxiomDefinitions>] <BehaviorDefinitions> end component

<HierarchicComponent> →
component <ComponentName> <PortDefinitions> <SubcomponentDefinitions>
<ConnectionDefinitions> end component

Each port of a component is associated with a type, determining the possible va-
lues that can be assigned to it. Predefined types areinteger, float, string,
character andboolean. Own types can easily be added by enumerating the corre-
sponding elements or using the set-theoretic union of already existing types or arbitrary
sets of elements.

Variables are used to allow for compact behavior definitions and are defined by
associating a variable name with a set of elements. SDL only allows finite sets to be
associated with variables.

Axioms are formulated in terms of predicate expressions, defining relations between
objects for a given component. During the evaluation of a behavior mode, decisions
based on components’ axioms can be made. Axioms have a dynamic character and can
be added or removed during mode evaluation thus having direct impact on a components
behavior. Like the introduction of variables, the use of axioms allows for more efficient
and compact behavior definitions.

The heart of each component is its behavioral model, stating how it behaves under
certain circumstances. Each component in a system knows one or more different beha-
vioral modes based on different assumptions. A behavior mode definition for an atomic
component is given by the following syntax:

<BehaviorDefinition> →
[default] behavior <BehaviorName> [prob:<Probability>] [cost:<RepairCosts>]
[action:<RepairAction>] <RuleList> end behavior

For each behavior mode we know a probability stating how probable the occurence
of this behavior is, an associated cost value telling how expensive the necessary repairs
are and an action description stating which steps have to be taken in order to repair the
component. The<RuleList>-production is used to formulate the causal dependencies
and legal inference steps within the component.

The behavior of hierarchic components is derived from the behavior of their sub-
components and is based on the connections between them. For this reason a mechanism
is needed to instantiate components within the current component definition, which is
provided by the<SubcomponentsDefinition>-production. Names are associated with
already defined components and can then be used to specify the connections between
them.
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<ConnectionDefinition> →
<ConnectionName> [observable:{true | false}]
[cost: <ObservationCost>] <ComponentPort> -> <ComponentPortList>.

Connections may or may not be observable and can have an associated cost value
determining how expensive an observation would be. Each connection has its origin
at the port of one component (<ComponentPort>) and can branch to many others
(<ComponentPortList>).

As mentioned above the causal dependencies and legal inference steps within a com-
ponent are formulated using rules. Each rule consists of a prerequisite and a consequence.
Intuitively, if the prerequisite is true then the consequence can be infered. SDL uses two
inference operators to allow for compact rule definitions.

<Rule> → [<Sentence>] =: <Sentence>. | <Sentence> :=: <Sentence>.

In the first case the right-hand side of the rule can be infered iff the left-hand side
is true. In the second case inference is possible in both directions. If in the first case
the left-hand side is empty the consequence can always be infered. Rules are defined in
terms of sentences.

SDL distinguishes four types of sentences:predicate sentences, conjunctive senten-
ces, implication sentences andquantified sentences.

<PredicateSentence> → <PredicateName>(<ArgumentList>)
<ConjunctiveSentence> → <Sentence>, <Sentence>
<ImplicationSentence> → <Sentence> -: <Sentence>
<QuantifiedSentence> → {forall | exists} <VariableList> : <Sentence>

<ArgumentList> is a possibly empty list of constants, ports, function expressions
and variables.

When used in the prerequisite of a rule, we have to assign truth values to sentences,
determining wheter the consequence can be infered. This is done as follows. viewing
a predicate as a set of tuples, we define the truth value for a predicate sentence astrue
if and only if the tuple of objects determined by the arguments are an element of this
set, otherwise asfalse. Given a conjunction the truth value is defined as true if and only
if the truth value of every conjunct is true. For an implications1 -:s2 the truth value is
defined as follows: Ifs1 is true then the truthvalue of the implication is true if and only
if s2 is true. Ifs1 is false then the implication is true, regardless of the truthvalue ofs2
(ex falso quod libet). The truth-value for an universally quantified sentence is defined as
true if and only if for all possible variable assignments the truth value of the sentence
following the colon is true. Given an existentially quantified sentence the truth value is
defined as true if and only if for at least one possible variable assignment the truth value
of the sentence following the colon is true.

In order to provide a diagnosis tool with reference values for certain ports, we need
a way to specify observations. We do this by specifying the observations and mapping
them to a specific diagnosis component.

<ObservationDefinition> → observation <ObservationName> <PortAssignments>.
<PortAssignment> → <PortName> = <Value>.
<DiagnoseDefinition> → diagnose(<ComponentName>,<ObservationName>)
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component XorGate
input in1, in2 : bool.
output out: bool.
default behavior

Neq(in1, in2) :=: Eq(out, true).
Eq(in1, in2) :=: Eq(out, false).

end behavior
end component

component AndGate
input in1, in2 : bool.
output out: bool.
var Port:{in1, in2}.
default behavior

forall Port: Eq(Port, true) :=: Eq(out, true).
exists Port: Eq(Port, false) =: Eq(out, false).

end behavior
end component

component OrGate
input in1, in2 : bool.
output out: bool.
var Port:{in1, in2}.
default behavior

exists Port: Eq(Port, true) =: Eq(out, true).
forall Port: Eq(Port, false) :=: Eq(out, false).

end behavior
end component

component FullAdder
input a,b,c : bool.
output q,z: bool.
subcomponent

and1, and2: AndGate.
or1: OrGate.
xor1, xor2: XorGate.

connection
s1: a -> xor1(in1), and1(in2).
s2: b -> xor1(in2), and1(in1).
s3: c -> and2(in1), xor2(in1).
s4: xor1(out) -> and2(in2), xor2(in2).
s5: and1(out) ->or1(in2).
s6: and2(out) ->or1(in1).
s7: xor2(out) -> q.
s8: or1(out) -> z.

end component

Fig. 4. The SDL program implementing a full adder

Finally, we illustrate the capabilities of SDL using the full adder example depicted
in figure 1. The full adder uses three types of boolean gates: a XorGate, an AndGate,
and an OrGate. The SDL program describing the behavior of the three gates and the full
adder consisting out of the gates is given in figure 4.

6 Conclusion

In this paper we have presented the architecture and design of a diagnosis agent accessi-
ble using a standard WWW browser. For communication purposes we have introduced
a communication language consisting out of two parts. One for sending queries and
requests to the agent and one for describing diagnosis systems and observations. Cur-
rently, the system description language and the diagnosis agent and parts of the WWW
interface have been implemented.

In summary the paper provides: (1) a general architecture for diagnosis agents, (2) a
description of aWWW interface for a diagnosis agent, and (3) a communication language
for controlling and querying an agent, and exchanging and storing diagnosis informa-



Framework for Mobile Diagnosis Agents 429

tions. Future research in this domain include the improvement of diagnosis algorithms,
their implementation within the introduced framework, and the design of a framework
for a graphical user interface especially for diagnosis.
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Abstract. In this paper a generic information broker agent for intelligent
Websites is introduced. The agent architecture has been designed using the
compositional development method for multi-agent systems DESIRE. The use
of the architecture is illustrated in an Electronic Commerce application for a
department store.

1  Introduction

Most current business Websites are mainly based on navigation through the available
information across hyperlinks. A closer analysis of such conventional Websites
reveals some of their shortcomings. For example, customer relations experts may be
disappointed about the unpersonal treatment of customers at the Website; customers
are wandering around anonymously in an unpersonal virtual environment and do not
feel supported by anyone. It is as if customers are visiting the physical environment of
a shop (that has been virtualised), without any serving personnel.

Marketing experts may also not be satisfied by the Website; they may disappointed
in the lack of facilities to support one-to-one marketing. In a conventional Website
only a limited number of possibilities are provided to announce new products and
special offers in such a manner that all relevant customers learn about them.
Moreover, often Websites do not acquire information on the amounts of articles sold
(sales statistics). It is possible to build in monitoring facilities with respect to the
amount of products sold over time, but also the number of times a request is put
forward on a product (demand statistics). If for some articles a decreasing trend is
observed, then the Website could even warn employees so that these trends can be
taken into account in the marketing strategy. If on these aspects a more active role
would be taken by the Website, the marketing qualities could be improved.

The analysis from the two perspectives (marketing and customer relations)
suggests that Websites should become more active and personalised, just as in the
traditional case where contacts were based on humans. Intelligent agents provide the
possibility to reflect at least a number of aspects of the traditional situation in a
simulated form, and, in addition, enables to use new opportunities for, e.g., one-to-one
marketing, integrated in the Website.

In this paper it is shown how a generic broker agent architecture can be exploited
to design an intelligent Website for a department store. In Section 2 the application
domain is discussed; two types of information agents participating in the application
are distinguished. In Section 3 their characteristics and required properties are
discussed. In Section 4 the generic broker agent architecture is described and applied
to obtain the internal structure of the agents involved in the application.
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2 Application: An Intelligent Website for a Department Store

The application addresses the design of an active, intelligent Website for a chain of
department stores. The system should support customers that order articles via the
Internet. Each of the department stores sells articles according to departments such as
car accessoires, audio and video, computer hardware and software, food, clothing,
books and magazines, music, household goods, and so on. Each of these departments
has autonomy to a large extent; the departments consider themselves small shops (as
part of a larger market). This suggests a multi-agent perspective based on the separate
departments and the customers. Four types of agents are distinguished:

� customers (human agents)
� Personal Assistant agents (an own software agent for each user)
� Department Agents (software agents within the department store’s Website)
� employees (human agents)

A Personal Assistant agent serves as an interface agent for the customer. As soon as a
customer visits the Website, this agent is offered and instantiated to the customer. The
Personal Assistant is involved in communication to both its own user and all Website
agents. From the user it can receive information about his or her profile, and it can
provide him or her with information assumed interesting. Moreover, it can receive
information from any of the Website agents, and it can ask them for specific
information. The Website agents communicate not only with all Personal Assistants,
but Also with each other and with employees. The customer only communicates with
his or her own Personal Assistant.

3  Requirements for the Department Agents

The departments should relate to customers like small shops with personal
relationships to customers. The idea is that customers know at least somebody (a
Department Agent) related to a department, as a representative of the department and,
moreover, this agente knows specific information on the customer. Viewed from
outside the basic agent behaviours autonomy, responsiveness, pro-activeness and
social behaviour such as discussed, for example in [10] provide a means to
characterise the agents (see Table 3). In addition the interaction characteristics as
shown in Tables 1 and 2 have been specified.
 

Interaction with the world Department Agent

       observation           passive

       observation           active

-  its own part of the Website
-  product information
-  presence of customers/PAs visiting the Website

-  economic information
-  products and prices of competitors
-  focussing on what a specific customer or PA does
-  search for new products on the market

       performing actions -  making modifications in the Website (e.g., change
prices)
-  showing Web-pages to a customer and PA
-  creating (personal or general) special offers
-  modification of assortment

Table  1.  World interaction characteristics for a Department Agent



432 C.M. Jonker and J. Treur

Communication Department Agent

       incoming from PA:
-  request for information
-  request to buy an article
-  paying information
-  customer profile information
-  customer privacy constraints

from Employee:
-  requests for information on figures of sold articles
-  new product information
-  proposals for special offers and price changes
-  confirmation of proposed marketing actions
-  confirmation of proposed assortment modifications
-  proposals for marketing actions
-  proposals for assortment modifications

from other DA:
-  info on assortment scopes
-  customer info

       outgoing to PA:
-  asking whether DA can help
-  providing information on products
-  providing information on special offers
-  special (personal or general) offers

to Employee:
-  figures of articles sold (sales statistics)
-  analyses of sales statistics
-  numbers of requests for articles (demand statistics)
-  proposals for special offers
-  proposals for assortment modifications

to other DA:
-  info on assortment scopes
-  customer info

Table  2.  Communication  characteristics for a Department Agent

The following requirements have been imposed on the Department Agents:
� personal approach; informed behaviour with respect to customer

In the Website each department shall be represented by an agent with a name and
face, and who knows the customer and his or her characteristics, and remembers
what this customer bought previous times.

� being helpful
Customers entering some area of the Website shall be contacted by the agent of the
department related to this area, and asked whether he or she wants some help. If
the customer explicitly indicates that he or she only wants to look around without
getting help, the customer shall be left alone. Otherwise, the agent takes
responsibility to serve this customer until the customer has no wishes anymore that
relate to the agent’s department. The conventional Website can be used by the
Department Agents to point at some of the articles that are relevant (according to
their dialogue) to the customer.

� refer customers to appropriate colleague Department Agents
A customer which is served at a department and was finished at that department
can only be left alone if he or she has explicitly indicated to have no further wishes
within the context of the entire department store. Otherwise the agent shall find out
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in which other department the customer may have an interest and the customer
shall be referred to the agent representing this other department.

� be able to provide product and special offer information
For example, if a client communicates a need, then a product is offered fulfilling
this need (strictly or approximately), and, if available a special offer.

� dedicated announcement
New products and special offers shall be announced as soon as available to all
relevant (on the basis of their profiles) customers, not only if they initiate a contact
with the store, but they also shall be contacted by the store in case they do not
contact the store

Basic types of behaviour Department Agent

Autonomy -  functions autonomously, especially when no employees

are available (e.g., at night)

Responsiveness -  responds to requests from Personal Assistants

-  responds to input from Employees

-  triggers on decreasing trends in selling and demands

Pro-activeness -  takes initiative to contact Personal Assistants

-  takes initiative to propose special offers to customers

-  creates and initiates proposals for marketing actions and

assortment modifications

Social behaviour -  cooperation with Employees, Personal Assistants, and

other Department Agents

Table  3.  Basic types of behaviour of a Department Agent

� analyses for marketing
The Department Agents shall monitor the amounts of articles sold (sales stastitics),
communicate them to Employees (e.g., every week) and warn if substantially
decreasing trends are observed. For example, if the figures of an article sold
decrease during a period of 3 weeks, thenmarketing actions or assortment
modifications shall be proposed.

� actions for marketing
Each Department Agent shall maintain the (history of) the transactions of each of
the customers within its department, and shall be willing to perform one to one
marketing to relevant customers, if requested. The Employees shall be able to
communicate to the relevant Department Agents that they have to perform a
marketing campaign. The agent shall propose marketing actions to Employees.

� privacy
No profile is maintained without explicit agreement with the customer. The
customer has access to the maintained profile.

3.2  Characteristics and Requirements for the Personal Assistants

For the Personal Assistants the interaction characteristics are given in Table 4, and
their basic types of behaviour in Table 5. The following requirements can be imposed
on the Personal Assistants:
� support communication on behalf of the customer

Each customer shall be supported by his or her own Personal Assistant agent, who
serves as an interface for the communication with the Department Agents.



434 C.M. Jonker and J. Treur

� only provide information within scope of interest of customer
A customer shall not be bothered by information that is not within his or her scope
of interest. A special offer that has been communicated by a Department Agent
leads to a proposal to the Customer, if it fits in the profile, and at the moment when
the Customer wants such information

� sensitive profiling
Customers are relevant for a special offer if they have bought a related article in
the past, or if the offer fits in their profile as known to the Personal Assistant.

� providing customer  information for Department Agents
every week the relevant parts of the profile of the Customer is communicated to
the Department Agent, if the Customer agrees.

� privacy
The Personal Assistant shall protect and respect the desired privacy of the
customer. Only parts of the profile information agreed upon are communicated.

 
Interaction characteristics Personal Assistant

A.  Interaction with the world

       observation          passive
       observation          active

-  notice changes and special offers at the Website
-  look at Website for articles within the customer needs

       performing actions

B.  Communication with other agents

       incoming from Department Agent:
-  product info
-  special (personal and general) offers

from Customer:
-  customer needs and preferences
-  agreement to buy
-  privacy constraints

       outgoing to  Department Agent:
-  customer needs
-  payment information
-  profile information

to Customer:
-  product information
-  special offers

Table 4.   Interaction characteristics for the Personal Assistant

Basic types of behaviour Personal Assistant

Autonomy autonomous in dealing with DAs on behalf of customer

Responsiveness responsive on needs communicated by customer

Pro-activeness initiative to find and present special offers to customer

Social behaviour with customer and DAs

Table 5.  Basic types of behaviour for the Personal Assistant
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4 The Internal Design of the Information Broker Agents

The agents in the application presented in the previous sections have been designed on
the basis of a generic model for a broker agent. The process of brokering as often
occurs as a mediating process in electronic commerce involves a number of activities.
For example, responding to customer requests for products with certain properties,
maintaining information on customers, building customer profiles on the basis of such
customer information, maintaining information on products, maintaining provider
profiles, matching customer requests and product information (in a strict or soft
manner), searching for information on the WWW, and responding to new offers of
products by informing customers for whom these offers fit their profile. In this section
a generic broker agent architecture is presented that supports such activities. This
generic model has been used as a basis for both the Department Agents and the
Personal Assistant agents.

4.1 A Generic Broker Agent Architecture

For the design of the generic broker agent the following main aspects are considered:
process composition, knowledge composition, and relations between knowledge and
process composition, as discussed in Section 2. A compositional generic agent model
(introduced in [2]), supporting the weak agency notion (cf. [10]) is used; see Fig. 1. At
the highest abstraction level within an agent, a number of processes can be
distinguished that support interaction with the other agents. First, a process that
manages communication with other agents, modelled by the component agent interaction

management in Fig. 1. This component analyses incoming information and determines
which other processes within the agent need the communicated information.
Moreover, outgoing communication is prepared. Next, the agent needs to maintain
information on the other agents with which it co-operates: maintenance of agent information.
The component maintenance of world information is included to store the world information
(e.g., information on attributes of products). The process own process control defines
different characteristics of the agent and determines foci for behaviour. The
component world interaction management is included to model interaction with the world
(with the World Wide Web world, in the example application): initiating observations
and receiving observation results.

The agent processes discussed above are generic agent processes. Many agents
perform these processes. In addition, often agent-specific processes are needed: to
perform tasks specific to one agent, for example directly related to a specific domain
of application. The broker agent may have to determine proposals for other agents. In
this process, information on available products (communicated by information
providing agents and kept in the component maintenance of world information), and about the
scopes of interests of agents (kept in the component maintenance of agent information), is
combined to determine which agents might be interested in which products. Fig. 1
depicts how the broker agent is composed of its components.

Part of the exchange of information within the generic broker agent model can be
described as follows. The broker agent needs input about scopes of interests put
forward by agents and information about attributes of available products that are
communicated by information providing agents. It produces output for other agents
about proposed products and the attributes of these products. Moreover, it produces
output for information providers about interests. In the information types that express
communication information, the subject information of the communication and the
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agent from or to whom the communication is directed are expressed. This means that
communication information consists of statements about the subject statements that
are communicated.
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Fig. 1.   Composition within the broker agent model

Within the broker agent, the component own process control uses as input belief info, i.e.,
information on the world and other agents, and generates focus information: to focus
on a scope of interest to be given a preferential treatment, i.e., pro-active behaviour
will be shown with respect to this focus. The component agent interaction management has
the same input information as the agent (incoming communication), extended with belief info

and focus info. The output generated includes part of the output for the agent as a whole
(outgoing communication), extended with maintenance info (information on the world and other
agents that is to be stored within the agent), which is used to prepare the storage of
communicated world and agent information.

Information on attributes of products is stored in the component maintenance of world

information. In the same manner, the beliefs of the agent with respect to other agents’
profiles (provider attribute info and interests) are stored in maintenance of agent information. The
agent specific task uses information on product attributes and agent interests as input
to generate proposals as output. For reasons of space limitation the generic and
domain-specific information types within the agent model are not presented; for more
details; see [5].
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4.2  The Department Agent: Internal Design

The broker agent architecture provides an appropriate means to establish the internal
design of the two types of agents involved.

For the Department Agent, the internal storage and updating of information on the
world and on other agents (the beliefs of the agent) is performed by the two
components maintenance of world information and maintenance of agent information. In Table 6 it is
specified which types of information are used in these components. Profile
information on customers is obtained from Personal Assistants, and maintained with
the customer’s permission. Also identified behaviour instances of the Personal
Assistants can give input to the profile. Profile information can be abstracted from
specific demands, using existing datamining techniques.
 

Maintenance of Information Department Agent

        world information -  info on products within the DA’s assortment
-  info on special offers

        agent information -  info on customer profiles
-  info on customer privacy constraints
-  info on MA’s needs for figures
-  info on customer preferences in communication
-  info on which products belong to which other DA’s
assortments
-  info on providers of products

Table 6.   Maintenance information for the Department Agent

The component agent interaction management identifies the information in incoming
communication and generates outgoing communication on the basis of internal
information. For example, if a Personal Assistant agent communicates its interests,
then this information is identified as new agent interest information that is believed
and has to be stored, so that it can be recalled later.
In the component agent specific task specific knowledge is used such as, for example:

� if the selling numbers for an article decrease for 3 weeks, then make a special
offer with lower price, taking into account the right season

� if a customer asks for a particular cheap product, and there is a special offer,
then this is proposed

� if an article is not sold enough over a longer period, then take it out of the

assortment

Within this component non-strict (or soft) matching techniques can be employed to
relate demands and offers.

4.3  The Personal Assistant: Internal Design

 In this section some of the components of the Personal Assistant are briefly discussed.
 For the Personal Assistant, as for the Department Agent, the internal storage and
updating of information on the world and on other agents is performed by the two
components maintenance of world information and maintenance of agent information. In Table 7 it is
specified which types of information are used in these components.
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Maintenance of Information Personal Assistant

        world information -  product information
-  special offers

        agent information -  customer needs and profile
-  customer privacy constraints
-  offers personal to the customer
-  DAs assortment scopes

Table  7.  Maintenance information for a Personal Assistant

As in the previous section, the component agent interaction management identifies the
information in incoming communication and generates outgoing communication on
the basis of internal information. For example, if a Department Agent communicates a
special offer, then this information is identified as new agent information that is
believed and has to be stored, so that it can be recalled later. Moreover, in the same
communication process, information about the product to which the special offer
refers can be included; this is identified and stored as world information.

5 Discussion

In this paper a multi-agent architecture for intelligent Websites is proposed, based on
information broker agents. A Website, supported by this architecture has a more
personal look and feel than the usual Websites. Within the architecture, also
negotation facilities (e.g., as in [8]) can be incorporated. The broker agent architecture
has also been applied within a project on virtual market environments in Electronic
Commerce, in co-operation with the Internet application company Crisp.

Applications of broker agents (addressed in, e.g., [3], [4], [6], [7], [8], [9]), often
are not implemented in a principled manner: without an explicit design at a conceptual
level, and without support maintenance. The broker agent architecture introduced here
was designed and implemented in a principled manner, using the compositional
development method for multi-agent systems DESIRE [1]. Due to its compositional
structure it supports reuse and maintenance; a flexible, easily adaptable architecture
results. Moreover, within the agent model facilities can be integrated that provide
automated support of the agent’s own maintenance [5]. Therefore, the agent is not
only easily adaptable, but, if in such a manner adaptation is automated, it shows
adaptive behaviour to meet new requirements (either in reaction to communication
with a maintenance agent, or fully autonomous).
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Abstract. A project of an intelligent multi-agent system for distance
learning, which is currently being developed in the Institute for High
Performance Computing and Databases, is described. The system’s ad-
aptability, i.e. its ability to adjust itself to the personal characteristics
and preferences of its user, is based on User Model, which is initiated
according to the results of prior user testing and is adjusted dynamically
during the user’s session. As an example of an application domain the
program testing is chosen - the domain, which is one of the weakest points
in the software engineering practice in Russia. The described system is
intended for using via Internet by common WWW-browsers.

1 Introduction

An idea to apply the technology of multi-agent systems to the computer aided
learning (CAL) is currently being developed by many authors in many research
groups (see, e.g., [17]). The theoretical foundations of the design and architecture
of distributed learning systems are, however, on their early stage of development.

It is generally agreed (see e.g. [7] [12]), that at least three important issues
should constitute the basis for such systems: they are expected to be distributed,
intelligent and adaptive.

The adaptability of DL systems, in all meanings of this concept, is announced
in most of currently developed projects, but usually weakly implemented in
practice. As emphasized in [17], adaptation and learning in multi-agent systems
establishes a relatively new but significant topic in Artificial Intelligence (AI).
Multi-agent systems typically are very complex and hard to specify in their
behavior.

It is therefore broadly agreed in both the Distributed AI and the related
communities that there is the need to endow these systems with the ability
to adapt and learn, that is, to self-improve their future performance. Despite
this agreement, however, adaptation and learning in multi-agent systems has
been widely neglected in AI until a few years ago. On the one hand, work in
Distributed AI mainly concentrated on developing multi-agent systems whose
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c© Springer-Verlag Berlin Heidelberg 1999



Learner-Model Approach 441

activity repertoires and coordination mechanisms are more or less fixed and thus
less robust and effective particularly in changing environments. On the other
hand, work in related fields, such as Machine Learning, mainly concentrated
on learning techniques and methods in single-agent or isolated-system settings.
Today this situation has changed considerably, and there is an increasing number
of researchers focusing on the intersection of Distributed AI and related topics
(such as machine learning).

There may be at least two different kinds of adaptability: purely engineering
one, related to the situation, as mentioned above, when a program is able to
change its behavior in changing context regardless of the nature of the latter;
and one arising from Human-Computer Interaction (HCI) issues [9] [6], which
concern a program adjusting its behavior to meet the user’s expectations and
peculiarities according to some reasonable strategy.

The second, HCI-related kind of adaptability is crucial for any tutoring sy-
stem. It is evident, that a qualified tutor works differently with different students,
regardless of possibly equal ”marks” of the latter. This issue is even more im-
portant for distance learning systems, in which the online contact with human
tutor is lost.

Therefore, one of the main directions of the described project is to investigate
possible strategies of the automatic adaptation of a DL system, based on the
concept of Student Model [3] [5] [6] and the corresponding Learning Process
Model. In contrast to cited papers, together with [10], these models are supposed
not to function separately, but to form an ”agent model” in the meaning of [15].

These investigations are accompanied by the development of a prototype of
an adaptive DL system IDLE (Intelligent Distance Learning Environment). The
technology of program testing, which is one of the weakest components of the
Russian software engineering, is taken as a sample domain to be tutored by
IDLE.

2 DL Systems in Internet

WWW unifies several existing Internet protocols (such as ftp, http, wais, etc.)
and one new (http) around the concept of hypertext. The role of WWW w.r.t.
Internet may be compared with that of a windowing system w.r.t. its underlying
OS. Using one universal visual language, any user, both programmer and non-
programmer, gains control over all the technological features of Internet.

• Plain distribution of volumes of learning material. These include both online
tutorials in standard formats (.ps, .hlp, .rtf, etc.) and some special interactive
courses, intended to be run as local applications.

• Collaborative Learning in the network (both locally in Intranet, and essen-
tially distant).

• Interactive online courses with immediate access via HTML browsers (pos-
sibly with custom extensions, see below).

• Implementation of the second and third methods of DL requires special In-
ternet programming tools and programmer’s qualification.
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Having analyzed some existing DL systems, which function in WWW, one
may draw its typical structure. Usually the following active components which
may be represented either by ”real” human persons or special programs (here
we enter the multi-agency) are found in such systems:

1. Tutor, which forms and presents learning material. It may be either a human
being or a computer program (intellectual agent).

2. Supervisor, which watches and controls the learning process. Again, it may
be either human person, or an special (agent) program.

3. Assistant, which tries to help student in various aspects of learning pro-
cess. The fields of assistance may include domain knowledge, adaptation of
interface, Internet usage, etc.

The other usual components of DL systems include

1. Learning Material. It may be both hypertext and special training programs.
2. External Data Sources. Everything not supported explicitly by the system,
but required or recommended during education (hardcopy tutorials, video
cassettes, etc.).

3. Auxiliary Tools. This includes various computer techniques, which out of
the scope of the system, but are required for it to function properly (such as
communication programs).

Such a typical structure may be implemented differently, as illustrated by
the existing DL systems [13].

The simple overview show that there are two opposite approaches to the
organization of distance learning in WWW. The first of them uses on-line mode,
the second one - off-line. In the first case only a standard WWW-browser is
required, while in the second case auxiliary software is necessary on the client
host. Both of the systems, however, function in the framework of the client-server
technology and use CGI interface, which is common for most of such systems.

It is worth mention that difference in these approaches is well correlated with
the complexity of the corresponding learning material. For now, it is very difficult
and at least inefficient to simulate complex processes via standard HTML (even
with Java applets), therefore the use of special client software is justified.

Currently, the following methods of distance learning in Internet are well
studied and widely used in practice:

• WWW as a data source without any efforts to maintain a DL system.;
• Server-hosted software development;
• Auxiliary client-hosted software development.

The most important directions of further development of Internet-based tech-
nologies which would help in maintaining DL systems, are (except Java or other
script language applets):

• HTML extensions for CCI (Client Communication Interface);
• Synchronous conversation applications for WWW (analogs of Unix ’talk’ or
Windows ’chat’).

• Multimedia newsgroups.
• Virtual reality.
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3 The Architecture of IDLE

According to the existing taxonomy the software implementation of the IDLE
prototype may be regarded as: multi-agent, portable, access-restricted and using
multimedia effects.

System contains both the modules of traditional (isolated) architecture, which
examples are tutor’s and system administrator’s workbenches, and the modules
of multi-agent architecture, which implement e.g. system supervising, immediate
control over learning.

Among the agents comprising the system, are those, which may be regarded
as ”classic” [17]:

Expert Tutor.
Expert Tutor controls the learning process, applies different education stra-

tegies according to the cognitive and personal features of the student, together
with his/her educational ”progress”. Interacts with Interface Engineer (see be-
low) on adaptation and user modeling issues.

Interface Engineer.
Interface Engineer maintains User Model (see below) for current student

(both by the preliminary testing and dynamically during the student’s working
with the system) and provides it to the human users and to the other agents. In
particular this information is used in choosing the scenario of the presentation
of courseware and evaluating the student progress and his/her assessment.

Domain Expert (Domain Assistant).
Domain Expert accumulates and provides knowledge on subject domain,

maintains testing exercises, provides these data to its users and other agents,
analyses the students ”feedback” in domain terms.

Such system architecture as presented here may be regarded as a development
of a traditional for AI idea of ”active knowledge bases”: each of the knowledge
base components is access via corresponding agent, which adapts knowledge to
the context of usage. Furthermore, a close analog of the agent-mediated know-
ledge bases is seen in the works of [8] where a knowledge base with reflection
was developed. It has both domain knowledge and some meta-knowledge about
its integrity, and could apply this in reasoning. Certainly some close analogs of
these techniques are seen also in the field of databases, especially object-oriented
ones [2].

Behavior of expert tutor is influenced by the hypertext model of presentation
of learning material. In contrast to the traditional mode of hypertext navigation,
when the default routes are embedded into the page, in the described system
the navigation is controlled by the expert tutor, which restricts the navigation
freedom, and puts ”barriers”. It does not allow student to move to those places
of course, where his/her visit is unreasonable (according to the strategy and the
target of learning).

For this, all the domain material is stratified into ”clusters”, containing one
or more hypertext nodes and representing ”learning units”. The set of clusters,
which nodes were visited by the student during all his/her learning sessions, is
called ”scope of visibility” and occurs a union of both already and currently
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Fig. 1. The architecture of the DL system IDLE.
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learned material. The navigation within the scope of visibility is unrestricted.
To widen the scope of visibility, the student should overcome a ”barrier”, which
provides some examination test.

4 Learner Modeling: The Background for Interface
Engineer

Different factors, which affect the learner’s productivity in a concrete compu-
ter application environment, may be grouped into several classes. Within each
class only those factors, which allow for a more or less formal estimation, are
emphasized.

Demographic factors
They comprise such essential user’s parameters as age, gender, first language,

place of birth, social and cultural peculiarities.
Professional factors
They tie such user’s features as position, professional experience, computer

skills into integral ”portrait” of his/her expertise. In particular, they include the
expertise level [1] as one of the most important characteristics that an adap-
tive system takes into account. The special expertise tests are developed both
for professional skills in knowledge engineering and computer operating. The
educational parameter also is important.

Physiological factors
From the point of view of physiology the factors which could influence the

user’s productivity are mostly grouped around reaction, workability, attention,
etc. One of the possible taxonomies may be descried as follows:

• Perception: global, peripheral and spatial perception;
• Memory: operative, iconic memory, long-term memory;
• Dynamic Motorics: response time, response orientation, senso-motor perfor-
mance, etc;

• Neuro-physiology: functional cerebral asymmetry;
• Cognitive functions: estimating speed and distance, long-term reactive stress
tolerance, numerical intelligence, tracking;

• Attention: attention in a monotonous environment, focal attention, vigilance.

Psychological factors
They can be defined through the two dominant strata [4]: communicative

stratum and cognitive stratum.
The communicative stratum deals with the area of communications between

the user and the computer and it comprises the problems of perception, under-
standing, clarity, usability, handiness and some other shallow visible features of
man-machine interactions. The problem is how to gain the user’s sympathy and
confidence, taking into account the temper and intelligent peculiarities.

The cognitive stratum comprises more deep problems related to human mind
and memory. In the recent years the interest to cognitive modeling has grown
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significantly. But still every novice feels the cognitive dissonance between his/her
expectations and the interface layout and behavior.

An extremely important factor is personal cognitive style, which considerably
influences the problem solving way. Very important is also the style of logical
mentality or deductive/inductive strategies. Users using deduction always per-
form their cognitive activity with the top-down strategy from the higher level
of abstraction to more and more detailed schema. On the contrary, in the vari-
ant of induction the users ascend from the unconnected elementary concepts to
meta-concepts.

An adequate formalization of the factors mentioned above, which is neces-
sary both for theoretical investigations and the practical system design, may be
achieved via the concept of Learner/user model (LM) [14] [18].

A frame structure for LM may look like:
LM:

demographic:
age: young | medium | old,
education: higher | medium | none,
..................

professional:
experience: value
..................

physiological:
cerebral asymm: left | right | balanced,
.................

psychological:
assertiveness: high | medium | low
..................

Here, a conventional pseudo-syntax is read as follows: the pairs A:B denote
the slots together with the types and/or sets of possible values, indentation is
used to group the sub-frames. The symbol ’—’ is used to separate the (constant)
alternatives and may be read as ”or”.

This information is maintained by the interface engineer agent and kept in
its internal database which is used to adapt personal interfaces. Such features
of interface design as - layout, color, font size, speed, navigation, functionality
and help instructions - are the matter of adjustment and adaptation according
to learner model.

The experimental framework for acquiring this information is supported by
specially designed software system TOPOS [5], which, on the current stage of
the project, is represented by a stand-alone (isolated) program, constituting a
component of the system administrator workbench (see above).

TOPOS is aimed to provide user-friendly interface for all the procedures rela-
ted to psycho-physiological experiments measuring user characteristics together
with some other related data.

Its functionality includes:
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• Management of the database, containing the respondents’ test and personal
data.

• Performing questionnaires.
• Performing game-like non-verbal and indirect (so called ”projective”) tests.
• Performing special test on syllogistic reasoning.

These data are then processed and interpreted in TOPOS with the use of
a Prolog inference engine, which set of built-in predicates is enriched by some
special routines, providing such services as mathematical statistics and database
access (dBase and Paradox). Apart from intelligent analysis of data processing,
this component of the system provides a possibility for the quickly building of
questionnaires for arbitrary domains without programming: the first versions of
TOPOS tests were prototyped using this possibility.

As mentioned before, other agents may request the LM information via inter-
agent communication protocol and then use it in their specific tasks.

5 Subject Domain: The Program Testing

As a subject domain for the first prototype of the DL system IDLE the techno-
logy (and art) of program testing is chosen [11]. Testing is understood here as
a program execution aimed at revealing of errors. This does not mean that ”te-
sted” program (i.e. the program where the given set of tests has not discovered
errors) is totally error-free. The task of tester is to choose a finite set of tests
which maximizes the probability to reveal majority of errors. A test is conside-
red ”good” if it does reveal yet unknown error. Any set of input data and user’s
interactions with the program together with expected output data and program
responses may be considered as a ”test”.

The structure of domain of program testing is as follows:

Fig. 2. The structure of program testing domain
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The functional testing is aimed at revealing of contexts where the program
does not correspond to its specification. The ”white box” strategy supposes the
structure of the program to be known and available for analysis.

6 Conclusion

The described project is in its early stage of development. Currently, different
system components are studied separately. This is referred to, e.g., learner mo-
deling, Internet programming, description of subject domain.

In this project much attention is paid to the learner modeling. This concept
aggregates an abstraction of those user’s features, which both may be measured
automatically [5] and could be represented by a formal model. In contrast to [3]
[6], where the maintaining of user model requires immediate participation of a
human interface engineer, the use of the paradigm of multi-agent systems is ex-
pected to make the role of latter smoother and provide him/her more intelligent
computer-aided support.

The results of the described investigations may help to elucidate some obscure
questions related to different aspects of adaptability of software agents, both in
the meaning of ”agent”-”agent” and ”agent”-”user” interaction.

7 Acknowledgements

Described project is partly supported by the Russian Foundation for Basic Stu-
dies (98-01-000081).

References

1. Brezillon, P.: Building Explanation During Expert-Computer Interaction. Proc. of
East-West International Conference on Human-Computer Interaction EWHCI’92
(1992) 378–385

2. Cattell, R.G.G: Object Data Management. Addison-Wesley (1991)
3. Gavrilova, T., Averbukh, E., Voinov, A.: An Approach to Learning Software Based
on Student Modeling. Lecture Notes in Computer Science N 1108: Third Inter-
national Conference on Computer Aided Learning and Instruction in Science and
Engineering. CALISCE’96, San-Sebastian (1996) 448–450

4. Gavrilova, T., Voinov, A.: Work in Progress: Visual Specification of Knowledge
Bases. 11-th International Conf. On Industrial and Engineering Applications of Ar-
tificial Intelligence and Expert Systems IEA-98-AIE, Spain, Benicassim, Springer
(1998) Vol. 2 717–726

5. Gavrilova, T., Chernigovskaya, T.,Voinov, A.,Udaltsov, S.: Intelligent Development
Tool for Adaptive Courseware on WWW. 4-th International Conference on Compu-
ter Aided Learning and Instruction in Science and Engineering. June 15-17, Chal-
mers University of Technology Goteborg, Sweden (1998) 464–467

6. Gavrilova, T., Voinov, A.: Adaptive Interface Design and Scenario Control via User
Modeling. In: Preprints of IFAC/IFIP/IFORS/IEA Symposium on Analysis, Design
and Evaluation of Man-Machine Systems, MMS’95. MIT, Cambridge (1995) 535–
540.



Learner-Model Approach 449

7. Goel, A. , Barber, K.S.: The Classification and Specification of a Domain Indepen-
dent Agent Architecture. 11-th International Conf. On Industrial and Engineering
Applications of Artificial Intelligence and Expert Systems IEA-98-AIE, Spain, Be-
nicassim, Springer (1998) Vol. 1 568–576

8. van Harmelin: REFLECT project. ESPRIT Tech.Rep (1992)
9. Johanssen, G.: Design of Intelligent Human-Machine Interfaces. Proc. 3rd IEEE
International Workshop on Robot and Human Communications, Nagoya (1994) 97–
114

10. Kaas, R.: Student Modeling in Intelligent Tutoring Systems - Implications for User
Modeling. In: User Models in Dialog Systems. USA (1989)

11. Myers, G.: The Art of Program Testing. Addison-Wesley Publishing Company
(1980)

12. O’Hare, G., Jennings, N.: eds. Foundations of Distributed Artificial Intelligence.
Sixth-Generation Computer Technology Series. Branko Soucek, Series Editor. John
Wiley & Sons (1996)

13. Parodi, G., Ponta, D., Scapolla, A.M., Taini, M.: Cooperative and Distance Lear-
ning in Electronics Using Internet. In: Lecture Notes in Computer Science N 1108:
Third International Conference on Computer Aided Learning and Instruction in
Science and Engineering CALISCE’96, San-Sebastian, Spain, Springer-Verlag (1996)
213–219

14. Rich, E.: Users are Individuals: Individualizing User Models. Int. Journal of Man-
Machine Studies, 3, No.18 (1983) 23–46

15. Shoham, Y.: Agent-oriented Programming. Artificial Intelligence, vol. 60 (1993)
51–92

16. Staniford, G., Paton, R.: Simulating Animal Societies with Adaptive Communica-
ting Agents. In: Wooldridge M. Jennings N.R. (eds) Intelligent Agents - Theories,
Architectures, and Languages. Lecture Notes in Artificial Intelligence Volume 890.
Springer-Verlag (1995)

17. Takaoka, R., Okamoto, T.: An Intelligent Programming Supporting Environment
based on Agent Model. IEICE Trans. INF. & SYST., vol. E80-D, No. 2 February
(1997)

18. Wagner, E.: A System Ergonomics Design Methodology HCI Development. Proc.
of East-West International Conference on Human-Computer Interaction EWHCI’92
(1992) 388–407

19. Weiss, G., Sen, S.: eds. Adaption And Learning In: Multi-Agent Systems. Springer-
Verlag, Lecture Notes in Artificial Intelligence, Volume 1042. (1996) 238–245



I. Imam et al. (Eds.): IEA/AIE-99, LNAI 1611, pp. 450-459, 1999.
© Springer-Verlag Berlin Heidelberg 1999

A Multi-agent Solution for Advanced Call Centers

Bernhard Bauer
Siemens Corporate Technology, Munich, Germany

bernhard.bauer@mchp.siemens.de

Cornel Klein
Siemens I & C Networks, Munich, Germany
cornel.klein@icn.siemens.de

Abstract. In the past few years, call centers have been introduced with great
success by many service-oriented enterprises such as banks and insurance
companies. It is expected that this growth will continue in the future and that
call centers will be improved by adding new functionality and by embedding
call centers better into the workflow of a company. In this paper we show how
agent technology can help to realize these goals. Agent-based approaches are
becoming more and more mature for applications distributed over networks,
supporting (dynamic) workflow and integrating systems and services of
different vendors. We show by a typical example of a call center, the call center
of a car rental agency, what the deficiencies of current call centers are and how
agents can help to improve this situation.

1 Introduction

Over the last years, many customer-oriented enterprises (e.g. insurance companies,
banks, mail order shops,...) have introduced call centers. Call centers are currently
applied to domains like hot lines, tele-marketing, helpdesks, information services, mail
order centers and advice services. The huge annual growth rates in this market field
can only be continued if today’s call centers are extended from simple transaction-
oriented call handling systems to interactive, multi-medial customer oriented
communication systems, embedded tightly into the workflows of enterprises.

During the seventies, structured programming was the dominating paradigm. The
eighties were the decade of object orientation with data encapsulation and inheritance
of behavior. Agent oriented software development is the paradigm of today. Compared
to objects, agents are active by executing one or more internal threads. The activeness
of agents is based on their internal states which include goals and conditions implying
the execution of defined tasks. While objects need control from outside to execute
their methods, agents know the conditions and intended effects of their actions by
themselves and hence take responsibility of their needs. Furthermore, agents do not
only act on their own but in cooperation with other agents. Multi-agent systems are a
kind of social community of which the members depend on each other though acting
individually on behalf of their users.
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In this paper, we show how agents can be used to build advanced solutions for call
centers. We will show how agents can solve the challenges of today’s call centers,
which among others are the integration of new multi-media communication
techniques, the support of business processes, customer-specific services and the
integration of legacy systems.

The remainder of this paper is structured as follows: First, agent technology is
presented. Second, the car rental agency “Happy Driver” is introduced, representing a
typical scenario for the application of call centers. For “Happy Driver”, we sketch the
existing call center solution and discuss its deficiencies. We design an agent based
solution and use a simple scenario which shows how agents can solve the above
mentioned challenges. Finally, we conclude and point out future work.

2 Agent Technology

Software agents are an innovative technology for the efficient realization of complex,
distributed and highly interactive heterogeneous application systems. Software agents
are software components which are characterized by autonomy (to act on their own),
re-activity (to process external events), pro-activity (to reach goals), cooperation (to
efficiently and effectively solve tasks), adaptation (to learn by experience) and
mobility (migration to new places). On the one side agents must be specialized for the
individual demands of their users to be used with minimal effort, on the other side
they must communicate with other agents and external components in order to use or
modify global relationships, see e.g. [3; 8; 11; 12].

Messages between agents must satisfy standardized communicative (speech) acts
which define the type and the content of the messages (agent communication language
(ACL) [3]) The order of exchanging messages of a certain type is fixed in protocols
according to the relation of agents or the intention of the communication. For example,
a PROPOSE message opens a negotiation process and ACCEPT or REJECT
terminates it. A negotiation process is useful in equal opportunity scenarios like
meeting scheduling [3].

Each agent maintains a model of its world, representing its current view of its
environment. The goal of an agent is represented as a formula over the states of the
world model, which should hold at some time in the future. The goal can either be
described by a user, by an event of the surrounding or by another agent. Activating a
new goal the agent starts a planning phase in order to calculate a plan from the actual
state to the goal state within the states of the world model. Such a planning can be
performed either by an agent itself or in combination with other agents. The deduction
algorithm use heuristics. A planning component can be implemented e.g. using
constraints and constraint handling rules (CHR), see e.g. [5; 6; 7], on topics of
planning see [13] and the referred links. Such planning strategies can be used to
schedule the dynamic workflow within a call center and the connected infrastructure
of the company.
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Multi-agent systems require an appropriate adaptation to changing environment and
to dynamic demands of customers. Learning techniques are well suited for the
adaptation of single agents and whole multi-agent systems, especially user profiles and
preferences can be learned by an agent, see e.g. [4; 9; 10].  Learning the predilection
of a customer leads to a content customer. The contentment of a customer is a main
issue of call centers, since it is many times harder to acquire new customers than to
hold existing customers.

3 Example: Car Rental Agency ”Happy Driver”

From the point of view of an enterprise, the main motivation for introducing a call
center is to provide an organizational unit which supports communication intensive
business processes.  As such, a call center is the externally visible ”interface”  to
customers of modern service oriented companies, and hence has to be designed with
great care.

The functions which are supported by today’s call centers are: Automatic call
distribution (ACD) - Incoming calls are distributed to human agents. Automatic call
handling - Components such as automatic voice generation devices or voice
recognition devices make it possible to handle some calls automatically. Computer-
Telephony Integration (CTI) - provides additional support for the human call center
agents. For instance, it is possible to dial automatically a phone number by clicking
with the mouse on a telephone number on the screen.

As a typical example for the use of call centers, we introduce the example of a car
rental agency. This example is used in the sequel to sketch an agent based call center
solution and to highlight its benefits. Although our example is focused on a special
case – the car rental agency ”Happy Driver” – we believe that the presented scenario
can easily be adapted to other applications of call centers.

3.1 Current Situation

The car rental agency ”Happy Driver” rents cars to private persons and to business
travelers. It has branches in 50 locations in the nation. ”Happy Driver” currently
operates a centralized call center, which is accessible via the nationwide 0800-
HAPPY-DRIVER number. In this centralized call center, 24 hours/day, incoming calls
are automatically distributed up to 30 human agents which handle requests for
information and for the reservation of cars. After the car has been picked up by the
customer, the local branches are responsible for communicating with the customer,
e.g. in case of a car accident or the modification of a rental contract. For this reason,
the telephone number of the branch office is handed out to the customer when the car
is delivered.



A Multi-agent Solution for Advanced Call Centers 453

The current solution has some severe disadvantages concerning the functionality.
We highlight the following:

Integration of new media types: The integration with new multi-media
communication techniques such as the WWW, FAX and SMS is very weak. The
operation of the web server is currently outsourced to an internet service provider
(ISP). A reservation originating in the WWW currently generates a FAX message,
which is sent to the call center, where the reservation request is handled manually. In
particular, online confirmations of reservations are not possible.

Workflow support: As an additional service, ”Happy Driver” delivers the rented
cars directly to their customers home or office. Also, the cars can be returned this way.
Field staff is used to drive the cars both between clients and branch offices as well as
between branch offices and service centers (e.g. car wash, car maintenance, gas station
etc.). The travel schedules and travel routes of the field staff are currently planned
manually by a human dispatcher. As a result, it is not always possible to tell a calling
customer immediately when and whether a car can be delivered to a certain
place/time. Instead, the human call center agent has to call manually the dispatcher
(who may be busy talking via mobile phone with the field staff) whether a certain
delivery is possible. Conversely, in case the delivery is not possible due to some
unforeseen condition (e.g. car accident), the customer is often neither informed about
this problem nor are alternative solutions searched for pro-actively. In addition, field
staff cannot always be reached by mobile phone due to a limited coverage of the
mobile phone network.

Customer care: Customers calling the call center are treated the same way,
independently whether they are first-time customers or whether they are regular
business customers. However, the management of ”Happy Driver” decided to pursue a
more customer-oriented and aggressive marketing model. For instance, depending on
customer profile, car availability and available reservations, regular business
customers are always upgraded to a higher-class car when possible. Moreover, for
these customers a specialized and simplified reservation process is envisaged, which
can only be made by specially trained human call center agents. On the other hand,
available low-end cars should be rented to private persons at discount rates in order to
increase the utilization of the fleet.

Integration of legacy systems: Information systems of business partners are
currently not integrated into the existing infrastructure. For instance, it is desirable that
fees for gas refill can automatically be billed to the respective customer or that bills
for car repair are automatically be forwarded to the customer or the insurance
company.

Finding the right human call center agent:  The current call center solution are
mainly designed to deal with simple tasks such as reservations and requests for
information. For that reason, one kind of human call center agent, which has been
trained in a one week seminar, was sufficient. However, in order for improved
customer satisfaction a more advanced scheme might be desirable. For instance,
premium customers should be identified by their calling number and connected
directly and immediately to a dedicated human call center agent. Moreover, qualified
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help in case of accidents should be available immediately, depending on the car type
and the accident location.

Besides its limited functionality, the current call center solution also is not very
economic:

Expensive centralized call center: The centralized call center requires a
dedicated office. Moreover, in order to guarantee fast reaction time to incoming calls
of customers, a sufficient amount of call center staff has to be available 24 hours/day.
On the other hand, in the branch offices there is enough space for call center
workplaces, and there is also available staff. Therefore a distributed call center is
desirable.

Lack of automation: The increasing use of the WWW interface leads to a severe
and unnecessary overload of the call center staff due to the manual handling of
reservations from the WWW.

Insufficient support of business processes: The business process of one-way
rents, where the car is returned at a different branch office, is not supported
sufficiently. Since car reservation and car maintenance are made on a per-branch-
office basis, cars have to be returned to their home branch office after a one-way rent
by field staff. For this reason, one way rents can only be offered quite expensively to
customers.

These disadvantages already indicate that software agents can be an ideal approach for
an improved call center solution. In particular, we expect that an agent-based approach
should be selected for developing a call center, since the following properties are
satisfied by the call center scenario which can nicely be dealt with by a multi-agent
system: distribution, co-ordination and communication, mobility, robustness and non-
stop operation.

Viewing the above-mentioned general challenges of today’s call centers and the
particular disadvantages of the current solution of ”Happy Driver”, we expect that
agent technology offers the following benefits:

Integration of new media types: As mentioned above future call centers have to
support many new communication techniques (e.g. e-mail, FAX, SMS...) besides
simple telephone calls. Nevertheless, independently of the used communication media,
communicative acts may have the same meaning, and hence these communicative acts
can be mapped to a internal SW agent language abstracting from the concrete syntax
of the input.  SW agent wrappers can be used for that purpose, mapping from the
concrete input (e.g. an incoming e-mail message) to agent communication language
and vice versa. In the case of “Happy Driver”, a web interface can be an additional
access mechanism to the call center.

Workflow support: Using the planning component of agents, dynamic workflow
can easily be modeled by multi-agent system, see [1]. Distributed planning leads to a
more sophisticated scheduling than the centralized approaches of today’s workflow
systems. Workflow can be optimized by negotiation between the SW agents about
their capabilities and resources. Especially the data component can be taken into
account. Moreover, learning techniques can be applied in order to derive estimations
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about the necessary time to perform certain tasks. This knowledge can be used as a
working hypothesis for planning future workflows.

Integration of legacy software: Again the notion of agent wrapper helps to
integrate components from business partners (e.g. from car maintenance companies)
and of existing parts (e.g. the existing CTI system, the existing ACD system). More
examples are facilities for speech recognition, e-mail gateways, web servers etc.
Having components with the same supported functionality those SW agent wrappers
can use the same communication language while talking to other call center agents.

Customer care: ”know your customer” - learning techniques can be applied to
learn the behavior of individual customers and of the customer behavior as a whole.
The learned knowledge can be used to achieve more satisfied customers and to
optimize the utilization of the car fleet.

In the following subsections we describe first of all the physical architecture, second
the logical architecture, i.e. the agent architecture, and we finish this chapter with
some scenarios of our agent based call center example.

3.2 Physical Architecture

The physical architecture (Fig.1) consists of the following components:

Customers

public network

Call Center Office

Company IT
System

Service
Department

Call Center Office

Call Center Office

LAN / WAN

LAN / WAN

LAN / WAN

LAN / WAN

- rent a car
- extend rental
- problems
- pure information
- complaint
- ...

- billing
- reservation
- customer db
- human agent db
- ...

- car washing
- service checks
- ...

Mobile
Field
Staff

- delivery service
- pick-up service
- car repair
- car maintenance
-

Fig. 1. Physical architecture of “Happy Driver”

� The customers of “Happy Driver”;
� The field staff of “Happy Driver” and the associated human agents.
� Several physically distributed call center sites, involving both branch offices as well

as teleworking sites;
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� Additional sites, such as the field staff center, the car wash- and maintenance
facilities etc.;

� Existing systems, such as the reservation & billing system as well as a web server.

The components belonging to ”Happy Driver” are connected by LAN/WAN
technology for data communication as well as by a fixed and wireless telephone
network for voice communication. The data communication system and the telephone
system are integrated with usual CTI technology, e.g. telephone calls can be initiated
and terminated under control of the data system.

3.3 Logical Architecture

On top of the physical architecture of the previous section we can now define the
logical architecture, i.e. the agent architecture, for the call center of ”Happy Driver”
(Fig. 2.)

humans

stationary
SW-agent

customer

msg-dispatch-agent

service-agents

human
service
agent

mobile
SW-agent

customer-agents

field-staff-agent

mobile
human
field
staff

Call Center Office Mobile Field Staff

IT Department

IT Dept agent-wrappers

IT-SW

access-agent phoneaccess-agent web

car-agents

customer agent

Fig. 2. Logical architecture of the call center of “Happy Driver”

The different kinds of software agents in this architecture have been introduced in
order to solve the following tasks:

� A customer may contact the call center via different communication media. One
example is a simple telephone call, where voice-announcements are used for
output to the customer and touch tones or speech-recognition is used for customer
input. Another example is world-wide web access.  Access agents such as access-
agent-web and access-agent-phone convert the incoming messages into a
standardized internal format for inter-agent communication. This allows it to
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easily accommodate new communication media in the future. The other way
round, these access agents provide facilities to send messages to customers. For
instance, they may interface with an SMS gateway, an e-mail gateway or a FAX
modem.  Moreover, they may also establish telephone calls to customers.

� The message-dispatch-agent is responsible for dispatching incoming calls and
web requests to dedicated service agents. For that reason, it first tries to identify
the requested service and/or to identify the calling customer. After this, it
forwards all incoming messages to the respective service agent. Moreover, it also
creates a customer agent, based on the customer profile in the customer database.
In the opposite direction, the message-dispatch-agent knows the communication
channel which can be used to reach a particular customer, e.g. via telephone,
wire-less communication or WWW.

� Depending on the incoming requests the best fitting service agent available at the
moment for the problem is chosen. This is performed by negotiation of the SW
agents depending on the service descriptions of the service agents, the capabilities
of software agents, the availability of human service agents and the customers
preferences. The service agents may be distributed over several call center offices
and also include tele-workers at home, thus making a fully distributed call center
possible. The goal of service agents is to make customers happy while at the same
time maximizing the profit of the company.

� For each customer a customer agent exists knowing the data of a customer and
especially his/her preferences to optimally process the belongings of him/her.
Moreover, he maintains also data which is relevant for identifying customers, e.g.
their telephone number or email address. Customer agents are responsible for
pursuing the interest of customers. For instance, they proactively interact with
field-staff agents in order to plan for a timely delivery of cars. Moreover, the
customer agent maintains all states belonging to a particular communication
session, e.g. during a telephone call. This allows to pass information already
communicated by the customer to the call center between the different service
agents. Note that customer agents are mobile. They are sent to hand-held mobile
devices of field staff in order to support their work in order to allow field staff to
work even if no online connection to the agent system is available.

� For each car a car agent exists, maintaining all knowledge about the car and
pursuing the interests of the car. These include reservations for the car and other
constraints (e.g. necessary maintenance times etc.).

� Several agent-wrappers are used to interface with legacy IT systems and to
support the call center application, e.g. by providing persistent storage.

3.3 Example Scenario

We now demonstrate the benefits of our solution by means of a simple scenario:

� Customer Joe calls the 0800-HAPPY-DRIVER number. The call setup message is
forwarded via a legacy wrapper from the existing CTI system to access-agent-
phone, which passes it to a message-dispatch-agent. Based on the phone number
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of  the calling party, it is determined that Joe is a premium business customer.
Message-dispatch-agent  generates a new customer agent with the information
stored in the database being accessible via IT-system-wrapper and searches for a
suitable service-agent for premium customers. The appropriate human agent
“Jacky” is found and the message-dispatch-agent requests the CTI system to
forward the call to Jacky.

� Joe tells Jacky that he wants to make a one-way rent over the weekend from (A-
City, December 1st) to (B-City, December 3th) with a low-budget car. Jacky enters
the data into the according service-agent, which in turn sends the reservation to
the appropriate customer-agent.

� The customer-agent is responsible for pursuing the goals of the customer. As
such, it immediately makes a reservation at the car-agent of Car A. After the
reservation has been confirmed, the information is propagated to the
corresponding service-agent, which passes it to Joe. The telephone call ends.

� Another customer, Paul, wants to make a reservation from (B-City, December 4th)
to (C-City, December 24th). Since it is planned that Car A is at B-City on
December 4th, Car A is reserved.

� Since Joe is a premium business customer,  some service-agent proactively
checks whether a higher-class car can be delivered to Joe as well. Because there
are sufficient higher-class cars in A-City  for the weekend, it seems to be possible
to give Joe SportsCar B. However, the re-negotiation with Car A fails, because
this way Car A would not be available in B-City on December 4th.

� For that reason, customer-agent Paul is asked to take another car or to take
SportsCar B. Customer-agent Paul negotiates with service agents and other car-
agents. Finally, some other car is found which suites Paul’s needs. Paul is not
allowed to take SportsCar B, because the business policy does only allow
premium customers to get such cars for three weeks.

� The pro-active planning of the field staff activities allows to deliver SportsCar B
to Joe’s office on the evening of November 30th, directly from the maintenance
center. Joe is happy, because he gets a better car as he had paid for.

4 Conclusions and Prospective

We have shown that agents are a promising technology for the implementation of
advanced call center solutions. It will be applied to the software within a call center, to
connect existing SW of the IT department, to schedule the dynamic workflow of the
call center and its surrounding, to adapt the customers predilections and to coordinate
the mobile service staff. This guarantees customers to receive high quality support for
their requests. The call centers provides all customers, human agents and mobile staff
with sufficient information at any place and any time. This call center scenario will be
able to reduce the waiting times and wrong processing of customer requests  by
optimal scheduling and consideration of customers’ preferences and staffs’ behavior.
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Call center providers get new means to advertise their services and to catch customers.
We are well aware that we have presented a high-level view of an advanced call

center. For a concrete implementation, the given model has to be refined. An example
where certain aspects of an agent-based call center are described in more detail can be
found in [2]. It is planned to prototypically implement such a call center with different
access-media and mobile devices. Especially with learning customer preferences and
with dynamic workflow scheduling the tasks of the (human) service agents can be
efficiently supported.
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Abstract. This paper presents the architecture of a multiagent system for the
problem of emergency management in floods. The complexity and distributed
nature of the knowledge involved in this problem makes very appropriate the
use of the multiagent technology to achieve adequate levels of robustness and
flexibility for maintenance. The paper describes the types of agents defined to
reason about the river basin behavior and the types of agents defined to make
decisions about control and protection. According to this organization, three
methods have been defined for social interaction: (1) an interaction method for
prediction based on the water propagation, (2) a second method for a distributed
decision about hydraulic control actions on reservoirs based on the principle of
homogeneity of risk levels and (3) a last method for decision about civil
protection based on the concept of social revenue.

1   Introduction

The possibilities of the new technologies for data sensoring and communications
makes feasible to get on real time the information on rainfall, water levels and flows
in river channels to monitor a flood emergency situation. In Spain there is an
investment program aiming to install this type of equipment in the main river basins
(SAIH, Spanish acronym for Automatic System of Hydrology Information).
However, receiving a large amount of detailed data flow (every 5 minutes data of 150
sensors in a typical watershed) requires an intelligent interface able to translate the
data flow to a conceptual framework close enough to the professional ideas required
by the responsible persons.

To meet this objective, a system is now on course of development capable, first, to
identify what is happening in terms of the relevant problematic events to be detected
and their corresponding diagnosis, second, to predict what may happen in the short
term assuming that the current state of control is maintained, third, to recommend
possible plans of decisions acting on the causes of the detected problems and, fourth,
to predict what will happen if the recommended plans or some variants for them are
applied.
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Environment, Spain.
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Given that the SAIH program will develop several of such systems it is important
that reusability of software be considered so an effort is required in designing a model
system where modules responsible of solving general problems such as event
detection, behavior simulation, etc. be adaptive and, hence, reused.

Also, given the extensions of the river basins it is impossible to install initially
definitive versions of the systems because data available about the physical features
of the river and reservoir systems are very unequally distributed (there are areas very
well known and others not). This leads to use an open structure such as the knowledge
based one where the results of experimentation may allow to modify the knowledge
contents accordingly.

Autonomy of the models is required to ensure a good maintenance policy for
extension of the system because if an additional part of the model is to be introduced
a module responsible for this part may be created and integrated without need of
modification of the rest of the architecture.

All these circumstances lead to an intelligent, knowledge based agent architecture
where the main functions of problem detection, reservoir management, water
resources behavior and civil protection resources management are concentrated in
specialized agents integrated by relations of physical behavior and multiplan
generation for flood problems management.

This paper presents an overview of the system architecture and the interaction
model where two specific utility function laws for emergence management, the risk
level of reservoirs and the social revenue for civil protection, are used as a basis for
the model of interaction.

2   The User-System Interaction for Flood Management

An intelligent interface has been designed where the user may ask basic questions
such as:

- what is happening to identify which are the active events in every moment,

Figure 1: Screen example of the user interface presented by the SAIDA system.
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- what may happen if no decisions are taken modifying the current state of
control to know the possible evolution of the problems detected. what to do
to get recommendations of plans of actions on the causes of the problems
detected.

- what may happen if the proposed plans are put in operation with additional
variants proposed by the operator.

Currently, it is being developing a software system, called SAIDA, that
implements this type of interaction. Figure 1 shows an example of the user interface
presented by this system, where, at the top, the main set of basic types of questions
are presented to the operator.

3   The Multiagent Architecture

To obtain the answers defined by the previous user-system interaction, an architecture
of multiagents specialized in the different problems to solve will be implemented.

Two main types of agents have been designed:
* Hydraulic agents are responsible to give answers about the behavior of the
following physical phenomena: the rainfall, the runoff produced by the rainfall
incidence in the land, the concentration of the runoff in the main river channel, the
reservoir operation receiving input flows from the different tributary channels and the
flow in the lower levels on the river where overflow is produced creating the flooding
problems is to be simulated.

The knowledge of the hydraulic agents is defined at two levels of abstraction:
- There is a synthetic level where the simulation function is described by a

bayesian network relating in a cause effect structure probabilities of input
states, internal states and output states representing the behavior of a
component along the time lag required by the internal process.

- There is a detailed level where the behavior is modeled by a simulator
generating for a case of the input flow distribution a time series of internal
states and output states with a greater detail than the one presented by the
network.

The synthetic level is useful to infer probabilities of effects values based on
probabilities of cause values. However, if the user requires to understand a detailed
simulator of a sample case compatible with the cause values assumed in the bayesian
inference the deep level model will provide a detailed simulation.
* Management agents, responsible of the decisions for the river basin management.
This type of agents include:

- Problem detection agents, responsible to detect possible patterns of problems
on course and to ask the reservoir agents to modify their discharge policy by
guaranteeing limits of flow upstream the potentially damaged areas. When
the flow control in reservoirs makes unfeasible to suppress the flood risk,
this type of agent asks for resources of civil protection to the corresponding
agents.

- Reservoir management agents, which embody criteria for exploitation
strategy as will be detailed later with capacity for autonomous reaction to the
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reservoir situation (i.e. if too much inflow is produced the agent may get
conscious of the need to open the spill for increasing discharge values
according with its knowledge).

- Civil protection resources agents, responsible to provide with resources of
different types according to the demands of the problem detection agents.

To structure the communication between agents, a model is built based on two
layers:

- Hydraulic layer. Including dependence influences between hydraulic agents
corresponding to the water flow relationships (for instance, there is a
dependence in a reservoir of the tributary rivers providing input flows).

- Decision layer. Including dependence influence between decision agents
corresponding to water resources risk management. For instance, a
problematic area depends on the reservoirs for upstream water control and on
the protection civil centers providing general services such as manpower and
transport for population evacuation and protection.

Between both layers, agents can communicate according to their local needs.
Thus, when decision agents (such as problem detection agents or reservoir
management agents) need to know an estimation about the future behaviour of the
river at a certain location, taking into account specific tentative hypotheses of external
actions, they send the corresponding messages to the hydraulic agents that are
responsible of simulating the physical behaviour.

The general features of the model are summarized in the figure 2.

Figure 2: General structure of the agent based model
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- Problem prediction. The objective of this interaction is to detect and predict
the presence of problems.

- Reservoir management. This model must produce downstream limits in the
discharge of every reservoir to contribute to avoid or to alleviate flood
problems.

- Civil protection resources management (transport units, manpower for
defense works, hospital places, ...) to the different problem areas.

4.1   Social Interaction for Problem Prediction

Local problem detection agents are responsible of detecting and predicting potential
problems at specific locations of the river basin. For this purpose they receive input
data from sensors, analyses them and, when a particular agent identifies a potential
dangerous scenario, it asks for a prediction of behaviour to the corresponding
hydraulic agents. Once, the problem detection agent receives the prediction from
hydraulic agents, it interprets the information to conclude the level of severity of the
future problem.

In order to predict the behaviour of the river, each type of hydraulic agent is
specialized in simulating a local physical phenomena (rainfall, runoff, etc.). A
particular model includes several instances of hydraulic agents. The social interaction
between hydraulic agents is necessary to propagate downstream the prediction. This
process starts with a particular hydraulic agent (e.g., an agent whose goal is to predict
the water level of the river at a certain location), motivated by an external stimulus
(for example, the operator or another agent). Then, this agent tries to apply its specific
knowledge for prediction. As presented, this prediction can be performed at two
levels of abstraction: synthetic or detailed. If this agent does not have information
about the upstream river, then it looks for the immediate neighbour agents that can
provide this information. Then, the agent sends messages to those upstream agents,
that are further propagated until terminal agents. Finally, the agent waits for the
upstream information and, then, simulates it local physical phenomena to produce as a
result the required prediction. Figure 3 summarizes the social interaction method for
problem prediction.

1. All problem detection agents evaluate the current situation.
Agents that do not detect the presence of problems are
deactivated.

2. Problem detection agents that identify a dangerous potential
situation send messages to the corresponding hydraulic agents
asking for a prediction of behaviour.

3. Hydraulic agents send messages recursively to upstream hydraulic
agents asking for their local predictions. Answers are generated
recursively to downstream agents.

4. Hydraulic agents respond to problem detection agents with the
future behaviour.

5. Problem detection agents evaluate the future behaviour to
conclude the level of severity of future problems.

Figure 3: Social interaction method for problem prediction.
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4.2   Social Interaction for Reservoir Management

Once local problem detection agents are conscious of the existence of future problems
they ask for limiting the water flow upstream their areas location. In general, different
problem detection agents may ask for a limitation to the same reservoir, so the
reservoirs must adapt their discharge policy to try not to exceed several limits.

The reservoir management is stated as follows. First, an ordered set of limit values
established by each problem detection agent is associated to the different points
upstream the problematic areas in the river channel network. Then, the problem to be
solved for reservoir management is to keep to some extent the resulting discharge at
these points below the given limits. Thus, the reservoir discharge must be  below the
maximum limit but, if this is not possible, below the lower limits of the given set. So
the final answer will be which limits are guaranteed and which ones are impossible to
maintain.

The problem may require to plan the discharge policy of a single agent (case 1) or
a set of reservoir single agents converging in the point where the limits are proposed
(case 2). It may happen that a chain of reservoir agents be conditioned by the limit
(case 3) of, finally, it may happen that several chains converge in L (case 4).

Obviously, this is the most general case for local relations between reservoirs,
connected in parallel or series, converging on a limit point. It exists the more general
one where different branches converge (case 5) but this case is to be considered when
limits are imposed at the end of the converging branches (L1, L2, ...).

To describe the general method, first the isolated agent strategy criteria is
presented and, later, its integration to deal with the more complex cases is analyzed. It
is assumed that the discharge decision in an agent is based on the evaluation of its risk
level R, which is represented with a numerical value between 0 and 1. The risk level
is defined as a function of the ratio between the decrease of safety volume I and the
safety volume S.

R  =  f( I / S)
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L
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The decrease of safety volume I is defined as:

I = 0 when U – D + C < V
I = U  – D + C – V when U – D + C > V

where U is the upstream in flow volume, D the discharge, C is the initial volume of
the reservoir and V is the objective volume2. The safety volume S, then, is defined as
difference between the total volume T of the reservoir and the objective volume V,  S
= T – V. For instance, consider an example where the upstream volume U and the
discharge D for the next four hours are respectively U = 3.5 Hm3 and D = 1.2 Hm3,
the current volume of the reservoir is C = 13.2 Hm3, the total volume T = 17 Hm3 and
the objective volume is V = 14 Hm3. Then, the decrease of safety volume is I = 3.5 –
1.2 + 13.2 – 14 = 1.5 Hm3 and the safety volume is S = 17 – 14 = 3 Hm3. Therefore,
the ratio I/S = 1.5/3 =  0.5.

Figure 4 shows two possible displays of the function f. Both have risk level values
1 for I values greater or equal to S but one is more optimistic than the other in the
sense that in one of the versions, the risk R grows below the relation I / S and, in the
other one, grows above this relation. Besides this mathematical definition of these
concepts, a realistic model can include a symbolic knowledge base relating the risk
level values with the I / S values, where it may be possible to introduce also the
influence of the time of the year and other qualitative aspects.

The social law regulating reservoir management is that cooperative reservoirs
must operate at similar risk levels so a model to infer the agent acceptable discharge
for a single reservoir management agent may be built based on the acceptable range
of risk levels: a default value Rdef, assumed when no conditions are imposed, and an
upper value Rmax maximum acceptable value. This maximum value may be either a
prefixed constant value or, in order to balance the situation of the reservoir and the
downstream problem, it may be deduced according to the severity of that problem by
using a specific knowledge base.

Figure 4: Two possible functions for the evaluation of the risk level R.

Given the safety volume S value and known the upstream volume U, it is possible
to relate the risk level Ri for every discharge Di as:

 Ri = f ( (U – Di) / S )

According to this relation, the minimum value of Di, Dmin, corresponds to Ri = Rdef

and the maximum value of Di, Dmax, corresponds to Ri = Rmax. A request for a limitation

                                                          
2 that may be defined as the maximum acceptable volume.
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of discharge from a downstream problem can be satisfied when the required limit L is
Dmin ≤ L ≤ Dmax.

To deal with the case of multiple reservoirs, as stated in the general law of
cooperation, it is required to keep an homogeneous risk level among all the reservoir
management agents so an individual agent must accept to increase its risk level if the
other "cooperating colleagues" accept also to increase. If there is a request of
limitation L from a downstream problem, the objective is to determine a set of
discharge values Dk along every converging river such that:

Condition 1: The sum of the discharges Dk for all the reservoirs
immediately upstream the problem must be less than the limit L (unless
all the risk levels of the upstream reservoirs are in the upper limit risk
level):

Condition 2:  The sum of  the discharges Dk of the reservoirs
immediately upstream the location of the problem, to avoid unnecessary
discharges, must be close enough to the limit L (where α is a predefined
constant between 0 and 1 close to 1, for instance α=0.85):

The procedure to attain this solution is based on a method that increases or
decreases step by step the risk level of reservoirs, following the social rule that all the
reservoirs must have similar risk levels.

1. Problem detection agents send to all reservoir management agents
upstream the location of the problem a message asking for a
limitation of discharge L. This messages are sent by turn
following the social norm that upstream agents start first.

2. Each reservoir management agent computes the current discharge
Dmin according the default risk level Rdef or the current risk
level R.

3. If condition 1 is not satisfied, one of the reservoir management
agents increases its risk level R := R + ∆R, and computes its
new discharge value Dk. To select the agent to increase the risk
level, the following social norms are applied: (1) the next
reservoir to increase the risk level is the reservoir with
lowest risk level, and (2) if all reservoirs have the same risk
level, they increase their risk all together. If condition 2 is
not satisfied, the agent searches for an appropriate value of R
following a dicotomic strategy (dividing ∆R by 2, decreasing the
risk levels by ∆R and restarting the process).

4. Step 3 is repeated until condition 1 is satisfied.

5. Step 2-3-4 are repeated until all problems have been considered.

Figure 5: Social interaction method for reservoir management.
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The case where several limits are imposed along the axis of the river as a result of
the demand generated by local detection agents may be managed by integration of this
case of single limit by considering the limit satisfaction from upstream to downstream
so once the problem is solved by a set of discharges in a set of reservoirs for a limit
upstream these reservoirs enter to contribute to the solution on a position downstream
with the initial values of discharge and risk level that solve the problems upstream.
The current discharge values may be decreased, if the risk level increase is acceptable,
to meet the conditions in the points downstream. Figure 5 summarizes the method for
reservoir management.

4.3   Social Interaction for Civil Protection

If the social law for reservoir agents was the delivery of the required services with a
mostly homogeneous minimum risk, the social law for resource allocation in civil
protection, is to maximize the social revenue in terms of an uniform social risk unit
concept integrating the perspective of the local agent suffering the damage and the
resource owner aiming to an adequate balance of the resources allocation.

The following definitions allow to obtain a reasonable solution. A local detection
agent requires civil protection resources to help in a damage situation where risk may
be evaluated using a qualitative scale, for instance, <low1, low2, average, high1, high2>
and where the size may be evaluated in terms of the units requiring the use of
resources (for instance, if a local dam is to be done if a number of persons is to be
evaluated, the number of persons, if an area is to be isolated the square meters,
measure, etc.). A composed measure can be considered summarizing both the size and
risk level in an agent:

risk level of damage, number of units => local social revenue units

A simple example of this, could be to apply to the number of units a factor
associated to the risk level, so for instance if the factors depending on risk level are
<1, 1.50, 1.75, 2, 2.5> if there are 20 persons in high risk level 50 social revenue units
are to be computed, 2.5 x 20.

Every agent for civil protection has a priority list regarding the areas of problems
in such a way that a damage in city A is more relevant that a damage in an agricultural
area B. According to this model a hierarchy of factors is associated to the levels of
priority of resource allocation agent in such a way that the local detection agent A has
a factor of 1.5 and local detection agent B has a factor of 1.8.

According to the previous concepts the resource allocation is performed by
predefined slices of the available stock of resources. Every slice is assigned by
computing for every demanding agent a definitive social value resulting from
combining:

local social revenue, resource social value => definitive social value

For instance, if the available resources are 60 units and the slices are 3 at the
current moment 20 should be assigned, if three agents ask for 12, 8, 10 units with
respective local social revenues 20, 24, 12 and the resource social values 1.5, 1.20, 1,
the definitive social values (assuming factors 30/12, 28.8/8, 12/10) are 2.5, 3,6, 1.2.
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Then, 8 units will be allocated to the second agent, 12 units to the first agent and no
resources will be allocated to the third agent.

The assignment via slices of total resources is conceived to ensure adaptivity to
the evolution of the emergency situation. For instance, it may happen that the third
agent damage situation in the next hour evolves in the bad sense so the local social
value of intervention grows to 30 which if the other values remain the same will
produce a new assignment of the second slice with 8 units to the second agent, 10
units to the third agent and 2 units to the first agent.

1. Problem detection agents send to the corresponding civil
protection agents a message asking for certain resources.

2. Every civil protection agent selects the next problem detection
agent to be considered and, then, assigns the corresponding
resources according to (1) availability of resources and (2) the
social value. The selection process is based on a local priority
model.

3. Step 2 is repeated until all problems have been considered.

4. Steps 1-2-3 are repeated for each time slice.

 Figure 5: Social interaction method for civil protection.

5   Conclusions

A brief description of an agent based architecture for the problem of flood emergency
management where improvements have been produced with respect to previous
approaches, [1], [2], [3], [4], in the aspects of a model design, reuse and maintenance.
Also two social interaction models have been designed based in two general social
utility criteria, the risk level in reservoirs and social revenue for resource allocation,
which may generate a distributed model of intelligent operation acceptable enough for
emergency managers which, given the knowledge based internal architecture of
agents, may get explanations of the system proposals.
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Abstract.  The need for responsive, flexible agents is pervasive in the electronic
commerce environment due to its complex, dynamic nature.  Two critical
aspects of agent capabilities are the ability to (1) classify agent behaviors
according to autonomy level, and (2) adapt problem-solving roles to various
situations during system operation.  Sensible Agents, capable of Dynamic
Adaptive Autonomy, have been developed to address these issues.  A Sensible
Agent’s “autonomy level” constitutes a description of the agent’s problem-
solving role with respect to a particular goal.  Problem-solving roles are defined
along a spectrum of autonomy ranging from command-driven, to consensus, to
locally autonomous/master.  Dynamic Adaptive Autonomy allows Sensible
Agents to change autonomy levels during system operation to meet the needs of
a particular problem-solving situation.  This paper provides an overview of the
Sensible Agent Testbed and provides examples showing how this testbed can be
used to simulate agent-based problem solving in electronic-commerce
environments.

1 Introduction

Electronic markets are inherently complex and dynamic.  These characteristics create
many challenges for the automation of electronic-market tasks such as matchmaking,
product aggregation, and price discovery [1].  The use of agent-based systems offers
significant benefits to an electronic market through adaptable automated or semi-
automated problem-solving and distribution of control and processing [13].  However,
simply applying the agent-based paradigm to electronic market problems may not be
enough to address the real-time demands of these systems.  Agent-based systems
operating in the electronic market domain are subject to dynamic situational changes
across many dimensions: (1) certainty of information held by an agent or acquired by
an agent (e.g. speculation about future trends in supply and demand), (2) resource
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accessibility for a particular agent (e.g. money, products), (3) goal constraints for
multiple goals (e.g. deadlines for goal completion, goal priorities), and (4)
environmental states (e.g. cpu cycles, communication bandwidth).
As a result, electronic markets require agent-based problem solving to be flexible and
tolerant of faulty information, equipment, and communication links.  This research
uses Sensible Agent-based systems to extend agent capabilities in dynamic and
complex environments [2].  Sensible Agents achieve these qualities by representing
and manipulating the interaction frameworks in which they plan.
Agent interactions for planning can be defined along a spectrum of agent autonomy as
shown in Fig. 1.  An agent’s level of autonomy for a goal specifies the interaction
framework in which that goal is planned.  Although autonomy is traditionally
interpreted as an agent’s freedom from human intervention, this extended concept of
autonomy refers to an agent’s degree of freedom with respect to other agents.

An agent’s autonomy
increases from left to right.
Agents may, in theory,
operate at any point along the
spectrum.  Current research
on Sensible Agents focuses
on the three discrete, labeled
autonomy level categories
that define the endpoints and

midpoint: (1) Command-driven— the agent does not plan and must obey orders given
by a master agent, (2) Consensus— the agent works as a team member, sharing
planning decisions equally with other agents, and (3) Locally Autonomous/Master—
the agent plans alone and may or may not give orders to other agents.
Agents can be designed to operate at a single level of autonomy if (1) the application
is simple, (2) the designer correctly predicts the types of problems agents will face,
and (3) the environmental context and problem types remain constant.  However, for
complex applications in dynamic environments, the appropriate level of autonomy
may depend on the agent’s current situation.  A Sensible Agent maintains solution
quality in dynamic environments by using a technique called Dynamic Adaptive
Autonomy (DAA).  DAA allows a Sensible Agent to modify a goal’s autonomy level
during system operation.  The process through which an agent chooses the most
appropriate autonomy level is called autonomy reasoning.

2 Related Work

The organizational structure of agent-based systems, which is the coordination
framework in which agents work to achieve system goals, has been the subject of
much research over the past few decades [11;15;18].  One overall goal of multi-agent-
systems research is adaptive self-configuration: allowing agents to reason about and
change their organizational structure.  Most self-organizing systems rely on a fixed
number of explicit, predefined agent behaviors [6;10].  Others are based on adapting

SPECTRUM OF AUTONOMY

Command-
driven Consensus

Locally
Autonomous /

Master

Fig. 1. The Autonomy Spectrum
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application-specific roles that agents can play during problem solving [7].  Sensible
Agents use DAA, which allows run-time definition and adaptation of application-
independent problem-solving roles.
Multi-agent researchers use simulation environments to test algorithms and
representations.  Existing simulation environments include: DVMT (now DRESUN)
[12], and MACE [5].  Unfortunately, most of these testbeds do not support distributed
heterogeneous computing environments.  Additionally, these simulation environments
are not designed to support third-party researcher usage.

3 Sensible Agent Architecture

As defined for this research, an “agent” is a system component that works with other
system components to perform some function. Generally, agents have the ability to act
and perceive at some level; they communicate with one another; they attempt to
achieve particular goals and/or perform particular tasks; and they maintain an implicit
or explicit model of their own state and the state of their world.  In addition, Sensible
Agents have many other capabilities supported by the Sensible Agent architecture
shown in Fig. 2.  Each Sensible Agent consists of four major modules:
� The Perspective Modeler (PM) contains the agent’s explicit model of its local

(subjective) viewpoint of the world.  The overall model includes the behavioral,
declarative, and intentional models of the self-agent (the agent who’s perspective is
being used), other agents, and the environment.  The PM interprets internal and
external events and changes its models accordingly.  The degree of uncertainty is
modeled for each piece of information.  Other modules within the self-agent can
access the PM for necessary information.

� The Autonomy Reasoner (AR) determines the appropriate autonomy level for each
of the self agent’s goals, assigns an autonomy level to each goal, and reports
autonomy-level constraints to other modules in the self-agent.  The AR handles all

autonomy level transitions and
requests for transition made by other
agents.

� The Action Planner (AP) interprets
domain-specific goals, plans to
achieve these goals, and executes the
generated plans.  Domain-specific
problem solving information,
strategies, and heuristics are
contained inside this module.  The
AP interacts with the environment
and other agents, and draws
information from all other modules in
the self-agent.

� The Conflict Resolution Advisor
(CRA) identifies, classifies, and

SYSTEM MODEL

Interaction with other
system agents

Interaction with
the Environment

Autonomy
Requests

Perception of
Environment and
external agents

SENSIBLE AGENT

ACTION
PLANNER

PERSPECTIVE
MODELER

AUTONOMY
REASONER

CONFLICT
RESOLUTION

ADVISOR

Fig. 2. The Sensible Agent Architecture.
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generates possible solutions for conflicts occurring between the self-agent and other
agents.  The CRA monitors the AP and PM to identify conflicts.  Once a conflict is
detected, it classifies the conflict and offers resolution suggestions to the AP.

Since the AP has the only domain-specific implementation requirements, the other
modules and Sensible Agent technology can be applied to many different problems.

4 Testbed Design

Accurate simulation of complex domains requires an environment that handles
complex modeling issues and produces reasonable visual and numerical output.  The
Sensible Agent Testbed provides an environment for running repeatable Sensible
Agent experiments.  The wide range of functionality and implementation languages
for each module requires a multi-platform and multi-language testbed environment.
The current implementation allows integration of C++, Java, Lisp, and ModSIM
implementations on Solaris, WindowsNT, and Linux platforms.  Figure 3 illustrates
how the different modules and the environment simulator are implemented as
CORBAÇ objects that communicate through the Xerox Inter-Language Unification
(ILU) distributed object environment [19].
The Common Object Request Broker Architecture (CORBAÇ) standard allows the use
of the Interface Definition Language (IDLÉ) to formally define the interactions among
agents and their modules. IDLÉ permits Sensible Agent development in an language-
independent manner and facilitates parallel research initiatives within this framework.
The Internet Inter-Orb Protocol (IIOPÉ) standard makes it possible to connect the
simulation to external ORBsÉ [14] to further enhance extensibility.
The far right of Fig. 3 shows how intra-agent communication occurs without loading
the inter-agent communication medium.  Fig 4 shows a logical view of these
communication pathways.  The Sensible Agent System Interface (SASI) provides a

single handle that other Sensible
Agents and the environment can use
for messaging and naming.  The
separation of the user interface from
other agent functionality (the far left
of Fig. 3) allows data collection and
simulation viewing without local
access to the greater computing
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power needed by the individual agents and
modules.

5 Example and Scenario

The following section describes an example of
how a Sensible Agent-based electronic market
system could operate.  This example is intended
only to demonstrate the capabilities of Sensible
Agents in a simple electronic market.  Agents are
assumed to have a mechanism for posting and reviewing trades.  Human buyers and
sellers are assumed to register their goals with agents.  The two primary objectives
are:

� BUY {product specification} for {monetary specification}
� SELL {product specification} for {monetary specification}

The term “{product specification}” represents a variable that allows buyers to
describe their needs and sellers to describe their offerings.  Product specifications in
this example consist of conjunctions and disjunctions of functional descriptions.
Functional descriptions have been shortened to item names, as shown in Fig. 5.  The
term “{monetary specification}” describes how much a buyer will pay, or how much a
seller will sell for.
The following is based on a sample Sensible Agent scenario in this domain.  Buyers
and sellers are interested in personal computer components.  Fig. 5 shows the various
package and item names that all the agents in the system understand.  This scenario
focuses on buyers: Agent 1 and Agent 2, and seller: Agent 3.  Agent 1 wants to buy
Pkg.B for $500, and Agent 2 wants Pkg.C for $500.  Agent 3 offers Pkg.A for $1100,
Pkg.B for $600, and Pkg.C for $600.
Agent 1 and Agent 2 form a consensus group to work on their goals.  They decide to
buy Pkg.A and split it.  However, their combined purchasing power of $1000 conflicts
with Agent 3’s offering price of $1100.  After
some negotiation, Agent 3 is convinced to lower
its price for Pkg.A to $1000.  Pkg.A is purchased
and split between Agent 1 and Agent 2.  The
details of this scenario are given below.

5.1 Goal Trees

Agents plan from AND/OR goal trees, which
represent the agents’ alternatives.  The
goal/subgoal relationship reflects a task-reduction
planning paradigm.  The goal tree displayed in
Fig. 6 describes the options available to the agent
in buying a product.  The goal templates in this

Packages / Bundles Items
CPU

Motherboard
Hard drive

Pkg.B

Memory
Case

Monitor
Keyboard

Pkg.A

Pkg.C

Mouse

Fig. 5. Component Package Names

Fig. 6. Sensible Agent Goal Tree
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goal tree are instantiated by agents in this system.  The items in curly braces, “{}”,
identify those variables which must be instantiated in order to begin planning for a
goal.
In this electronic market the goal to buy a product can be split up through bundling or
unbundling by the customer.  Customer bundling aggregates the purchase of two
products into a single product that satisfies the higher level “buy” goal.  Customer
unbundling extracts a portion of a purchased product to satisfy the higher level goal
and adds a sell goal to remove the excess components of the purchased product.  The
goal tree for the “sell” top-level goal exactly mirrors that for the “buy” top-level goal.
Suppliers can aggregate products to sell as a package or disaggregate a product to sell
as component pieces.  These goal trees are recursive, because lower level goals are
additional instances of top-level goals.  The “transact” goal allows agents to terminate
the recursion and carry out the trade.  After performing this action, the owners of the
respective objects are switched.

5.2 Autonomy Reasoner

In this example domain, Sensible Agents have multiple factors to consider when
selecting an autonomy level for a particular goal.  For example, a buyer agent may
find a seller whose product is just what it was looking for.  In this case, it may choose
locally autonomous for its “buy” goal.  On the other hand, it may not be able to find
the exact item it is looking for.  However, some sellers may offer a bundle that
includes the desired item.  This situation may prompt a buyer agent to enter an
autonomy agreement with some other buyers who want the other parts of the bundle.
Similarly, seller agents may form an autonomy group to sell their products as a
bundle.  Since money is involved, it is important for agents to be in the planning group
for any multi-agent agreements they form.  Therefore, in this domain,
master/command-driven autonomy groups would not be seen as frequently consensus
autonomy groups.  However, master/command-driven agreements may still be more
attractive under some circumstances.  For example, communication bandwidth may be
insufficient for negotiation, a mechanism often used in consensus groups to reach
agreement.
Sensible Agents use their communication abilities for allocation of goals, negotiating
Autonomy Level Agreements (ALA), and general information passing.  Sensible
Agents currently use a protocol based on the Contract Net Protocol [16] for allocating
goals and planning responsibility through ALAs.  A contract negotiation begins with a
contract announcement, followed by bids from interested agents.  The announcing
agent makes a decision and awards the contract to one of the bidders.

5.3 Perspective Modeler

An agent’s behaviors are determined by its internal states and external events as well
as system and local goals. An agent’s understanding of the external world is built from
its interpretations of the states, events, and goals of other agents and the environment.
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A Sensible Agent must be able to perceive, appreciate, understand, and demonstrate
cognizant behavior. Both behavioral and declarative knowledge are used by an agent
to understand itself, other agents, and the environment.  The declarative knowledge in
the Perspective Modeler (PM) consists of a set of attributes for the self-agent and for
other agents.  Behavioral knowledge is modeled by Extended Statecharts (ESCs) [17]
a derivative of Statecharts [9] with respect to temporal and hierarchical extensions.
A Sensible Agent represents the goals it has chosen to pursue in an Intended Goals
Structure (IGS).  The IGS differs from a goal tree.  The goal tree contains templates
for candidate goals, which have not been accepted by any agent.  On the other hand,
the IGS is an agent’s representation of the actual goals it intends to achieve as well as
any additional goals for which it must plan (external goals, intended by other agents).
For a formal definition of agent intention, see [4].  The IGS contains AND-only
compositions of these goals and therefore does not represent alternative solutions or
future planning strategies.
The example IGS Viewer in Fig. 7 shows that autonomy levels are assigned to each
goal in an agent’s IGS.  These autonomy assignments are classified in each goal’s
label as locally autonomous (LA), consensus (CN), command-driven (CD), or master
(M).  Fig. 7 shows Agent 2’s IGS as it appears at the end of the trading scenario.  It’s
own top-level goal, “Buy Pkg.C for 500,” has been combined with Agent 1’s goal,
“Buy Pkg.B for 500,” in a consensus agreement.  This goal element (an individual
entry in an agent’s IGS) has been highlighted, and details about its autonomy
assignment appear in the right-hand panel.  Agent 2 uses the identifying number “0”
for this goal element and has allocated 10 planning resource units toward achieving
the goals.  Both Agents 1 and 2 are planning (in consensus).  Agent 2 identifies its
intended goal, “Buy Pkg.C for 500,” using the numerical identifier “1”.  Agent 2
identifies the goal element in this local model that contains Agent 1’s intended goal,
“Buy Pkg.B for 500,” using the identifier “1-0”, where “1” is Agent 1’s id number and
“0” identifies which goal element in the local model of Agent 1’s IGS contains that
intended goal.  The autonomy assignment information also indicates that the planning
group has authority to allocate sub-goals to either Agent 1 or Agent 2.  Agent 2 has

“COMPLETE” commitment to its goal of
“Buy Pkg.C for 500,” which means it
cannot give up the goal.  Agent 2 has
“LOW” commitment to the consensus
autonomy agreement with Agent 1, which
means Agent 2 can dissolve this
agreement without penalty.  Finally, the
independence level assigned for this
planning group is “NONE,” which means
that Agents 1 and 2 are planning with the
most restrictive set of social laws
available.
Agents 1 and 2 determine that Agent 2
should perform “Customer Unbundling”
in order to achieve the top-level consensusFig. 7. Intended Goals Structure for Agent 2
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goal.  Agent 2 is locally autonomous for this goal, and decides it should purchase
Pkg.A for 1000 and then sell Pkg.B to Agent 1 (keeping Pkg.C for itself).  Agent 2 and
Agent 3 agree to perform the trade for Pkg.A, and then Agent 2 and Agent 1 agree on
the Pkg.B transaction.

5.4 Action Planner

After the AR has assigned an autonomy level for a particular goal, the Action Planner
(AP) performs the problem solving calculations.  The AP is designed to hold multiple
problem solving strategies and select the most appropriate for each goal.  Currently,
the AP uses a two staged planning methodology to (1) improve coordination among
agents through the use of autonomy levels, and (2) leverage previous work in the
planning field as applied to various domains [3].
The first stage consists of a hierarchical planner, which differentiates between those
activities that are critical to success and those that are replaceable details.  This stage
builds the IGS through the selection of subgoals.  The second stage provides an
interface to plug in a domain specific planner.  For each goal in the IGS that can be
solved directly, this stage creates a plan by selecting the appropriate actions to
execute.  Autonomy levels are used as a selection aid for both stages [3].
In the electronic market, an agent may hold a goal element containing goals to buy
Pkg.B for itself and goals from other agents to buy Pkg.C.  The planning agent may
then choose to instantiate a consumer unbundling goal.  Underneath the consumer
unbundling goal the AP could choose to Buy Pkg.A for the combined money from the
parent goals.  The components of Pkg.A are redistributed among the agents using the
sell goal template.  An instantiation of the transact goal is used to purchase Pkg.A.
The second stage planner searches for a supplier that sells Pkg.A and performs the
transaction.  Planning by suppliers will operate in a similar manner.  The AR may
implement different ALAs for any of the instantiated goals, leading to more complex
behavior.  The Conflict Resolution Advisor (CRA) is used to check for inconsistencies
in the IGS or plan.

5.5 Conflict Resolution Advisor

A Sensible Agent can dynamically select a suitable conflict resolution strategy
according to (1) the nature of conflict (i.e. goal, plan or belief conflict), (2) the agent’s
social roles (represented by its autonomy levels), and (3) its solution preferences.
Utility is used for decision making, which is the total weighted utility value of a
specific solution for its attributes (see [8] for details of definition and calculation of
utility based on autonomy level). In addition to evaluating potential solutions, agents
should also use certain indices of utility (e.g. effectiveness, performance, and agent
and system properties) to evaluate available CR strategies.
There are three kinds of decision-making styles that agents can make by tuning the
weight factors: (1) CR strategies are selected after preferred potential solutions --
preferred solutions are the most important targets, (2) CR strategies are selected before
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preferred potential solutions -- the solutions will be the natural results of applying
specific CR strategies, and (3) balanced consideration between preferred solutions and
CR strategies.

6 Conclusions and Future Work

Electronic commerce environments are complex and dynamic in nature.  Because
system designers cannot predict every possible run-time situation, approaches to
automating electronic market systems must be adaptive and flexible.  Dynamic
Adaptive Autonomy (DAA) is a technique that allows software agents to modify their
planning interaction frameworks at run-time.  Sensible Agents, capable of DAA,
provide agent-based systems that are both adaptive and flexible.  This paper has
demonstrated one possible application of Sensible Agents to electronic markets
through an example system description and scenario.
The Sensible Agent Testbed currently provides a set of functionality that greatly
facilitates further work on each of the Sensible Agents modules.  Future work for the
Action Planner module includes enhancing existing planners to take advantage of
DAA.  The Autonomy Reasoner module’s task of selecting the optimal planning
framework in which to plan is critical to the future development of Sensible Agent-
based systems.  Currently, we are investigating techniques of reinforcement learning
and case-based reasoning for this task.  Future work for the PM module includes
incorporating more advanced reasoning capabilities and continuation of work on ESC
knowledge representation to model uncertainty and time.  The communication
capabilities of Sensible Agents will soon be extended to include a variety of
negotiation protocols, and the ability to reason about which communication protocol to
use in various situations.
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Abstract. Railway traffic is not always being controlled optimally. Using the
current approach the Dutch Railways can only use up to 70% of the capacity of
the infrastructure and adjustments often lead to delays. It has been investigated
whether the use of distributed multi-agent traffic control can enlarge the use of
the capacity of the infrastructure, improve the ability to make adjustments when
disturbances occur and reduce delays. It seems that the approach is successful in
reducing delays. More important, however,  is that when delays occur, travelers
are less bothered by the delays, because their interests are taken into account
when adjustments are made.

1 Introduction

The Railned BV company is responsible for the capacity management and the railway
safety within the Dutch Railways. For environmental and economical reasons, railway
transport, for both passengers and cargo, is stimulated by the government. Increasing
numbers of passengers and the growing need for cargo transport force the Railways to
investigate possibilities to make more efficient use of the infrastructure, while
maintaining safety and high quality. These last two requirements are particularly
difficult to satisfy. An increasing amount of traffic using the same infrastructure will
require a more advanced way of ensuring the safety, because trains will have to be
allowed to get closer to each other than they are allowed now (in the current situation,
only one train is allowed at a time in a certain, relatively large, area). More traffic will
also require a better anticipation on disturbances. In the current situation only a
percentage of the maximum capacity of the infrastructure is used and the rest is used
to anticipate on (minor) disturbances. When a higher percentage of the capacity is
used, there is a need for a ‘smarter’  way to anticipate on the disturbances. In order to
be able to consider alternative approaches Centre of Excellence CIBIT has been asked
to explore the possibilities to optimize both railway traffic control and railway
capacity, using innovative techniques and to investigate in what way information
technology (IT) can contribute to optimization of the current process of traffic control
and the technologies in which to invest for the next millennium.
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2 Problem Description

In the current situation traffic control is determined way ahead. Of course time-tables
should be available to the public, but times of arrival at points between the starting
point of a train and its destination(s) as well as the train’s speed aren’t relevant to the
public. Nevertheless, even these details are scheduled in advance. As long as
everything goes as planned this system works perfectly. But, of course, in real life not
everything goes as planned. There may be technical problems, more travelers than
estimated, causing a train to make longer stops, drivers may be late, accidents may
happen etc. All these disturbances together cause delays and make travelers miss their
connecting trains. To avoid this as much as possible, adjustments to the initial traffic
plans have to be made. This is very difficult, because adjustments can influence other
plans, which will then have to be adjusted as well etc. To make a necessary amount of
adjustments possible, today only 70% of the capacity of the infrastructure is used
when making the initial plans. Apart from this, for security reasons, only one train at a
time is allowed in a certain (predefined) area. This is also one of the causes of
suboptimal use of the infrastructure. Because of the earlier mentioned increasing
number of travelers (people are encouraged to travel by train instead of causing traffic
jams going by car) and the growing amount of railway-cargo, there is a need to use the
infrastructure more efficiently. If a better approach to anticipate on disturbances
would be used, delays will be reduced, offering better service to the public. At the
same time, using this approach, it may be possible to use a higher percentage of the
infrastructure’s capacity.

3 The Multi-agent Perspective

Centre of Excellence CIBIT has developed a model and a prototype for distributed
real-time traffic control, based on multi-agent concepts. In this model centralized
traffic control is minimized. Instead, most traffic control is carried out by the trains
and elements of the infrastructure, such as platforms, crossings and points. The trains
and elements of the infrastructure are autonomous agents, which communicate with
each other, and try to reach their own goals. Only the different runs to make are
planned in advance. The details of the traffic control within each run aren’t fixed, but
are determined by negotiation between the agents.

3.1 The Agents

The model for distributed real-time traffic is focussed on the infrastructure level. On
the infrastructure level two concepts play an important role:

� Infrastructure points (elementary points in the railway infrastructure:
crossings, platforms and sections)

� Trains
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These concepts are chosen to act as agents, because they are the concepts on the
lowest possible level to which responsibilities can be allocated. By choosing this low
level, the system works as distributed as possible, where agents only have to pursue
their own goals, using their own information or communicate with others to obtain
information about them. The information needed to make decisions and to keep the
other agents informed is situated at agent level. For example, trains know best about
their situation, location and speed and therefore are best suited to make an estimated
time of arrival. Platforms, however, have all the information about which trains should
pass or stop. Therefore, they are held responsible for the detection of conflicts. So, in
the model developed, each of these concepts is implemented an autonomous agent,
each having its own primary goals to achieve and its own knowledge to achieve these
goals. In the following sections each agent is described in more detail.

3.2 Perspective of a Train Agent

The goal of the trains is to minimize delays for its passengers both in terms of time as
well as in terms of experienced annoyance. In trying to arrive on time, it will close
contracts with the infrastructure points about the time it is allowed to pass the
infrastructure point. When a train starts a particular run it receives a list of the infra
points it will have to pass. For each infra point the train will pass, it makes an estimate
of its time of arrival. The train calculates how much time it will need to get
somewhere by its:

� maximum speed
� ability to accelerate
� length and load of the train (especially important for cargo trains)
� fitness (age and state of maintenance)

The train will then communicate its estimated time of arrival to the infra points with a
certain amount of uncertainty to compensate for possible disturbances. The
distribution communicated to the points includes an estimated time of arrival as well
as an earliest and latest time of arrival. After each interval (6 sec.) the train checks
whether its predictions are still valid or new estimates have to be made, because of:

� good luck (e.g. ‘wind in the back’)
� bad luck (disturbances occurred)
� severe incidents (cow on rails)
� a more accurate estimate can be given (the train is closer to the point, and therefore

can give a more precise estimation about its arrival time)

In this way, the infra points are always informed of up-to-date information about the
times of arrival of the trains that will be passing the point in the future. All contracts
together form a plan for the train to travel to its destination point. The train will adhere
to this plan, unless it receives a message from an infra point with an alternative plan.
Such messages are sent when a problem has to be solved. Solving problems will be
covered in more detail in section 4.
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Fig. 1.  Estimate of time of arrival a train sends to an infra point.

3.3 Perspective of an Infrastructure Point Agent

The primary goal of the infrastructure elements is, of course, to ensure safety. A
secondary goal, however, is to make optimal use of the infrastructure capacity. When
an infra point receives the estimate from a train it compares this with the (earlier
received) estimates of the other trains that are going to pass. It checks whether safety
requirements are met. Whenever two or more trains estimate to arrive at
approximately the same time a conflict is detected that must be solved in order to
guarantee safety.

Fig. 2. Estimates of times of arrival from three trains; two overlapping
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Detection of conflict To predict the change of a conflict to occur, the infra point
calculates the amount of overlap between the estimates. The chance is calculated by
determining the area of the intersection between the two (normally distributed)
predictions. In this process safe margins between trains are taken into account. For
example: there should be a certain amount of time between two trains passing a
crossing or a platform. This amount of time is different for different infra points and
differs also for passing trains, arriving trains and leaving trains.

Acceptable versus non acceptable risks Whenever the infra point detects a conflict it
will decide whether the risks are acceptable if the conflict is not solved. Two factors
are taken into account making this decision: a predefined threshold and the amount of
uncertainty involved. The threshold value is introduced to exclude risks that are very
unlikely to occur. In the simulation model a threshold value of 35% has proved to be
acceptable. Whenever the chance of an accident to occur happens to be smaller than
this threshold, the conflict will not be solved (unless the probability of a collision
increases later on). The uncertainty value is introduced to exclude the solving of
conflicts detected on base of very uncertain data. When the trains involved in the
conflict at infra point X  have to travel a relative long distance to point X, their
estimates will have a large standard deviation, indicating the amount of uncertainty.
On their way to the point a lot of events can occur. The standard deviations are taken
into account when detecting the conflict. Whenever the conflict is detected based on
large standard deviations, the conflict will not be solved immediately. The assumption
is that the conflict will probably be solved later on by infra points earlier on track.  If
these points will not solve the conflict, the conflict will eventually be solved by point
X in the future, because this point will receive (more accurate) updates of the
estimates whenever the trains are closer to the point.

4 Solving a Problem

As explained earlier, infra points are aware of the trains on a track. Each infra point
receives estimates from each train passing the point. These estimates are always up-to-
date and valid for a period of 6 seconds. Based on this information, the infra points
will detect possible conflicts. Whenever a infra point receives new or updated
estimates, it will detect possible conflicts and will decide if these conflicts are
acceptable (for the time being) or not. When more than one non acceptable conflict is
detected, it will rank those conflicts by probability of occurrence. Every 6 seconds
each infra point has the chance to solve the most severe conflict.

Infra point proposes a plan to the trains involved in the conflict A conflict
detected at an infra point always involves two or more trains. These trains have
predicted to arrive at the same time (or at least: too close to eachother). For a selected
non-acceptable conflict, the infra point will make up one or more plans to solve the
problem. These alternative plans imply modified times of arrival for involved trains.
For each plan the trains involved will receive a notification of the infra point of the
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plan, asking for the consequences of arriving earlier or later at a time specified in the
plan.

Fig. 3. Two trains on one track arriving too close together at a point

It is possible that a train receives more than one plan in the context of the same
conflict (each having a different proposal for the arriving time). In figure 3  two trains
(“3.02”, “9.02”) are involved and the point can not change their order of arrival. In
figure 4 the point can change the order of the trains. In this case there will be two
plans. Plan 1 is asking “3.02” to arrive later at the point than “9.02”, plan 2 is asking
“9.02” to arrive later than “3.02”. Of course more than two trains can be involved,
resulting in  combinations of these plans made by the infra point.

Fig. 4. Two trains on different tracks arriving too close together at a point

Train determines consequences of a proposed plan Whenever a train receives a
plan from some infra point, it will propagate the effect of the plan and calculate the
costs. A plan includes a proposal for a new arriving time at a point. If this new
arriving time is later than the time the train had planned itself, this implies that the
train has to reduce speed at the track leading to the point. This mean it will also arrive
later at the points following the particular point. When evaluating a plan it will
estimate the new time of arrival at each platform following the point in case the plan is
accepted.

Virtual costs for delays at a platform The costs of a plan (for a particular train) are
determined by adding the cost of each delay at a platform following the point. In
calculating the cost not only the time of delay is involved, but also the impact that
delay will have on the level of quality experienced by the customers (passengers or
cargo-clients). In determining the level of quality, the following aspects are taken into
account:

� priority of trains (InterCity, EuroCity, Cargo,...)
� number of passengers getting of the train (known statistics)
� number of passengers that will miss their connection (and the extra time they’ll

have to wait until the next train)
� kind of passengers (number of regular customers with reduction cards and number

of incidental customers with full-price tickets)
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� in case of cargo transport: price one is willing to pay for the transport (similar with
EMS services: paying for guaranteed arrival times)

� annoyance factor (how many times has this train lost negotiations)

The cost of a plan is the cumulated cost of all trains involved in the plan The infra
point initiating a plan will receive from each train involved the cost of the plan for that
particular train. The cumulation of the costs of the individual trains will result in the
total cost of the entire plan. The infra point will then choose the plan with the lowest
cost. This will be communicated to the trains, making this plan the new plan. Every 6
seconds the infrastructure commits to follow the current plan.

A plan can cause follow up conflicts Solving conflicts like those described before
seems to be a straight-forward procedure. In practice however initiating a plan may
cause other conflicts at other points. In the evaluation of the plan these follow-up
conflicts are also taken into account. This consequence means that each agent must be
able to build up and maintain it’s own belief system in which hypothetical plans can
be evaluated and (partially) be redrawn.

Handling exponential complexity Plans causing other conflicts may cause a situation
in which problems can not be solved due to the exponential complexity of the problem
solving method. In the model this problem has been tackled in the following ways:

� By taking uncertainty into account by solving follow-up conflicts, problem solving
can be reduced to a local area.

� Trains are given autonomy to decide to commit to a plan without always evaluating
them. Statistically, a train knows the margin it has in terms of time to give away at
the beginning of its route.

5 Simulation Evaluation

The model has been tested by building a simulator. The section Arnhem-Utrecht of the
Dutch rail net has been implemented in a prototype.  Figure 5 shows the situation at
Arnhem. The simulator supports extension of the model (to cover a larger area or to
add functionality) and serves as an instrument to evaluate this alternative means of
traffic control. To be able to compare the alternative approach with the current
approach, the current situation has been implemented as well. Therefore, it wasn’t
only possible to test the alternative approach and to see what happened in different
circumstances, but also made it possible to get statistical results from the simulation.
As can be seen in figure 6, compared to the current approach, delays are reduced using
the alternative approach. The alternative approach, however,  has limited means to
make adjustments in trying to solve very long delays (e.g. it has no ability to make
diversions). The improvements made by the alternative approach are even more clear
in figure 7, which shows the differences of ‘costs’, this is amount of annoyance to the
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Fig. 5. The interface of the simulator: the situation at Arnhem. In the circles two (different kind
of) trains are depicted. The color indicates what kind of train it represents.
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Fig. 6. Difference in mean delays between current and alternative situation
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customer, by the different delays. These ‘costs’ are significantly lower using the
alternative approach.
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Fig. 7. Difference in costs of the delays between current and alternative situation

6 Discussion

The alternative model of traffic control has a some advantages. Though sometimes
central control is still needed (e.g. to decide when a certain train service has to be
canceled), most decisions will be made at a lower level: solutions can be offered and
decisions can be made in a distributed manner. The results of the simulation show that
the mean duration of short delays can be reduced by 25%. Although long delays are
less easy to solve, the travelers are less bothered by these delays, because connections
with other trains are being preserved by attaching priorities. The average virtual costs
(annoyance experienced by customers) is reduced by 40%, independent of the average
delay. In this way, the quality of the service experienced by the passengers will
increase dramatically. Additional functionality can make the approach even more
powerful. If the system of using strict time tables would be exchanged for an ‘metro
like’ system, where there is no strict time table, but a guarantee that every few minutes
a train comes by, more advantage can be taken of the strength of this approach. Also,
when the model would be extended and agents would be allowed to make diversions,
the approach may prove to be even more efficient than it is right now. To make the
model useful for a larger area and to be able to make diversions which have an impact
on a large area, it might be necessary to create some kind of ‘middle management’
agents which represents junctions or railway centres. Compare this ‘middle manage-
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ment’ with the collaborating agents forming ‘holonic agents’ which act in a corporate
way [Bürckert et al.].  As stated in the introduction, growing traffic asks for alternative
ways to optimize transportation. In [Antoniotti et al] semi-automated vehicles driving
on a multiple merge junction highway, where merging and yielding is controlled in a
distributed way. Although the intelligence of these vehicles is concentrated in their
ability to calculate the best way to merge, rather than in communication and
collaboration,  it illustrates that also in other kinds of transport, distributed control can
be used for optimisation.
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Abstract. Ongoing deregulation of energy markets together with emergent In-
formation and Communication Technologies totally changes the business pro-
cesses for utilities. They have to change from selling a commodity such as kWh
to build up new business relations based on user defined added value services.
These topics have been in focus of an international project ISES. We report on
some lessons learned from ISES and future work to guide utilities in the on-
going transformation. We claim that smart communicating equipment on the
electric grid pro-vides important building blocks in creation of future value
added services and products. To emphasise the importance of web-based
technologies, we denote these services and products as eServices and eProducts.

1 Introduction

The three year long ISES project was completed at the end of 1998. ISES stand for
Information/Society/ Energy/Systems and was co-ordinated by the R&D company
EnerSearch AB. The success of the ISES project has been followed up by another
international R&D effort in the form of an international Research Academy of IT in
Energy (www.enersearch.se/).

The key objectives of the ISES project were to investigate the impact on utilities due
to two major forces. Firstly the deregulation of the energy sector, secondly emergent
IT solutions. The deregulation of the energy sector could mean that the utilities face a
transition from having a monopoly of selling a commodity, kWh, to being players in a
highly competitive market with very low profits on the same commodity. Emergent
technologies such as using the electric grid as a communication channel, gave on the
one hand, the utilities a communication network for free. On the other hand, custo-
mers of the utilities could easily go for other suppliers of the commodity unless they
felt that the relation with the old supplier also gave some added value. In short, utili--
ties should aim at getting out of the “kWh trap” by substituting selling a commodity
with providing added-value services to the customer. Of course, this change of busi-
ness strategies is much easier to say than to do.

The paper is organized as follows. First we paint a broad picture of a current set of
application areas in the next section, Section 2. The following two sections, Section 3
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and Section 4, give a review and summary of the ISES project backing up our state-
ments in Section 2.  In Section 5 we return to the issues put forward in Section 2 and
describe a common framework for these applications. The paper ends with a section
on some conclusions.

2 The Big Picture: Challenges and Common Infrastructures

A modern post industrial society, such as Sweden, faces at least the following three
challenges:

• Efficient and environmental friendly creation and use of energy.
• Making more efficient and better products by adding suitable functionalities.
• Create safe, secure and trusted care at homes for elderly and disabled citizens.

The first topic was a focus in the ISES project and we will report some results in
subsequent sections. The second challenge is sometimes phrased as “From kWh to
services” as in the ISES project or as “From refrigerators to selling freezing services”
or  “From heat exchangers to selling heating services” as in a couple of ongoing pro-
jects.  In an aging society we can not longer afford to support an increasing number of
senior citizens in traditional institutions. Furthermore there are social benefits if elder-
ly and handicapped people can remain as long as possible in their properly equipped
homes. In the ISES project we have done a few studies and implementations of
“Smart homes”.

We claim that although these applications are quite different applications they have
very much in common with respect to supporting infrastructure. Basically, this is the
motivation behind the Framework as described in Section 5. Our approach is to imp-
lement selected emerging technologies supporting suitable eServices and eProducts in
the application areas above. As a research group, we are particularly focusing on
agent technologies in these settings.

3 New Business Opportunities: Two-Way Communication between
Utilities and Their Customers

The Information Age is inconceivable without electricity. But, the way in which elect-
ricity is produced and distributed to its billions of customers, will radically change as
a result of the Information Age. Global networks such as the Internet connect people
on a worldwide scale. Local access networks - assuming different forms, from tele-
phone copper, cable TV, wireless, satellite - serve to interconnect people at the level
of local buildings, offices and homes. Today, even the power line can be used to this
end. Emergent radio based access technologies supplement the power line in a trans-
parent net-worked world. So to speak, “smart” industrial and household equipment,
interconnected by networked microprocessors, is itself becoming part of the Infor-



492 R. Gustavsson

mation Society. Wall sockets and home electrical meters will be contact points not
only for electricity, but also for information and communication.

 
 
 

Fig. 1. Through advances in information and communication technology, two-way communi-
cation between the utility and its customers has become possible. As a result, the strategic po-
sition of energy businesses is shifting from pure product delivery (top) to customer-oriented
service offerings (bottom).

These advances in information and communication technology (ICT) coincide with an
on-going process of liberalization and deregulation of the energy and telecom industry
sectors, in Europe and elsewhere, enhancing competition and customer pressure, and
increasing societal demands, such as the concern for our environment. The combina-
tion of these technological, economical and societal factors has a profound influence
on the strategic position of energy utilities. This strategic change, from one-way ener-
gy production orientation to two-way customer oriented service offerings, is visua-
lized in Figure 1.

This transformation poses many challenges and opportunities for new services and
applications, but also raises new questions.  What kind of new applications are enab-
led by advances in ICT technology? How should the underlying business strategies
and concepts be shaped? How will customers react upon new offerings? Here, we will
discuss a specific type of applications of innovative information technology, namely,
how to build new business processes based on smart equipment connected to the
electric grid involving thousands (and more) of industrial and household devices and
appliances.

4 Some Lessons Learned from the ISES Project

The basic model of interaction with a customer in a monopoly situation and in the
case of a commodity is basically as follows. The customer buys the product or service
without any further interest from the supplier. As an example: A customer decides
that he/she wants to buy electricity from a utility. The utility responds by setting up a
meter at the customer site and delivers the needed power. The customer then gets a
bill referring to the amount of consumed kWh as well as tariffs and other rather tech-
nical information. Furthermore the bill is often based on predictions of consumption
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which makes it difficult to have a clear picture of the potentials of for instance energy
saving or avoidance of expensive peaks in the consumption.

Having this in mind, it is quite clear that a first mean to create a better interaction with
the customer is to design and implement a suitable form of an Interactive Bill. As a
matter of fact this was also a first attempt in the ISES project to investigate interaction
between customers and utilities, [4]. However, the attempt did not become a fullfled-
ged prototype mainly for three reasons. Firstly, it turned out that the infrastructure,
that is a sufficient smart meter at the customer site allowing a bi-directional commu-
nication was not in place in time to set up a real pilot study. However, the meter func-
tioned excellent as a remote metering device meaning that the local power distributor
had real-time access to a database containing a complete and automatic updated his-
tory of power consumption at individual meters in the test. The second reason, or obs-
tacle, was at that time we did not have a clear picture of the factual content or of the
presentation style of the Interactive Bill. Thirdly, it turned out that the local power
distributor did not have a clear view of how to handle the billing in the new situation.
Issues such as security and trust in electronic information exchange were not properly
understood at that time. However, the lessons learned highly influence our mindset of
future models of interactions between customers and service providers, Section 5.

4.1 Load Balancing as a New Business Opportunity: A Society of HomeBots

As an attempt to create a first win-win business opportunity between utilities and their
customers we focused on Load balancing on the electric grid. The challenge of effi-
ciently managing the total energy system is easy to state. At each and every point in
time and space, energy delivery through the production and distribution network must
exactly match the wide variety of energy consumption demands stemming from ext-
remely large numbers of devices and processes of all kinds at the customer side.

One possibility to increase the efficiency of the energy system is to try to manage cus-
tomer equipment so as to reduce the temporal fluctuations in demand (Figure 2, be-
low). As energy consuming devices are known as loads in this context, this is called
load management. The goal of load management is to move demand from expensive
hours to cheaper hours. This reduces costs, curtails energy system over- or under-
capacity, and enhances the utilization degree of investments in existing energy net-
work assets.

As illustrated in Figure 2, energy demand varies depending on the nature of the custo-
mer premises, and it shows big fluctuations over time.
 
The number of loads is several orders of magnitude larger than in current forms of
load management but as we have demonstrated, it is nevertheless possible to imple-
ment efficient load management of this scale, [1] and [8]. The trick is to let smart
equipment manage itself, programmed with the joint goal to find the optimum situa-
tion of energy use.
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Fig. 2. The characteristic daily energy load curve of a residential household. The goal of energy
load management is to move demand from expensive hours to cheaper hours. This reduces
costs and improves the utilization of existing energy production and distribution network assets.

It is now technologically possible that software-equipped communicating devices
“ talk to”, “ negotiate”, “ make decisions” and “co-operate with” one another, over the
low-voltage grid and other media.  We use this concept to achieve distributed load
management in a novel fashion: by a co-operating “society of intelligent devices”
(Figure 3). These software agents we call HomeBots, [1].

 
 
 
 
 
 

 

Fig. 3. Devices are equipped with smart small software programs called agents. These “Home-
Bot” software agents communicate, act and co-operate as representatives assisting the custo-
mer, to achieve goals such as energy load management.

It is the responsibility of each HomeBot agent to make the best use of electricity at the
lowest possible cost. Hence, HomeBot equipment agents must communicate and col-
laborate in order to achieve the desired overall optimum load situation. Equipment
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only becomes smart through co-operation. This is achieved by their working together
on an electronic market. We have by now successfully demonstrated the technical
feasibility of load management implemented as a society of agents using a computa-
tional market as a problem solving method [1]and [8].

4.2 Implementation: Hardware and Software

In order to set up experiments with high-level customer services we have built a test
bed for Smart homes, [3] (Figure 4). Our system is a collection of software agents that
monitor and control an office building in order to provide value added services. The
system uses the existing power lines for communication between the agents and the
electrical devices of the building, i.e., sensors and actuators for lights, heating, venti-
lation, etc. (ARIGO Switch Stations, see www.arigo.de). At our Villa Wega test site,
the interaction with the devices at the hardware level is facilitated by an infrastruc-
ture based on LonWorks technology (www.echelon.com/).

Fig. 4. A snapshot of the GUI that visualizes the state of the Villa Wega building in terms of
temperature, light intensity of the rooms and the persons present in the rooms.

The objectives are both energy saving, and increasing customer satisfaction through
value added services. Energy saving is realized, e.g., by lights being automatically
switched off, and room temperature being lowered in empty rooms. Increased cus-
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tomer satisfaction is realized, e.g., by adapting temperature and light intensity accor-
ding to each person’s personal preferences. Initial results from simulation experiments
of an office and its staff indicate that significant savings, up to 40 per cent, can be
achieved.

Currently, a simulation of the building environment is provided including a simula-
tion of the control panel functionality (Figure 4). Our multi agent system and the in-
terface communicate with the simulated building through the control panel. This de-
sign will simplify the integration of the multi agent system with the actual LonWorks
system of Villa Wega used for load balancing. The only modification necessary con-
cerns the part in the interface that communicates with the control panel.

4.3 Outcomes of the ISES Project

The most important, in this setting, conclusions of the ISES project are:

• Utilities are in general unprepared in how to get out of the ‘kWh trap’ and into
customized added-value services.

• We have demonstrated the technical feasibility of load balancing on the electric
grid utilizing multi agent technologies in the form of smart equipment.

• We have demonstrated the technical feasibility of high-level customer services
based on smart equipment.

These findings are basic blocks in our present and planned activities within the Re-
search Academy on IT in Energy (www.enersearch.se), and related projects as in-
dicated in Section 2 above. The rest of the paper is an outline of those activities.

5 A Framework Supporting eServices and eProducts

We use the terms eService and eProducts to denote the fact that they are web-based in
a sense we will make more precise in the following paragraphs. The shift of business
focus from kWh to value-added customized services is but one example of a trend
which have accelerated due to the evolution of eCommerce. We can now for instance
order customized computers (Dell), dolls (Barbie), cars (BMW) or CDs (cductive) on
the net. Most of these success stories are either due to that there is a well-defined
added value (amazon.com) or a well-known product (barbie.com) on which to build
up the customer value and customer relation. In the case of utilities and kWh the story
is more complicated. The product offered by utilities, kWh, is a commodity with very
low profit in a deregulated market. Furthermore the customers of utilities do not want
to buy kWh per se but want proper functionality of their electric based appliances and
equipment. Lastly, utilities are used to mainly see their customers as ‘loads’ or ‘two
holes in the wall’. These facts are well recognized by the utilities themselves and are
in focus of several R&D activities.
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We strongly believe that a way to build up a customer relation for utilities is by offe-
ring services via smart equipment connected to the electric grid. Having said that, it is
also quite obvious how the customers, such as manufactures, can use this equipment
to improve their productivity. The equipment can also form a base for installing
health care services supporting elderly and handicapped people in their homes.

The current evolution in communication and interconnection capabilities point out
that we very soon will have technical possibilities to interconnect smart equipment
seamlessly in networks. Besides efforts by consortia investigating power line commu-
nication (www.enersearch.se/), consortia such as Bluetooth (www.bluetooth.com/)
develop mobile radio transmitters and Internet access points to wireless nets. Simul-
taneously companies such as Echelon (www.echelon.com/) develop internet capabili-
ties in their next generation of devices. At the same time Microsoft (Windows CE)
and Symbian Ltd. (www.symbian.com/) are developing appropriate operating system
for embedded systems. In short, there soon will be technological possibilities to inter-
connect embedded systems into networks such as Internet. Commercial forces drive
these efforts but they also have great implications on R&D efforts on, for instance,
agent technologies. The open question is whether, and how, it is possible to design
suitable information system connecting users and service providers to these nets of
embedded smart equipment and thus enabling value added eServices and eProducts.

5.1 A Conceptual View

0 
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ePro

Sm
pro
eSe

Interface

Facilitators

  Service
providers

Customers

Electric grid

Extranet

Communities
   Smart
 5. Basic components of a service oriented electronic market place for eServices and
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art equipment connected to the electric grid is, as stated above, a potentially very
fitable way to create and build up customer relations and hence new added value
rvices and eProducts.
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From Figure 5 we can identify at least three new models for business processes ema-
nating from smart equipment. Firstly utilities, or vendors, can install such equipment
and sell services such as energy management to customers. Secondly users can use
the installed equipment to enhance customer site processes and businesses. Thirdly,
utilities and customers can jointly develop new business areas by upgrading and
extend the capabilities of the equipment.

A bare-bone technical infrastructure would not suffice as a platform for new business
processes as indicated above. What will be needed is a closed infrastructure including
customers and service providers, i.e., an extranet. The degree of closure depends,
among other things, on the trust and integrity needed in the processes. In order to add
support for service identification as well as service delivery and creating value for the
customer we also need an explicit context and context based services. As an example,
the concepts of offer, bid, auction, and bill have to have a common meaning or se-
mantics (depending on the context) in order to become a basis for electronic suppor-
ted business processes. A common name for this kind of context is a community. In
summary, the kind of infrastructure we are aiming at can be described as follows. An
extranet supporting several communities, which each is an environment enabling
user-centric services. Of specific interest to us are communities with smart equipment.
That is communities of users and service providers based on equipment and services
in smart homes, e.g., Homebot based services, [1], [2], [5], and [6].

5.2 Implementations of eServices and eProducts Based on Smart Equipment

There are at present several international standardization efforts concerning electronic
commerce. Foremost we have the OMG Task force of Electronic commerce (TFEC)
combining CORBA technologies with specific architectures and technologies for
eCommerce (www.omg.org/).  TFEC has also a RFI on Agent Technology in OMA.
The European Network of Excellence AgentLink have also several SIGs focusing on
electronic markets (www.agentlink.org/). Finally, we can mention the FIPA standar-
dization efforts on agent mediated applications such as electronic markets (www.
fipa.org/).

We are however using the Jini infrasructure by SUN Microsystems (www.sun.com/)
in our present platform. The Jini infrastructure can be regarded as a society of Java
Virtual Machines running on different platforms. We implement Jini on NT and Li-
nux servers. Since both Echelon and Bluetooth have plans to make their products Jini
compatible it is fair to say that we can implement the infrastructures of Figure 5 up to
the community level for the set of applications we have indicated above. A strength of
Jini is that we automatically will have a common semantic infrastructure (due to the
common JVMs) as a basis for the communities. Our efforts will thus be to design and
develop a suitable set of components, agents and ontology facilitators (basically mo-
bile Java programs) to support new eServices and eProducts.

Some examples of a current set of eServices and eProducts are:
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• eServices based on smart equipment where the smartness is based on co-operation
between distributed equipment rather than on stand-alone systems. Equipment
mentioned above in the applications of Load balancing and Smart offices. Exten-
ded by smart water meters to prevent flooding in houses.

• Higher order added-value eServices. Integration of Load balancing and Smart offi-
ce services as mentioned above and eServices based on Active recipe boxes.

The concept of a Smart recipe box takes a user-centric stance on the ideas behind
smart kitchens [7].

• eProducts. Districting heating based on Smart heat exchangers. The eProduct is
initially based on the load management concept.

6 Conclusions

In the ISES project we have identified some basic ingredients which will enable uti-
lities to change their kWh based business model to providing added-value services to
customers. An important driving force in this transition is smart equipment connected
to the electric grid and co-operating in providing these kinds of new services and
products. Communities of customers and service providers on top of extranets provide
the necessary infrastructure for those eServices and eProducts.
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Abstract This research shows how to use ontology and
conceptual models for the design of parallel workflow
systems in a multi-agent perspective. To illustrate this
work, we propose the example of cooperative writing of
technical specifications in the telecommunications
domain.
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1 Introduction

New systems are appearing to address the management of semi-structured
information such as text, image, mail, bulletin-boards and the flow of work. These
new client/server systems place people in direct contact with other people.
Researchers and industrial engineers are actively developing workflow systems that
assist users in achieving their tasks and enhance collaboration among actors in
workflow activity processes1. So developers are facing the problem of developing
large complex applications. More trouble is created by the lack of methodologies
which offer an analysis approach to workflow applications, and a modeling approach
to behavioral and structural knowledge, making it possible to define the interactions
between the actors of a workflow system.
In [Siau, et al, 96], Siau, Wand and Benbassat wrote: Information modeling can be
defined as the activity of formally describing some aspects of the physical and social
world around us for the purpose of understanding and communication [Mylopoulos,
92]. Information modeling requires an investigation of the problems and requirements
of the user community, and to do so, building a requirement specification for the
expected system [Rolland et al, 92]. The product of an information modeling process
is an information model which serves as a link between requirement specification and
system development. The information model allows thinking and communicating
about information systems during the analysis phase [Willuamsen, 93].

                                                          
1 In this article, we refer to human actors of the workflow system as actors.
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A workflow model is a model which must offer the advantages of an information
system model but moreover intervene in control, execution and validation of the
modeled workflow processes, i.e., it must model the dynamic of the workflow. The
current information system models do not offer all concepts that include the
coordination and cooperation constraints between the workflow system users. So new
conceptual models for these systems are essential.
In this article, we offer a new representation ontology of parallel workflow processes
in a multi-agent perspective and we define a conceptual model of workflow processes
adjusted to the development of reactive coordination functionalities and the
parallelization of workflow activity processes. Our task representation ontology is
generic, it has been influenced by the work on KADS methodology (De Hoog et al,
93; Schreiber et al, 93; Post et al, 97).
This is the structure of our article. In section 2, we detail, through a part of the
application studied, the new form of parallelization of workflow activities offered. In
section 3, we present our representation ontology of workflow activities and the
conceptual models offered for the design of parallel workflow systems. Finally, we
conclude this work in section 4.

2 A New Reactive Coordination Mechanism for Cooperative
Parallel Workflow Activity Processes

 Before describing the proposed ontology and conceptual model, we will briefly
present the main characteristics of the cooperative application we studied to make this
model valid.
 
 
2.1 Application Context
 
 The application consists in organizing activities of actors and in checking them during
the process of cooperative writing of technical specifications in the
telecommunications domain. In the cooperative writing process, the production of
technical specifications requires four operations (writing, reading, reviewing and
checking) on the three sub-specifications (the functional specification, the detailed
specification and the referential specification).
 We face several problems particularly due to the parallel execution of the tasks. The
cooperative system offered [Aknine, 98a] is composed of several actors who take part
in a technical specification writing process. To release actors from some coordination
tasks, we have designed a cooperative system composed of software agents. For each
actor, a software agent is associated. The actor executes the tasks of the workflow
process (writing, reading, reviewing and coherence control); the agent assists and
represents the actor in the system. He checks the task activation conditions which will
be announced for other agents in the system when these conditions are satisfied. As
the agent knows the actor’s profile which corresponds to the tasks that the actor can
do, the agent offers the actor to perform the announced tasks [Aknine, 98c].
Whenever a task is assigned to the competent actor, a cooperative problem solving
process is then engaged between the agent and the actor the task is assigned to. For
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example, when the actor writes his detailed specification, the software agent analyses
a set of telecommunication net components from different points of view and offers
them to the actor who can select the most advantageous one for his purpose.
 
 
2.2 Parallel Workflow Activity Processes
 
 Figure 1 illustrates the execution plan of the workflow process according to the
traditional approach. The functional specification (FS) writing activity is activated at
instant t0. According to the traditional definition of dependence between activities, the
reviewing, the reading of the FS and the detailed specification writing activity are
sequential activities. We can notice in this figure that a document which is not
modified by any activity appears in input and output of an activity with the same
version. A consulted document during the writing process appears as a resource of the
activity.

                Activities 

     

               Writing(FS)          Outputs = V. FS1

                        Inputs = V. FS0

                   Inputs = V. FS1     Reviewing(FS)   Outputs = V. FS1

 
                        Inputs = V. FS1        Reading (FS)     Outputs = V. FS2 

                Resources = V. FS2

  Inputs = V. DS 0             Writing (DS)       Outputs = V. DS1

                 t 0                                t 1                                         t 2                                    t 3                                       t 4            Time 

 
 FS: Functional specification; DS: Detailed specification; V. x j: Version ‘j‘ of the document x.
 The first version of the functional specification is V.FS1, which has not been modified by the activity
of reviewing, appears in input and output of this activity. On the other hand V.FS1 is modified by the
activity of reading which gives a second version V.FS2. This version is a resource of the detailed
specification writing activity.
 

 Figure 1. Workflow process execution according to traditional approach.
 
 Due to the fact that activities of a workflow process may sometimes be independent,
they may be either fully or partially parallelized. This form of parallel execution is
interesting because it can reduce the execution time of the activity process. Once the
FS writing activity finishes, the activities of reviewing and reading of the FS as well
as the activity of writing the detailed specification (DS) are immediately started.
 Having a representation ontology where there is a relation of partial independence
between activities and a reactive control mechanism which immediately warns the
reviewer of the (FS), its reader and the writer of the detailed specification of each
modification done to the (FS), enables us to take a risk on the parallel execution of
independent activities and partially independent ones.
 This figure shows part of the cooperative process and illustrates the favorable and the
unfavorable cases of the execution of the partial independent tasks. In the first case
(cf. figure 2.a), the parallelization is favorable as far as the execution time is
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concerned because the execution of the reviewing activity of the functional
specification, using version 1 of the functional specification (called V. FS1), does not
generate a new version of the functional specification. Therefore, the partial
independence relationship between the reviewing, the reading activities of the FS and
the writing activity of the detailed specification are transformed into relations of
independence between these three activities. In the second case (cf. figure 2.b), a new
version of the functional specification (called V. FS2) generated by the reviewing
activity lengthens the execution time of the parallelized writing process with [t3 , t’3]
for the reading activity of the FS and [t4 , t’4] for the writing activity of the DS (cf.
figure 2).
 The tasks of reading the FS and writing the DS are stated again with the new version
V.FS2 of the functional specification. The relation of partial independence is
transformed into a relation of dependence between the parallelized activities.
 We consider the modifications of the version of a document on which several
activities are carried out in parallel, as a case of inconsistency. It creates conflict
situations between the software agents of the system which control this document. In
the following, we detail how the conflicts between the agents of the system are
solved.
 
Activities     

    Writing  (FS)                    Reviewing(FS)                 Outputs = V.FS1

      Inputs  =V.FS0

  Outputs =V.FS1 
                                     Inputs  = V.FS1             Reading  (FS)          Outputs = V.FS1 

Supports =  V.FS1                       Writing  (DS)      

Inputs  = V.DS0  Outputs =V.DS1

 t0                                                t 1                                   t 2       t 3       t 4 Time   
        (a) A favorable parallelization: the reviewing task did not change the document.

            Activities     

      Inputs  =V.FS0           Writing  (FS)                        Reviewing(FS)                Outputs = V.FS2

                     Outputs = V.FS1

 Outputs = V.FS2

            Inputs  = V.FS1                         Reading  (FS)

                         Outputs =V.DS1

                                Supports =  V.FS1 Writing  (DS)

                 Inputs  = V.DS0  
t0                                            t 1                                        t 2                         t‘3                 t’ 4      Time

                  (b) Unfavorable parallelization of the activities: the system reactivates writing and reading.
 
 FS: Functional specification; DS: Detailed specification; V. x j: Version ‘j‘ of the document x.
 Figure 2 Illustration of the parallelization of the possible independent activities on a part of a
cooperative writing process.
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3 Ontology and Conceptual Models for Parallel Workflow
Representation

A certain amount of work on multi-agent systems exploited ontology for designing
information agents in various fields [Takeda et al, 96][Cutkosky et al, 93]. The basic
concepts of these ontologies are objects, actions and space. The modeling of the three
aspects characterizing a multi-agent system is not sufficient to represent parallel
workflow activity processes and to solve possible conflicts between the agents. To
complete this multi-agent modeling of the distributed phenomenon, we introduce the
time factor and offer a modeling of possible conflicts between agents. Modeling the
conflicts is significant because the agents of the system share knowledge which must
be constantly coherent.
So we introduce in this article four levels of multi-agent modeling of parallel
workflow processes: a temporal object model, an actor model, an activities model and
a conflict model. These various models provide the agents of the system with the
information which allows them to solve a problem collectively, detect and the solve
possible conflicts between agents. Each one of these models is illustrated by the
example of the process of cooperative writing of technical specifications in the
telecommunications domain.

3.1 Parallel Workflow Activity Processes Representation Ontology

 Our purpose is to define an ontology for knowledge representation adjusted to parallel
workflow systems at knowledge level [Newell, 82]. At a conceptual level, a task is a
description of actions allowing the achievement of a goal [Ferber, 95]. We propose a
script of a task combining a declarative description, a behavioral description and an
extended control structure extended of the task description proposed by [Schreiber et
al, 93] [De Hoog et al, 93] [Post et al, 97].
 
� The declarative description is composed of the following elements:

½ sufficient inputs which represent, in our application, the documents allowing the
completion of a task. For example, the sufficient document for the reading task of
the FS is V. FS1;

½ necessary inputs are the necessary documents needed to validate the results of
task execution. For example, the output document of the reviewing task is the
necessary document to validate the results of the reading task. When the
necessary inputs are the same as the sufficient inputs the parallelized activity
process is favorable;

½ sufficient supports represent the documents that a task consults during its
execution;

½ necessary supports validate the final results of a task;
½ task preconditions are the sufficient conditions for the execution of a task. These

conditions control the existence of the sufficient inputs and the sufficient
supports of the task;

½ failure conditions are constraints on the necessary inputs and the necessary
supports which invalidate the task execution;
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½ success states and failure states define the states of the necessary inputs and the
necessary supports with which a task has been considered as valid or invalid. In
our case, they represent the different document versions;

½ priority is a numerical value attributed to each task. It allows conflict solving
between partial independent tasks. The priority allows the separation between
correct parallelized tasks and incorrect tasks;

½ status defines the state of a task: active (i.e. the preconditions are satisfied),
inactive (i.e. the preconditions are not satisfied), executed or inhibited. This state
corresponds to a temporary state of a task during the occurrence of an
incoherence in the system.

 
� The behavioral description indicates the necessary operational elements for task
execution. Concerning our application of cooperative writing, the tasks are performed
by a human actor in cooperation with its software agent, the part of a task reserved for
an agent is limited to actions of answering queries sent by the actor. This description
contains inference rules and procedures.
 
�  The control structure allows software agents to be totally independent of a
domain problem. It contains five types of method: (1) methods of precondition control
for task execution; (2) activation methods which activate a task once the
preconditions are verified; (3) execution methods of the behavioral part of a task and
task execution control methods; (4) task inhibition methods activated when a conflict
appears between partial independent tasks and (5) methods for task re-execution.
 In the following part, we present the definitions which subtend our ontology for
knowledge managing.
 
 Definition 1: Dependence relation
 Let Ti and Tj be two domain tasks. Let §D be a dependence relation between tasks.
 Ti §D Tj means that Ti is functionally dependent on Tj if the outputs of Tj are the
necessary inputs or resources for task Ti.
 
 Definition 2: Independence relation
 Let Ti and Tj be two domain tasks. Let §P be an independence relation between tasks.
 Ti §P Tj means that Ti is functionally independent of Tj if the outputs of Tj are
different from the inputs and resources for task Ti.
 
 Definition 3: Partial Independence relation
 Let Ti and Tj be two domain tasks. Let §I be a partial independence relation between
tasks.
 Ti §I Tj means that Ti is partially independent of Tj if the outputs of Tj can be the
inputs or resources for task Ti.
 The ‘‘can be’’ quantifier between the outputs of Tj and the inputs and supports of Ti

shows the existence of some situations in which the execution of the task Ti is
independent of the execution of the task Tj.
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3.2 Workflow Activity Process Conceptual Models

The introduction of the three relations of dependence, independence and partial
independence leads us to define four models which correspond to the different points
of view we construct starting from our task representation ontology: (1) a domain
object model; (2) an actor model; (3) a task functional dependence model and (4) a
task conflict model.

          
        Actor model               Process model                        Domain temporal

   object model

            Conflict model                      Task functional
                  dependence model

                   Figure 3 Parallel workflow modeling process

� Domain Temporal Object Model

 This describes the objects on which an actor can carry out some operations in order to
perform the activities of the domain. We include in these objects a temporal attribute
allowing the agents to recognize the successive transition states of an object. In the
context of our application, the domain objects are the various documents presented
(functional specification, detailed specification and reference specification). They
represent the sufficient and necessary inputs, the sufficient and necessary resources
and the outputs of a task.

� Task Dependence Model

The task dependence model is a representation used by the system to describe the
various activities of a workflow process and the relations of precedence (cf. definition
4 and 5) between these activities. This model is illustrated by the example of the
technical specification writing process described in figure 4. The task dependence
model of our application is made up of the different specific activities deduced from
the four generic activities (writing, reviewing, reading and checking) applied to the
three sub-specifications (functional, detailed and reference) which form a technical
specification. In this example, the arrow which connects the (FS) reviewing activity to
the (FS) writing activity means that the activity of reviewing the FS is activated once
the task of writing the (FS) finishes. From this model, the agents of the system
complete the internal domain task model (cf. section 3.1). Indeed, the dependence
relations between the activities expressed in this model arise in the task model as task
activation conditions.
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                     Writing      

   (FS)              Reading 

                (DS)                         Reading

                                        (RS)

              Reading Review       Writing                   Checking

                (FS)                         (FS)                 (RS)                       (RS)

                     Checking   Writing          Checking

(FS)     (DS)                         (DS)        Review

               (RS)

Review 

  (DS)

FS Functional Specification; DS Detailed Specification; RS Reference Specification;
        Task dependence relation. 

Figure 4 Task dependence model

� Actor model

In the task dependence model, the designer of the workflow system can notice that the
execution of some activities depends on the one hand on a preliminary position of the
activities of the system and on the other hand on the internal actors in the
organizational system.
This model considers the actors with whom the agents cooperate. It describes the way
in which the agent represents the profile of the actor, i.e., the activities which an actor
can perform and its current activity. Since the agents are not able to execute the
domain activities, they must know the actors able to execute them. This model is
particularly significant because it makes possible to the agents to trace for the actors
their activity plans according to their profiles.

    
� Conflict Model

This model is a representation used by the system to describe the conditions of
uncertainty in which the activities of a workflow process are executed in parallel. The
connections between the nodes of the graph indicate the possible conflicts between
the activities. A conflict is detected by an agent of the system when the sufficient
inputs or resources of a task being executed are modified by the outputs of another
parallelized task. Each arrow in this model starts at the task which generates the
conflict and ends at the task affected by the inconsistency.
In this model, we represent only high intensity conflicts. For example, in our
application, the modification of the version of the FS document by the (FS) reviewing
activity carried out in parallel with the (FS) reading, (FS) checking and (DS) writing
activities creates a situation of conflict among the four activities. This conflict is
intense because the activity of reviewing the (FS) modifies the semantic contents of
the FS. In the conflict model (figure 5), this situation is represented by arrows which
start from the (FS) reviewing activity and go towards the (FS) reading, (FS) checking
and (DS) writing activities.
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 However, conflicts such as those generated by the (FS) reading activity are not
represented in this model because the modifications made by this activity are not
really significant, they relate only to the linguistic quality of the document
independently of its semantic value. This model is exploited by the agents of the
system on two levels. On the one hand, the agents supplement the internal task
representation model by the relations of partial independence between the activities
which express the activities’ failure conditions (cf. section 3.1).

              Review      Review                   Review

               (FS)         (DS)                     (RS)

               Read                                                   Read                                          Read

                                      (FS)         (DS)                      (RS)

         Write                                           Check             Write             Check                         Check

          (DS)             (FS)                (RS)               (DS)     (RS)
        

FS functional Specification; DS Detailed Specification; RS Reference Specification;
         Conflict.

Figure 5 Task conflict model

 On the other hand, the agent refers to the model of conflicts between the activities to
assign priority to the tasks. We have chosen to give the greater weight to the tasks
having maximal semi-independence value (the more a task has relationships of semi-
dependence with other tasks, the more the task generates conflicts). The conflicts
identified by the agents between the activities of the workflow are paired with the
conflict model to define a resolution strategy. In our application, a conflict can be
directly solved by the agents of the system when the priorities between the activities
make it possible to separate the tasks whose execution is coherent from the tasks
whose execution is incoherent. The conflict solving process can thus finish without
intervention of the actors when the agents of the system reach an agreement. In other
cases, i.e., when the tasks have the same priorities, the agents delegate the problem of
conflict solving to the actors that they assist [Pinson & Moraitis, 96].

4 Conclusion

In this article, we have proposed a new approach for designing parallel workflow
systems in a multi-agent perspective. These systems are able to adjust themselves in a
reactive way to the evolution of the activity of a collective work group. The new form
of parallel execution of activity processes suggested exploits the possible
independence relation between the activities within a workflow process. We have
illustrated it by the example of technical specifications writing in the
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telecommunications domain. To include the partial-independence relations in the
representation of the activity, we took as a starting point the formalism suggested in
KADS methodology to define a new ontology adapted to the representation of
workflow activity processes.
From our activity representation ontology, we have developed four models for the
representation of activity processes. The two main advantages of our approach are:
the adaptability and the representation of conflict situations allowing their resolution.
In this article, we particularly stressed on the modeling aspects. In [Aknine, 98b], we
discussed in more detail the architecture of our software agent and the technical
aspects of the operating of these agents in our system.
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Abstract. We present a technique for mapping a distributed algorithm to a set of
homogeneous mobile agents that solves the distributed control problem known
as election. Our solution is as efficient as the corresponding distributed
algorithm, but does not rely on message passing between custom protocols
located on communicating nodes. Rather, the proposed solution relies on mobile
agents. We also present an environment model that supports not only the
mapping to election agents but other agent-based solutions to distributed control
problems based on distributed algorithms.

1 Overview

Autonomous decentralized systems (ADSs) involve the cooperation and
interoperability of large numbers – potentially millions - of systems distributed over
complex computer and communication networks. These systems are preferred over
sequential ones, or are simply unavoidable, for various reasons, some of which
include: information exchange, resource sharing, reliability through replication and
performance.

As computing power and cost continue in opposite directions, a world in which
everyone has a computing device at home, at the office and on their person is not far
from becoming a reality. Although computers are becoming cheaper, it is often not
possible, or at least unadvisable, to equip everyone with their own printer, server, tape
drive, database, and other computing resources. For this reason, resources must be
shared. Moreover, they must also be reliable. Some parts of a system may fail, but
others must be ready to take over when the situation occurs. As the complexity of the
resulting applications increases, developers face the challenge to decrease the
response times of their applications. ADSs can meet these requirements by splitting
tasks over several systems. However, this choice forces the ADSs to solve another
type of problem.

ADSs provide services to support both individual and collaborative tasks. In order
to provide these services, there must be cooperation and interoperability among the
systems. This type of cooperation is in response to user defined problems, generated
externally from a set of entry points – systems – initiating the cooperative behavior.
For these types of problems, the entry points are determined and controlled a priori.
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The servicing of these types of problems creates another set of internal problems
for the ADSs. ADSs are no longer reasoning about an externally generated problem,
they are reasoning about a problem resulting from their organization as a distributed
network. For this class of problem, assumptions about the ADSs’ global state and
time and ones about which system starts or solves the problem are not permitted.

Examples of these types of problems include election [4] and termination
detection [2]. Well studied by the distributed algorithm community, we find it
possible to transform – not directly – the algorithm into a collection of mobile agents
that cooperatively negotiates a solution. The benefits of this approach include
performance, pluggability, and reusability. In this paper, we describe one such
example, providing a mobile agent solution to the distributed control problem known
as election.

1.1 Contributions and Organization

This paper presents a technique for mapping and reusing a distributed algorithm to a
construct a set of homogeneous mobile agents that solves the general distributed
control problem know as election [12].  Specific contributions include the following:

� We present mobile agents that solve the election distributed control problem.
Election is a cooperative information task where one system or node is elected the
leader, and that it, and it alone, will initiate a task.

� Our solution is as efficient as the distributed algorithm. The solution, which does
not rely on message passing between custom protocols on communicating nodes,
relies on mobile agents transferring themselves between information systems and
negotiating a leader. We show that the number of agent transfers is the same as the
number of message sent in the original algorithm.

� Our solution does not rely on the installation of custom agents on all information
system. This is the case for the distributed algorithm, where each communicating
node must preinstall the identical election protocol.

� We present an environment model for distributed agents that supports the mapping
to not only election agents but other agent-based solutions to distributed control
problems based on distributed algorithms. Our solution relies on the installation of
the same environment in each system in order for agents to meet and exchange
information. However, once installed, it allows all types of agents to operate
without any new installation.

It is imperative that information systems cooperate with one another. However, in
certain situations, such as election, cooperation involves all information systems not
just one or two. In these situations, simple server-centric techniques are inefficient
and will not scale. What is required is a network-centric solution. The distributed
algorithm community has already solved, at least theoretically, many of these types of
problems. The problem with these solutions is that they rely on custom protocols and
installations. This is impracticable in situations where the number of cooperating
systems and nodes can reach the millions. One must ‘install once, but run everything’,
which our solution does. Our solution clearly demonstrates the practicality of using
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network-centric agents for solving problems that occur in cooperative information
systems, such as election. Our solution bridges the ADSs and distributed algorithm
communities, and provides a working agent-based communication infrastructure.

We first begin with an analysis of the requirements of the election problem,
restating them for an agent-based solution. Section 3 describes our agent-based
infrastructure for distributed control problems and a solution to the problem of
election in a unidirectional ring. In section 4, we discuss how our approach relates to
others and in section 5 we summarize.

2 Requirement Analysis

Election, also called leader finding, was first proposed by LeLann [9]. The original
problem, for a network of linked nodes each running a common protocol, was to start
from a configuration where all processes are in the same state, and arrive at a
configuration where exactly one process is in the ‘leader’ state and all other processes
are in the state ‘lost’.

An election protocol is an algorithm that satisfies the following properties: 1)
each process has the same algorithm, 2) the algorithm is decentralized, and 3) the
algorithm reaches termination.

For our agent-based solution, we propose a variant of the problem. A network of
linked information systems, each starting from an initial configuration, arrive at a
configuration where exactly one agent in the network is elected the leader and all
other agents know about this and terminate themselves.

An agent system solving this problem satisfies the following properties: 1) each
process, node or information system has a similar environment, 2) each process, node
or information system initiates no more than one agent, 3) agents do not have to run
common implementations (in our case they do), 4) agents are decentralized, and 5)
one agent is elected as leader, and all others are terminated.

The move to an agent-based problem definition is motivated by the demands from
real-world computing. It is too expensive to install new software every time one
requires a different or new algorithm. Rather, we must permit software to move
autonomously onto a system. We permit one, initial installation. However after that,
the new mantra is ‘Install once, run everything – not to be confused with Sun’s
mantra of ‘write-once, run anywhere’. This implies that our solution must be light-
weight in order to scale.

3 An Agent Infrastructure for Distributed Control Problems

Our proposed infrastructure for distributed control problems contains two essential
objects: an environment and an agent. The environment is responsible for the
movement of agents to other environments, the safe execution of an agent while in its
domain and the posting of information that agents leave behind for others to read. The
agent realizes the distributed algorithm, which in our case is election. It is important
to note that the mapping from a distributed algorithm to an agent is not one-to-one.
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3.1 Environment

An environment must be active on every information system in the network involved
in the distributed control problem. Since the environment is a common component of
the infrastructure, we must take care in developing its interface so that it will meet the
requirements of other agent-based solutions to distributed control problems.

Agents must be able to move from the current environment to other environments
located on different information systems. Therefore, an environment must support a
general move operation that transports an agent from the current environment to
another, given the new environment’s universal resource locator. As information
systems are often arranged in well-defined topologies, such as rings and trees, to
simplify agent transport, we also propose specialized move operations for a given
topology. However, agents that use these specialized operations must realize that they
are explicitly making a topological assumption that will limit their use in other
topologies.

Agents must be able to post briefings to any environment for other agents to read.
Moreover, the environment may also need to post briefings for agents to read.
Therefore, we propose environment posting operations. These operations require two
parameters: a briefing identifier and text. The briefing identifiers are known a priori to
both reading and writing agents and the environment. Therefore, the agent or
environment writing the briefing knows how to identify the briefing and the agent
wanting to read the briefing knows what identifier to use to retrieve it. It is possible
for an agent to attempt to read a briefing that has not been posted. In this case, the
operation returns nil, identifying to the agent that the briefing does not exist. Finally,
two different briefings written with the same identifier results in the overwriting of
the first briefing’s text.
The environment must allow agents to execute their behaviors once they arrive. However, an environment
makes no assumptions about what an agent will do.  The only knowledge the environment has about an
agent is that it responds to the message actInEnvironment. After the environment sends this message
to the agent, passing a reference to the environment as a parameter, the agent may do any combination of
the following actions: post briefings to the environment, read a briefing from the environment, transfer to
another environment, update its internal state, simply decide to remain in the environment, or remove itself
from the environment without further transport - termination.

Internally, an environment keeps track of agents that have moved to it and the
posted briefings.  Once started, the environment runs in a loop waiting for new agents
to arrive, activating the agents that are present, and transporting the agents that want
to leave.
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3.2 Mobile Agent

A mobile agent is an autonomously entity that can move from one environment to
another, read or post briefings, remain in its current environment, or terminate itself.
An agent does not openly communicate with other agents using messages. Instead,
agents exchange information by posting briefings to the information systems’
environments.

Agents can make assumptions about the environments they execute in. The first
assumption is called topological awareness. Making this assumption, an agent is
aware of the network topology. Another assumption is called sense of direction.
Making this assumption, an agent knows the “direction” to which it is heading in the
network, e.g., to a child or parent system. Another assumption is called briefing
knowledge. Making this assumption, an agent relies on other agents and the
environments to post specific briefings. A final assumption is called process identity.
Making this assumption, an agent relies on every information system having a unique
identifier and that this information is posted to the corresponding environments as a
briefing.

Although, not required, agents can be best understood as finite state machines.
The activation point for an agent is its behavior actInEnvironment. If implement
as a FSM, an agent’s behavior resembles the following pattern:

actInEnvironment(env) {
switch (currentState) {

case STATE1: methodForState1(env);
case STATE2: methodForState2(env);

. .
case STATEN: methodForStateN(env);
default: errorProcedure("error");}}

3.3 The Ring Election Mobile Agent

Our proposed agent performs election in a ring topology. It assumes that each
environment posts a briefing indicating the unique identifier of the information
system. It assumes that initially no more than one agent exists in any environment.
However, anywhere from 1 to n environments can start an agent. Finally, all agents
move in a clockwise direction, which for this paper is to the left neighbor of the
current information system.

We base our agent on the election distributed algorithm by Chang-Roberts [4],
modified by Franklin [7] to consider a unidirectional network. In the Chang-Roberts
algorithm, initially each node is active, but in each subsequent round some nodes
become passive. In a round, an active node compares itself with its two neighboring
active nodes in clockwise and anti-clockwise directions. If the node is a local
minimum it survives the round, otherwise it becomes passive. Because nodes must
have unique identities, it implies that half of them do not survive a round. Therefore,
after log n rounds only one node remains active, which is the leader.

In Franklin’s algorithm, messages and the corresponding node identities are
forwarded to the next clockwise neighbor and to that node’s following neighbor.  This
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final node is responsible for determining whether it becomes active or passive using
the identities of its previous two active neighbors and its own.

The transformation from a distributed election algorithm, which passes messages
between nodes, to a homogeneous set of agents, moving from one system to another
leaving information for one another in the form of briefings, is a task of mapping the
algorithm’s protocols to an agent’s internal states and then mapping the algorithm’s
data to a combination of internal agent state variables and environmental briefings.

In our approach, the environment is responsible for setting the IDENTITY briefing
when it initializes. This briefing contains the unique identity of the information
systems. Agents will only read this briefing. Agents also read and write the following
briefings: ROUND and WORKINGIDENTITY. The ROUND briefing indicates the
current working round of the environment. The WORKINGIDENTITY briefing is the
identity that an active environment is assuming.

Internally, each agent keeps track of the following information:

� ElectedleaderIdentity: The identity of the information system elected as the
leader

� OriginalIdentity: The identity of the active information system the agent began
in at the beginning of the current round

� FirstNeighborIdentity: The identity of the first active information system the
agent encountered in the current round

� Round: The current round the agent is participating in

The agents FSM is as follows:

actInEnvironment(env) {
switch (currentState) {

case InitiateState: initiate(env);
case LocateFirstNeighbor: firstNeighbor(env);

  case LocateSecondNeighbor: secondNeighbor(env);
default: errorProcedure("error");}}

When in the initiate state, an agent initializes its round and originalIdentity
variables and the environment’s WORKINGIDENTITY briefing. Since it is possible
for this agent to be slow to activate, another agent that moved in and out of the
environment may have activated the election computation. In this case, the current
agent must terminate itself since it is no longer required. Note, in the following
segment, this refers to the agent, since this is an agent’s behavior.

initate(env){
round = 1;
if (env.getBriefing(ROUND) == NOBRIEFING){

originalIdentity = env.getBriefing(IDENTITY);
env.postBriefing (ROUND, 1);
env.postBriefing(WORKINGIDENTITY,originalIdentity);
setState(LocateFirstNeighbor);
env.moveToLeftNeighbor(this);}

else env.kill(this);} //another agent gone by
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Once in agent is in the state LocateFirstNeighbor, three situations can occur. 1) It
visits a passive environment, one previously removed from consideration for election.
In this case, that agent simply moves to the next environment. 2) It reaches the
environment it began in at the start of the round. In this case, all other environments
must be passive. Therefore, the environment with the identity WORKINGIDENTITY
and the agent, must be the only ones involved with election, so a leader can be
elected. 3) The most common situation is that the agent finds its next active
environment for its current round. In this situation, the agent records the
environment’s, WORKINGIDENTITY and moves on to find its second active
environment.

firstNeighbor(env) {
// Passive case, environment not involved
if (env.getBriefing(ROUND) == NOBRIEFING){

env.moveToLeftNeighbor(this);
return;}

// Agent returned to start environment
if ((env.getBriefing(ROUND) <= round) &&

(originalIdentity == env.getBriefing(WORKINGIDENTITY))){
//back to original node, found leader
electedleaderIdentity = originalIdentity;
annouceLeaderFound(this);
return;}

// Agent found first active neighbor
if (env.getBriefing(ROUND) <= round){

firstNeighborIdentity = env.getBriefing(WORKINGIDENTITY);
setState(LocateSecondNeighbor);
env.moveToLeftNeighbor(this);
return;}}

When that agent is in the state LocateSecondNeighbor, four situations can occur.
1) It visits a passive environment. In this case, that agent moves to the next
environment. 2) It reaches the environment it began in at the start of the round. In this
case, all other environments are passive, and the environment with smallest identity
WORKINGIDENTITY is elected the leader. 3) The most common situation is that the
agent finds the second active environment for its current round. In this situation, the
agent decides whether to move on to the next round, or 4) terminate itself. It moves to
the next round if the environment’s WORKINGIDENTITY is less than the identities
of the environments the agent passed through.

We summarize or agent-based to approach to election in a uni-directional ring as
follows. 1) Initially one or more environments become active, each instantiating one
agent. All other environments are passive. 2) In a round, an agent records the working
identity of it current environment and then locates the next two active environments,
recording their working identities while moving in a clockwise direction. 3) After
finding the second active environment, the agent compares the working identities of
all three environments. The agent remains active, as does the current environment –
the environment it has just reach - and continues to the next round if the identity of its
first visited environment is less than the original and the current one. In this case the
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agent’s current environment assumes the new working identity and the agent repeats
the steps.

Having an agent compare the identities of three environments (the one it started
the round in, the active one it passed by, and the active one it is now stopped in)
before considering to continue to the next round implies that at least half of the agents
and environments do not survive a round. Therefore, after log n rounds – n the
number of environments - only one agent remains active, which can elect any
information system it wishes as the leader.

secondNeighbor(env) {
/// Passive case, environment not involved in election
if (env.getBriefing(ROUND)== NOBRIEFING){

env.moveToLeftNeighbor(this);
return;}

// Agent returned to start environment
if ((env.getBriefing(ROUND) <= round) &&

(originalIdentity == env.getBriefing(WORKINGIDENTITY))){
// there are two environments left
if (originalIdentity < firstNeighborIdentity){

electedleaderIdentity = originalIdentity;
annouceLeaderFound(this);}

env.kill(this);
return;}

// Found second neighbor
if (env.getBriefing(ROUND) <= round){

if ((firstNeighborIdentity < originalIdentity) &&
(firstNeighborIdentity <

 env.getBriefing(WORKINGIDENTITY))){
round = round + 1;
originalIdentity = firstNeighborIdentity;
firstNeighborIdentity = NOIDENTITY;
env.postBriefing(ROUND, round);
env.postBriefing(WORKINGIDENTITY,originalIdentity);
setState(LocateFirstNeighbor);
env.moveToLeftNeighbor(this);
return;}

else { //Droping out of election
env.postBriefing(ROUND, NOBRIEFING);
env.kill(this);
return;}}

4 Related Work

Frameworks are reusable designs and compositions of different software components,
with well-defined interfaces for using and extending them. [10].  The essential notion
is that frameworks help decrease the effort in developing similar applications. Our
proposed framework has two essential components: an environment and an agent, and
has the underlying goal of enabling pluggable distributed computation without forcing
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the new installation of software on the information systems involved. Therefore, our
approach is comparable with the other metacomputing frameworks, distributed object
computing, and on distributed algorithms because of our reliance on them.

If we suppose that information systems are connected via the Internet, then our
approach is similar to ones in metacomputing. Globus [5] is an infrastructure for
running applications on networked virtual supercomputers. NPAC [6] attempts to
perform similar computations using a Web-enabled concurrent virtual machines.
Javelin [1] is a Java-based architecture for writing parallel programs, implemented
over the Internet. All of these systems attempt to provide seamless parallelism for
developing high-performance applications. Although our approach could also be used
for this purpose, the focus of our approach is to support decision problems that
involve the communication and cooperation of all nodes or information systems in a
network. Election, for example, is a problem whose solution does not necessarily
benefit from parallelism. In fact it is the parallelism, or at least the distributed nature
of the information systems, that causes the need for fast, efficient, decentralized
solutions to the election problem. We do not take a problem and attempt to solve it
faster on a network of computers. Rather the network of computers is at the heart of
the problem we are trying to solve.

Other approaches create frameworks for manipulating a distributed system of
objects. One of the most well know C++ frameworks, recently converted to Java, is
the Adaptive Communication Environment (ACE) [11]. ACE provides wrappers and
components that perform common communication tasks. Aglets [8] is a Java-based
framework that supports mobile agents. However, neither of these approaches
attempts to perform global reasoning about the distributed system. This activity is left
for the programmer. One framework that does reason about the global composition of
a distributed system is the framework proposed by [3]. However, as its name
suggests, the framework does not provide you with off-the-shelf solutions to
distributed computing problems. Rather it focuses on the services required to solve
these types of problems.

Many distributed algorithms [13] exist for handling generic distributed computing
problems such as election [9] and broadcasting [12]. However, it has been our
experience that few people, especially in industry, are aware of such algorithms. One
of the contributing factors to this lack of knowledge is that, although companies know
about CORBA, Java’s Remote Method Invocation (RMI), Sockets, or agent
technologies, they are not willing to use these facilities to build infrastructures
supporting distributed algorithms. A second factor is that no agent infrastructure
including the above mentioned algorithms exists. Our agent-based approach is an
attempt to fill this gap by providing ‘off-the-shelf’ agents.

5 Summary

We have tested our approach on various network sizes and agent startup
configurations. When found it was very important to remember not to make any
assumptions about the time taken for agents to transfer themselves from one
environment to another, the order of transfer and about how many agents were active
in an environment at any one time.
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Interoperability and cooperation between ADSs is not only required because of
the needs and problems generated by external users of these systems. The fact that
they are distributed generates problems that rely on these capabilities for the
solutions.

Work has been done in the area of distributed algorithms on providing theoretical
solutions to this class of problems. However, many of the existing frameworks have
not supported their use, rather focusing on the services required by users of the
frameworks. Our work bridges these two communities, by describing an agent-based
infrastructure that provides the necessary framework and approach for using mobile
agents, based on distributed algorithms, to negotiated solutions to problems that ADSs
generate for themselves.
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Abstract. Knowledge sharing is difficult. One reason is that it is hard to
decide how to describe a domain in a way which suits everyone interested
in the knowledge. Tackling this problem has been a central theme of the
surge in ontological research over recent years. Unfortunately, getting an
agreed ontology is not the end of our problems, since the way we represent
knowledge is intimately linked to the inferences we expect to perform
with it. We introduce three inference systems and discuss the problems
of having knowledge passing through them, which are representative of
complex problems we may need to solve for knowledge sharing.

1 Introduction
Mainstream research in knowledge sharing among knowledge-based systems con-
centrates on the mappings between different domain-specific notations while
making the assumption that the inference mechanisms of each system are com-
patible. Sometimes this assumption is explicit: to share knowledge, each system
must translate its knowledge into a standard system of inference [17,13,10]. At
other times the assumption is implicit: a standard knowledge representation
language is provided but it is (mostly) left to users of the notation to choose
compatible forms of inference [11,18].

There is good reason for making this assumption because it is difficult with-
out it to guarantee that the meaning of knowledge expressed in one system is
preserved when used by another system. In theory, this guarantee would require
us to demonstrate that the models of the world permitted by a system supplying
its knowledge include all the models of the world permitted by the system recei-
ving that knowledge. If we allow donors of knowledge also to be recipients then
the theoretical constraint becomes even stronger: the models permitted by all
systems must coincide precisely. This raises a major practical problem because
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differences in models of the world often show up in the differing styles of infe-
rence which we use to derive consequences from the knowledge we represent. For
instance, in an assembly system we might express rules of assembly using the
notation of classical logic but our inferences might be resource-bounded. If the
rules for this system were used within a “classical” deduction system then the
resource limitation would be removed and we might be able to derive solutions
which were unobtainable from the donor system.

There is no definitive solution for this problem, other than the impractically
restrictive rule that all knowledge based systems must share the same models of
the world. Alternatively, we have looked for localised solutions where the relati-
onship between inference systems is close enough to allow sharing of knowledge
in limited forms [8]. This sometimes involves loss of information but in many
cases this loss may be detected, assessed and made tolerable. The purpose of this
paper is to present some problems which occur with this approach and suggest
ways of solving them. We do this by describing a high-level method for assessing
how knowledge of particular kinds may be shared (Section 4). To make our dis-
cussion concrete, we use as examples three simple inference systems (introduced
in Section 3). Our analysis is based on logic because this allows us to maintain a
clear separation between logical axioms, describing domain knowledge, and the
inference rules used to manipulate that knowledge. We can also be sure that if
problems can be found at the idealised level of logical analysis then they will
occur at least as strongly in actual applications.

2 A Simple Knowledge Sharing Scenario
Suppose that we have the task of combining knowledge-based systems involved
in ordering appropriate personal computers. Three systems are involved:

– Our business is international so different computers may be assembled in
different countries. We want each computer built in each country to be as-
sembled from parts available in that country. Therefore we have a system
giving a catalogue of the types of components which are available in each
country and telling us how these components may be combined to produce
product specifications for different countries. This is based on a classical
logic and is described in Section 3.1.

– Our customers sometimes impose acceptability requirements on their orders
– they may want, for example, to trade off cheapness against quality. As a
consequence of a separate business analysis effort we have a system which
partially describes these requirements. Since our requirements are imprecise,
this is based on a fuzzy inference system described in Section 3.2.

– To assist in the control of our production processes we have a system for
suggesting how the components we have in stock at each of our factories
may be assembled to form the larger scale components of our computers.
Since this form of advice is based on the assumption that each individual
component is used once, and cannot then be used again, we use a resource-
bounded inference system as described in Section 3.3.

We would like to allow these three independently constructed inference systems
to be able to share their knowledge.
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3 Three Simple Inference Systems
To avoid becoming lost in details it is necessary to keep the examples of this
section simple. This is a limitation but not a serious one – the point of our paper
is to show how some key problems may be anticipated when attempting to share
knowledge so if we find problems in these simple systems we can expect at least
these same problems in more complex systems.

3.1 A Classical Inference System
Our product specification system contains definitions of the role of different
catalogue entries (e.g. disk(dtype1) says that the catalogue part dtype1 is a disk):

disk(dtype1) disk(dtype2) memory(mtype1) screen(stype1)
keyboard(ktype1) mouse(xtype1) button(btype1)

Our product specification for a computer combines the appropriate components:
computer(D, M, S, K, X)←

disk(D) ∧memory(M) ∧ screen(S) ∧ keyboard(K) ∧mouse(X)
Goals are satisfied in this system in a standard backward-chaining style based
on classical logic, in which we attempt to find an instance satisfying the goal
and can search for further instances on backtracking.

3.2 A Fuzzy Inference System
Our system for acceptability requirements uses a fuzzy logic which allows the
degree of acceptability of any component type to be related to its properties [2,
6,5,7,12,16] (in our example these are its cheapness and the degree to which it
is considered medium or top quality).

acpt(X)← cheap(X) ∧med qlty(X) acpt(X)← top qlty(X)

We then associate the acceptability properties with fuzzy values:
cheap(dtype1) : 0.8 med qlty(dtype1) : 0.7 top qlty(dtype1) : 0.1 top qlty(dtype2) : 0.6

Our fuzzy inference mechanism will operate by finding the maximum obtainable
truth value for a given goal, with the truth value for any conjunction of goals
taken as that of the least preferred conjunct. For instance, the proof for goal
acpt(dtype1) is shown in Figure 1. The fuzzy values obtained are shown as labels

acpt(dtype1)

0.7

max({0.7, 0.1})
0.7

iiiiiiiiiiiiiii
0.1

VVVVVVVVVVVVVVV

min({0.8, 0.7})

0.8
0.7

UUUUUUUUUUUUUUU min({0.1})

0.1

cheap(dtype1)

0.8

med qlty(dtype1)

0.7

top qlty(dtype1)

0.1

cheap(dtype1) : 0.8 med qlty(dtype1) : 0.7 top qlty(dtype1) : 0.1

Fig. 1: Fuzzy Proof-Tree for acpt(dtype1)

associated to branches of the tree, conveying the fact that that value was passed
on to the parent node as part of the inference mechanism. For instance, fuzzy
value 0.8 obtained in the left-most leaf node cheap(dtype1) is passed on to its
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parent node which, on its turn, passes it on to node min; the min node then
calculates the minimum among its nodes and passes the result, 0.7, to the max
node; the max node performs a similar calculation, but chooses the maximum of
the values associated to its branches, passing this value to its parent node, the
initial query. Deducted information (unifications or fuzzy values) is presented as
labels of branches

3.3 A Resource-Bounded Inference System
Our assembly system contains definitions which explain how to construct compo-
nents from subcomponents. For example, a two-button mouse (wherem2 denotes
the type of mouse) needs to have two button subcomponents:

mouse comp(m2, B1, B2)← button comp(B1) ∧ button comp(B2)

The assembly system also records which individual components are in stock. For
instance, we might have only two buttons, button comp(b1) and button comp(b2).
The inference mechanism for this system is the same as for the specification
system of Section 3.1 with the additional constraints that each fact can be
used no more than once, and in the proposed order as occurring in the clau-
ses. Thus, the goal mouse comp(X, B1, B2) would succeed, with the instance
mouse comp(m2, b1, b2) but there would be no solution for the goal (mouse
comp(X1, B1, B2)∧mouse comp(X2, B3, B4)) because only two buttons are avai-
lable in our database. This characterises a resource-bounded logic, similar to
those found, for instance, in [15], [4], [3] and [9]

4 Method of Analysis
Our aim is to use examples of knowledge sharing between simple representatives
of common forms of inference system to suggest problems which may occur. Our
representative systems are those of Section 3. We first consider (in Section 4.1)
whether knowledge sharing is needed at all. We then examine solutions to kno-
wledge sharing which rely on systems who donate knowledge being viewed as
oracles (Section 4.2). Finally, we explore solutions which rely on the knowledge
of one system playing the role of a surrogate knowledge base for another (Sec-
tion 4.3). In both these sections we consider sharing in each direction between
classical and fuzzy systems and between classical and resource bounded systems.
Each example of knowledge sharing raises a general question which is summa-
rised in the sentences labelled Question 1 to 9. Although derived from logic,
these questions apply to any sort of system with the properties described.

4.1 How Much Can Be Done Locally?
The first question we need to ask is whether we need to have three different
communicating systems at all. Perhaps it would be easier simply to merge the
systems into one large, heterogeneous system. The easy part of this would be
merging the knowledge bases, since their syntax is similar and there is no obvious
ontological conflict (when we use different names we have different concepts in
mind). The difficulty comes in merging the inference mechanisms. We cannot
simply combine them because it is not clear what it would mean to have an
inference mechanism which was simultaneously classical, fuzzy and resource bo-
unded. On the other hand, using each inference mechanism independently does
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not allow us to share knowledge between systems any more than when they were
physically separate. To do that, we need to agree on the correspondences between
the terms which we wish to share and assess the extent to which the conclusions
derived by one inference system can be trusted by appropriate recipient systems.
Question 1 Can the inference systems and knowledge bases be merged cost-
effectively, avoiding the need for knowledge sharing?

4.2 Can Donor Systems Be Oracles?
Perhaps the simplest way in which systems can share knowledge is for the recipi-
ent to view the donor as an oracle, which always provides all the right answers.
Whether we can maintain this level of trust depends on which sorts of system
need to communicate.

Oracle: Classical Specification Receives Fuzzy Requirements If we wish
to have our model of acceptability influence the specification of our computers
then we could do this by defining new axioms which relate the fuzzy acceptability
constraints to the specification. One axiom we might add to Section 3.1 is:
acpt comp(D, M, S, K, X)← computer(D, M, S, K, X) ∧ econ to acpt(D) ∧ econ to acpt(M)∧

econ to acpt(S) ∧ econ to acpt(K) ∧ econ to acpt(X)
The econ to acpt conditions are not defined within the specification system. In-
stead, we link them to the fuzzy definition of acpt in the requirements system
of Section 3.2. This requires us to provide translations [8] between the predicate
names and also from the fuzzy values of the requirement system to the boolean
truth values of the specification system [2,19,14]. We lose information this way
because we are compressing the shades of meaning available in the fuzzy system
into a true or false decision. The most obvious way to do this is by agreeing that
whenever a fuzzy value exceeds a given threshold value it is translated into “true”
in our classical system (shown as >C below). Our translations are therefore:

Expression in donor Expression in recipient
acpt(X) econ to acpt(X)

Fuzzy value (µ), where µ ≥ threshold value Boolean truth (>C)
This narrow channel of communication allows us to bring the acceptability re-
quirements within the specification system but the results we obtain are only as
reliable as the assumption we made in choosing the threshold value.
Question 2 What information may be lost if we use a system with complex
truth values as an oracle for a system with simpler truth values?

Oracle: Fuzzy Requirements System Receives Classical Specification
All the requirements of Section 3.2 refer to subcomponents but not to assembled
computers. We might like to include information from the specification system
of Section 3.1 in order to talk about requirements on possible computer systems.
For instance, a computer system might be considered acceptable if its disk,
memory and screen are acceptable, which we might express by:

acpt(computer(D, M, S, K, X))← avlble comp(D, M, S, K, X) ∧ acpt(D) ∧ acpt(M) ∧ acpt(S)

The need for translation here is similar to the previous example but in the
opposite direction. Again, we must decide on the mapping between boolean and
fuzzy values, this time associating classical truth with our fuzzy maximum of 1.
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Expression in donor Expression in recipient
computer(D, M, S, K, X) avlble comp(D, M, S, K, X)
Boolean truth (>C) Fuzzy value (1)

The assumptions made in sharing this knowledge are similar to the previous case.
Although in our example the mapping of truth values seems obvious, since we
either have a specification or not, we could imagine circumstances when we might
set a lower fuzzy value (for example, if we had reason to believe that specifications
were not always reliable). The mapping above between the classical truth value
>C and the fuzzy value 1 is correct [2,1,14], since we use an appropriate minimum
combinator. If different combinators had been used, the morphism between these
logics might have been destroyed .
Question 3 How do we approximate when using a system with simple truth
values as an oracle for a system with complex truth values?

Oracle: Resource-Bounded Assembler Receives Classical Specification
Our resource-bounded system is only allowed to use the supply of buttons which
it has in stock but on some occasions we might want to guess which compo-
nents we are able to assemble if we ordered sub-components of the appropriate
type from our catalogue of part types. This catalogue resides in the specification
system of Section 3.1. To connect to it, we must translate the appropriate com-
ponent names. Translating the truth values of both logics, which lost information
in our previous example, is safe here because the notion of truth in both logics is
similar (although the consequences obtainable from the resource bounded logic
are a subset of those for the classical system):

Expression in donor Expression in recipient
button(B) button comp(B)

Boolean truth (>C) Boolean truth (>R)
This allows the assembly system to satisfy goals which it was previously una-
ble to solve. For instance, in Section 3.3 we were unable to find a solution for
mouse comp(X1, B1, B2)∧mouse comp(X2, B3, B4) but now we can use the spe-
cification system to obtain the solutionmouse comp(m2, b1, b2)∧mouse comp(m2,
btype1, btype1). The two instances of btype1 come from our specification system
and we must understand these not as instances of particular buttons (like b1 and
b2) but as “promises” that we could obtain buttons of the type btype1 from our
catalogue. Consequently, we are changing the interpretation of mouse comp in
the resource-bounded system - making it no longer resource bounded (since we
can get as many instances of btype1 from the classical system as we need) and
having it generate both objects in stock and markers from the catalogue.
Question 4 If we use as an oracle a system with fewer constraints on acceptable
solutions than the system receiving its advice, can we check that the additional
solutions it may generate will be helpful?
Oracle: Classical Specification Receives Resource Bounded Assembly
We might decide that for some components our specification system should,
instead of looking up the appropriate part type in the catalogue, use the as-
sembly system to generate a description of it. For instance, we might remove
the information about mouse from the axioms of Section 3.1 and connect to
the resource-bounded system of Section 3.3 by allowing mouse to succeed in
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the specification system if mouse comp succeeds in our assembly system. Our
translations in this case are similar to those of the previous example but the
direction is reversed:

Expression in donor Expression in recipient
mouse comp(M, B1, B2) mouse(M)
Boolean truth (>R) Boolean truth (>C)

As in the previous example, we must be aware when choosing this sort of
connection that we are also changing the meaning of predicates in the clas-
sical system. In particular, we are limiting the number of solutions we can
find for mouse(M). Previously we would have obtained a solution to the goal
(mouse(M1) ∧ mouse(M2)) with both M1 and M2 bound to xtype1. Now this
goal would fail because our resource-bounded system (which now supplies the
definition of mouse) uses up its supply of buttons when providing an instance
for M1 and is incapable of supplying an instance for M2.
Question 5 If we use as an oracle a system with more constraints on acceptable
solutions than the system receiving its advice, are these all the solutions we need?

4.3 Can a System Be a Surrogate for Another?
In Section 4.2 we used the donor system as an oracle and therefore we had no
opportunity to ensure that the inference it performed was consistent with the
inference patterns known to the recipient. This meant that we had to tolerate
various forms of potential discrepancy – if this is not possible then we may
consider whether we can continue to use the inference method of the recipient
system but with the donor supplying only a surrogate knowledge base, replacing
the knowledge of the recipient at appropriate points during inference.

Surrogacy: Classical Specification Receives Fuzzy Requirements Re-
call that in Section 4.2 we used our fuzzy system as an oracle to tell us whether
components used in the specification system were acceptable. This meant that
information coming from the fuzzy system was determined according to fuzzy in-
ference rules, rather than the classical inference rules of the specification system.
An alternative is to use the classical inference method alone but use appropriate
fuzzy knowledge as a surrogate for missing classical knowledge. The translation
required to do this is identical to that of Section 4.2 but the results we obtain are
different because the fuzzy inference method requires exhaustive search of ap-
propriate parts of its knowledge base while the classical inference method may
only search part of it. For instance, Figure 2 shows two proofs we would get

acpt(X)

X=dtype1

acpt(X)

X=dtype2

∧
X=dtype1

lllllllll
SSSSSSSSSS top qlty(X)

X=dtype2

cheap(X)

X=dtype1

med qlty(X) top qlty(dtype2)

cheap(dtype1) med qlty(dtype1)

Fig. 2: Classical Inferences using Knowledge Base of Section 3.2

if we set the threshold for µ as 0.5 and use the classical inference mechanism
on the knowledge base of Section 3.2 to satisfy acpt(X). Notice that these no
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longer contain fuzzy values because our translation mechanism converts these
to a boolean truth value for the classical system. By contrast, the fuzzy logic
inference mechanism applied to the same goal gives us the single proof shown
in Section 3.2. The advantage of using the classical inference method is that
each individual proof may be shorter because it does not require exploration of
all relevant knowledge. The disadvantage is that we no longer produce a single
“most likely” result – instead we get all results which exceed the 0.5 translation
threshold.
Question 6 Will the amount of search performed by your inference strategy be
sufficient when applied to a surrogate knowledge base designed for more extensive
search?

Surrogacy: Fuzzy Requirements System Receives Classical Specifica-
tion Using a classical inference method in the previous example allowed us to
generate solutions based on partial searches of the available fuzzy knowledge. An
alternative strategy if we wish to preserve the fuzzy system’s exhaustive search
is to use the fuzzy inference method with the classical knowledge. For example,
we may wish to define acceptability requirements which are not fuzzy and are
therefore more naturally expressed in a classical style. An example might be that
we will accept a component which is similar to another one which we know is
acceptable. Formally, we might represent this within the classical system as

econ to acpt(X)← econ to acpt(Y ) ∧ similar(X, Y )
To allow this to be used by our fuzzy inference method we connect the econ to acpt
predicate to the acpt predicate of the fuzzy system and translate from boolean to
fuzzy truth values as before. Unfortunately, this approach can create problems,
as we can demonstrate by attempting a proof of acpt(X). This is similar, at the
beginning, to the proof in the stand-alone fuzzy system of Section 3.2. The im-
portant difference is when the connection between acpt (in the fuzzy system) and
econ to acpt (in the classical system) is used to include the requirement given
above in the fuzzy logic search. The problem with the new definition is that it
is recursive, so our fuzzy logic inference mechanism will get stuck in an infinite
loop when using it.
Question 7 Will your inference strategy explore uncharted areas of the search
space if applied to a surrogate knowledge base designed for less exhaustive search?

Surrogacy: Resource-Bounded Assembler Receives Classical Specifi-
cation When using our classical specification as an oracle for the resource bo-
unded system (see Section 4.2) we had the difficulty that the classical system
could generate from its catalogue a limitless supply of (identically named) but-
tons. It could do this because its inference is not resource constrained. If we
wish to impose resource constraints uniformly in this situation we can use the
classical knowledge base as a surrogate for the resource-bounded inference me-
chanism. In this case, the translations would be identical to those of Section 4.2.
However, the results of inference are different because uniform application of the
resource constraint would prevent goals which succeed in the oracle version, such
as (mouse comp(m2, b1, b2) ∧ mouse comp(m2, btype1, btype1)), from succeeding
now because two uses of button(btype1) are no longer allowed.

Although easy to describe, this sort of application of proof constraints is not
always easy to do. Three possible strategies are:
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– We could simply import the rules from the donor system, translating them
into the relevant format for the recipient’s inference mechanisms. This is
straightforward for our example because the notations of each system are
similar. It is more difficult for dissimilar logics and, even if the translation is
straightforward, may require us to import larger amounts of knowledge than
we would like.

– We could be strict about how often we allow the recipient inference me-
chanism to access the donor knowledge base. For instance, in our example
we could impose the resource constraint by never attempting the same goal
more than once using the classical system. The problem with this strategy
is that it loses information.

– We could require that each donor system returns the proof tree describing
how it found the conclusion to each given goal. This proof tree could then be
checked retrospectively for compatability with the recipient inference stra-
tegy. This approach is more expensive than the previous one because the
donor system must record the proof and may have gone to a great deal of
effort only to be rejected. However, it gives more information about the capa-
bilities of the donor system, making it more likely that the recipient could
make an informed choice.

Question 8 If your inference mechanism places resource limits on proofs, how
will these be applied to its surrogate knowledge base?

Surrogacy: Classical Specification Receives Resource Bounded Assem-
bly In Section 4.2 we saw that using the resource-bounded system as an oracle
supplying information to the classical specification system gave an unsatisfac-
tory mixture of metaphors when constructing possible computer specifications.
All components were treated as if they were constantly available except for the
mouse which (because it was obtained from the resource-bounded system) was
in limited supply. One way of lifting this restriction is by using the classical
inference mechanism with the knowledge base of the resource-bounded system.
The translations between notations remain the same as in Section 4.2 but we
can now obtain as many copies of mouse components of type m2 as we need -
so the stock system is behaving like the catalogue system in this respect.
Question 9 If your inference mechanism is not resource limited but its surro-
gate knowledge base is, does it matter that this restriction has been lifted?

5 Conclusions
Often when we write a knowledge base we have in mind some inference strategy
which will harness that knowledge to solve problems. This influences the way
we describe the knowledge, so that our representation is not entirely neutral
with respect to inference. Consequently, if we share knowledge bases without
considering the interaction between the inference methods of the donor and
recipient systems then we may produce results which are unexpected. This paper
examines this sort of interaction with the aid of three simple logical systems and
uses these to generate a series of generic questions which aspiring knowledge
sharers might ask themselves if they plan to share knowledge between systems
with differing inference methods.



Why Ontologies Are Not Enough for Knowledge Sharing 529

Our paper raises questions but does not provide a computational architecture
for solving them. One promising avenue of investigation, which we are beginning
to study, is that the full semantics of systems of inference can often be divided
into two components: the part which is responsible for connecting to the syntax
of the knowledge base and the part which determines the control strategy used
in problem solving. Preliminary implementation of a knowledge sharing archi-
tecture which uses meta-interpretation to automate this method is underway.
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Abstract.  In this paper, we propose a new approach for detecting and 
correcting segmentation and recognition errors in Arabic OCR systems.  The 
approach is suitable for both typewritten and handwritten script recognition 
systems.  Error detection is based on rules of the Arabic language and a 
morphology analyzer.  This type of analysis has the advantage of limiting the 
size of the dictionary to a practical size.  Thus, a complete dictionary for roots, 
which does not exceed 5641 roots, the morphological rules and all valid 
patterns can be kept in a moderate size file.  Recognition channel characteristics 
are modeled using a set of probabilistic finite state machines.  Contextual 
information is utilized in the form of transitional probabilities between letters of 
previously defined vocabulary (finite lexicon) and transitional probabilities of 
garbled text.  The developed detection and correction modules have been 
incorporated as a post-processing phase in an Arabic handwritten cursive script 
recognition system.  Experimental results show a considerable enhancement in 
performance. 

1  Introduction 

Humans utilize context in reading extensively that quiet often they do not even realize 
they have read a misspelled word correctly.  Thus, it appears that contextual 
techniques might have a great potential for detecting and correcting errors resulting 
from early stages in an OCR system.  Examples of these errors that may occur during 
the segmentation include splitting or merging.  In the splitting case, the segmentor 
introduces an extra break point where a character is split into two, thus introducing an 
extra symbol that creates confusion later.  In the merging case, the segmentor misses 
the correct break point, thus, two symbols become single symbol, leading to a 
recognition error later.  During the recognition phase, the popular error is substituting 
where a character is incorrectly identified as a different one. 

The solution to such errors through contextual techniques is achieved through 
string correction algorithms.  Basically, there are two approaches to solve the string 
correction problem: the metric space approach [1], and the probabilistic approach [2].   

I. Imam et al. (Eds.): IEA/AIE-99, LNAI 1611, pp. 530−539, 1999.
 Springer-Verlag Berlin Heidelberg 1999



The metric space approach looks for the Minimum distance d(X,Y) overall X where 
X is the correct word and Y is the observed word.  The distance between two strings 
that allows insertion and/or deletion is also referred to as the Levenshtien metric [3]. 
A commonly used generalization of the Levenshtien distance is the minimum cost of 
transforming string X into string Y when the allowable operations are character 
insertion, deletion, and substitution [4].  By using different weights for the three 
different edit operations, we obtain the weighted Levenshtien distance [2]. A recent 
review of these techniques is presented in [5] and speeding up techniques for 
approximate string matching is presented in [6]. 

The probabilistic approach is based on Bayes theory and looks for Maximum 
probability P(X,Y) overall X [2].  In this approach, the problem is tackled as an 
optimization problem given certain statistics.  These statistics are letter transition 
probabilities in the source text and the letter confusion probabilities that characterize 
the noisy channel in the OCR. 

A number of algorithms that utilize both contextual constraints of the text and 
peculiarities of the recognition channel have been proposed [7], [8].  They assume a 
text recognition model as shown in figure 1.  The noisy channel is a process that 
introduces errors into the correct text.  The text enhancer utilizes contextual 
constraints, known to be present in the correct text, as well as channel characteristics, 
and attempts to determine the correct text from the garbled text.  The contextual 
knowledge used may be in the form of probabilities of letters, letter pairs, and letter 
triplets, probabilities of words, a list of words acceptable in global or local context 
(i.e. a lexicon), a grammar describing the syntax of the language, or a semantic 
network representation of the embodied concept. 
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Fig. 1.   Model of text garbling and enhancement. 

Bozinovic et al [8] presented a string correction algorithm for the output of a 
cursive script recognition channel under the assumption that the string is a garbled 
version of a word in a finite dictionary.  The algorithms are based on Bayes theory 
which utilizes a channel model in terms of a probabilistic finite state machine.  A tree 
structure representation of the dictionary is used to improve the performance of the 
search process.  A recent version of this representation is presented in [9].  The 
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algorithm proposed and used here is of the same nature as [8] but adjusted to work 
with Arabic character primitives which may represent part of a character [10].  A 
major contribution is that the algorithm is also used to solve the problem of binding 
and dot assignment of the recognized primitives in addition to the error correction.  
Also contextual knowledge, based on the characteristics of the Arabic language, is 
combined with the algorithm to improve its performance.  

Aside from this introductory section, the paper is composed of seven more 
sections.  Section 2 introduces the letter sequence validity check.  Section 3 explains 
the error detection using lexical and morphological validity check. The channel 
modeling using the probabilistic finite state machine is presented in section 4.  
Section 5 gives the theoretical details of the likelihood computation.  Details of the 
implementation and initialization are presented in section 6.  Experimental results are 
discussed in section 7.  We finally conclude in section 8 with observations and 
recommendations. 

2  Letter Sequence Validity 

Letter sequence validity considers the combination of letters in the word.  Due to the 
fact that certain letter sequences are not allowed in Arabic, any word containing such 
a sequence is immediately flagged as an error.  Some of these rules follow directly 
from the difficulty of pronouncing two consecutive letters of similar phonation.  
Based on studies from [11,12 &13] the following pairs of letters cannot be present 
together in Arabic word:  

- “�” and “¹” thus, “å� ßî»” is not an Arabic word.                       – “«” and “±”. 
- “�” and “Õ” thus, “Öôè èã” is not an Arabic word.                           – “¯” and “±”. 
- “Á” and “�” thus, “æ��Ã” is not an Arabic word. 
A full statistical study of letter sequences in Arabic roots was conducted by Ali 

Mousa [14] and following is a sample of invalid sequences presented in that study. 
- “�” can not be preceded by”Å ½¹µ± ¯ «” or followed by “Å ¹ ± ¯ « �

”. 
- “¡" can not be preceded by  "ðë Í É ¥” or followed by “Í É Å ¥ �”. 
- “Í” can not be preceded by  “Ù É Å ¥ ¡ �” or followed by "Õ É Å « ¥ ¡ � ". 

3  Lexical and Morphological Validity 

Arabic linguists classify words according to many properties [15].  One of these 
properties is the ability to apply morphological rules to the word.  According to this 
classification, the word is either declinable or indeclinable. Declinability means the 
ability to connect to relational letters, dualistic letters, ...etc.  The different 
indeclinable nouns in Arabic are: 

É�îç�ï�ä³÷� �Ó®¼�äß� ®ôÏ)�ª£�í �ß�£ á¯ü�� : 
©ªÌß� â³� ìÑ®Èß� ì�ó�èÜß� ìá�ìÔ�³û� â³� ìÁ®¸ß� â³� ìÝî»îäß� â³û� ì��·ù� â³� ì®ôäÀß�. 

Declinable words may also be classified according to their ability of derivation.  
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According to this classification, the word is either derivable or non-derivable (fixed).  
It is important to note that the Arabic language is an algorithmic language, i.e. most of 
its words follow the morphology rule.  The words that are fixed represent a very small 
fraction of the Arabic words. A list of the different fixed nouns is given below:  

�ªã� ß� ï�ä³÷� É�îç��ÞÌÔß� æã �«î§�ã ®ôÏ�: 
�ôäôäß� ©�¼äß� ¾Ì� ì©® äß� ª¼äß� ì�ßõ� ï�ä³� ¾Ì� ìå�Üäß� ï�ä³� ¾Ì� ì²è ß� â³� ìâàÌß� â³�. 

Thus, before the morphology analyzer is put into operation, the input word is 
checked against a dictionary containing all indeclinable words in the Arabic language. 
If the input word is not one of the indeclinable word, then it is analyzed by the 
morphology analyzer.  Our assumption is that the general form of any derivational 
word is as follows: 

Word  == Prefix (es) + Core + Suffix (es) 
The plural indicates that the same word may contain more than one prefix and/or 

more than one suffix. 
The morphology analyzer works in four steps namely, prefix processing, suffix 

processing, core processing, and compatibility of parts of the word processing. 

3.1  Prefix Processing 

The Arabic language has many prefixes, examples of which are: present letters e.g. "�
� å ï", future letters e.g. "Ñ Ý ±", determination article "Ý�", question letter "�", in 
addition to many other articles affecting the word.  Some prefixes are used only with 
nouns while others are used with verbs. The determination prefix, for example, 
distinguishes between a verb and a noun and it also makes that noun determinate. A 
table for prefixes of verbs and nouns has been devised. 

3.2 Suffix Processing 

Suffixes are common in Arabic words and they have a very important effect on both 
the syntactic and semantic phases.  There are five types of suffixes in Arabic:  
• Subject pronouns: These may take different forms according to the tense of the 

verb.  Moreover, for each tense, the forms of subject pronoun differ according to 
the order of the subject (first person "âàÜ�ã", second person "�Ã�¨ã", or third person 
"���gÏ") and the state of the subject (single "©®gÔã ", dual "ðèg�ã", and plural "Êgä�").  
Subject pronouns connected to present tense verbs differ according to the state of 
the verbs in the present tense (Indicative "ÉîÓ®ggã", apocopate "áí°gg ã", and 
Subjunctive "�î¼èã").   

• Object pronouns: These may take different forms according to the order of the 
object (first person "âàgÜ�ã", second person "�Ã�g¨ã", or third person "���gÏ") and the 
state of the object (single" ©®Ôã ", dual "ðè�ã ", and plural "Êä�"). 

• Guard ‘Noon’ " "�gó�×îß� åîgçis added to the verbs just before ‘Yaa’ of first person  "
âàÜ�äß� ï�ó" (e.g. ððè�®§� ððç�ÄË�).   

• The plural indicator "Êä ß� í�í" is added to the verbs just before the plural indicator 
"Êä ß� âôã" (e.g. éîðä�ôÄË� ðçîðä�ß�³). 
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• The emphasizing Noon "ªôÛî�gß� åîgç" is connected to present and imperative tenses 
verbs only.  The verb must not be connected to subject pronoun to accept the 
addition of Noon Al-tawkeed (e.g. æðçîÜôß ÷æðè ´ôß). 

3.3 Core Processing 

The most difficult part of an Arabic word analyzer lies in the core processing. The 
augmented three-letter verbs may take several morphological patterns as shown 
below: 

ªó°äß� ð�ü�ß� ÞÌÔàß �Ôà�¨äß� Îô¼ß��Þ÷ÌÓ  ÞÌøÓ� ÞË�Ó ÷ÝîÌÓ� ÞËîÌÓ� ÞÌÔ�³� ÷ÞÌÓ� ÞÌ�Ó� ÞÌÔç� ÞË�Ô� Þ÷ÌÔ� 
The four-letter verbs may take several other morphological patterns.  The main 

problem of core processing is the irregularity of verb roots that have vowel letters "
êàË Ñí®£".  These verbs are classified into five categories: 

•  METHAL which starts with a vowel (e.g.  ªËí�â»í  ). 
•  AGOUAF which has a vowel in the middle  (e.g. É���Ñ�§ ). 
•  NAQUES which has a vowel at the end (e.g. ðã�ðÌ³ ). 
•  LAFEEF MAFROUCK which has one at the beginning and another at the 

end (e.g. ðÓí�ðßí ). 
•  LAFEEF MAKROON which has either first and middle or middle and last 

letters  (e.g. ïí�ðô£ ). 
The verbs that belong to these five types of roots cause most of the problems in 

morphology processing. The reason for this is that roots always need a modification 
while applying the morphology rules.  

4  The Probabilistic Finite State Machine 

Assuming the segmentation step breaks each connected part of a word into several 
primitives [16]. Common segmentor errors are either missing a primitive, thus leading 
to merging two symbols together, or splitting a primitive into two subprimitives, thus 
generating an extra symbol.  The segmentor can be modeled by a channel consisting 
of a number probabilistic finite states machines (PFSM) equal to the number of 
primitives.  Each PFSM consists of three states: S1which is the initial state, S2 which 
is an intermediate state, and S3 which is the final state. Transition from S1 to S3 
through S2 occurs in case of missing primitive and transition from S1 to S3 directly 
occurs in case of splitting a primitive. 

In the following, we will adopt the following definitions 
bi   The symbols of the output Alphabet (I=1,2,..., 68). where 68 is the number 

of primitives. 
q(bj) The probability that the PFSM will produce symbol bi during the transition 

from state S1 to state S3. 

q'(bj) The probability that the PFSM will produce symbol bi during the transition 

from state S1 to state S2. 
q"(bj) The probability that the PFSM will produce symbol bi during the transition 

from state S2 to state S3. 
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Po The probability of transition from state S1 to state S3 without producing 
any output. 

P1 The probability of transition from state S1 to state S3 and producing an 
output symbol. 

P2 The probability of transition from state S1 to state S2  
P3 The probability of transition from state S2 to state S3. (always = 1). 

Each PFSM must satisfy the following constraints: 

Po + P1 + P2 = 1,, 
q(b1)   + q(b2)   + ... + q(b68)    = 1, 
q'(b1)  + q'(b2)   + ... + q'(b68)   = 1, and 
q"(b1) + q"(b2)  + ... + q"(b68)  = 1. 

 

(1) 

When a correct input string passes through the channel, the output of the channel is 
obtained by applying the corresponding channel model (PFSM) to each symbol of the 
input string and concatenating the output string for each PFSM.  Errors due to 
splitting into two symbols are accurately modeled in the PFSM by the P2 transition.  
Additional states can be introduced to take into account splitting into more than two 
symbols. Merging errors are only approximated by the Po transition since they do not 
reflect what symbol the "deleted" one was merged with. 

5  Likelihood Computation 

Given that Y = y1, y2, ..., yN is an observed word of N characters (i.e. output of the 
channel and input to the string correction algorithm) and X is one of a set of possible 
legal strings. 

According to Bayes rule, the probability of X being the correct one is:  

P(X|Y) = P(X,Y) / P(Y) (2) 

The correct word X' is the one that maximizes P(X|Y).  In other words X' is the one 
that satisfies the condition: P(X'|Y) >P(X|Y) for all Xs where (X' not equal to X). 

Maximizing the conditional probability P(X|Y) over all legal X is equivalent to 
maximizing the joint probability P(X,Y) since P(Y) is independent of X. 

Let X =x1, x2, ..., xm be a string of length m of the word that produce Y, Y1, n be the 
prefix of length n of word Y, L(X1, m,Y) be the probability that X1,m produces Y and 
P(X1,m,Y1,n,Yn+1,N) be the probability that X1,m produces Y1,n  where Yn+1,N is the 
remainder of Y, then 
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(3) 
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Assuming that Yn+1,N does not depend significantly on X1,m, then P(Yn+1,n|X1,m,Y1,n) 

can be approximated by  P(Yn+1,n|Y1,n). 
Let Q(Y|X1,m) be { P(F |X1,m), P(Y1,1|X1,m), ..., P(Y1,N|X1,m) }, R(Y) be { P(Y1,N|F), 

P(Y2,N|Y1,1), ..., P(F |Y1,N) }, then L (X1,m,Y) = P(X1,m) * | Q(Y|X1,m) . R(Y) | 
where  |Q . R| is the inner product between the two vectors, F is an empty string. 
R(Y) can be computed using the first order transitional probabilities for the garbled 

text according to the relation: 

P(Y1,N|Y1,i-1) = P(yi|yi-1) * ... * P(yN|yN-1) (4) 

where i  =1,2, ..., N+1,   Y1,N = y1, y2, ..., yN,   yo = F and Yk,j = F  if   j < k 
P(X1,m) can be computed using the first order transitional probabilities for the 

correct text according to the relation: 

P(X1,m) = P(X1|F) * P(X2|X1) * ... * P(Xm|Xm-1) (5) 

Q(Y|X1,m) can be computed using the fact that X1,m can account for/produce Y1,n in 
at most three ways: 

1- X1,m-1 produces Y1,n and xm was deleted (due to merge). 
2- X1,m-1 produces Y1,n-1 and xm produces yn (substitution) 
3- X1,m-1 produces Y1,n-2 and xm produces yn-1 yn  (splitting) 

Since these cases partition the space of possibilities of X1,m producing Y1,n we have: 
Qi(Y|X1,m)  =  Qi(Y|X1,m-1) * Po(xm) + Qi-1(Y|X1,m-1) * P1(xm) * q(xm,yn) 

                                     + Qi-2(Y|X1,m-1) * P2(xm) * q'(xm,yn-1) * q"(xm,yn) 
(6) 

where i=0, 1, ..., N. 
The string correction algorithm could be summarized as follows: 
Set X=F;    push (X);  
repeat if (empty stack) return Y       //no correction occurs  

pop(X) 
for x= first_Arabic_character to last_Arabic_character 

begin  
Z = concatenation (X,x); 
if Z is a prefix of a valid dictionary word and L(Z,Y) >0  

then push(Z) 
end;  

Sort stack in descending order of L values; 
Z = top element of the stack; 

until (Z is a valid dictionary word) and  (Q(Y|Z) > 0) 
return Z 

6  Implementation and Initialization Issues 

To implement the morphology analyzer, a set of rules is built one for each 
morphology pattern.  There are some morphology patterns that need more than one 
rule for each root type.  The root and morphology pattern extraction are achieved 
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using simple template matching; i.e. every pattern has a template, and the system puts 
the input word on this template and if the word does not fit, another template is 
chosen and the process is repeated until a successful match is found or an error 
message is returned. The output of the morphological analyzer is a list of prefixes, the 
root, the morphology pattern, suffixes, and the word type (verb or noun). These word 
components must be compatible with each other. i.e. the prefixes must be compatible 
with the morphology pattern, and the suffixes must be compatible with the word type, 
...etc. For example, the emphasizing ‘å’ cannot be connected to a noun.  If this occurs, 
this means that the whole word is morphologically wrong although each component is 
individually correct. Hence, the morphological analyzer can check whether each input 
word is a valid Arabic word or not.  If it is not a valid Arabic word then the error 
correction algorithm is used to correct the recognition error. 

Two steps are required to initialize the correction algorithm: transitional 
probabilities and PFSM probabilities. 
•  Transitional probabilities of the correct text, P(X1,m), are easily computed using 

the dictionary. Transitional probabilities of the garbled text, R(Y), are easily 
computed using the garbled text.  

•  PFSM probabilities depend on the characteristics of the recognition system.  In 
other words, they depend on the merging and splitting probabilities for each 
primitive.  These characteristics can be obtained by testing the recognition system 
using real input data and comparing the input and the output of the system. The 
following list illustrates PFSM probabilities for character "ðg¿" for the segmentor 
and the system reported in [10] and [16]. 
probability of deletion (merging) Po = 0.0,  
probability of substitution P1 = 0.95, 
probability of splitting P2 = 0.05,  
probability of substitution q"(ð¿) = �����  
probability of substitution q�(ð§ ) = 0.03,  
probability of splitting q�(ðèð ) = 1,  
probability of substitution q”(�  ðÓ 0.03,  
probability of splitting q�( �  ð» 1. 

For each word four inputs are fed into the detection and correction algorithms: the 
number of parts (isolated non-connected segments of the word known as Part of the 
Arabic Word (PAW)), the recognized primitives, recognized diacritics, and the 
distribution of diacritics.  The output is the word with the maximum likelihood 
probability L(X1,m,Y) such that the number of PAWs of the reconstructed word = 
number of PAWs in the input word.  Words having the same diacritic types and 
vertical position associations are favoured; if none is found, this condition is relaxed. 

7  Experimental Results 

To determine the performance and efficiency of the proposed error detection 
approach and error correction algorithm, a database was established and experiments 
were conducted.  The database was constructed using a set of 30 randomly selected 
documents containing 1843 words.  A dictionary of about 800 words was extracted 
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from the previously constructed database.  Transitional probabilities were computed 
from the dictionary words.  Three attributes were associated with each word in the 
dictionary: ordered primitives labels of the word, number of parts of the word (PAW) 
and types and positions of all diacritics associated with the word.  A simulation for 
the recognition channel errors was applied on the dictionary words in order to obtain 
the garbled text.  Transitional probabilities for the garbled text were computed using 
the garbled version of the dictionary text.  All distinct words in the test database were 
fed into the simulator to randomly introduce one to three errors on each word.  Error 
detection algorithms were applied on the simulated output of the recognition system. 
There are three possible outputs of the morphology analyzer: 
1. Valid root, prefixes and suffixes are compatible to that root. 
2. Invalid root. The extracted root is not in the roots dictionary associated with the 

analyzer. 
3. Incompatibility between the root and the prefixes and suffixes of the word. 

Table 1 shows an example of the output of the morphology analyzer.  If the output 
is "1" then the recognized word is assumed to be correct and is written in the 
recognition output file.  If the output is "2" or "3" then the recognized word is 
assumed to be wrong. 

A word that has been determined to be erroneous, by either letter sequence test or 
morphological test is passed to correction algorithm.   The percentage of the corrected 
words was 95.3%.  Improper corrections are not all due to algorithm malfunction.  
Some improper corrections are due to the fact that the correct word is not present in 
the limited dictionary in the first place. 

Table 1.  An example of error detection using morphology analyzer. 

Output  code word under test 
1 å��ë¬ó 
1 éîäÛ�èôÄË� 
3 å���ë¬ó 
2 ê�ôã 
1 �èàÛ� 

8  Conclusion 

In this paper we have presented a new morphological based approach for detecting 
errors originated from segmentation and recognition phases in Arabic OCR systems 
and a PFSM based algorithm for correcting these errors.  Morphological analysis is 
performed to verify that the recognized word is a valid root of the Arabic language.  
This is done by reducing the word to its canonical form, i.e. the root, verifying that 
the removed letters are valid augments.  Then, the root itself is checked against a 
dictionary, which contains all the valid roots of the Arabic language, to verify the 
validity of the root itself.  Also, word components (prefixes, the root, the morphology 
pattern, and suffixes) are checked for the compatibility with each other.  The main 
advantage of this approach is the usage of a limited size dictionary to check the 
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validity of unlimited number of words in Arabic language.  The structure of the 
correction algorithm is based on Bayes theory which utilizes channel model in terms 
of probabilistic finite state machines and contextual information in the form of 
transitional probabilities between letters.  The output of the algorithm is a valid 
dictionary word that maximizes the likelihood probability between the input word and 
the output word.  Experiments conducted using a dictionary of 800 words indicate 
that the presented approach reflects the most that can be gained from the utilization of 
both contextual information of the text and characteristics of the recognition channel 
of the system. 
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Abstract.  Although face recognition is highly race-oriented, to-date there is no
Egyptian database of face images for research purposes.  This paper serves two
purposes.  First we present the efforts undertaken to build the first Egyptian
face database (over 1100 images).  Second we present a variant algorithm based
on principal component analysis (PCA) but adjusted to Egyptian environment.
In order to conduct face recognition research under realistic circumstances, no
restrictions have been imposed on the volunteers (eyeglasses, moustaches,
beards, and veils (hijab)).  Furthermore, photos, for each volunteer, were taken
during two sessions that are two months apart (March and May).  Meanwhile,
multiple light sources have been used.  More than 1000 experiments have
been carried out to evaluate the approach under different conditions.  A
new pentagon-shaped mask has been devised, which has proven
suitable to enhance the recognition rate.

1  Introduction

Computer face recognition can open the door to numerous applications specifically in
security. The face recognition problem has been tackled using different
methodologies.  One of the first approaches used geometrical features such as singular
points [1] or distance measurements [2].  Recently, the use of the Karhunen-Loeve
(KL) expansion for the representation of faces has generated renewed interest [3]-[6].
Another example is the use of profile images such as the work presented in [7]-[11].
Some very recent approaches include thermal image processing techniques [12], and
using combined biometric features [13].  Neural Networks has been also used to
address several problems but these are out of the scope of this paper.

This paper describes a three-stage project that is thought to be the first serious
effort in Egyptian face recognition.  The first stage involved building an Egyptian
face database.  This is important because system performance highly depends on the
training database.  The second stage involved the development of a recognition
algorithm that is based on principal component analysis (PCA) with several distinct
modifications.  Once all the tools were in place, the third stage involved the massive
experimentation to study the effect of every parameter in the system from an imaging
point of view and from an algorithmic point of view.  Over 1000 experiments have
been conducted to test the effect of training set size, number of eigenfaces, different
masks, rotations, lighting conditions, moustaches, eyeglasses, veils (hijab) and others.
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Aside from this introductory section, this paper is composed of four more sections.
Section 2 introduces the PCA approach.  Setup and statistics for the face database are
described in section 3.  Summary of results is presented in section 4.  We finally
conclude in section 5 with observations and recommendations for future work.

2  Proposed Approach

The image space is highly redundant when used to describe faces.  Principal
Component Analysis (PCA) can be used to reduce the dimensionality of the face
image by representing it using a small number of eigenvalues.  PCA derives its basis
from the KL transform or the Hotelling transform [14].

The aim is to construct a face space with each component not correlated with any
other.  This means that the covariance matrix of the new components should be
diagonal.  In addition, the new space should maximize the correlation of each
component with itself.

Assume xi and yi are the vectors describing the face in the image space and the new
space respectively, X and Y are the matrices containing several vectors representing N
faces in the image space and the new space respectively.  Let P be the transformation
matrix, then

XPY T= (1)

PYX = (2)

From (1) and (2), we deduce that PPT = I, i.e. P’s columns are orthonormal to each
other.  The relation between the covariance matrices, Sx and Sy, becomes as follows:

PSPPXXPYYS xy
TTTT === (3)

If we choose P to be the matrix containing the eigenvectors of Sx, then:

PPS x Λ= (4)

where Λ is the diagonal matrix containing the eigenvalues of  Sx.  Substituting from
(3) we get,

Λ=Λ=Λ= PPPPS TT
y

(5)

Thus, Sy will be a diagonal matrix containing the eigenvalues of Sx.
Hence, we can now represent the image of a face with a limited number of

coefficients equal to, k, where k is the rank(X*XT).  We can further reduce the
dimensionality to n (n<k) by omitting some principal components.  This is done by
dropping the smallest k-n eigenvalues and their associated eigenvectors.

The proposed approach, thus, proceeds in two steps, an offline one-time step which
is eigenface generation and an online repetitive step with every query which is the
transformation of the input face image to the face space.
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2.1 Eigenface Generation

PCA computes the basis of a space represented by the training vectors (faces).  The
basis vectors are eigenvectors which are defined in the image space and can be
viewed as faces, thus they are known as the eigenfaces.  Depending on the required
accuracy and computational complexity of the following steps, the M eigenfaces
corresponding to the largest M eigenvalues are retained and the rest are skipped.

2.2 Transformation to Face Space

The transformation of any image of a face from the image space to the face space is
very simple using the following:

I
T

F ff E= (6)

where, E is the matrix of the eigenfaces, fI is a face in the image space, and fF is the
same face in face space.  Thus, it is basically a projection operation in which the
components of the face are calculated in directions of the most important eigenfaces.

Once this is done, then, the recognition process is reduced to finding the best match
between the coefficients of the given query face and the coefficients of faces stored in
the database.

2.3 Center of Attention Enhancement

Better results could be obtained by removing the background from the image.  This
increases the effect of the face data (pixels) on the computed eigenfaces.  One
contribution of the work presented here is the experimentation with different masks
and the development two masks, a pentagon mask for general purposes, and an oval
mask for females with veils.  Samples of both masks are included in figures 3-5.

3  Building an Egyptian Face Database

Several databases with various sizes and diverse circumstances have been used in face
recognition research at universities and research institutes.  Sample databases include
2 frontal views of 20 Japanese used in [2], 40 faces used in [15], the MIT database of
27 views for 16 persons used in [16], the Olivetti database of 10 views for 40 persons,
Weizmann database consisting of 30 views for 28 persons [16] and the Bern database
of 10 views for 30 persons, and the FERET database, the largest database so far,
consisting of 7562 images for 3000 persons [6].  Thus, except for the FERET most
databases consist of a humble number of persons with very limited number of views
(usually two).

Most existing databases have imposed several restrictions on volunteers, such as
excluding people with eyeglasses or moustaches.  To target real life applications, we
did not impose any restrictions on the volunteers and made sure to include all distinct
features from the race and traditional point of view such as females wearing veils
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(hijab).  The database contains a fairly large size of images consisting of 10 views
with different angles of rotation for 117 persons.  Three views were taken in March
1998, and the rest were taken two months later in May to allow realistic changes in
appearance to take place (e.g. growing a beard and changing hairstyle). This is as
opposed to cosmetic changes usually done by waiting few minutes and retaking the
pictures.  Meanwhile, multiple light sources have been used and varied.  In the
following, we present the setup, statistics and light correction procedures.

3.1 Setup

Figure 1, shows the plan of the location and person seating used during photograph
shooting.  We would like to point out the following:
•  We had multiple light sources: fluorescent light, sunlight (coming through the

window, which differs drastically during the day and also differs from March to
May), and flash. This resembles real life applications.

•  The normal lighting conditions were realized by having the window-curtain half-
open and the fluorescent light on.

•  Darker lighting conditions were realized by closing the curtain completely, the
fluorescent light, however, was left on.  Thus, it was dark but not dim.

•  During flash photography, curtains were half-open and fluorescent light was on.
•  Volunteers were photographed in March 1998 then in May of the same year.
•  All the photographs were taken between 10:00 am and 4:00 p.m.
•  We used Casio QV-700 digital camera, mounted on a tripod to avoid blurs.

3.2 Statistics

For each volunteer, we took the following photographs:
•  In March 3 views in normal lighting conditions with the camera in the first

position.  The 3 views are: Frontal view, volunteer’s seat has the direction (f), 45°
view (direction m), and 90° side view (direction s).

•  In May 7 views as follows: 3 at the same lighting conditions, angles, and distance
from camera as those in March, 1 at the same lighting conditions, but with seat in
the direction (r) 22.5° (to study the effect of changing pose), 1 frontal view with
flash while the camera is at the first position, 1 frontal view in darker lighting
conditions while the camera is at the first position (to study the effect of changing
lighting conditions negatively, and positively) and 1 frontal view at the normal
lighting conditions while the camera is at the second position (to study the effect
of changing scale.

The only restriction we have imposed on the volunteers was to ask them to avoid
any emotional expressions such as showing sadness, happiness or anger.
Volunteer profile and database statistics could be summarized as follows:
•  Volunteers’ ages range from mid-twenties (23) to mid-fifties (56).
•  In March 117 volunteers were photographed (3 views).
•  In May 111 volunteers were photographed (7 views).
•  Volunteers were 82 males and 35 females.
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•  20 males were wearing eyeglasses in March, increased to 21 in May.
•  4 females were wearing eyeglasses.
•  32 males had a moustache only. 8 had a beard and a moustache in March

increased to 10 in May.  No one had a beard without a moustache.
•  28 females were wearing a veil (hijab), 7 females were not wearing a veil.
•  In the frontal views of March 4 males and 2 females blinked.
•  In the frontal views of March 2 males and 1 female had their lips slightly parted

showing sort of an intention to smile.

                                                  Background curtain

Fluorescent                    Person’s                      (900 s)            Fluorescent
          lamps                          seat                                              lamps

                                                                                (450 m)
                                                          (00 f)   (22.50 r)

                                             2.00m
                                                             3.00 m
                                                                                                       Window with
                                                                                                                Curtain
                   First camera position
                       (2 m from seat)

                1.50 m

                 Second camera position
                    (3.5  from seat)

Fig. 1.  Imaging setup (dotted lines show different seating angles).

3.3 Fluorescent Correction

Fluorescent light causes flickering that cannot be noticed by the human eye.
However, it is sensed by the digital camera and leads to changes in brightness from an
image to another.  A correction procedure was carried out as follows:

We collected all images photographed under the same lighting conditions, and for
each image of them we calculated the following gray levels: Minimum, maximum and
average gray level for the background curtain, bm, bx and ba, Minimum gray level in
the whole image, gm, Maximum gray level within face in the image, gx.

We then computed the average of these values for the whole set of images taken
under the same lighting conditions.
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∑=
N
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msm ib

N
b )(

1 (7)

where, bm(i) = bm for image i and thus, bsm becomes the average minimum value for
the whole set.

Correction then, proceeded by fixing 7 gray levels on each image and using a
spline interpolation to figure out the correction mapping between input gray levels
and output (corrected) gray levels.  A sample of such mapping is shown in figure 2a.
The seven gray levels chosen were as follows: bm, bx, ba, and gm were forced to the
average of the whole set bsm, bsx , bsa and gsm, respectively, gx was forced to the global
maximum for this face in the whole set, to increase the dynamic range of gray levels
for each face, and 0 (darkest black) and 255 (lightest white) were kept as is.  Figure
2b shows samples of images before and after correction.

                  (a)                                                                (b)

Fig. 2. Fluorescent light correction.  (a) mapping (input (horizontal) vs. output
(vertical) gray levels).  (b) Sample images before (upper) and after (lower) correction.

4  Experimental Results

We formed two sets of the database of faces. Each one of them contains of the same
number of males, females, males with moustaches and beards, females with veils
(hijab) and persons with eyeglasses.  One set was used for training to obtain the
eigenvectors in which we code other faces.  The second set was used for queries.

We have used two distance measures to compare faces, the Euclidean distance, de,
and the Mahalanobis distance, dm, defined respectively as follows:

de(x,y)2 =  ∑ (xi – yi)
 2 (8)

Dm(x,y)2 =  ∑ λ i

-1 (xi - yi)
 2 (9)

where xi and yi are the component of the two faces in direction of the ith eigenface
and λ i  is the ith eigenvalue.  Thus, Mahalanobis distance pays equal attention to all
components in direction of all eigenfaces [17].

We have carried out the numerous experiments totaling to over 1000 queries. Table
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1 lists samples of the results obtained from these experiments. Figures 3-5 show
samples of the training sets, eigenfaces and the oval mask used for females with veil.
A complete set of tables and plots for the results can be found in [18]. For most of the
experiments, we have gathered statistics for:
•  Varying the number of training faces from 10 to 57 and for each training set of

faces varying the number of eigenvectors from 10 to 57.
•  Using the Euclidean and Mahalanobis distance.
•  Recording recognition percentage of perfect hit (correct face is the top ranked by

the query result), best three matches (correct face is within the highest three ranked
faces) and best five matches (correct face within the highest five ranked faces).
Frontal views recognition rate was higher than 68% without co-locating eyes of

matched faces.  If eyes were to be co-located we would expect a higher recognition
rate.

Fig. 3.  A sample training set of frontal views without background or hair

Fig. 4.  Some eigenfaces extracted from a training set of frontal views.
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Table 1.  Sample results for different queries. R: recognition rate, NTF: number of training
faces, NEV: number of eigenvalues.

Case R % NTF NEV

1. Frontal views
a. normal lighting, with background, perfect hit. 21.8 57 25
b. a with removing background and most of hair. 30.9 50 45
c. previous + histogram equalized, perfect hit. 32.7 40 35
d.  c with best three matches. 40.0 40 35
e.  c with best five matches. 41.8 50 30
f.  e, Mahalanobis distance 45.4 57 30
g. f + removing males with moustaches. 48.6 40 20
h. g + removing females with veils. 68.2 30 25
i. Females with veils (hijab) using a special oval mask. 61.5 40 30
2. Rotated views
a. 45° given same angle two months earlier, no
histogram equalization, perfect hit

27.3 57 50

b. Side views given side views two months earlier, no
histogram equalization, perfect hit

27.3 57 20

c. 22.5° given frontal views two months earlier, no
equalization, perfect hit

14.6 40 15

d.  a with histogram equalization, Mahalanobis
distance, best 5, excluding females with veils.

63.6 50 40

e.  b with histogram equalization, Mahalanobis
distance, best 5, excluding females with veils.

52.4 57 30

f. c with histogram equalization, Mahalanobis distance,
best 5, excluding females with veils.

36.4 15 11

g. Different angles given 2 months earlier all-together,
histogram equalization, Mahalanobis distance, best 5,
excluding females with veils

50.0 30 30

3. Scaled views
a. No histogram equalization, perfect hit 5.5 40 10
b. Histogram equalization, Mahalanobis distance, best
5matches, excluding females with veils.

18.2 50 20

4. Different lighting conditions
a. darker lighting conditions given normal 2 months
earlier, no equalization, perfect hit

18.2 30 30

b. flash given normal 2 months earlier, no equalization,
perfect hit

10.9 10 10

c.  a but with histogram equalization 27.3 20 20
d. b but with histogram equalization 9.1 57 20
e. c  + Mahalanobis distance, best 5matches, excluding
females with veils.

50.0 20 20

f. d + Mahalanobis distance, best 5matches, excluding
females with veils.

28.6 50 40

From table 1 and rest of results in [18] we notice that:
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•  Removing the background and most of the hair gives a considerable enhancement
in the recognition rate.

•  Histogram equalization has very little effect under normal lighting conditions,
considerably enhances the recognition rate under dark lighting conditions and has a
negative effect under flashlight.

•  Recognition given a different view is almost half the case of the same view.
•  Mahalanobis distance gives better results than Euclidean distance.
•  Considering the best five matches is slightly better than the best three matches.
•  It seems that moustaches result somehow in a dominant eigenvector, that once

present causes any face with a moustache to be considered a hit.
•  Concentrating on the inner oval area of the face considerably enhanced the

recognition rate for females (figure 5).  This is expected because it avoids features
from veil and hair style to dominate the recognition process, thus, reducing the
effect of such changes from March to May (a normal case for females)

•  The system still holds well even with a mixture of views present at the same time
altogether.

•  While the system performance was quite acceptable for rotations, scaled cases
presented a real problem where the recognition rate was at its minimum.

Fig. 5.  Oval mask used to deal with veils.

5  Conclusion

In this paper, we have presented a complete study on using a PCA based approach to
recognition of Egyptian faces.  The new set of masks and implementation specifics
introduced, proved to be effective leading to satisfactory results of over 68% correct
recognition rate for frontal views.  Another major contribution of the work presented
here is efforts exerted in creating the first Egyptian face database.  Unlike previous
databases used by other researches, it contains a fairly large number of images (over
1100 images) taken under realistic multiple source lighting circumstances with no
restrictions imposed on the volunteers (eyeglasses, moustaches, beards, and veils).
Furthermore, images were taken two months apart allowing changes in features from
the first to the second shooting (e.g. growing a beard).

We intend to carry out a study to find out if we can correlate specific eigenfaces
with specific features of the face (like gender or race).  We also hope we can keep
track of the volunteers so that we can take several more sets of photographs
periodically in the next 10 years to study the effect of aging.
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Abstract. This paper presents an approach to using both labelled and
unlabelled data to train a multi-layer perceptron. The unlabelled data
are iteratively pre-processed by a perceptron being trained to obtain the
soft class label estimates. It is demonstrated that substantial gains in
classification performance may be achieved from the use of the approach
when the labelled data do not adequately represent the entire class dis-
tributions. The experimental investigations performed have shown that
the approach proposed may be successfully used to train networks for
colour classification in graphic arts.

1 Introduction

Numerous classifiers and associated learning algorithms have been developed. A
common feature of nearly all the approaches is the assumption that class labels
are known for each input data vector used for training. This is true for neural
networks such as multilayer perceptron and radial basis functions. These neural
networks are usually trained to minimize the squared distance to the target class
value. Knowledge of class labels is also required for parametric classifiers such as
a mixture of Gaussian experts. The training for such classifiers typically involves
dividing the training data into subsets by class and then using the maximum
likelihood estimation to separately learn each class density.

Labelled data can be plentiful for some applications. For others, such as
medical imaging, quality control in a halftone multi-coloured printing the correct
class labels can not be easily obtained for a significant part of the vast amount
of training data available. The difficulty in obtaining class labels may arise due
to incomplete knowledge or limited resources. An expensive expertise is often
required to derive class labels. Besides, labelling of the data is often a very tedious
and time-consuming procedure. A significant part of the data often remains
unlabelled.

The practical significance of training with labelled and unlabelled data was
recognised in [2]. The theoretical results obtained in [1] are less optimistic concer-
ning the value of unlabelled data for learning classification problems. By contrast,
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Towell [7], Shashahani and Landgrebe [6], Miller and Uyar [3],[4] have obtained
substantial gains in classification performance when using both labelled and un-
labelled data. However, despite the promising results, there has been little work
done on using together labelled and unlabelled data. One reason is that conven-
tional supervised learning approaches such as the error back propagation have no
direct way to incorporate unlabelled data and, therefore, discard them. In this
paper, we propose an approach to using both labelled and unlabelled data to
train a multilayer perceptron. The unlabelled data are iteratively pre-processed
by a perceptron being trained to obtain the soft class label estimates.

The remainder of the paper is organised as follows. In the next section, we
briefly describe the related work. The learning approach proposed is presented
in section three. The fourth section presents results of the experimental investi-
gations. Section five gives conclusions of the work.

2 Related Work

The learning algorithm proposed by Towell uses conventional neural network
supervised training techniques except that it occasionally replaces a labelled
sample with a synthetic one [7]. The synthetic sample is the centroid of labelled
and unlabelled samples in the neighbourhood of the labelled sample. Therefore,
the algorithm uses both labelled and unlabelled samples to make local variances
estimates.

Another approach to using unlabelled data for learning classification pro-
blems relies on probability mixture models. A mixture-based probability model
chosen by Shashahani and Landgrebe [6], and Miller and Uyar [3],[4] is the key
to incorporate unlabelled data in the learning process. In [6], the conditional
likelihood is maximised, while Miller and Uyar [3],[4] maximise the joint data
likelihood given by

logL =
∑

xi∈Xu

log
L∑

l=1

αlf(xi/θl) +
∑

xi∈Xl

log
L∑

l=1

αlP [ci/xi, mi = l]f(xi/θl) (1)

where f(xi/θl) is one of L component densities, with non-negative mixing para-
meters αl, such that

∑L
l=1 αl = 1, θl is the set of parameters of the component

density, Xu is the unlabelled data set and Xl is the labelled data set. The class
labels are also assumed to be random quantities and are chosen according to the
probabilities P [ci/xi, mi], i.e. conditioned on the selected mixture component
mi ∈ {1, 2, ..., L} and on the feature values. The optimal classification rule for
this model is given by the following selector function with range in the class label
set:

S(x) = argmaxk

∑

j

P [ci = k/mi = j,xi]P [mi = j/xi] (2)

where

P [mi = j/xi] =
αjf(xi/θj)∑L
l=1 αlf(xi/θl)

(3)



552 A. Verikas, A. Gelzinis, and K. Malmqvist

The EM algorithm is used to maximise the likelihood. The EM algorithm itera-
tively guesses the value of missing information. The algorithm uses global infor-
mation in this process and, therefore, it may not perform well on some problems.
We use the approach chosen by Miller and Uyar [4] for our comparisons.

3 Training the Network

3.1 The Network

The network used is a multilayer perceptron. Let o
(q)
j denote the output signal

of the jth neuron in the qth layer induced by presentation of an input pattern x,
and w

(q)
ij the connection weight coming from the ith neuron in the (q − 1) layer

to the jth neuron in the qth layer. Assume that x is an augmented vector, i.e.
x0 = 1. Then o

(0)
j = xj , o

(q)
j = f(netqj),

net
(q)
j =

nq−1∑

i=0

w
(q)
ij o

(q−1)
i (4)

where net
(q)
j stands for the activation level of the neuron, nq−1 is the number of

neurons in the q − 1 layer and f(net) is a sigmoid activation function.

3.2 Learning Set

We assume that the learning set X consists of two subsets X = {Xl,Xu},
where Xl = {(x1, c1), (x2, c2)...(xNl , cNl)} is the labelled data subset and Xu =
{xNl+1, ...,xNl+Nu} is the unlabelled data subset, xn ∈ RK is the nth data
vector, cn ∈ I = {1, 2, ..., Q} is the class label, Q is the number of classes, Nl

and Nu are the number of labelled and unlabelled data points, respectively;
N = Nl +Nu.

The target values for the labelled data subset t1, ..., tNl are encoded according
to the scheme 1− of − Q, i.e. tnk = 1, if cn = k and tnk = 0, otherwise.

Target values for unlabelled data It has been shown that the MLP trained
by minimising the mean squared error can be viewed as a tool to estimate the
posteriori class probability from the set of input data [5], i.e.

P (cj/x) =
exp(oL

j (x,w))
∑Q

i=1 exp(o
L
i (x,w))

(5)

where L is the number of layers in the network. We use this estimate of the
posteriori class probability to obtain target values for unlabelled data.

Let Mn be the set of indices of the knn nearest neighbours of the unlabelled
data point xn, i.e.

‖ xn −xk ‖<‖ xn −xi ‖,∀k ∈ Mn,∀i /∈ Mn;Nl+1 ≤ n ≤ N ; 1 ≤ k, i ≤ N (6)
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Then, the target vector tn for the unlabelled data point xn is given by

tn =
∑

l∈Mn tl

knn
(7)

where

tlj =
exp(oL

j (x
l,w))

∑Q
i=1 exp(o

L
i (xl,w))

,∀j = 1, 2, ..., Q,∀n = Nl+1, ..., N (8)

if Nl + 1 ≤ l ≤ N and
tlj = 1or0 (9)

if 1 ≤ l ≤ Nl.

3.3 Learning Algorithm

We assume that regions of lower pattern density usually separate data classes.
Therefore, decision boundaries between the classes should be located in such low
pattern density regions. First, the network is trained using labelled data only.
Then, the target values for unlabelled data are estimated using (7). Next, the
network is retrained using both the labelled and unlabelled data and the target
values for the unlabelled data are re-estimated. In the following, the training and
re-estimation steps are iterated until the classification results obtained from the
network in a predetermined number of subsequent iterations stop changing or
the number of iterations exceeds some given number. We use the error back pro-
pagation algorithm to train the network. The network is trained by minimising
the sum squared error augmented with the additional regularisation term

E(w) =
1
2

N∑

n=1

Q∑

j=1

(o(L)n
j (w)− tnj )

2 + β

NW∑

i=1

w2
i (10)

where NW is the number of weights in the network and β is the regularisation
coefficient. The learning algorithm is encapsulated in the following five steps.

1. Train the network using labelled data only.
2. Evaluate the posteriori class probabilities for unlabelled data using (8).
3. Calculate target values for the unlabelled data using (7).
4. Train the network using both the labelled and unlabelled data.
5. Stop, if the classification results obtained from the network in a
predetermined number of subsequent iterations stop changing or the
number of iterations exceeds some given number; otherwise go to Step 2.

4 Experimental Testing

The learning approach developed was compared with the EM algorithm proposed
in [4] and the conventional error back propagation learning when only labelled
data are exploited. We used data of two types to test the approach: the 2D
artificial data, and the data from real application aiming to separate colours of
a halftone multi-coloured picture.
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4.1 Tests for Artificial Data

We performed two series of experiments with artificial data. In the first series, a
two-class separation problem that requires linear decision boundary was conside-
red. In the second series, the network had to develop highly non-linear decision
boundaries for classifying two-dimensional data into three classes.

A two-class problem The data set is shown in Fig. 1. The data are Gaussian
with the same covariance matrix. The optimal decision boundary for the data
is linear. There are 2000 data points in the class ’o’ and 400 in the class ’+’.
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Fig. 1. A two-class (’+’ and ’o’) classification problem. Classification result obtained
from the MLP trained on labelled data only (left). Classification result obtained from
the MLP trained on both labelled and unlabelled data (right).

The black dots illustrate the labelled data. The unlabelled data points shown
in grey are correctly classified. The classification errors are shown in black ’+’
and ’o’. Only 40 data points from each class are labelled. As it often happens in
practice, the labelled data do not adequately represent the class distributions.
The one hidden layer perceptron used in the experiment contained four nodes
in the hidden layer.

Fig. 1 (left) illustrates the typical classification result obtained from the MLP
trained on the labelled data only. As can be seen from Fig. 1 (left), the labelled
data are classified correctly. However, the average classification error for the
unlabelled data is 8.98%.

The classification result obtained using the proposed training approach is
shown in Fig. 1 (right). The number of nearest neighbours used in the experi-
ment is knn = 8. The improvement obtained from the use of both the labelled
and unlabelled data in the learning process should be obvious. The EM algo-
rithm yielded a similar error rate for this particular data set: 1.89% for the EM
algorithm with L = 2 mixture components and 1.77% for the approach proposed.

The next experiment aims to justify that the decision boundary found is
situated in a place sparse in data points. First, we uniformly distribute some
number of data points, let say 100, on the line connecting centres of the classes.
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The line is shown in Fig. 1 (right). For each data point on the line we then
evaluate the average distance to the knn nearest neighbours in the data set. To
evaluate the distance we always used the same number of the nearest neighbours
as for the target value estimates when training the network. The average distance
evaluated for all the data points on the line reflects the density of the data points
in the neighbourhood of the line. Fig. 2 (left) illustrates the distribution of the
average distance obtained using knn = 8. The characters ’+’ and ’o’ show to
which class the points of the line are assigned. As can be seen from Fig. 2 (left),
the class label changes in the place of the lowest pattern density. A more accurate
estimate of the average distance (the generalised average distance) is obtained by
averaging the estimates from several lines drawn in parallel to the line connecting
the centres of the classes. The end points of the ith line are given by
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Fig. 2. Distribution of the average distance when knn = 8 (left). Distribution of the
generalised average distance when knn = 50 (right).

pi
c = p∗

c + (0, (((Nlin + 1)/2)− i)∆h), c = 1, 2; i = 1, 2, ..., Nlin (11)

where c is the class index, p∗
c is the centre of the class c, Nlin stands for the

number of the lines, and ∆h is a constant. The generalised average distance from
the jth point on the generalised line to the knn nearest neighbours is given by

dj =
1

Nlin

Nlin∑

i=1

di
j (12)

where di
j is the average distance from the jth point on the ith line.

We use local information to obtain the target value estimates when training
the network. We use also the same degree of locality (the same number of nearest
neighbours) when estimating the generalised average distance distributions. An
increase in the number of nearest neighbours used smoothens the estimates.
Fig. 2 (right) illustrates the case. The value of knn = 50 has been used in this
experiment. Due to the over-smoothing, the peak of the distribution is moved
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towards the less populated class. The figure shows that the class label, again,
changes at the top of the distribution. Therefore, the decision boundary is also
moved towards the less populated class. However, from the point of view of the
estimate obtained, the decision boundary is located in the place of the lowest
pattern density.

A three-class problem The data set used in this experiment is shown in Fig.
3. There are three classes in the set: ’o’, ’+’, and ’�’ containing 1683, 1739, and
1735 data points, respectively. All the data points, except those shown as black
dots, are unlabelled. There are only 40 labelled data points from each class. The
labelled data extremely badly represent the class distributions. The MLP used
in this experiment contained ten nodes in the hidden layer. Fig. 3 (left) shows a
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Fig. 3. A three-class (’o’, ’+’, and ’�’) classification problem. Classification result
obtained from the network trained on both labelled and unlabelled data (left). Classi-
fication result obtained from the EM algorithm for L = 3 mixture components (right).

typical classification result obtained from the network trained according to the
approach proposed. The data points shown in grey as well as the labelled data
are correctly classified. The classification errors are shown in black ’o’, ’+’, and
’�’.

We have experimented with the EM algorithm using different number of
mixture components. In all the trials the obtained classification accuracy was
far bellow the accuracy illustrated in Fig. 3 (left). Fig. 3 (right) displays one
outcome from the EM algorithm for L = 3 mixture components. It is obvious
that it is not enough to use three mixture components for modelling the class
distributions properly. Using more mixture components, however, causes errors
in the estimate of the probabilities P [ci/xi, mi]. The performance of the EM
algorithm improves considerably if labelled data are spread over the entire class
distributions. For such a case, the classification error rate obtained from the EM
algorithm with L = 8, and the network trained according to approach proposed
was 0.31% and 0.19%, respectively.
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4.2 Experiments with Real Data

Nowadays, multi-coloured pictures in newspapers, books, journals and many
other places are most often created by printing dots of cyan (c), magenta (m),
yellow (y), and black (k) inks upon each other through screens having different
raster angles. Fig. 4 (above-left) illustrates an example of an enlarged grey scale
view of a small area of a newspaper picture that contains dots of all the four inks.
There are many factors contributing to the quality of such colour prints. One
factor that influences the colour impression of the picture is the size and shape
of the areas covered by different inks. Different printing conditions can yield a
different distribution of size of the printed dots as well as a different degree of
shape irregularities of the dots. Therefore, quality inspection and control of the
printing process implies evaluation of the percentage of area covered by inks of
different colours and estimation of the actual size and shape of the printed dots.
The measurements can be done automatically if we know the colour of every
pixel of the picture.

Solving the colour classification task in a supervised way raises a problem
of labelling the training data [9]. For example, it is not a trivial problem to
assign labels (one of c, m, y, w (white paper), cy, cm, my, cmy, and k)
for each pixel of the image shown in Fig. 4 (above-left). It is not clear what
labels pixels located on the borders of the dots should acquire. Besides, manual
labelling is a very tedious procedure. In the remainder of the paper, we show
that the proposed learning technique can be successfully used to perform colour
separation in images taken from halftone multi-coloured pictures.

In all the experiments presented here, every pixel was described by the nor-
malised variables i = R + G + B, j = R − B, and k = R − 2G + B. These
variables are obtained by performing a linear transformation of the R, G, B vec-
tor by eigenvectors of the covariance matrix of the R, G and B variables (under
the assumption that the variables are of equal variances and covariances) [8].

In the first experiment, pictures created by printing dots of c and y inks
have been used. Images recorded from such pictures contain four colour classes,
namely, c, y, w, and cy. The task was to extract ”yellow dots” by classifying
pixels into c, y, w, and cy colour classes. Pixels of the y, and cy colour classes
then represent the ”yellow dots”. The distribution of the learning data set used in
this experiment is shown in Fig. 5 (left). The labelled data and the corresponding
class labels are shown in black in the figure. To make the labelling process
less tedious, labels were assigned only for pixels from some central parts of the
printing dots and the cy and w areas. As can be seen, the labelled data do
not adequately represent the entire class distributions. There are 14770 pixels
in total. Among them 200 pixels from each class are labelled. The class w is
most populated, and the class cy is the one least populated. The network we
used to solve the problem contained 5 hidden nodes. The number of the nearest
neighbours has been chosen to be knn = 25. Fig. 4 (above) gives a possibility to
compare two solutions to the task: the results obtained from the EM algorithm
(above-middle) and the approach proposed (above-right). The results reveal the
superiority of the approach proposed over the EM algorithm in this particular
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Fig. 4. An enlarged grey scale view of a part of a newspaper picture that was created by
printing dots of cyan, magenta, yellow, and black inks (above-left). The ”Yellow dots”
found by the EM algorithm (above-middle) and the approach proposed (above-right).
An image containing pixels of two colour classes: m and w (below-left). Classification
result obtained from the MLP trained on: labelled data only (below-middle), both
labelled and unlabelled data (below-right).

application. The EM algorithm has created noise by assigning some pixels to
class y when the pixels actually belong to class w. The classification result
obtained from the EM algorithm is visualised in Fig. 5 in the ijk colour space.
The figure clearly shows that the class y was favoured in this experiment.

Fig. 5. Distribution of the learning set in the ijk colour space (left). Classification
result in the ijk colour space for the EM algorithm (right).

In graphic arts, it is important to accurately measure the size of halftone
printing dots. Such a need arises when studying interaction between different
types of ink, paper and printing devices. It is not an easy task if we have to deal
with very small or very large tonal values. Fig. 4 (below-left) presents an exam-
ple of such a task. Approximately 97% of the area of the picture the image was
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taken from is covered by a magenta ink. The task is to determine the percentage
of the ”white” areas. The middle and the right images of Fig. 4 (below) illust-
rate two solutions to the problem, namely, the result obtained from the MLP
trained on labelled data only and the result obtained from the approach propo-
sed, respectively. Comparing the results, we find that an obvious improvement
in classification accuracy has been obtained when using the proposed training
approach.

5 Conclusions

We have presented an approach to using both labelled and unlabelled data to
train a multi-layer perceptron. The approach banks on the assumption that
regions of low pattern density usually separate data classes. Decision boundaries
developed during training according to the approach proposed are positioned in
such low pattern density regions.

We have demonstrated experimentally that substantial gains in classification
performance may be achieved from the use of the approach when the labelled
data do not adequately represent the entire class distributions. In most of the
tests performed, we found superiority of the proposed training approach over
the EM algorithm and the MLP trained on labelled data only. Encouraging
experimental results have been obtained when using the approach proposed for
colour classification in graphic arts.
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Abstract. This paper describes investigation results on the design of a
real time, computer vision based system for automatic inspection of filter
components in a manufacturing line. The problem involves reasoning ab-
out an object’s 3D structure from 2D images. In computer vision, this is
normally referred to as a 3D-2D problem. In this paper, we first present
a geometrical analysis of image correspondence vectors synthesised into
a single coordinate frame. The analysis is based on geometrical consi-
derations that are fundamentally different from analytical, perspective,
or epipolar geometries. The camera setup stems from the geometrical
implications of such analysis and from the given background knowledge
of the task within the context of the production line. We then describe
a novel geometrical algorithm to estimate parameters of interest that in-
clude depth estimation and the position and orientation of the camera in
world coordinate frame. The algorithm provides the closed form solution
to all estimated parameters making full use of distance between feature
vectors and angle information. For a comparative study of algorithm
performance, we also developed an algorithm based on epipolar geome-
try. Experimental results show that the geometrical algorithm performs
significantly better than the algorithm based on epipolar geometry.

1 Introduction

We are investigating the design of a real time, automatic vision system for in-
spection of filter components in a manufacturing line. The main parameters of
interest include physical dimensions such as width, height, depth, diameter, and
also texture, such as typical of aluminium meshes or polystyrene coatings. The
essence of the problem is to reason about the 3D structure of an object from sets
of 2D images. In computer vision, this is called a 3D-2D correspondence pro-
blem. Many algorithms mainly based on epipolar geometry have been proposed
to solve 3D-2D problems. Examples include techniques based on conservation of
distance [1], triangular geometry [6], [9], and iterative methods [5], [7], [8], [10],
[11], [12]. However, such algorithms do not explicitly use distance between fea-
ture points and angular information as constraints to calibrate the orientation
and position parameters of the camera even though it seems that such informa-
tion would increase the performance of the algorithms. Second, these algorithms
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are normally based on iterative methods which have a disadvantage of depending
on the initial value of unknowns and that the best solution cannot be guaranteed
to be found. Despite such shortcomings, it must be pointed out that algorithms
based on epipolar geometry have the advantage of simplicity of implementation
while representing the only common linear method to solve all 3D-2D and 2D-2D
problems. This is particularly relevant considering that much research effort has
gone into the 2D-2D problem [2], [3], [4], and significantly less into the 3D-2D
problem.
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Fig. 1. 3D-2D problem: given all information about a scene (p) in oxyz coordinate
frame and an image (P′) of this scene taken from another viewpoint o′, how to
estimate the orientation and position of the camera at o′ in oxyz coordinate frame
and the structural information of this scene in camera centred coordinate frame
o′x′y′z′? In the figure, f represents the focal length of the camera, and (p,P′) is
called a 3D-2D correspondence.

In the 3D-2D problem of filter components several parameters are known
and controllable, such as the position and orientation of the camera. We are
thus, able to incorporate these into the setup so that implementation is more
effective and reliable. Figure 1 highlights the problem and the setup. We align
the optical axis of the camera so that it is parallel to the z axis of the reference
coordinate frame and coincides with the focal point of the camera in the xy
plane of reference. As a result, the image plane will be parallel to the xy plane
of the reference. In order to estimate the parameters of interest including the
orientation R̂ and position t̂ of the camera, and the filter structural data ẑ′

i
describing the depth of each visible point in camera centred coordinate frame,
we developed a novel algorithm called Simplified Geometrical Algorithm (SGA),
providing the closed form solutions to all calibrated parameters making full
use of distance and angle information. For a comparative study of algorithm
performance, we also developed an algorithm based on the epipolar geometry
called Simplified Epipolar Geometry Algorithm (SEA). The algorithms operate
on the images to calibrate the transformation parameters (R̂, t̂, ẑ′

i), and relative
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calibration errors eR, et, and ez′ of these parameters can be estimated and used
as the main criteria to decide whether to accept or reject a component.

The rest of this paper is organised as follows. The theoretical foundations for
the camera setup are provided in Section 2, the novel SGA and SEA algorithms
are described in Section 3 and validation of algorithms is described in Section 4.
Finally, some conclusions are drawn in Section 5.

2 Theoretical Foundations for the Camera Setup

Given two sets of 2D or 3D correspondences, many methods to calibrate rigid
body transformation parameters have been proposed such as the ones described
in Section 1. Such methods mainly consider the relationships between object fea-
ture points and their corresponding image points based on analytic, perspective,
or epipolar geometries. The geometrical considerations of our method are funda-
mentally different from such geometries, as we mainly consider the relationships
between correspondences that have been synthesised into a single coordinate
frame. The relationship between a point p described in one coordinate frame
and its corresponding point p′ described in another coordinate frame after a
rigid body transformation can be represented as follows:

p′ = R(p − t) (1)

where R represents the rigid body rotation matrix (corresponding to an ortho-
normal matrix with determinant equal to 1), t represents the translation vector
of the rigid body transformation and (p,p′) is called a correspondence. Our me-
thod is based on gometrical analysis of correspondence points with the following
general assumptions and constraints: (i.) all transformations must be rigid body
transformations; (ii.) all correspondences must undergo the same rigid body
transformation; (iii.) all correspondences must be synthesised into a single coor-
dinate frame; (iv.) the rigid body transformation must include a rotational part,
in other words, the rotation angle θ of the rigid body transformation must be
defined as: 0 < θ < π.

The geometrical considerations and formalisation of our method in 2D and
in 3D are described as follows. In 2D, feature points and their correspondences
(p,p′) are plotted into a single coordinate frame. It is verified that the per-
pendicular bisectors of correspondence vectors CV = pi − p′

i (i = 1, 2, · · ·) all
intercept at a fixed point c. Plotting the translation vector t at the origin of
the coordinate frame, it is verified that its perpendicular bisector also intercepts
at the same fixed point. It is also verified that the including angle between the
lines passing through any correspondence (p,p′) and the fixed point is equal to
the rotation angle θ of the transformation. Formalising the above geometrical
properties regarding 2D rigid body transformations we have:

Property 1. There is one and only one point c in 2D which is uniquely determi-
ned by the rigid body transformation equidistant to any correspondence (p,p′)
subject to the same rigid body transformation and the including angle between
p − c and p′ − c is equal to the rotation angle θ of the transformation.
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Because we are interested in analysing geometrical properties from sets of
image correspondences (p,p′), we must look at the problem from such perspec-
tive. From image correspondence, the critical point c can be determined which
is then used to calibrate the rotation angle θ of the transformation, the rotation
matrix R, and the translation vector t. Thus, given two non-parallel correspon-
dence vectors CV1 and CV2, their perpendicular bisectors will intersect at the
point c which can be estimated by:

c =
(
(p1 − p′

1)
T

(p2 − p′
2)

T

)−1
(

pT
1 p1−p

′T
1 p′

1
2

pT
2 p2−p

′T
2 p′

2
2

)
(2)

If the two correspondence vectors are parallel then the two perpendicular bis-
ectors of CV1 and CV2 will coincide and the critical point c is undetermined.
Once the critical point is known, the rotation angle θ can be estimated by:

cos θ =
(p − c)T(p′ − c)
(p − c)T(p − c)

(3)

As a result, the rotation matrix R of the transformation is uniquely determined
by:

R =
(
cos θ sin θ

− sin θ cos θ

)
(4)

Finally, the translation vector can be represented as a correspondence vector
CV0 = t − 0, which can be estimated by:

t = (I − RT)c (5)

This completes the analysis in 2D. In 3D, given a set of image corresponden-
ces (pi,p′

i), find the vector difference CVi − CVj (i 6= j). The perpendicular
bisector planes of such vectors are found to intercept at a fixed line. We call this
fixed line the rotation axis h. Projecting all correspondences (pi,p′

i) on a plane
perpendicular to the rotation axis h yields a set of projected points (pi,p′

i).
Looking at this plane from a 2D perspective, we found that the perpendicular
bisector of projected correspondence vectors CVi also intercept at a fixed point.
We call this fixed point the critical point c in 3D. Moreover, the perpendicular
bisectors of the projected translation vector t on this plane also intercepts at the
same point, and the including angle measured at the interception point between
projected correspondences (pi,p′

i) is equal to the rotation angle θ of the trans-
formation. Formalising the above, we have the following property as depicted in
Figure 2.

Property 2. There is one and only one invariant point c in 3D which is equidi-
stant to the projected correspondences (p,p′) on the plane perpendicular to the
rotation axis h and the including angle between vectors p−c and p′ −c is equal
to the rotation angle θ of the transformation.
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Fig. 2. The relationships among correspondence (p,p′), critical point c, rotation
axis h, and translation vector t in 3D as defined by Property 2.

If we change our viewpoint and look carefully at such interesting geome-
tric properties, we can determine expressions to estimate the rotation axis h,
the critical point c in 3D, and the transformation parameters rotation angle,
rotation matrix, and translation vector (θ,R, t) described as follows. Given
three non-collinear correspondence vectors CVi (i = 1, 2, 3), the rotation axis
h =(h1, h2, h3)T can be uniquely determined as:

h =
(CV2 − CV1)× (CV3 − CV1)

||(CV2 − CV1)× (CV3 − CV1)|| (6)

If the correspondence vectors CVi are collinear, then the rotation axis h can
also be uniquely determined as h = 0. However, a nil rotation axis is not useful
because correspondences cannot be projected on a plane perpendicular to such an
axis. Once a valid rotation axis is known, correspondences (p,p′) are projected
on a plane perpendicular to h:

p = (I − hhT)p, p′ = (I − hhT)p′ (7)

Given two non-parallel projected correspondence vectors CV1 and CV2, the
critical point c in 3D can be uniquely estimated by:

c =
p2

Tp2 − p′
2
Tp′

2

2(CV2)TH(CV1)
H(CV1) +

p1
Tp1 − p′

1
Tp′

1

2(CV1)TH(CV2)
H(CV2) (8)

where

H =


 0 −h3 h2

h3 0 −h1
−h2 h1 0


 (9)
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If the projected correspondence vectors are parallel, then their perpendicular
bisectors will coincide and the critical point c in 3D cannot be uniquely estimated
as there are infinite solutions for it. When a projected correspondence (p,p′) and
the critical point c are known, the rotation angle θ can be estimated as:

cos θ =
(p − c)T(p′ − c)
(p − c)T(p − c)

(10)

and the rotation matrix R is estimated by:

R = I − H sin θ + (1 − cos θ)H2 (11)

whereH is defined by Equation 9. From the described geometry, it is known that
the projected translation vector on the plane perpendicular to the rotation axis
h is equal to (I−RT)c. Thus, given a correspondence (p,p′), then the projected
translation vector along the rotation axis h can be estimated as hhT(p − p′)
resulting in an estimation of the translation vector as:

t = (I − RT)c+ hhT(p − p′) (12)

This completes the analysis in 3D. From image correspondence (p,p′) in 2D
and 3D we have developed a set of explicit expressions making full use of feature
vectors and angular information. These equations are useful to the estimation
of rigid body transformation parameters (e.g. R,h, t, θ) and to the design and
analysis of real world applications.

3 Algorithm Description

A special camera setup for 2D image acquisition and structural analysis of 3D
data has been designed as highlighted in Figure 1. First, we use a reference
coordinate frame oxyz to describe the ideal position (p) of the 3D filter at a
fixed place in the manufacturing line. Then perspective images (P′) of the filter
are acquired from a suitable place with the optical axis of the camera parallel to
the z axis of the reference coordinate system and the focal point of the camera on
the xy plane. As a result, the image plane will be parallel to the xy plane of the
reference coordinate frame. From this setup, it is known that the camera can only
move in the xy plane of the reference coordinate frame oxyz and rotate around
the optical axis h = (0,0,1)T. Then the 3D orientation R and the 3D position
t of the camera in the reference coordinate frame oxyz can be represented as:

R =


 cos θ sin θ 0

− sin θ cos θ 0
0 0 1


 , t =


 tx

ty
0


 (13)

The relationship between the point p = (x,y, z)T in the oxyz coordinate frame
and the image point P′ = (X′,Y′) can be represented as:

z′
(

P ′

1

)
= R(p − t) (14)
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where z′ represents the depth of point p in camera centred coordinate frame,(
P ′

1

)
represent the homogeneous coordinate of image point P′, and p,R, t are

as defined in Equation 1. Assuming a unit focal length of the camera (f = 1)
for convenience of computation, Equation 14 is equivalent to:

zP′ = R(
(

x
y

)
− t) (15)

where R is a 2D rotation matrix and t is a 2D translation vector. Obviously,
Equation 15 represents a 2D rigid body transformation where the 2D correspon-
dence (p,p′) = ((x,y)T, zP′). Our aim is to estimate the transformation para-
meters (θ̂, R̂, t̂) and the filter 3D structure data (ẑ′) given a number n (usually,
n ≥ 3) of 3D-2D correspondences. The following 2 algorithms are thus proposed:

Algorithm 1: Simplified Geometrical Algorithm (SGA)

1. Using Equation 2, estimate a set of critical points ci in 2D corresponding
to (pi,p′

i) and (pi+1,p′
i+1). The finally calibrated critical point ĉ in 2D is

estimated by median filtering ci.
2. Using Equation 3, estimate a set of the cosines ai of rotation angles corre-
sponding to (pi,p′

i). The finally calibrated rotation angle θ is estimated as:
θ̂ = arccos{average of band pass filtered ai}.

3. The 2D rotation matrix R̂ can be estimated by Equation 4.
4. The 2D translation vector t̂ of the camera can be estimated by Equation 5.
5. The depth ẑ′

i of each visible point on the filter in camera centred coordinate
frame can be estimated by:

ẑ′
i =

R1(pi−t̂)
X′

i
+ R2(pi−t̂)

Y′
i

2
(16)

where R1 and R2 are the row vectors of rotation matrix R̂.

For a comparative study of algorithm performance, a second algorithm called
Simplified Epipolar Geometry Algorithm (SEA) has been developed given the
following definitions. From [2], [3], it is known that the essential matrix E can

be estimated by E = TR where T =


 0 0 ty

0 0 −tx
−ty tx 0


. Therefore, E = TR =


 0 0 ty

0 0 −tx
−ty tx 0




 cos θ sin θ 0

− sin θ cos θ 0
0 0 1


 =


 0 0 ty

0 0 −tx
−ty cos θ − tx sin θ −ty cos θ + tx sin θ 0




Thus, e = (e1, e2, e3) can be estimated by: e = (ATA)−1ATb, where

A =




x1 X ′
1z1 Y ′

1z1
x2 X ′

2z2 Y ′
2z2

...
...

...
xn X ′

nzn Y ′
nzn


 and b = (−y1,−y2, · · · ,−yn)T .
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Algorithm 2: Simplified Epipolar Algorithm (SEA)

1. The sine and cosine of the rotation angle can be estimated by:
( ˆsin θ

ˆcos θ

)
=(

e3 −e2
−e2 −e3

)−1(
e1
1

)
2. The finally calibrated rotation angle θ̂ can be estimated by: θ̂ = (arcsin ˆsin θ+
arccos ˆcos θ)/2

3. The 2D rotation matrix R̂ up to a sign can be estimated using Equation 4.

4. The 2D translation vector up to a sign can be estimated by: t̂ = RT
(−e3

e2

)
5. The depth of each visible point ẑ′

i on the filter up to a sign can be estimated
using Equation 16. Because the filter is in front of the camera, the depth
of each point should be positive. Therefore, the finally calibrated 2D (R̂, t̂)
and depth ẑ′

i is given by:
if
∑k

i=1 sign(z′
i) ≤ 0, then R̂ = −R̂, t̂ = −t̂, and ẑ′

i = −ẑ′
i where

sign(x) =
{
1 if x ≥ 0

−1 otherwise , and k ≥ 3 is application-dependent.

4 Experimental Results

Both SGA and SEA algorithms were implemented as follows. From a 3D image
database, we selected 30 points pi = (xi,yi, zi)T (i = 1, 2, · · · , 30) on a 3D object
described in a reference coordinate frame. These points were subject to controlled
rotations of 20, 30, and 50 degrees around a rotation axis h = (0,0,1)T with a
constant translation vector t = (3,4,0)T yielding their correspondence points
p′

i = (x′
i,y

′
i, z

′
i)

T in camera centred coordinate frame. Finally, correspondence
points were projected on the image plane z′ = 1 assuming a focal length f
of the camera equal to 1. We thus, have one set of 3D object points in the
reference coordinate frame and their corresponding 2D perspective image points
P′

i = (X
′
i,Y

′
i)

T (i = 1, 2, · · · , 30) on the image plane. These are the control sets
of points to serve as reference for error estimation.

We then added Gaussian noise to the coordinates of object points and their
image points and used the proposed SGA and SEA algorithms to estimate the
orientation and position parameters represented as the 3D rotation matrix R̂, the
position parameter represented as the 3D translation vector t̂ and the structural
data represented as depth ẑ′

i. We defined the relative calibration error of 3D
rotation matrix R̂ as eR = ||R̂ − R||/||R||, the relative calibration error of 3D
translation vector as et = ||̂t − t||/||t||, and the relative calibration error of
the structure as ez′ = ||ẑ′

i − z′
i||/||z′

i||. Experimental results are summarised in
Tables 1 and 2.
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Table 1. Relative average calibration errors and calibration time of different algorithms
for data corrupted by Gaussian noise with mean zero and deviation 0.05.

Rot. angle (deg) 20 30 50
Calibration eR et ez′ time eR et ez′ time eR et ez′ time
methods (%) (%) (%) (sec.) (%) (%) (%) (sec.) (%) (%) (%) (sec.)
SGA 3.23 14.08 3.31 0.01 3.17 12.71 -0.76 0.005 2.42 9.99 10.44 0.01
SEA 6.29 24.84 3.07 0.02 7.76 30.11 -3.34 0.01 10.32 40.16 14.28 0.02

Table 2. Relative average calibration errors and calibration time of different algorithms
for data corrupted by Gaussian noise with mean zero and deviation 0.1.

Rot. angle (deg) 20 30 50
Calibration eR et ez′ time eR et ez′ time eR et ez′ time
methods (%) (%) (%) (sec.) (%) (%) (%) (sec.) (%) (%) (%) (sec.)
SGA 10.13 45.53 -5.44 0.005 6.36 25.06 13.89 0.01 10.25 42.94 14.41 0.01
SEA 17.33 55.18 -6.89 0.01 19.74 66.45 20.23 0.02 21.28 85.14 -12.16 0.02

An overall analysis of the tables reveals that the SGA algorithm is more
accurate and displays a better performance than the SEA algorithm. The main
reason is that the SEA algorithm does not take into consideration the rigid con-
straints of distance between feature points and does not use angular information
to estimate transformation parameters. Experiments have shown that the SEA
algorithm is not only sensitive to noise, but also sensitive to rounding errors.
Unless accurate enough data can be obtained, satisfactory performance of the
algorithm cannot be guaranteed.

Moreover, the SGA algorithm has still room for further performance impro-
vements when compared with the SEA method, as the latter makes full use of all
points information while the SGA algorithm uses only partial points information,
such as those far from the critical point. Thus, by using fewer feature points, it
is possible to vastly reduce the computation time of the algorithm without loss
of accuracy and this is critical for real time applications. The tables also show
that the accuracy of the algorithms tends to decrease when data are corrupted
by heavier noise. This is not a surprising result and, relatively, while the SGA’s
accuracy is more tolerant to noise, the accuracy of the SEA algorithm rapidly
deteriorates with noise.

5 Conclusions

A special system setup for a real time automatic inspection of filter compo-
nents has been designed based on the analysis of geometrical properties of image
correspondence vectors synthesised into a single coordinate frame. The setup
design is likely to render automatic inspection feasible and reliable within given
performance constraints. The proposed SGA algorithm based on this special se-
tup provides the closed form solutions to all estimated parameters necessary to
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decide whether a filter is to be rejected or not. While our approach is substan-
tially different from epipolar geometry, we pointed out that linear algorithms
based on epipolar geometry represent a common linear approach to solve 3D-
2D and 2D-2D problems. For a comparative study with the SGA algorithm, we
also developed an algorithm, SEA, based on epipolar geometry. Experimental
results have demonstrated that the overall performance of the SGA algorithm is
superior to SEA’s performance.

The experimental results have shown that the SGA algorithm represents a
practical proposition for the task at hand. The algorithm will be tested and the
analysis method further refined in the actual production line and further results
will be reported in the near future.
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Abstract. Segmentation is one of the most important steps leading to the
analysis of processed image data. This paper describes a segmentation system
based on the application of Total Gradient Histogram Method (TGH) and
Relative Contrast Method (RC). The implementation is processed in two
strategies. In the first strategy, we implement monothresholding. The second
strategy based on multithresholding is processed through three steps : highest
thresholds, highest thresholds by range of grey level, and hierarchical
thresholding segmentation. Through all implementations approaches on
stereoscopic scenes, an other process using a rule based system is done in order
to improve segmentation results. Finally,  we apply our algorithms of
segmentation to images from many other domains.
Keywords : Connexity, Multithresholding, Hierarchical segmentation.

1.  Introduction

A classic stereoscopic system is decomposed sequentially into five steps : cameras
calibration, image acquisition, segmentation, matching and 3D reconstruction. The
segmentation step is the basis of all recognition and interpretation process, its main
goal is to extract entities that have a strong correlation with objects or parts of objects
of the real world contained in the observed scene. The big influence of segmentation
results on ulterior process and the difficulty to maximise useful information and to
minimise unsuitable information explain the great interest for authors in the area of
image processing. Schematically, we can distinguish two possible approaches : edge-
based segmentation and region-based segmentation. The detection of discontinuity in
the first approach is made with known operators like : ROBERTS, SOBEL,
CANNY,... [1], [4], [5]. It is followed by others processes allowing to link edge
elements : edge following using heuristic search, edge following as dynamic
programming, [3], [6], [8]. The aim of region-based segmentation is to describe the
image into related parts by being based on region intrinsic criteria. We can classify
region-based segmentation methods into three categories : spatial measures methods
[12], pixel grouping methods and region growing methods [17].  In the first category,
the image is fragmented into parts according to global properties measured on the
whole image or on zones of the image. The knowledge is usually represented by a
histogram of image features. In the second category, the grouping in regions can be
redirected by the similarity of the pixel with its neighbours as it can be made by taking
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into account the relationship pixel-region. Finally, methods of the third category can
be divided into three classes : Region merging , region splitting and split and merge.

The region merging (bottom-up) is the natural method of region growing [9].
Initially, each pixel represent a region and regions satisfying merging criteria are
merged. The region splitting method (top-down) begins with the whole image
represented as a single region which does not usually satisfy homogeneity criterion.
Therefore the existing image regions are sequentially split into a set of related and
disjoint regions. The split and merge method is a combination of splitting and merging
methods in view to pull profit simultaneously from their advantages [10]. The
homogeneity criterion plays a major role in split-and-merge algorithms, just as it do in
other region growing methods [2]. The two above briefly discussed approaches, (edge-
based and region-based ) present insufficiencies. Indeed, the most common problems
of edge-based approach are edge presence in locations where there is no border and no
edge presence where a real border exists [13]. Also, the region-based segmentation
strongly depends on lighting conditions and cameras position which generate badly
localised boundaries. These insufficiencies create a major handicaps for next
placement steps in matching and 3D reconstruction. This brings us to seek an hybrid
approach [15], exploiting the duality of the edge and region approaches (edges delimit
regions and vice versa) and pulling profit simultaneously from their advantages. Our
work has for principal objective the realisation of a segmentation system that seeks to
improve the quality of the segmentation by the application of intelligible and effective
algorithms so as to insure a reliable  results and to avoid errors propagation. The study
of the different methods presented by  KOHLER in [7], has oriented us to choose
spatial measuring methods using an heterogeneity function. These methods constitute
a combination of edge-based and region-based segmentation. They can take profit
simultaneously from their advantages by integration of the gradient notion in the
calculation of histogram. Indeed, these methods are not very sensitive to lighting and
allow a good location of boundaries. We have retained after several tests : a Total
Gradient  Histogram  Method (TGH) and a Relative  Contrast  Method (RC). The
different processes constituting our segmentation system are illustrated in the
following figure.

Fig.1. Description of the segmentation system

In a first section, we present the bimodal thresholding. The second section deals
about multithresholding according to three approaches. The third section is devoted to
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the improvement of results. Finally, the fourth section is reserved to the
experimentation results.

2. Bimodal Thresholding

2.1 Definitions

In the bimodal thresholding, we use a single threshold so as to determine the class
associated to each pixel of the image. We present here respectively functions of
histogram calculation according to TGH and RC methods respectively :
� for TGH, the threshold s is determined by maximising the gradient histogram :

H s Max H n
n

( ) ( ( ))
[ , ]

=
∈ 0 255

. (1)

� for RC : H(s)
    if  N(s)      

                    otherwise
=

≠



C s N s( ) / ( ) 0

0
(2)

Where : s is a grey level in the internal [0, 255], C(s) is the cumulated contrast
observed on edge pixels having a grey level equal to s and N(s) is the number of edge
pixels detected by threshold s.

N(s) Calculation : Let pa, pb two neighbour pixels having respectively, Ia is the grey
level of pa and Ib is the grey level of pb such that Ia < s < Ib

N(s) = p(Ia,Ib,s)
pa pb neigbors, ,

∑  and   p(Ia,Ibs)
                   if  Ia < s< Ib     

                    otherwise
=





1

0
(3)

C(s) Calculation

C(s) = cr(Ia, Ib, s)
pa pb,  neigbors

∑  and  
cr(Ia, Pb, s)

min (s - Ia, Ib - s),       if  Ia s < Ib

  

0,                              otherwise

≤






(4)

2.2 Algorithms

With TGH method calculation histogram, we choose SOBEL mask which enable the
horizontal and vertical edge detection. In practices gradient calculation is undertaken
with norm 1 and only pixels having a norm greater than 2 are taken into account. The
figure 2 represents the histogram of the "room.im" image (fig.3) obtained with TGH
and RC methods. For the criterion C used by the RC method (neighbouring pixels
selection), several choices are possible [11]. In our case, we have choose the pixel pv
having the greatest gradient norm among all adjacent.

After labelling, we sweep the image from left to right and from up to bottom by
applying the following algorithm (ph : high pixel, pl : left pixel and pc : current pixel).

if class(ph) ≠ Class(pc) and class(pl) ≠
class(pc)

then  create a new region R (pc) ←{pc}
else if ∃! neighbour pixel of pc (noted pv)

such that class(pc)=class(pv)
then R (pv) ← R (pv) ∪{pc}
else if R (pl) =R (ph)
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then R (pl) ← R (pl)∪{pc}
else R (pl) ←R (pl) ∪R (ph) ∪ {pc}

Histogram related to "room.im" 
(RC,threshold=182)

-10
0

10
20
30
40

1 46 91 136 181 226

grey level

Fig.2. Histograms (RC,TGH)

2.3 Experimentation and Conclusion

Fig. 3. original image Fig. 4. final monothresholding (TGH)

The TGH method shows far more regions than the RC method (fig.4). The majority
of these regions are generally qualified as "noise regions". These regions are du to the
quantification and discretisation problems of the CCD collector and specially to the
inherent disadvantages of this method. This method does not show luminous sources
in the different observed scenes despite the big contrast they mark with neighbours
(fig. 3 and 4). This leads us to conclude that the TGH method selects thresholds that
do not necessary appear regions having most contrasted borders. On the other hand,
the RC method generates less regions, but these regions mark a big contrast (luminous
sources). This method selects thresholds of manner to generate the most well
contrasted edges and the less weak contrasted edges. However, we can obtain
undesirable subsections of realistic regions (the notice in the middle of the scene is
subdivided into regions witch do not describe perfectly the scene). On images
constituted of a clear background and dark objects or conversely, the selection of only
one threshold could give good results. Nevertheless, with images presenting several
objects having no well distinction between background and objects like the room
image (fig.3), the selection of one threshold does not suffice.  Indeed, we can’t release
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all objects or facets of objects contained in the scene. This has brought us to select
several thresholds in the histogram. Different alternatives of multithresholding are
discussed in the next section.

3. Multimodal Thresholding

To be able to solve problems caused by monothresholding, we select several
thresholds according to three following approaches.

3.1 Selection of Highest Thresholds

The different thresholds chosen in this strategy correspond to greatest peaks
released by the   histogram.  A peak p in the   histogram is defined by:

H (p) > = H (p - 1) and H (p) > H (p+1). (5)
With the selection of greatest thresholds, we notice that the number of regions has

considerably increased for realists as well as for superfluous ones (appearance of
chair, luminous sources, ...fig.5).  The results can be far more satisfying than that
corresponding to the first strategy.  It remains to solve some questions that are in
narrow relationship with this strategy such, the automatic determination of the
thresholds number witch will be able to maximise the number of realistic regions.

3.2 Selection of the Two Highest Thresholds Released by TGH and RC

Tests undertaken with  TGH and  RC methods show a complementarily results as
we come to raise it in (§2.1). So as to better exploit this  complementarily, we have
decided to select highest thresholds released by the two methods. This approach shows
more realistic regions and less hummed ones than previously (fig.5). However, the
selection of a great number of highest thresholds, even if it realises a more important
number of realistic regions, it will be always more sensitive to the appearance of
hummed regions.  In the approach of highest selection thresholds we have omitted
tests undertaken with the RC method. Indeed, we see that these last are without
interest because highest thresholds will be in the most share of cases situated to
straight of the first threshold detected in the histogram of the method, it is to tell
correspondent to greatest grey levels. However, the selection of thresholds
corresponding to highest peaks by range of grey level will give again more interested
results.  It is what we present in the next section.

3.3.  Selection of Highest Thresholds by Range of Grey Level

In this approach, we select highest thresholds by range of grey level. The number of
thresholds chosen in the different tests has been determined experimentally. Results of
the different relative tests are far more satisfying than those obtained in the
monothresholding strategy (fig.7 and 9). Indeed, they show more realistic regions.
Nevertheless, they release as many hums regions as realistic ones. In similar images
that we have tested, we notice that the selection of single threshold does not suffice to
release most present objects in the scene. Furthermore, the selection of several
thresholds applying the second or the third strategy give a very important number of
hums and non realistic regions. This explains that global calculations on the image
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comprise a risk of superposition of information. We have therefore opted for a method
of segmentation by recursive divisions on the image, where calculations become
gradually local. This choice is presented in the next section.

3.4 Hierarchical Segmentation

In this approach, calculations are localised by restriction of divisions to a given zone
of the image in order to control effects of segmentation and to overcome the global
and local dissimilarities on images. The recursive algorithm for this approach is based
on a criterion of region divisibility (CRD). In the calculation of the histogram of the
TGH and the RC methods, we don’t take into account pixels belonging to the borders
of the asked region. Indeed, this can influence the determination of the threshold
because these pixels mark a big contrast with the interior of the region to be divided.
For the region divisibility criterion (CRD), we impose that the surface will be superior
to a certain threshold (s1), in order to not divide the small regions that will falsify the
threshold histogram calculation. Also, we impose that the difference Max-Min level
grey of the asked region will be greater than a threshold s2 [14]. Experimentally, we
have fixed s1 and s2 respectively to 100 and 10. (fig.8 and 10).

4. Segmentation Improvement

In order to succeed matching process, it is imperative to increase the similarity
between segmentations obtained on the same scene. Frequently, the similarity is found
generally wrong because of next discrepancies [15], [16] : massive presence of small
regions, excrescence of regions and labelling errors. These discrepancies (defects)
drive to connect unduly objects facets of the scene. These regions present several
problems indeed, they have little chance to exist on both images, therefore to be
matched and exploited for 3D construction. We classify these last in four groups that
we review sequentially in next sections : very small regions (noise); threadlike
regions, non realistic regions (with irregular frontiers); and non significant regions.

4.1 Noise Elimination

A very small region is found generally inside a real region or well on borders of a
region that has no physical existence. In the first case, we merge the hums region to
their mothers. In the second case, we merge the hums region to a neighbour that has
no physical reality and that will undergo even a particular improvement process.
Generally, the number of hums regions exceeds 80% from total regions released by
TGH method. The processing of these regions has clearly improved segmentation
results, as we can notice it on the final results.

4.2 Threadlike Region Elimination

A region is considered threadlike if its length or its width is inferior to 2 pixels.
Threadlike regions are generally found in transition zones. These regions will be
merged with their mothers.
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4.3. Weak Carves Regions Elimination

Our algorithm produces regions of small carve, but greater than those of the first
category. These regions present an enough raised gradient and they are not eliminated
by the algorithm presented in 4.1. It is for this reason that we consider them belonging
to an independent category. The TGH method is more sensitive to this kind of
problem. These regions are du to abnormal subsections caused by false selection of the
adequate threshold. To eliminate a region R having a small carves, we merge it with
the neighbour region R’ having the most common long frontier.

4.4. Non Realistic Regions Elimination

Non realistic regions often have irregular frontiers fathered by classification errors,
or by other phenomena such that : presence of the shade, objects homogeneous, …
[16]. To be able to eliminate these regions, we have developed a based rule-system
whose each insures the fusion of a particular region category.

 Rule 1. It insures the fusion of regions having a common weak gradient frontier
For each region R’ adjacent to R
  If (average grey level of R∪R’) < T and
  (average gradient of the common frontier) < TG
  Then  merge R and R’

  Rule 2. It merges adjacent regions having a weak gradient of the common frontier.
The common frontier must be long enough.

For  each region R’ adjacent to R
  If   (average of grey level of R∪R’) < T and

 (gradient average of the common frontier) < TG’
  and (Frontier Length) > TL

  Then merge R and R'

  Rule 3.
For  each region R' adjacent to R
  If  (average of grey level of R ∪R') < T and
  (gradient average of the common frontier) < TG’
    and(Frontier Length) > TL’
  Then merge R and R'

The length threshold TL’ fixed in a static manner in rule2 does not allow to
eliminate some non realistic regions.  We have to make dynamic this variable in rule 3
according to the following principe : let R and R' two neighbour regions if the length
of the cord between A and B is superior to (1+D).AB and the (R∪R') average grey
level is inferior to T then we merge R and R'. In this section, we have proposed
algorithms of elimination of superfluous information so as to render intelligible the
segmentation and as a result to facilitate the matching process. Nevertheless, it
remains difficult sometimes to master non realistic regions. Indeed, their elimination
can father the elimination also of realistic ones (window in fig.4). We can not
therefore insure the quality of the segmentation only during direct alteration between
segmentation and matching, thing allowed by hierarchical segmentation.These
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different rules of improvement are not inevitably applicable on outdoor scenes.
Indeed, these last can present particularities that we will evoke in the next section.

Fig. 5.  highest thresholds (TGH)
Fig. 6.  highest thresholds (TGH and RC)

Fig.7.  highest thresholds by range
Fig. 8. Hierarchical strategy level 4 (TGH)

Fig. 9. highest thresholds by range (RC) Fig. 10. Hierarchical strategy level 4 (RC)

5. Application of Algorithms on Outdoor Scenes

In the opposition of interior scenes, outdoor scenes admit some particularities. Indeed,
objects of these last can have frontiers that are not inevitably vertical or horizontal; as
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they can present irregularities had to their natural forms. We try in this section, to put
in obviousness results of application of our algorithms on this type of scenes. The first
image (fig.11) represents a general view of « St-Michel ». We have applied on this
image different tests. Good results are obtained by recursive application of RC method
four times (Fig.12). Analogous results have been obtained by the selection in a first
stage of the two highest thresholds released by TGH and RC methods, then the
application of the recursive hierarchical segmentation of the RC method.

Fig. 11. original image

Fig. 12. Hierarchical strategy level 4 (RC)

6. Conclusion

Image segmentation is one of the most important steps leading to the analysis of
processed image data. It’s main goal is to divide an image into parts having a strong
correlation with objects or areas of the real world contained in the image. First,
segmentation process is discussed through edges and region approaches. Then, our
system based on the application of Total Gradient Histogram Method (TGH) and
Relative Contrast Method (RC) is presented. The implementation of the system is
processed according to two strategies. In the first strategy, we implement
monothresholding. The results given by the last one don’t detect most real regions
existing in the observed scene. The second strategy based on multithresholding, is
processed through three steps : in the first step, we choose the  highest thresholds
detected in the histogram. In the second step, we choose the highest thresholds by
range of grey. In the third one, we apply hierarchical segmentation. Through all
implementations approaches on stereoscopic scenes, an other process using a rule
based system is done in order to make better the segmentation results. Finally,  we
apply our algorithms of segmentation to images from many other domains. Our
system give good results according to the main goal presented below. We think that
the hierarchical segmentation approach constitute a fundamental interest. Indeed, it
allows directly alteration of division and matching. In that, it does not only allow
validation of released regions but also construct a principal convergence criterion.
This method could have be adopted the long of ulterior works by integrating it in  a
global vision system. The application of rule-based  system has considerably
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ameliorated the quality of process segmentation. We are convinced that
multithresholding process segmentation specially by highest thresholds strategy could
have be coupled with the hierarchical segmentation process. In first place we select an
optimal number thresholds that make release more realistic regions. Then, we can
refine this initial segmentation by an hierarchical one. This will be able to enlarge the
chance of matching specially in these firsts steps.
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SAPIA: a Model Based Satellite Image
Interpretation System

F. Ramparany and F. Sandt

Cap Gemini France - ITMI Div. , BP 87, 38244 Meylan, France

SAPIA is a satellite image interpretation assistant system. SAPIA is based
on a model of the scene which incorporates knowledge about the shape of ob-
jects to recognized, geometrical and structural relationships among objects and
operative knowledge concerning which image processing operator is appropriate
for identifying and extracting objects. It salient features include:
- its ability to work cooperatively with photo-interprets, without intruding his
or her current ow of work.
- the facilities it provides to photo-interprets for smoothly integrating new in-
formation in the model, and for improving the performance of the system.

In this paper, we give an overview of the system, enlight its main character-
istic features and discuss them with respect to work done elsewhere.

1 Introduction

Image interpretation consists of deriving an abstract sensible description from
an image. This description should be built in such a way as to be used in a
report or to support a further decision making process ([Pau92]). Typically, in
the domain of aerial or satellite image interpretation, speci�c objects (such as
"runway", or "taxiway") and their characteristics (such as spatial location and
orientation) should be identi�ed and precisely reported.

When drawing maps from a raw satellite image, photo-interpreters basically
perform three kinds of activities:
- identify relevant domain objects on the plan. (e.g., runways in the case of an
airport).
- draw their geometrical shape (e.g., runways are depicted as linear ribbons).
- annotate the drawing with speci�c information. (e.g., buildings are labeled
with reference to their function: airport, fuel tank, parking hall,...).

One di�culty is to extract of only the pertinent objects, which are strongly
context dependent (e.g., the distinction between a forest and a �eld is meaning-
less for an airport but is essential in an agricultural context). Another di�culty
is to identify the objects whose shape and appearance are variable ([Gri97],
[Cas97]).

For these reasons photo interpretation still remains the task of a rare handful
of human experts (i.e. photo-interpreters). From another perspective, the joint
development of observation satellites and digital processing technology has in-
creased both the quality of satellite images and the quantity of the available
information, shifting the bottleneck of information processing from data acqui-
sition to data interpretation. Therefore much e�ort has been devoted to entirely
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 Springer-Verlag Berlin Heidelberg 1999



or partially automating satellite or aerial image interpretation ([KPC96],[ZJ93],
[GGM91]).

Although most of these e�orts yield interesting results, the progress achieved
is far from initial expectations. The main shortcomings of existing image inter-
pretation systems include:
- the instability to noise in the image ([Bev89])
- the di�culty to update the system when new objects need to be detected
([HS93])
- the di�culty to easily adapt the system to new domains ([SCG94]).

We have developed SAPIA Syst�eme d'Aide �a la Photo-Interpr�etation Avanc�ee

a satellite image interpretation system that addresses some of these shortcom-
ings by:
- integrating the photo-interpreter within the process loop,
- explicitely modeling the objects to be recognized in the image, as well as the
knowledge necessary for their recognition,
- using the expressiveness of constraint speci�cation as a modeling paradigm,
- using constraint propagation for pruning the interpretation search tree, and
speeding up the e�ciency of the interpretation process.

In the following sections, we �rst provide a detailed description of SAPIA
modeling language and its constraint speci�cation constructs. We then intro-
duce the interpretation process and show how it controls the mechanisms of
constraint propagation and solution generation. Lastly, we describe our inter-
pretation problem in terms of constraint management problems and discuss the
way we have addressed them.

2 Modeling using constraint speci�cation

SAPIA exploits a generic model of the scene, which describes its physical com-
ponents and the relationships each component may share with another. Com-
ponent properties and relationships are essentially geometrical. They impose
constraints on measures such as size, shape, and relative position of one com-
ponent with respect to another component.

As we will see later, the interpretation process controls a constraint propa-
gation module which dynamically propagates information between the various
elements of interpretation as soon as some progress has been made.

2.1 Modeling objects

As mentioned previously, domain objects are central to the process of image
interpretation. In the SAPIA system the image interpretation process focuses
on objects, and primitive tasks of this process amount to identifying and locating
domain objects from the raw image.

In the SAPIA system, objects are described from three viewpoints:
- geometrical and photometrical properties, which describe how the objects look
in the image,

581SAPIA: A Model Based Satellite Image Interpretation System



- relationships with other objects,
- image interpretation operative knowledge, which states how this object should
be detected in the image (i.e. what kind of image processing operators should
be used).

2.2 Modeling geometrical and photometric properties

The relevant objects are to be searched for in the images as speci�c shapes
with photometric properties. For example, runways are searched for as straight
ribbons, taxiways are searched for as smoothly curved lines or ribbons. Current
shapes in SAPIA are essentially bi-dimensionnal and include rectangles, circular
arcs, circles, straight ribbons, curved ribbons, small regions and polygonal lines.

Object shapes are parametric shapes. For example, a ribbon is characterized
by its length, width and greylevel. The SAPIA modeling language enables
objects to be described through constraints on those parameters. For instance
a constraint such as \length � width � 1000" states that the surface of a ribbon
should not exceed 1000m2.

2.3 Modeling relations

An object in the model can share relations with other objects. Representing re-
lations for image understanding achieves two goals. One is to capture structuring
information that allows the scene description to prune the interpretation search
space. For example beacons are usually aligned with runways; if all runways
have been identi�ed, it does not make sense to search for beacons anywhere but
in the alignment of runways. The other advantage is to guide the interpretation
process ow. The use of relations for controling the interpretation process is
discussed in section 3.

More speci�cally, decomposition relationships and geometrical constraints
provide structure to the model, making the modeling language more expressive,
and the interpretation process more e�cient. The �gure 1 illustrates the type
of relations that can be represented in SAPIA models.

airport

composed_of

parking

runway beaconaligned

Fig. 1. examples of relation in SAPIA models
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Decomposition relations Decomposition relationships enable complex objets
to be split into simpler ones. For example Airports can be described as a complex
object consisting of runways, taxiways, parkings, etc... Some of these sub-objects
are themselves complex objects.

Geometrical relations Geometrical constraints are used to specify layout or
orientation relationship among di�erent objects. More generally, constraint based
modeling has been widely used for the following reasons:

1. most concepts in the real world can be conceptualized in terms of objects
properties and relationships between objects. Constraint based languages
are close to end-users terminology.

2. specifying a constraint between two variables does not make any assumption
about its use, or about the direction along which this constraint (considered
as a relation) will be exploited.

More generally, from the stand point of constraint representation and ex-
pressivness, the requirements of our application can be stated as follows:

Non linear constraints : e.g., to state that the surface of a rectangular object
is at most 100m2, we set the constraint \width � length � 100"

Nary constraints : A example of geometrical constraints is the inclusion of
a point in a rectangle. This constraint involves at least 7 variables: the
coordinates of the point and the coordinates of the center of the rectangles,
its length, width and orientation.

Continuous constraints : Although our interpretation system operates on
digital, sampled images, our scene model is expressed in absolute coordinates
and units. For example length values are expressed in meters, not in pixels.

2.4 Image interpretation operative knowledge

In order to search for an object in the image, one looks for other objects as
clues, or for some low level features which are characteristic of the objects. For
example, runway can be located by �rst looking for beacons (this is the way
pilots drive their plane in foggy weather conditions) or by �nding their borders
as long linear edges. This information is made explicit in the SAPIA model as
it is useful for controlling the ow of construction of the interpretation map.

Objects are identi�ed and extracted from the image using image analysis
and pattern recognition techniques (called in SAPIA a \specialist"). For each
domain object, for a given weather, operative sensor conditions, we usually can
�nd one speci�c image processing algorithm which is appropriate for identifying
the speci�c shape corresponds to the domain object in the image.

Thus, the word specialist should implicitly stand for a technique specialised
for retrieving \this" object under \these" conditions. These conditions are em-
bodied in our system in a structure called \context of interpretation".

In the case of a complex object, the interpretation strategy consists of spec-
ifying the order in which its components will be searched for.

583SAPIA: A Model Based Satellite Image Interpretation System



3 Using the model

Process control strategy is a feature that distinguishes image interpretation
systems from one another. Process control strategy plays a salient role in the
e�ciency of the process and determines the global ow of interpretation.

Basically, the control strategy of a process de�nes the planning and the
scheduling of activities that will achieve the process. In the context of image
interpretation, it includes the selection of objects which are to be found in the
image, the search order, as well as the way (selection techniques to be used) to
search for them.

3.1 SAPIA control architecture

The global control mechanism of the SAPIA interpretation process is similar to
that of a blackboard architecture. The main components of the control archi-
tecture are displayed in �gure 2.
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sp_ribbon

sp_point

specialists

preprocessing

user_directive

targets

image

interpretation hypotheses

Data Structures Processes

Fig. 2. SAPIA control architecture

The interpretation map is a shared structure which registers the objects
which can potentially be found in the image and their probable occurrences in
the image. The objects stored in the interpretation map are called targets.

The internal model is an explicit generic description of the objects that can
be found in the image. Its content is expressed using the approach described
in section 2. The probable occurrences are called interpretation hypotheses;
they are represented as instances of the objects of the internal model, and
caracterized with a con�dence factor. Interpretation hypotheses also contain
the shape information of the objects.

The interpretation map content is accessible by the image processing spe-
cialists and through user intervention.

Interpretation tasks or activities are triggered in response to changes in the
interpretation map status and result in new modi�cations. Interpretation tasks
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are stored in an agenda structure and scheduled according to a priority level
which is determined on-line on the basis of their relevance with respect to other
objects currently searched for, or already found. For example, if a runway has
been identi�ed, it is quite meaningful to look for a beacon.

Interpretation task execution results either in the creation and scheduling
of new interpretation tasks corresponding to searching for sub-objects, when
the current task corresponds to a composite object, or in the triggering of a
specialist when the current task corresponds to a simple object. A specialist
is a SAPIA image processing module that implements a pattern recognition
algorithm which extracts image features such as edges, regions, lines, junctions,
apar, ribbons, or rectangles from raw images.

Our system integrates a constraint satisfaction algorithm and user inter-
action. the integration scheme speci�es user interaction as either a constraint
posting for pointing search actions, or an hypothesis generation for focusing the
search

The basic intent underlying the ow of control is to instantiate an object of
the internal model (e.g. a runway) and install it as a target in the interpretation
map. Once labelled as a target, an object is destined to be searched for as
a real physical instance. However its description is still generic, as it involves
parameters (e.g. length, width,...) which might not be instantiated.

Searching for a target triggers the corresponding specialist, which imple-
ments an image processing and pattern recognition algorithm. This algorithm
will extract image features (lines, points, areas, polygons...) from the rough im-
age. Those features will provide potential instantiations of the target, which are
called interpretation hypotheses.

3.2 System User cooperation

User interaction is handled as a modi�cation of the interpretation map. There
are two possible modi�cations:

{ add a new target to the interpretation map. This will add in the agenda a
new search task with the highest priority

{ the creation of a new constraint on one object of the internal model. If a
point or a direction (two points) have been entered through a mouse click,
a constraint is posted stating that the point(s) should be located inside the
geometrical shape of the target object.

Whenever a change has been made to the interpretation map (e.g. target
creation, target complete or partial instantiation,...) the constraint progagation
engine is invoked. Because partial interpretation instantiates some variables, the
constraint propagation system will exploit these instantiations by propagating
their e�ects on other variables which share constraints with the instantiated
variable.
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3.3 Constraint propagation mechanism

In terms of constraint processing, SAPIA rely on the functionality of a commer-
cially available constraint solving library. We simply highlight here the features
we found necessary for our system.

Dynamically changing problem : new constraints are added while the in-
terpretation process is progressing, such as the user pointing on the image
to focus the search or the user requesting a new object to be detected.

Global optimization : The most plausible interpretation should be presented
while synthezising the current map.

Handling of heterogeneous constraints : Such as in the previous example,
boolean, integer and continuous constraint.

More generally, we believe these features should hold for any model-based
interpretation problem solving method (data analysis, classi�cation).

4 Illustrative scenario

We illustrate here the functions of SAPIA when used on a typical SPOT2
1satellite image.

The photo-interpreter can either take the initiative, by selecting which object
to look for (eventually by pointing on the image where to look for it), or let
SAPIA control the ow of interpretation. In the later case, all objects that
compose the site of interest (an airport) will be searched automatically, in an
order speci�ed by the model.

At some point during the work session, whatever mode has been adopted
(user vs. system initiative), a runway will be searched in the image.

SAPIA will invoke the runway specialist in order to �nd regions that satisfy
the geometrical properties of runways. The runway specialist implements an
image processing algorithm that extracts linear ribbons. The minimum length
and maximumwidth of the ribbon are parameters of the algorithm. For instance
when looking for runways, the minimum length of 50m and maximumwidth of
10m are set as parameters of the algorithm. These values are made explicit in
the model of the runway.

Figure 3-(a) displays all runway hypotheses that have been detected by
SAPIA.

Thus 24 linear ribbons satisfying runway geometrical constraints have been
detected in the image. For the sake of better visualisation of the results, the
hypotheses will be displayed in black, while the original image will be displayed
in inverse video in the background.

SAPIA displays the highest probability hypothesis in yellow, whereas other
hypotheses are displayed in green. In �gure 3-(a), hyp1 is the highest probability
hypothesis. Once this hypothesis is validated (either manually or by default),

1 CNES c1996 - Distribution Spot Image - processed by Cap Gemini
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(a) (b) (c)

Fig. 3. Runways and Beacons interpretation

neighbouring objects will be searched. Geometrical relations are used as pointers
to neighbouring objects. A beacon is one runway neighbouring object. When
beacons are searched they will be searched in the alignment of this runway. The
beacon specialist implements an image processing algorithm that extracts highly
contrasted objects with small size. In addition to the minimumcontrast and the
maximum size, the region area of search (minimum and maximum bounds for
the coordinates) constitutes the call parameters of the algorithm.

Beacons satisfying the geometrical alignment relation constraint are dis-
played in �gure 3-(b). There are only 5 such beacons. Without the propagation
of the geometrical relation constraint about one hundred beacons would have
been extracted as shown in �gure 3-(c). Thus constraint management enables
to dramatically reduce the size of the interpretation tree in the solution space.
More generally, we discuss the gain of using constraint management systems in
image interpretation tasks, in the following section.

5 Discussion and Conclusion

The use of constraint in image processing dates from1982 with the work of David
Waltz ([Wal75]), with his seminal work on 2D line labelling. Two limitations on
using constraints in visual task modeling have been:

{ the implicit direction of constraint processing. While posting a constraint,
the way the constraint will be processed and exploited during inference
should be kept in mind, as it should be expressed in a certain way to produce
a certain e�ect.

{ the linearity of the constraint speci�cation. Constraints among variables
should remain linear otherwise it would not be processed by the constraint
handling system.
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Integrating constraint speci�cation and processing in model based vision
has been successfully experimented in SAPIA, speci�cally with respect to the
previously mentioned points.

Our approach was to rely on a generic and low level constraint solving engine,
and integrate it with our interpretation algorithm.

An alternative integration approach exists: Instead of using a generic con-
straint solving engine we could have used a geometric constraint solver ([WFH+93])

drawbacks :
generic constraint algorithms are not complete. They do not necessarily
detect the global inconsistency of the set of constraints (no solution ex-
ists). They usually do not eliminate all inadequate candidates of the solution
space.
This drawback can be �xed in some cases by extending the constraint prop-
agation engine with speci�c constraint solving techniques. for example (or-
thogonal relationship).
This limitation is not dramatic for interpretation task, as candidate solutions
are generated by the sensors (oneline data �ltering).

advantages :
exibility: for example tangent, concentric distances only are provided with
the geometric constraint library. with a generic constraint handling library
one may introduce new geometric constraints, or construct elaborate con-
straints from combining more primitive ones (ex. logical combination of
existing constraints) or even combine numerical constraints with symbolic
constraints.
In general, a generic constraint solving engine supports the integration of
heterogeneous constraints in a sound uniform framework.

example:

size < 30m and 2 beacons or size > 30m and 4 beacons

The constraint solver library handles the solution bookeeping overhead.
Using a declarative model for image interpretation permits reusability and

improves maintainability of the system. It also sets the interface between the
image interpretation system and the administrator (the person in charge of
adapting the system to the domain - usually a photo-interpreter) at the appro-
priate level.

Constraints are used as an information communicationmedium among image
features which could be located at disjoint locations in the image.

Specialists do not need to know each other to cooperate. Communication is
done indirectly, by

{ interpretation task decomposition, which transmits control directives and
schedules activities among specialists

{ parameters domain reductions, resulting from partial interpretation and
constraint propagation
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With respect to other systems integrating constraint processing engines,
our approach is unique because constraints are handled in a dynamic fashion.
Constraints are not used only as a �ltering or consistency checking mechanism,
but also as a guiding mechanism to focus the search performed by the specialists
through propagation.

Acknowledgements

The work presented in this paper was supported by DRET/ETCA under con-
tract No. 94 01 048. The authors wish to thank Florence Germain, Bruno Bouys-
sounouse, Olivier Martinet, Christian de Sainte Marie, Renaud Zigmann and
Yannick Hervouet from Cap Gemini Group who have contributed to the work
presented in this paper, Jean-Claude Bauer for reviewing early drafts of the
papers, and Christophe Thomas and Christian Millour from DRET/ETCA for
fruitful discussions on the speci�cation of SAPIA.

References

[Bev89] J.R. Beveridge. Segmenting images using localised histograms and region
merging. International Journal of Computer Vision, 2:311{347, 1989.

[Cas97] T.A. Cass. Polynomial-time geometric matching for object recognition.
volume 21, pages 36{61, Netherlands, 1997. Kluwer Academic Publishers.

[GGM91] G. Giraudon, P. Garnesson, and P. Montesinos. MESSIE : un systeme multi
specialistes en vision. application a l'interpretation en imagerie aerienne.
Traitement du Signal, 9(5):403{419, 1991.

[Gri97] W.E.L. Grimson. Object recognition research at MIT. volume 21, pages
36{61,5{8, Netherlands, 1997. Kluwer Academic Publishers.

[HS93] R.M. Haralick and L.G. Shapiro. Computer and robot vision. In Computer

and Robot Vision, volume 2. Addison-Wesley Publishing Company, Inc.,
1993.

[KPC96] T.H. Kolbe, L. Pl�umer, and A.B. Cremers. Using constraints for the iden-
ti�cation of buildings in aerial images. In Proceedings of PACT'96, pages
143{154. Practical Applications, 1996.

[Pau92] L.F. Pau. Context related issues in image understanding. In Handbook of

Pattern Recognition and Computer Vision, pages 741{768. World Scienti�c
Publishing Company, 1992.

[SCG94] F. Sandakly, V. Clement, and G. Giraudon. Un systeme multi-specialiste
pour l'analyse de scene 3d. In Proceedings de la conference Reconnaissance

des Formes et Intelligence Arti�cielle, volume 1, pages 611{616. AFCET,
jan. 1994.

[Wal75] D. Waltz. Understanding line drawings of scenes with shadows. In Psy-

chCV75, pages 19{91, 1975.
[WFH+93] W.Bouma, I. Fudos, C. Ho�mann, Jiazhen Cai, and R. Paige. A geometric

constraint solver. Technical Report, CSD-TR-93-054, 1993.
[ZJ93] A. Zlotnick and P.D. Carnine Jr. Finding road seeds in aerial images.

CVGIP Image Understanding, 57(2):243{260, 1993.

589SAPIA: A Model Based Satellite Image Interpretation System



Hierarchical Multifeature Integration for 
Automatic Object Recognition in Forward 

Looking Infrared Images 

Shishir Shah' and J. K. Aggarwa12 

Wayne State University, Laboratory for Visual Computing, Dept. of Electrical & 

The University of Texas at  Austin, Computer & Vision Research Center, Dept. of 
Computer Engineering, Detroit, MI 48202, U.S.A. 

Electrical & Computer Engineering, Austin, TX 78712, U.S.A. 

Abstract. This paper presents a methodology for object recognition 
in complex scenes by learning multiple feature object representations in 
second generation Forward Looking InfraRed (FLIR) images. A hierar- 
chical recognition framework is developed which solves the recognition 
task by performing classification using decisions at the lower levels and 
the input features. The system uses new algorithms for detection and 
segmentation of objects and a Bayesian formulation for combining mul- 
tiple object features for improved discrimination. Experimental results 
on a large database of FLIR images is presented to validate the robust- 
ness of the system, and its applicability to FLIR imagery obtained from 
real scenes. 

1 Introduction 

This paper addresses the problem of object recognition in complex scenes imaged 
by a single sensor or registered multiple sensors. Object recognition comprises of 
identifying the location of the object of interest and recognizing its identity and 
pose. It is perceived as a high-level task in computer vision, relating semantic 
knowledge in terms of configuration of known objects [l]. The overall process 
includes preprocessing for image enhancement and is followed by the detection 
stage, which localizes the regions of interest in the image with the assistance of 
a priori known or an auxiliary source of information. The subsequent process- 
ing uses this information to  segment the object and extract features to  obtain 
a complete representation. Object recognition is then achieved by comparing 
descriptions of a priori known object models, which are generalized descriptors 
defining object classes. 

A central problem in computer (machine) vision, and automatic object recog- 
nition (AOR) in particular, is obtaining robust descriptions of the objects of 
interest in an image. In most complex scenes, and especially so in AOR applica- 
tions, the images vary with environmental conditions and natural lighting, which 

* This work was supported by the Army Research Office Contracts DAAH-94-G-0417 
and DAAH 049510494. 
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increases the complexity of the recognition problem. The object or the region 
of interest may also be “intentionally” camouflaged, occluded, or surrounded by 
clutter. In order t o  build a system that can succeed in a realistic environment, 
certain simplifications and assumptions about the environment and the problem 
domain are generally made. This simplification process introduces uncertain- 
ties into a problem that may create inaccuracies or difficulties in the reasoning 
abilities of a system unless these uncertainties are represented and handled in 
a suitable manner. In this paper, we present a methodology that uses multiple 

Fig. 1. The general flow of the object recognition paradigm. 

object features along with a cooperative decision integration for robust recog- 
nition. The proposed system uses a hierarchical scheme where the lowest level 
recognizes the class of the object, while the higher levels use the information 
from the lower levels, as well as the features from the original image, for clas- 
sification within each class. A schematic of this structure is shown in figure 1. 
No information about the 3D structure (such as a 3D model [2] of the object is 
available; the only a priori information is a database containing images of the 
object viewed at  different angles (aspects) and distances. The methodology is 
applied to recognition of objects in second generation Forward Looking Infrared 
(FLIR) images. Multiple images from a single sensor or multiple sensors could 
be used as input data to  the system. Multiple object features from the input 
image(s) are computed and a Bayesian implementation of the methodology is 



presented, in which each mapping is characterized by the probability density 
function of the feature. Thus, object modeling is used to  design the classifiers 
and the distribution of object features is modeled as a mixture of Gaussians. An 
adaptive Expectation-Maximization (EM) algorithm is used to find the parame- 
ters of the normal distributions and a supra-Bayesian scheme is used for decision 
integration at the highest level. 

The rest of the paper is organized as follows: Section 2 details the multi- 
feature hierarchical architecture based on Bayesian statistics for recognition of 
the object class, type, and pose. The object feature representations used and 
the computation of conditional probability density, along with the final decision 
integration is also presented in this section. The algorithms for detection and 
segmentation of the objects in FLIR images are briefly presented in section 3. 
Section 4 presents the experimental results using the developed recognition sys- 
tem. Finally, conclusions and a summary of this study are presented in section 5 .  

2 Multifeature Object Recognition 

Object recognition is the classification of objects into one of many a priori known 
object classes. In addition, it may involve the estimation of the pose of the object 
and/or the track of the object in a sequence of images. Humans recognize objects 
and understand complex scenes with multiple objects, noise, clutter, occlusion, 
and camouflage with great ease. Humans are able to recognize as many as 10,000 
distinct objects [3] under varying viewing conditions, while a state-of-the-art 
object recognition system can recognize relatively few objects. 

Multisensor/multifeature fusion is now widely accepted as being indispens- 
able in complex recognition applications due to the limitations of discriminatory 
information obtained from a single feature or sensor, poor imaging conditions, 
or the effect of counter-measures or camouflage [4]. The motivation behind the 
design of multifeature integration system stems from the realization that single 
feature measurements inherently incorporate varying degrees of uncertainty and 
are occasionally spurious and incorrect. Inspired by biological organisms, which 
are essentially multifeature perception systems, the development of intelligent 
systems that use multiple sources of information to extract knowledge about the 
sensed environment seems a natural step forward. The shortcomings of single 
sensors can be overcome by employing redundancy and diversity [5]. 

2.1 Probabilistic Formulation 

Recognition involves deciding the class of the object in the image from a set 
of known classes (Ci, i = 1,. . . , K ) ,  its type from a set of known objects 
(Tj, j = 1,. . . , L ) ,  and its pose or aspect Pn, n = 1,. . . , M  using informa- 
tion from the image (X). In Bayesian decision theory, this information can be 
determined by finding the Ci, T’, and Pn that maximize the posterior proba- 
bility P(Pn, Tj,  CiIX). The a posteriori probability can be derived from Bayes 
theorem. More precisely (dropping the subscripts for clarity), 
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We also have that 

Therefore, from equations (1) and (2), we have 
P(P, T,  c, X) = P(P, T,  CIX>P(X>. 

P(P, T,  ClX) = P(PlT, c, X)WJC, X>P(ClX). (3) 

The maximum a posteriori probability (MAP) estimates of the object class, type, 
and pose ( C Z P )  is obtained as: 

C, T ,  P = arg max P ( p ,  T ,  ClX) 
C,T,P 

C,T,B 
arg max In P(P, T ,  ClX) 

arg m:x[(arg m.x[(arg m;xP(BIT, c, X)) + P(TIC, X)) + P(ClX) ) ] .  (4) 

The last simplifica,tion in t,he above analysis is obtained because the logarithm is 
a monotonically increasing function. Since P(PIT, C, X), P(TIC, X),  and P(CIX) 
are always positive, from a classification point of view, the MAP estimates are 
obtained by finding Ci, T', Pn such that 

2.2 Multifeature Integration 

For robust recognition, it is important to  characterize the input-output relation- 
ship to  understand the behavior of the system under a wide variety of inputs. 
Such a measure, in turn, also helps to improve the prediction capability? an im- 
portant feature that is essential for practical use of the system. In the proposed 
hierarchical multifeature integration framework, the lowest level in the hierar- 
chy identifies the class of the object (e.g., tank vs. truck), while the higher levels 
use the information from the lower levels, as well as features extracted from the 
original object, for classification within each class to  determine object type and 
pose. As shown in figure 1, each level consists of classifier modules, each of which 
is an expert for a single object representation. The modular classifier at the low- 
est level is trained to  recognize the object class under different object types and 
aspects. When presented with an input, each classifier provides a measure of 
confidence of that  object belonging to  a represented class. A similar recognition 
architecture has been proposed in [6], where the recognition is based on object 
parts. Input objects are segmented into parts, and each module in the hierarchy 
is an expert on recognizing a single part. Recognition is perfomred by accumu- 
lating probability estimates from each expert using the recursive Bayes' update 
rule as parts are presented in a sequential manner. This makes the process ex- 
tremely sensitive to  object segmentation and determination of parts. In contrast? 
the architecture proposed here allows for intermediate levels of recognition (e.g. 
Truck class recognized before M35 truck) and accounts for variability in object 
appearance and faults in segmentation through multifeature representations. 

A number of features and representations for object recognition have been 
proposed in the past [7,8]. We propose a novel approach to  object representation 
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that does not use a single feature, instead uses a feature bank, whose contribu- 
tion for final recognition are learned from examples. The response of such a 
multifeature bank contains much more information than does a single feature. 
Each feature is modeled using a mixture of Gaussians to represent the condi- 
tional probability distribution. To keep the theory simple, we will only consider 
the first layer of hierarchy here. The objective is to recognize different object 
classes based on class experts represented by a multifeature bank. Consider the 
general case where there are K possible classes of objects Ci, i = 1,. . . , IT. Let 
each class be represented by rn different features. Each classifier within a mod- 
ule at this level evaluates the a posteriori probability for each input. Let X ,  
represent the input feature vector for the rnth feature for the input under consid- 
eration and X = { X I ,  X z ,  . . . , X,} represent the entire feature bank. Given the 
a priori probability of each class P(Ci) and the conditional density for each fea- 
ture p(XmlCi) ,  we can compute the posterior probability of the observed feature 
being object Ci using the Bayes Rule: 

For each class module, we are interested in a two class discrimination, where 
the object is recognized by the expert module or is rejected. Thus, in a two case 
discrimination the posterior probability given by the classifier is: 

where, p(X,lCi) is the conditional density function of the other object classes 
and P(Ci) is the prior probability of observing the remaining classes. Given the 
posterior estimates from the individual classifiers, the goal of the combining stage 
is to produce a single estimate that maximizes the probability for object class 
recognition while reducing clutter and false alarms. Various integration methods 
have been proposed in the past [9]. We formulate a supra-Bayesian integration in 
which the posterior estimates from each classifier are assumed to have a proba- 
bility distribution and, based on the means and variances of the outputs, we can 
formulate an optimal decision scheme. Strictly speaking, Bayesian theory holds 
true only for individual decision makers, but if the group decision is viewed as 
a collaborative effort, the effect is externally Bayesian. The integration module, 
just as individual classifiers, is interested in estimating the probability of observ- 
ing an object. So, given rn individual classifiers, each providing a measure of its 
subjective probability of observing an object class, P(Ci IX,), the integration 
has to result in the combined probability PI. Considering that PI has to obey the 
laws of probability if an integrated measure of the posterior is to be estimated, 
the integration may be written as: 

m 

j = 1  

Assuming that the individual classifier posteriors are Gaussian distributed, then 
the integrated posterior decision simplifies to: 

P(Ci1X) = (9) 
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where wj is the contribution of each of the distributions. This can be considered 
as the confidence measure for individual classifiers. As each of the classifiers is 
designed to  identify a single object class, we know that there is sufficient diversity 
and complementarity within the estimates. Thus the weights associated with 
each of the classifiers plays an important role in deciding the contribution from 
each estimate. This is mainly due to the fact that the integrator module does not 
have the same information that is seen by each of the classifiers. Evaluating the 
log likelihood of equation 9 and assuming that the combined probability ratios 
provide the final probability as 

and 

and if the joint distributions are multivariate normal densities with mean pci 
and pci and covariance Ec,ci, then the weights for the individual classifiers can 
be computed by: 

(12) 
This result provides an intuitive insight to the integration of decisions. In general, 
when all the classifiers provide similar estimates, the combining results in the 
peaking of that estimate. On the other hand, and more importantly, when the 
classifiers do not agree on an estimate, their reliability has to be considered. 
According to  the weight assignment in equation 12, the reliability associated 
with each of the classifiers will depend on how different its estimate is from rest 
of the classifiers, and how much diversity exists within the estimates. Having 
computed the posterior probability, they can be used to determine the final 
classification of the input, that is, the input is classified as belonging to  object 
class i if P(CilX) > P(CjIX) V j  # i .  

w = qtlci (PCi - PCi)  

2.3 

In this section, we describe how the conditional density functions and the model 
parameters are estimated for each expert module. Due to the complex and non- 
Gaussian distribution of the object features, we model the data using a mixture 
of Gaussians. Modeling of data is an important consideration in designing sta- 
tistical classifiers. The simplest way to model non-Gaussian data is to use the 
histograms of the training data. However, classification based on this method 
does not generalize well from the training daOa to the test data. Maximum like- 
lihood estimators [ 101 compute piecewise estimates of one-dimensional density 
functions. This approach can be regularized by introducing a penalty term. Such 
methods are attractive, but rely on a predefined model of the density function. 
They also do not generalize well in the case of mixture models unless coupled 
with other optimization techniques. 

We use the Expectation-Maximization (EM) algorithm to determine the 
parameters for the mixture of Gaussians model to estimate the density func- 
tion [11, 121. A stagewise k-means procedure is used, where the initial guess for 

Feature Modeling and Object Parameters 
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the cluster centroids is obtained by splitting the centroids resulting from the 
previous stage. Given a set of features and the number of kernels, a basic pro- 
cedure is repeated. Initially, the number of kernels or components is set to one. 
The centroid of all training points is computed and a measure of the mean and 
in-class deviation is computed. The component weights is computed as a ratio 
of the number of training points in the corresponding component and the total 
training points. A new estimate of the means, variances, and the distortion are 
computed iteratively until convergence. 

2.4 Model Prior Estimation 

For the lowest level in the hierarchy, the model prior is based on the importance 
in differentiating one object class from the other. In such a case, given no a priori 
information, equal prior probabilities, P(Ci) are assumed and fixed at l /K. 
However for multiple feature recognition, some representation features/models 
may be more significant than the others. For example, in trying to distinguish 
between an M60 tank and a T72 tank, the Zernike moment representation may 
be more salient. This can be expressed as the prior probability for that individual 
classifier. The relative importance of each model can be determined by examining 
the model representation for a given class and the remaining models. 

The prior probability for each classifier is then computed as: 

The analysis for the higher levels of hierarchy are easily extended. The outputs 
of the uppermost level can be inputs to the next higher level. For each of the 
models, the probabiIity of the object belonging to the given class is computed 
and integrated for final recognition. 

3 Detection, Segmentation, and Models 

In this section, we briefly describe the algorithm that was used to detect and 
segment the object from the image. The models used for object representation 
are also briefly discussed. 

Robust detection of manmade objects in complex scenes is obtained by learn- 
ing multiple feature models in images [13]. The methodology is based on a mod- 
ular structure consisting of multiple classifiers, each of which solve the problem 
independently based on its input observations. Each classifier module is trained 
to detect manmade object regions and a higher order decision integrator col- 
lects evidence from each of the modules to delineate a final region of interest. 
A reliability measure for each classifier module is computed to determine its 
contribution to the final decision. 

The detected regions were individually analyzed by performing a connected 
component analysis on the output of pixel classification and regions consisting 
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of less than 100 pixels were removed. A region growing procedure with compact- 
ness and edge linearity constraints [12] was used to isolate final regions. An initial 
pixel connectivity analysis is performed to  identify grouped regions and. based 
on the a przori known object size, the region is grown to incorporate neighboring 
pixels without violating the compactness and regularity of the object. Compact- 
ness and regularity measures are defined based on boundary segments and corner 
points. 

For the recognition stage, each module uses four features, each represented 
by a conditional probability density function. To capture the variation in surfacc 
intensity, we use the eigen image representation [14] up to  the 10th order. Object 
boundaries are extracted from the image and their eigen representation is also 
used. After segmenting the images, the objects are thresholded to get binary 
images. The shape of the object is represented using Zernike moments [15] up 
to  order 8, and the Distance Transform [16]. 

4 Experimental Results 

This section presents results of using the proposed methodology for object recog- 
nition in second generation FLIR images. For the results presented here, five ob- 
jects from two classes were considered. Figure 2 shows example images of these 
objects. Figure 3 shows an example of a typical input image and the result of 
detection and segmentation. The segmented images are used for the recognition 
process. For each object, a total of 144 images were considered (2 sets of 0- 360" 
at 5" intervals) for training. Since the two sets of 72 images were imagcd from 
roughly the same elevation and acquired in varying environmental conditions, 
the training set captured a wide range of variations in the objects. 

Fig. 2. Typical FLIR images of objects used in recognition experirne~its. 

To test the system, five object types under different viewing conditions and 
varying segmentation outputs were presented to  the fully trained recognition 
system. For each object, 144 images were tested, giving a total of 720. Out of the 
720 images, 450 were segmented well, 120 were segmented poorly and included 
parts of the background or had part of the object missing, while the remaining 
150 were considered bad as they included objects that were occluded and thus 
included part of background objects cluttering the object of interest. Table 1 
gives the recognition results obtained from these experiments. Overall the class 
recognition rate was 94.1%, object type rate was 92.2%, and pose estimation 
rate was 83.7%. 
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Fig. 3. Preprocessing steps applied to typical FLIR image (a), the results obtaincd 
after initial detection (b), and the result of final segmentation (c). 

Object 
Seg. 

Good 

Poor 

Bad 

Class I Type I Pose I Mis- " -  
Recog. I Recog. 1 Recog. IClassified 

442/450 I438/450 1402/4501 8/450 

Table 1. Recognition results obtained using the Bayesian HMS. Refer to text for 
details. 

5 Summary and Conclusion 

In this paper we have presented a hierarchical methodology and results for ob- 
ject recognition based on multifeature integration. The task of recognizing object 
characteristics such as object class, type, and pose are achieved as the input tra- 
verses upward in the hierarchy. The classification at higher levels is achieved 
by considering the decision at the lower levels as well as considering the in- 
put features directly. At each level of hierarchy, multiple features are computed 
for representing the objects and modular computational structures consisting 
of multiple classifiers are used to perform recognition. Each classifier within a 
module is trained to recognize a single feature and tries to solve the problem 
of recognition based on its input observation. A higher level decision integrator 
oversees and collects evidence from each classifier within a module and combines 
it to provide a final decision while considering the redundancy and diversity of 
individual classifiers. A Bayesian realization of the methodology is presented. 
Each classifier module models the object signature probability density fiiriction 
based on the computed features and the final integration is achieved in a supra- 



Bayesian scheme. Results are presented for recognition of five different objects 
belonging in two classes with varying pose. The methodology can easily be ex- 
tended to registered multisensor data as input. 
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Abstract. This paper presents the design and implementation of an air-
crew assignment system based on the Artificial Intelligence principles and
techniques of abductive reasoning as captured by the framework of
Abductive Logic Programming (ALP). The aim of this work was to produce a
system for Cyprus Airways that can be used to provide a solution to the
airline’s crew scheduling problem whose quality was comparable with the
manual solutions generated by human experts on this particular problem. In
addition to this the system should also constitute a tool with which its
operators could continually customize the solutions to new needs and
preferences of the company and the crew.  The abductive approach (using
ALP) adopted in our work offers a flexible modeling environment in which
both the problem and its constraints can be easily represented directly from
their high-level natural specification. This high-level representation offers
two main advantages in the development of an application: (i) modularity
with a clear separation of the two main issues of validity and quality
(optimality) of the solution and (ii) flexibility  under changes of the
requirements of the problem.

1. Introduction

Abduction is the process of reasoning to explanations for a given observation
according to a general theory that describes the domain of observation. In Artificial
Intelligence abduction manifests itself as an important form of inference for addressing
a variety of problems (eg. [14, 16, 10, 5, 2]). These problems include, amongst
others, reasoning with incomplete information, updating a database or belief revision
and formalizing and addressing application problems like that of planning, diagnosis,
natural language understanding and user modeling. Several applications of abduction
exist (eg. [10, 4, 3, 13, 17]) and we are now beginning to see the emergence of the
first "engineering principles" for the development of abductive applications.

In this paper we use the framework of Abductive Logic Programming (ALP) [10, 5]
to develop an abductive-based system for the application of air-crew scheduling. The
problem of air-crew scheduling (e.g. [1, 9]) is concerned with the assignment of air-
crews to each of the flights that an airline company has to cover over some specific
time period. This allocation of crew to flights has to respect all the necessary
constraints (validity) and also minimize the crew operating cost (quality or
optimality). The validity of a solution is defined by a large number of complex
constraints, which express governmental and international regulations, union rules,
company restrictions etc. The quality of the schedule is specified by its cost, but also
by the needs and preferences of the particular company or crew.

I. Imam et al. (Eds.): IEA/AIE-99, LNAI 1611, pp. 600−611, 1999.
 Springer-Verlag Berlin Heidelberg 1999



We present an air-crew scheduling system based on abduction, developed for the
application of Cyprus Airways Airlines. The aim of this work was to produce a
system that can be used to provide a solution to the airline’s crew scheduling problem
whose quality was comparable with the manual solutions generated by human experts.
In addition to this the system should also constitute a tool with which it will be
possible for its operators to continually customize the solutions to new unexpected
requirements while the solution (crew-roster) is in operation or additional foreseen
needs and preferences of the company and the crew. The system therefore can be used,
not only for the production of a valid and good quality initial schedule, but also as a
rescheduling tool that can help human operators to adjust an existing solution to the
necessary changes.

Various approaches, within OR and AI (e.g. [8, 15, 1, 9]), have been adopted for
solving the crew scheduling problem. Although these methods have succeeded in
solving the problem efficiently, for specific problem cases, they lack a general and
simple way of specifying the problem its constraints. Moreover, these methods lack
flexibility and their adaptation to changes in airline company rules is not very
practical. Recent Constraint Logic Programming based approaches (e.g. [8, 15, 7])
have succeeded in providing a more declarative way of describing scheduling problems,
but these still have to be represented directly in terms of the special domain
constraints which can be handled by the constraint solver. Thus again the
representation of the problem looses some of its flexibility.

The rest of the paper is organized as follows. Section 2 introduces the problem of air-
crew scheduling and rescheduling. In section 3, we give a brief overview of the ALP
framework and how this can be used in applications. Section 4 presents the
architecture of the air-crew scheduling system. In section 5, we present some of the
experiments carried out to evaluate this system. The paper concludes, in section 6. An
extended version of this paper [12] can be obtained from the authors.

2. Air-Crew Scheduling

Air-Crew Scheduling is the problem of assigning cockpit and cabin crews to the
flights that a company has to carry out over some predefined period of time. The
flight schedule of a company consists of flight legs, which are non-stop flights
between two airports, for a predefined period (usually a month). Given the flight
schedule, the crew scheduling task is concerned with the allocation of crew personnel
to each flight leg, in a way that minimizes the crew operating cost.

The crew scheduling problem is extremely difficult and combinatorial in nature due to
the large number and the complexity of the constraints involved, e.g. governmental
and international regulations, union rules, company restrictions etc.
An abductive approach (e.g. using Abductive Logic Programming - ALP) offers a
flexible modeling environment in which both the basic problem and its constraints
can be easily represented directly from their high-level natural specification. It then
provides an effective automatic translation (reduction) of this high-level representation
to the lower-level computational goals (constraints) which need to be solved. In this
way ALP offers the possibility to combine the advantages of modularity and
flexibility with efficient constraint solving.
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2.1. The Problem Domain
Let us first introduce some of the basic terms used in air-crew scheduling.

flight leg : The smallest planning unit and it's a non-stop flight (link) between two
airports. pairing or rotation : A sequence of flight legs which could be taken by a
single crew member.
flight duty time (FDT) : The sum of the flight time of a rotation, the time spent on
the ground in between two succeeding legs and the time required for briefing and
debriefing of the crew.
deadhead (DH) : The positioning (by another plane) of crew, as a passenger, to another
airport in order to take a flight assignment.
transfer : The transferring of crew via road (by bus or car) from one airport to another
in order to take an assignment.
day-off : A full non-working day, with some additional requirements on the time
which the duty of the previous day ends or on the beginning of the next day.
rest period : A continuous period of time between two duties when the crew has no
assignments.
stay-over (S/O): A rest period that a crew spends away from base. Stay-Overs are
necessary because of the upper bounds which exist on the duty period of a crew.
stand-by : A period of time when the crew has to be near the base and ready to take an
assignment, if necessary, within one hour's notice.
available (AV) : A crew member is said to be available on a day that is not off and on
which the crew has no duty.

The input to the crew scheduling problem is the flight schedule of an airline company
for a specific period (usually a month). The flight schedule consists of all the flight
legs that the company has to cover in that period. Given the flight schedule, together
with the necessary information about each available crew member (e.g. their name and
rank), the required output is a set of valid and good quality, if possible optimal,
(monthly) rosters for each member.

The quality (or optimality) of the solution depends on three major issues: cost,
fairness and preferences. A good solution should minimize the crew operating cost.
Among the main factors which can result in high-cost schedules are: the number of
DHs, transfers, S/Os and the total number of duty hours, over some specific period, of
a crew (overtime rate is paid if this number exceeds a certain limit). A second factor
for quality is the fairness of the solution on the distribution of the flying hours, type
of allocated flights, DHs, S/Os, stand-bys, availability, day-offs etc. Another
important issue for the quality of a solution is the extent in which the (crew or
company) preferences are satisfied. This issue can sometimes also determine the
validity of a solution.

The validity of the rosters is defined through a number of complex rules and
regulations which can be grouped in classes according to the type of information that
they constrain. Some of the most common groups of constraints in air-crew
scheduling are the temporal and location constraints, the FDT constraints and the
constraints on the rest and working times of the crew. A number of other constraints
which express specific requirements, or preferences, of the particular application, or
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rules of the specific airline company or union may also be necessary for valid or better
quality solutions.

2.2. Rescheduling - Changes
In the domain of air-crew scheduling changes occur very frequently either due to flight
delays or cancellations, new flight additions, or because of crew unavailability. It is
common that such changes happen on the day of operation, in which case they have
to be dealt with immediately. Also apart from these changes which happen
unwillingly, a number of other changes may often be voluntarily made by the crew
administration on the solution found initially, in order to reflect special preferences
and thus make the final solution more desirable. For these reasons the automation of
the rescheduling process is crucial in the crew scheduling problem.

In general, the changes which are required fall in one of the following categories.
• Change the crew of a flight.
• Reschedule a flight, when the times of a flight are changed (e.g. delayed).
• Cancel a flight.
• Add a new flight.
These changes may violate the validity of the old solution or make the old schedule of
poorer quality. We want to reestablish validity or quality without having to discard the
old solution and recompute from the beginning, but rather by keeping the unaffected
part unchanged and by rescheduling only those assignments which may be affected. In
air-crew scheduling it is also necessary that any change can be accommodated by
changing the old schedule within 48 hours with the fewest possible changes on the
old assignments of crew members.

3. The ALP Approach to Applications

Abduction is the process of reasoning to explanations for a given goal (or
observation) according to a general theory that describes the problem domain of the
application. The problem is represented by an abductive theory. In Abductive Logic
Programming (ALP) an abductive theory is defined as follows.

Definition 3.1 (Abductive Theory)
An abductive theory in ALP is a triple <P,A,IC> where P is a logic (or constraint
logic) program, A is a set of predicate symbols, called abducibles, which are not
defined (or are partially defined) in P, and IC is a set of first order closed formulae,
called integrity constraints.

In an abductive theory <P,A,IC>, the program P models the basic structure of the
problem, the abducibles play the role of the answer-holders, for the solutions to
particular tasks (goals) in the problem, and the integrity constraints IC represent the
validity requirements that any solution must respect. A goal G is a logic (or
constraint logic) programming goal. A solution to a goal G is an abductive
explanation of G defined as follows.

Definition 3.2 (Abductive Solution)
An abductive explanation or solution for a goal G is a set ∆ of ground abducible
formulae which when added to the program P imply the goal G and satisfy the
integrity constraints in IC, i.e.
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P ∪ ∆   |=lp G and      P ∪ ∆   |=lp IC
where  |=lp  is the underlying semantics of Logic Programming or Constraint Logic
Programming. More generally, the solution set ∆ may also contain existentially
quantified abducibles together with some constraints on these variables (see [11]).

The computational process for deriving the abductive solution (explanation) consists
of two interleaving phases, called the abductive and the consistency phases. In an
abductive phase, hypotheses on the abducible predicates are generated, by reducing the
goals through the model of the problem in P, thus forming a possible solution set. A
consistency phase  checks whether these hypotheses are consistent with respect to the
integrity constraints. During a consistency phase it is possible for new goals to be
generated, if these are needed in order to ensure that the hypotheses so far can satisfy
the integrity constraints. In turn these new goals can generate further abducible
assumptions, to be added to the solution set. It is also possible that the consistency
phase refines the solution set of assumptions generated originally - by setting
constraints on the existential variables involved in the abducible assumptions - when
this restriction can help ensure the satisfaction of (some of) the integrity constraints.

4. The Air-Crew Scheduling System

4.1. The System Architecture
A crew scheduling system has been developed using the ALP approach and applied to
the real-life problem of the airline of Cyprus Airways. The general structure of the
system is shown in Figure 4.1.

Database Data
Manipulation

Scheduler

Rescheduling
( Changes )

User

General
Pr oblem 

Info & ICs

Specific
Domain

Info & ICs

Roster
Production

Flights
Cr ew

Figure 4.1 : Air-Crew Scheduling System Architecture
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The Database holds information about all available crew members and the flight
schedule of the company, which consists of all the flight legs that have to be covered
for a predefined period (usually a month). Given the flight schedule of an airline, a
preprocessing phase ("Data Manipulation") constructs possible pairings of flight legs
which can be assigned to a single crew without exceeding the given maximum flight
duty time (FDT). In FDT we include 1hr for briefing and 1/2hr for debriefing of crew
after each leg, plus the time spent on the ground between the succeeding legs. One
such pairing, in the Cyprus Airways problem, might for example be the
"Larnaca→Athens→Larnaca" rotation. Other flight legs which cannot be paired in one
duty remain as "single" flights.

In the main "computational" part of the system, the "Scheduler", flights (pairings or
single) are assigned, via the process of abductive reasoning, to the selected crew
members. The output of this phase is a consistent set of assignments of flights,
deadhead flights, transfers, stay-overs and day-offs to crew members. The required
solution should cover all flight legs exactly once and it should be of good quality (e.g.
with low cost, balanced etc.). This set of assignments will go through the "Roster
Production" phase which will then extract all the information needed, like for example
the (monthly) roster for each crew member, the total flying and duty hours of each
crew for that period, the crew available on some specific day etc.

4.2. The Scheduler
Given the set of flights (pairings or single), generated in the preprocessing ("Data
Manipulation") phase, the scheduler is concerned with the assignment of crew
members to each of these flights and to other related duties. Figure 4.2 shows a
graphical representation of the model of this problem, captured by the program P of
the overall ALP theory <P, A, IC> which represents the whole problem. With this
modeling of the problem there is a need for only one abducible in A, which assigns
crew members to different types of duty tasks (e.g. flights, stand-bys, day-offs etc.).
Therefore the solution (schedule) will consist of a set of assignments of crew to tasks,
in a way that satisfies the integrity constraints IC on the problem.

One natural feature, which is represented in the basic model of this problem in the
program P, is that the flights on consecutive days are more related among them than
with flights on other days, in the sense that many constraints involve flights which
are temporally near to each other. Furthermore, an even stronger dependency exists
between flights which are on the same day. This observation suggests that a better
(computationally) modeling of the problem would be one where the flights are
scheduled in increasing date order and, within the same day, in increasing order of
departure time.

Scheduling the flights per day and in chronological order can also facilitate the
derivation of better quality schedules, in the sense that certain operations ("Day
Operations"), which improve the solution, can be performed at the end of each day.
For example, consider the case of deadhead crew which has to return to base after some
number of stay-overs (depending on his/her location). This crew has to be assigned as
a passenger on a return (deadhead) flight on some specific day. Other additional
assignments which are required, on a daily basis, are assignments of crew to transfers,
stand-bys and day-offs.
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Figure 4.2 : The Scheduler Module

Another important quality of solution issue is that of balancing. A good schedule
should be fair, or well balanced, at several levels. One such level is the balancing of
the flying and duty hours for each crew member, another would be the balancing on
the stand-bys, balancing on the stay-overs, or even fairness on the flight destinations
of each crew. These issues can be treated incrementally in the model by adopting
different strategies (e.g. load balancing algorithms) in the selection of the crew
members.

The Constraints
One of the characteristics of the crew scheduling problem is the large number and the
variety of the constraints to be considered. We present here a small representative
sample of these, as they are included in the integrity constraints IC of the ALP
formulation of the problem, that demonstrate the concepts proposed by this approach.

Temporal constraints
One hard temporal constraint necessary for valid solutions is that no crew member can
be assigned two flights at the same time. This is represented as an integrity
constraint, by the logical formula in IC,
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¬ ( assign(Crew,FlightA), assign(Crew,FlightB),
FlightA ≠ FlightB, overlap(FlightA,FlightB)    ).

where "overlap" is defined in the program P by

overlap(FlightA,FlightB) ←
flight_details(FlightA,DeptDateA,DeptTimeA,ArrDateA,ArrTimeA),
departure(FlightB,DDB,DTB),
between(DeptDateA,DeptTimeA,DDB,DTB,ArrDateA,ArrTimeA).

The predicate "between" holds when the departure date and time of one flight is in the
flight period of the other flight. This will generate, when this integrity constraint is
reduced in the consistency phase of the computation, equality and inequality
constraints on the values of the two variables "FlightA" and "FlightB".

Duty Period
The duty period is a continuous block of time when a crew member is on duty. The
maximum duty period of a crew cannot exceed a certain amount (MaxDuty), which is
(usually) less than or equal to 12 hours and it is calculated according to this crew's
previous assignments. This is represented by the following integrity constraint in IC.

¬ ( assign(Crew,Flight),
flight_period(Flight,Period), departure(Flight,DeptDate,DeptTime),
MaxDuty(Crew,MD), DutyPeriod is MD-Period,
subtract(DeptDate,DeptTime,DutyPeriod,NewDate,NewTime),
on_duty(Crew,NewDate,NewTime) ).

The predicate "on_duty" is defined in the model of the problem in the program P and
decides if a crew is on duty on a particular date and time. Note that again the reduction
of the predicates "on_duty", "between" and "between_flights" will generate a number
of arithmetic constraints on the date and time of the flight that can be assigned to the
selected crew.

Rest Period
There must be at least MinRest hours rest period between any two consecutive duties.
MinRest is greater than or equal to 12 and it is calculated according to the previous
assignments of the crew. This integrity constraint is given by the following logical
formula in IC :

¬ ( assign(Crew,Flight),
departure(Flight,DeptDate,DeptTime),
on_new_duty(Flight,DeptDate,DeptTime),
end_prev_duty(Crew,DeptDate,DeptTime,EndOfDuty),
time_difference(EndOfDuty,DeptDate,DeptTime,RestPeriod),
MinRest(Crew,MR), RestPeriod < MR    ).

where "on_new_duty" defines whether a flight is the beginning of a new duty period
and "end_prev_duty" specifies the end of the duty which is immediately before some
given date and time.
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In addition, to general constraints as above there are often other requirements on the
problem stemming from particular policies of the specific company and crew
preferences. The abductive formulation with its modular representation of the
problem, facilitates a direct representation of these either with additional integrity
constraints in IC or through the further refinement of the model in P.

4.3. The Rescheduling Module
The problem of rescheduling is an important task in air-crew scheduling due to the
frequent changes that occur in this environment, which often make the existing
schedule inconsistent or of poorer quality. In the ALP framework we can develop a
rescheduling system from the initial representation in <P,A,IC>. The sets of
abducibles A and integrity constraints IC remain the same with the possibility of new
constraints to be added, whereas P is extended to model the rescheduling process. The
process of rescheduling, in ALP, is facilitated by the (natural) ability of abduction to
reason with an existing set of hypotheses, in this case the old solution. Thus
abduction can help to restore the consistency of the old solution with minimal
changes on the affected assumptions and others depending on them.

The air-crew scheduling system presented above has been extended to model
rescheduling. The rescheduling module was implemented to handle four general types
of changes, flight cancellation, new flight addition, the rescheduling (e.g. change on
the date or time) of an existing flight, or the selection of an alternative crew for a
given flight. This module is interactive in the sense that the user can either suggest a
crew for a particular flight, in which case the system will check if this choice is valid
and to what extend it will affect the rest of the old schedule, or decide whether to
accept a system proposed selection of crew. This rescheduling facility allows the
system to be used (by an expert) both as a tool for improving the quality of an
existing solution as well as a rescheduling tool that will adapt, on the day of
operation, an old schedule to the changes that may occur. More details can be found in
the extended version of this paper [12].

5. Evaluation of the System

An abduction-based system for air-crew scheduling has been implemented for the
problem of Cyprus Airways Airlines in ALP on top of ECLiPSe [6]. Several
experiments have been carried out in order to evaluate the system along the following
three dimensions :
• The quality of the solution, compared to the solution of an expert.
• The flexibility of the system, and its ability to be specialized to additional or

changing needs and preferences of the problem.
• The ability of the system to help the process of rescheduling.

The Cyprus Airways airline company, although small in size, contains the full
complexity of the air-crew scheduling problem. The problem can be divided into a
number of independent phases each of which is concerned with the scheduling of one
class of crew members. For the purposes of these experiments we focus only on one
type of crew, namely the captains. Cyprus Airways has 28 captains of several ranks
(e.g. captains, training captains, technical pilots and flight managers). The system has
been tested for busy, with a heavy flight schedule, and for less busy months of the
year. The generated schedules were of good quality on the cost, as compared with an
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expert's solution (e.g. comparable number of deadheads, stay-overs etc.). Furthermore,
our solutions were better in the balancing of the duty and flying hours assigned to
each crew member over the month. This also affects (favourably) the total cost of the
solution.

Other experiments were carried out with this system to show that equally good
solutions can be found with less number of pilots. Below is an indicative table on
some of these experiments (on a SUN Ultra 64Mb RAM), carried out for busy and
less busy (ordinary) months of the year.

Stay-Overs

28 plts

Time

Deadheads

Busy

145 sec

10

16

Ordinary

26 plts

150 sec

10

16

950 sec

25

8

24 plts

560 sec

23

9

21 plts28 plts

Transfers 83 85 39 39

152 sec

10

16

39

The flexibility of the system is demonstrated through the addition of new integrity
constraints which express requirements or preferences of the company or crew. These
constraints are divided in three categories, namely the local, group or global,
according to the number of resources (pilots) they involve.

Local integrity constraints refer to individual crew members and have no significant
effect on the computational time. Group constraints involve a number of pilots
which have something in common (e.g. of the same rank) and have a minor effect on
the efficiency of the system. The third type of constraints, the global constraints,
affect all crew members and can affect the computation by increasing the time from
10% up to 86%. In some cases, when these constraints make the problem very tight,
the system is unable (within a reasonable time) to find a solution. Experiments were
again carried out for busy and ordinary months of the year. The results are displayed in
the table below.

Local ICs

146 sec

Group ICs Global ICs

160 sec 170 sec

Busy

Ordinary

1047 sec768 sec560 sec

It is important to note that, due to the modularity of the abductive system (as
discussed in section 3.2 previously), such additional requirements are accommodated
into the system with no extra (programming) effort. We simply express these in
logical form as integrity constraints and add them to the system.

Rescheduling
Using the solutions generated for a busy and an ordinary month, a number of
rescheduling experiments were carried out for each class of changes, as presented in
section 2.2. The rescheduling module of the system is interactive and can be used as
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an advisory to the operator, offering incrementally choices that would correct the old
schedule. In each case, the operator is informed of other changes that would be needed
if s/he accepts this choice.

On average for changes of the schedule (apart from cancelations which as expected take
very little time) on an ordinary month the system suggests new assignments within
2-3 secs. For busy months the systems needs 3-6 secs on average. Again more details
can be found in [12].

6. Conclusions and Future Work

In this paper we have presented an air-crew scheduling system based on Abduction.
The system was developed and tested for a medium-sized application, that of Cyprus
Airways Airlines, which, although average in size, it still contains the full
complexity of the crew scheduling problem. Several experiments were carried out,
using this system, with promising results.

The paper has explored the advantages of using an abductive approach for solving
scheduling problems. It has demonstrated how the high-level modeling environment,
offered by abduction, helped to develop a modular and flexible scheduling system:
modularity  with a clear separation of the two main issues of validity and quality
(optimality) of the solution and flexibility  under changes of the requirements of the
problem. The modularity of the system allows the adoption of different strategies or
heuristics which can lead to better quality of the solutions. The flexibility of the
approach can facilitate the adaptation (or specialization) of the system to different
airline companies.

We have also studied how abduction can help us to tackle the problem of adjusting or
correcting existing solutions in order to accommodate changes in the application
environment, namely the problem of rescheduling. An interactive rescheduling module
has been integrated in the developed system that allows the operator to adjust or
perfect a schedule to new (unexpected) requirements or additional specific needs of the
company or crew. Thus the utility of the system can be summarized as follows:

• Generate a good first solution to the problem.
• Adjust a generated solution and improve its quality.
• Adapt an existing solution to unexpected changes occurring before
     or on the day of operation.

In the future we want to investigate how the AI techniques, that we have adopted in
this work, and the system developed based on these can be applied for the solution of
other air-crew scheduling problems in different airline companies. Future work can
also study improvements on the computational efficiency of the system. One such
interesting direction would be to integrate in the abductive process a specialized
constraint solver, for the effective handling of the lower-level goals which are
generated through the abductive reductions.
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1 Introduction

The folding transformation plays an important role as well in the process of
improving programs by transformations [TS84,BD77] as in performing proofs
[SM88,BM79]. The success of the folding of an initial member (conjunctions of
atoms) in an other obtained from it after applying some unfoldings is in general
not decidable [PP89b]. This problem was studied in the context of transfor-
ming logic programs for quite restrictive specifications (members and programs)
[PP89b,Ale92]. We propose in this paper a comparison between the different
approaches for resolving the folding problem, and we propose an extension in
order to deal with more general specifications.

2 Preliminaries

In the following, we assume that the reader is familiar with the basic terminology
of first order logic such as term, atom, formula, substitution, matching, most ge-
neral unifier (mgu) and so on. An expression is either a term, atom, conjunction
of atoms. We assume knowledge of the semantics of Prolog, minimum Herbrand
model...[Llo88], [AVE82].

Definition 1 (Implicative formula, member). An implicative formula is a
first order formula of the form:

(1) ∀X(∃Y ∆ ← ∃Z Λ) where: ∆ and Λ are conjunctions of atoms.
X = V ar(∆) ∩ V ar(Λ), Y = V ar(∆) \ V ar(Λ) and Z = V ar(Λ) \ V ar(∆). A
such formula is abbreviated by ∆ ⇐ Λ. ∆ and Λ are called members. ∆ is the
left member and Λ s the right member.

Definition 2 (Validity of formula). The logic formula (1) is valid inM(P )
(least Herbrand model), if the following condition holds:
for all ground substitution σ of the variables of X if there exists a ground substi-
tution θ of the variables of Z such that (Λσ)θ is valid inM(P ) then there exists
a ground substitution δ of the variables of Y such that (∆σ)δ is valid inM(P )

I. Imam et al. (Eds.): IEA/AIE-99, LNAI 1611, pp. 612–621, 1999.
c© Springer-Verlag Berlin Heidelberg 1999



Unfold/Fold Inductive Proof: An Extension of a Folding Technique 613

3 The Folding Problem

3.1 Formalization of the Problem

Let ∆1 be a member. ∆1 is said to be foldable if there exists a sequence of
members ∆2, . . . , ∆n such that:
• for i=2. . .n, ∆i is obtained by unfolding (The unfolding used here follows the
definition of the unfolding transformation proposed in [TS84]) an atom among
∆i−1,
• ∆n = Γ (∆1σ)Π, such that Γ and Π are conjunctions of atoms and σ is a
substitution called the folding substitution of ∆1.

3.2 Criterion of the Folding Success

The fact that ∆1 appears in ∆n has as consequence that the unfolded atoms are
defined by recursive clauses. The existence of the folding substitution σ depends
on:
• the inductive relation defined in these clauses,
• the instantiation of terms in the unfolded atoms,
• the relationship between the variables in the different atoms of ∆1.

The crucial problem is the choice, at each step, of the atom to be unfolded.
Such a choice needs to define a selection rule.

We note that the considered members ∆i are those obtained by using recur-
sive clauses of the definitions of predicate symbols of the unfolded atoms.

4 Selection Rules

In the literature, two selection rules were defined for a member representing the
body of a clause. We recall in this section these two approches and we present a
comparison between them.

4.1 The Results of Pettorossi and Proieitti

A selection rule called SDR for Synchronized Descent Rule, was introduced by
Pettorossi and Proietti [PP89a]. This rule allows to guide the unfolding process.
It is in some cases a decision procedure for the folding problem.

Given an ordering on atoms, the SDR rule selects the greater atom with
respect to this ordering. One of the problems with this method is the definition
of a suitable ordering of atoms.
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4.2 The Results of Alexandre

A schema based approach was proposed by Alexandre [Ale92] in order to cha-
racterize the clauses of a program.

Thanks to these schemas, a static analysis of the program permits to define
a selection rule for always choosing an atom among the initial member to be
folded ∆1.

Let ∆1 : p1(u11, u12, . . . , u1n1) . . . pk(uk1, uk2, . . . , uknk
) be the member to be

folded such that, all the predicate symbols pi are defined by linear recursive clau-
ses having the following form pi(Ti1, Ti2, . . . , Tini) ← ∆ pi(ti1, ti2, . . . , tini) Θ.
The defined schemas characterize the couples (Tij , tij). The schema of the con-
sidered recursive clause corresponds to the set of couples (Tij , tij). Conditions
regarding the folding are determined in terms of the numbers ni of unfoldings of
the atoms pi(ui1, ui2, . . . , uini) of ∆1. From the study of the elementary members
constructed of two atoms projected according to only one argument, the global
conditions of the folding of ∆1 are determined by using the projections of the
atoms of ∆1 according to the arguments containing the variables having more
then one occurrences.

Program Member to fold Conditions
p1(T1)← p1(t1)
p2(T2)← p2(t2)

p1(u1(x))p2(u2(x)) n1, n2

The unfoldings to be done in order to succeed the folding (when it is possible),
are determined by resolving the following equation system having the k unknown
n1, . . . , nk:

S
{

condition(ni, nj)
n1 + . . .+ nk ≥ 1

4.3 Comparison and Choice of an Approach

The SDR rule is a general rule which can be applied to all type of programs.
However, it presents the following limitations:
• the choice criterion of the atom to be unfolded seems to be arbitrary with
respect to the criterion of the success of the folding: it is rather a heuristic,
• the choice of a suitable atom ordering is not obvious ,
• the SDR function is not totally defined when the atom ordering is partial,
• the atoms to be unfolded are known by comparing atoms in the current mem-
ber, thus it is not possible to know these atoms from the starting point (initial
member).

The schema based approach presents essentially the following advantages:
• the choice criterion of the atoms to be unfolded is objective with respect to
the criterion of the success of the folding,
• the schemas are a compilation of the pertinent informations of the program,
• a static study of the program is possible,
• the approach is incremental, new schemas can be added without influencing
the old ones.
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Our goal is to resolve the folding problem for members with respect to more
general programs, the schema based approach proposed by Alexandre suits our
purpose.

In the following, we propose an extension of the schema based approach for
a more general class of members and programs.

5 Proposition of an Extension

5.1 Restrictions Done by Alexandre

Let ∆1 : p1(u11, u12, . . . , u1n1) . . . pk(uk1, uk2, . . . , uknk
) be the member to be

folded, such that all the predicate symbols pi are defined by linear recursive
clauses having the following form: p(T1, T2, . . . , Tn) ← ∆ p(t1, t2, . . . , tn) Θ.
Alexandre restricted his study to the following clauses and members:
• Inductive schemas: ti � Ti, ti = Ti, ti 6∈ Var(Ti). These cases correspond
respectively to the three arguments of the definition of the times predicate :
times(s(x), y, z)← times(x, y, t)plus(y, t, z),
• ti � Ti, otherwise ti is a variable,
• uij is a variable,
• pi(ui1, ui2, . . . , uini) is linear,
• if x is a variable having two occurrences in two decreasing positions, then they
decrease in the same manner.

5.2 The Proposed Extension

We note that the considered schemas list is not exhaustive, however a large
number of common specifications are written following these schemas. We then
consider only these inductive schemas.

The assumption, that terms used in the recursive atoms of the bodies of clauses
are all variables, is quite restrictive. We propose to extend the method by con-
sidering any terms. In order to manipulate these terms, we propose to explicit
their form. The determination of the form of terms in the general case is quite
difficult, we restrict our study to terms representing the natural numbers and
lists.

Moreover, the used clauses have any decrease, and the atoms of the member to
be folded are linear.

5.3 Representation of Terms

The idea we propose to extend the results of Alexandre consists on representing
terms by the minimum information, sufficiently enough to study the behavior of
the unfolding and the success of the folding of members containing these terms.
Thus we explicit the form of terms in terms of their type constructors:
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• a term t having as type the natural number type is written s(s(...(s(x))...),
• a term t having as type the list type is written cons(a1, cons(a2, ..., cons(an, l)...).

Note that two informations are necessary for representing terms:
• the inductive variable of the term (x and l), having the same type of the term,
• the size of the term (number of constructions) with respect to the inductive
variable.
For the natural number these informations are sufficient. For the list, these two
informations could be sufficient by considering other conditions concerning ∆1
and P . We give here not exhaustively some necessary conditions:

– the atoms of ∆1 are linear
– if t = cons(a1, cons(a2, ..., cons(an, l)...) is a term of the member ∆1, the

ai’s are variables having only one occurrence in ∆1

We consider the case where these informations are sufficient, therefore we
denote terms by

– s(s(...s(x)...)) is represented by sn(x)
– cons(a1, cons(a2, ..., cons(an, l)...) is represented by consn(l)

In the general case, a term t is denoted cn(x), where x is a variable (of natural
number type or list type) and c is the constructor of x.

This abstraction can be extended to members and programs, we then consider
P̃ and ∆̃1 as the program and the member obtained from P and ∆1 by applying
the proposed term representation. We propose to study the conditions of the
folding of ∆̃1 with respect to P̃ . The results concerning the folding of ∆̃1 with
respect to P̃ are transposed for the folding of ∆1 with respect to P , since we are
in the case where cn(x) represents sufficiently the initial term.

5.4 Conditions of the Folding

According to the representation of the terms, a term t = cn(x) is denoted,
following its inductive schema where it appears in ∆1, as
• τk,r(xn) : (ck+r(x), ck(x)),
• ιk(xn) : (ck(x), ck(x)),
• ωk(xn) : (ck(x), z).
with xn is denoted x if n=0.

The results we have proposed here do not concern only variables having more
then one occurrence in a member, but also variables having only one occurrence.
In fact, this limitation has been done by Alexandre, since the terms he consider
are reduced to variables, a matching is always possible from variable to a term.
The variables to be studied are those having several occurrences and those having
one simple occurrence appearing in constructed terms. The results we have found
are summarized in the tableau 1.

Example 1. The predicate plus expressing the natural number addition is spe-
cified by the following program P :
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Table 1. Elementary schemas of members having linear atom and constructed terms

Schéma Condition

τk,r(xa) (a ≤ k) ∨ (n = 0)
ιk(xa) none

ωk(xa) (k = 0) ∨ (n = 0)

{ τk1,r1(x
a), τk2,r2(x

b) }
(a > k1) ∧ (b > k2)
n1 = n2 = 0
(a ≤ k1) ∨ (b ≤ k2)
n1 ∗ r1 = n2 ∗ r2

{ ιk1(x
a), τk2,r2(x

b) } n2 = 0
{ ωk1(x

a), τk2,r2(x
b) } n1 = n2 = 0

{ ιk1(x
a), ωk2(x

b) } n2 = 0

P

{
plus(0, x, x) ←
plus(s(x), y, s(z))← plus(x, y, z)

The schema of the recursive clause of the definition of P is (τ0,1, ι0, τ0,1).
Let ∆1 : plus(s(y), z, t)plus(x, t, w) be the member to be folded. The variables
to be considered are y and t. These variables are in the schemas τ0,1(y1) and
{τ0,1(t), ι0(t)}. The associated conditions for the folding are respectively n1 = 0
(first line of the tableau 1) and n1 = 0 (fifth line of the tableau 1). The system
of the conditions of the folding is then:

S
{

n1 = 0
n1 + n2 ≥ 1

the minimal solution is (n1, n2)=(0, 1). By unfolding one time the second atom
of ∆1 we obtain the member ∆2 : plus(s(y), z, t)plus(x, t, w), ∆1 is foldable in
∆2 with the folding substitution ε

6 Application

We are interested in applying the folding results for proving implicative formulas
ϕ : Γ ⇐ ∆, such that ∆ and Γ are conjunctions of atoms defined by clauses of a
logic program P . The used transformations are the unfolding left, the unfolding
right, the folding left, the folding right and the simplification defined in [SM88].

The proof is based on an implicit induction, the inductive relations used are
defined by the clauses of the program P. The proof process is guided by reducing
differences between the two member of the implication. Thus, when we obtain
the same member in both the two parts of the implication, a simplification is
then possible. Obtaining a formula having same members (left and right), is
allowed by the folding of the current member in the initial formula.
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We consider the proof of the associativity property of the predicate plus. This
property can be expressed by the following formula:

ϕ1 : plus(x, y, t)plus(t, z, w)⇐ plus(y, z, u)plus(x, u, w)

The program P defining the clauses specifying the addition is that of the exam-
ple 1. We look for folding the right member ∆. the terms of this member are
variables, then we only consider the variable u (having two occurrences in ∆)
in order to determine the conditions of the folding of ∆. The schemas of occur-
rences of u are (τ0,1(u), ι0(u)). The condition of the folding associated to this
schema is n1=0 (fifth line of the table 1). The system of the folding conditions
is then:

S
{

n1 = 0
n1 + n2 ≥ 1

its minimal solution is (n1, n2)=(0, 1). By unfolding one time the second atom
of ∆ we obtain the formula

ϕ2 : plus(s(x), y, t)plus(t, z, s(w))⇐ plus(y, z, u)plus(x, u, w).

The member ∆ of ϕ1 is foldable in the right member of ϕ2 with the folding
substitution ε. A right folding of ϕ1 in ϕ2 gives the formula

ϕ3 : plus(s(x), y, t)plus(t, z, s(w))⇐ plus(x, y, k)plus(k, z, w).

We note that the members of ϕ3 resemble each other. If we unfold one time each
atom of the left member of ϕ3, we obtain the formula

ϕ5 : plus(x, y, t)plus(t, z, w)⇐ plus(x, y, k)plus(k, z, w).

The simplification of the members of ϕ5 is possible thanks to the substitution
θ={t|k} and gives an empty clause. This is the proof in th inductive case of the
associativity of the predicate plus.

7 The Theorem Prover

The theorem prover used follows from the work of Kanamori and Seki for the
verification of Prolog programs using an extension of execution [KS86]. This
prover is able to prove by induction some first order formulas of the form ∆⇐ Λ,
where ∆ and Λ are conjunctions of atoms.

The general idea of the strategies is to apply some unfolding and a folding
on the two parts of the implicative formula in order to obtain formulas in the
form Γ ⇐ Γ or Γ ⇐ false or true⇐ Γ (i.e. the formula true). We describe the

deduction rules in the form of inference rule
e
f
(NAME), in the following e and

f are implicative formulas or a set of implicative formulas, Name is the name of
the rule, this means that in the proof process; to prove e it is sufficient to prove
f . Moreover for every rule we give the conditions of application.
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Definition 3. Simplification

∆, A ⇐ Γ, B
(∆ ⇐ Γ )θ

(SIMP )

θ is an existential-mgu (i.e. the domain of θ is a subset of the existential variables
set of π) of A and B.

Definition 4 (Unfolding right).

Γ ⇐ ∆, A
{ (Γ ⇐ ∆, ∆i)θi, i ∈ [1, ..k]} (UNF R)

E = {c1, ...ck} is the set of clauses of the program P such that ci : Bi ← ∆i

and there exists θi = mgu(Bi, A).
If E = ∅, then we generate the formula Γ ⇐ false, that can be reduced to

the formula true.

Definition 5. Unfolding left

Γ, A ⇐ ∆
{(Γ, ∆i)θi ⇐ ∆, i ∈ [1, ..k]} (UNF L)

E = {c1, ...ck} is the set of the clauses of the program P such that ci : Bi ←
∆i and such that there exists θi = existential-mgu(Bi, A).

Definition 6. Folding right

Λ⇐ Π
Γ ⇐ ∆1, ∆2

(Γ ⇐ Λθ, ∆2)
(FOL R)

• θ is a substitution such that Πθ = ∆1
• the formula is Λ ⇐ Π is an ancestor of the formula Γ ⇐ ∆1, ∆2 in the
proof tree.

Definition 7. Folding left

Λ⇐ Π
Γ1Γ2 ⇐ ∆
(Πθ, Γ2 ⇐ ∆)

(FOL L)

• θ is a substitution such that Λθ = Γ1
• the formula Λ ⇐ Π is an ancestor of the formula Γ1Γ2 ⇐ ∆ in the proof
tree.
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8 A Complete Example

This example is intended to illustrate the proposed algorithm. Show the binomial
theorem:

(x+ 1)n =
n∑

k=0

Ck
nxk, n ≥ 0

The definite program under consideration, specifies predicates to express the bi-
nomial theorem.

The program specifying the binomial example.

(1) plus(0, x, x) ←
(2) plus(s(x), y, s(z))) ← plus(x, y, z)

(3) mul(0, x, 0) ←
(4) mul(s(x), y, z) ← mul(x, y, t)plus(y, t, z)

(5) power(0, x, s(0)) ←
(6) power(s(x), y, z) ← power(x, y, t)mul(y, t, z)

(7) ps([ ], z, z) ←
(8) ps(z, [ ], z) ←
(9) ps([x1|z1], [x2|z2], [x|z]) ← ps(z1, z2, z)plus(x1, x2, x)

(10) bin(0, [s(0)]) ←
(11) bin(s(x), z) ← bin(x, y)ps([0|y], y, z)

(12) seq(x, [ ], 0) ←
(13) seq(x, [y|z], w) ← seq(x, z, t)mul(x, t, a)plus(y, a, w)

The formula to be proved is the following:

ϕ ps(k, l, t), seq(x, t, w) ⇐ seq(x, k, a), seq(x, l, b), plus(a, b, w)

9 Conclusion

Our investigation has its original motivation in producing efficient logic programs
by way of transformations and proofs [AB97]. In unfold/fold transformation,
efficiency is often improved by performing folding step. This paper addresses
aspects of these related problem.

The interesting feature of the work presented here is an extension of Alex-
andre results concerning a schema based technique for studying the folding pro-
blem. This extension will permit to pursue this work for mechanizing the proof
strategies.
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On Solving the Capacity Assignment Problem Using
Continuous Learning Automata*

B. John Oommen and T. Dale Roberts

School of Computer Science
Carleton University

Ottawa ; Canada : K1S 5B6.

Abstract. The Capacity Assignment problem focuses on finding the best
possible set of capacities for the links that satisfy the traffic requirements in a
prioritized network while minimizing the cost. Apart from the traditional
methods for solving this NP-Hard problem, one new method that uses Learning
Automata (LA) strategies has been recently reported. This method uses
discretized learning automata [1]. The present paper shows how the problem
can be solved using continuous learning automata.  The paper considers the
realistic scenario when different classes of packets with different packet lengths
and priorities are transmitted over the networks. After presenting the two well-
known solutions to the problem (due to Marayuma and Tang [2], and Levi and
Ersoy [3]) we introduce our new method that uses continuous LA, which is
comparable to the discretized version, and is probably the fastest and most
accurate scheme available.

I. Introduction

In this paper we study the Capacity Assignment problem which focuses on
finding the best possible set of capacities for the links that satisfies the traffic
requirements in a prioritized network while minimizing the cost. Unlike most
approaches, which consider a single class of packets flowing through the network, we
base our study on the more realistic assumption that different classes of packets with
different packet lengths and priorities are transmitted over the networks. Apart from
giving a brief overview of the problem and a report of the existing schemes, we
present a new continuous learning automata strategy for solving the problem. This
strategy is analogous to the discretized version already reported [1] except that it
operates in a continuous probability space, and is thus easier to comprehend since it is
more akin to the well-studied families of learning automata.

Data networks are divided into three main groups which are characterized by
their size, these are Local Area Networks (LANs), Metropolitan Area Networks
(MANs) and Wide Area Networks (WANs). An Internetwork is comprised of several
of these networks linked together, such as the Internet. Most applications of computer
networks deal with the transmission of logical units of information or messages, which

                                                          
* Partially supported by the Natural Sciences and Engineering Research Council of
Canada. Contact e-mail address : oommen@scs.carleton.ca.



Solving the Capacity Assignment Problem Using Continuous Learning Automata 623

are sequences of data items of arbitrary length. However, before a message can be
transmitted it must be subdivided into packets. The simplest form of a packet is a
sequence of binary data elements of restricted length, together with addressing
information sufficient to identify the sending and receiving computers and an error
correcting code.

There are several tradeoffs to be considered when designing a network system.
Some of these are difficult to quantify since they are criteria used to decide whether
the overall network design is satisfactory. This decision is based on the designer’s
experience and familiarity with the requirements of the individual system. As there are
several components to this area, a detailed examination of the pertinent factors, which
are primarily cost and performance, can be found in [4] and [5].

In the process of designing computer networks the designer is confronted with a
trade-off between costs and performance. Some of the parameters effecting the cost
and performance parameters used in a general design process are listed above, but, in
practice, only a subset of these factors are considered in the actual design. In this
paper we study scenarios in which the factors considered include the location of the
nodes and potential links, as well as possible routing strategies and link capacities.

The Capacity Assignment (CA) Problem specifically addresses the need for a
method of determining a network configuration that minimizes the total cost while
satisfying traffic requirements across all links. This is accomplished by selecting the
capacity of each link from a discrete set of candidate capacities that have individual
associated cost and performance attributes. Although problems of this type occur in all
networks, in this paper, we will only examine the capacity assignment for prioritized
networks. In prioritized networks, packets are assigned to a specific priority class
which indicates the level of importance of their delivery. Packets of lower priority will
be given preference and separate queues will be maintained for each class.

The currently acclaimed solutions to the problem are primarily based on
heuristics that attempt to determine the lowest cost configuration once the set of
requirements are specified. These requirements include the topology, the average
packet rate, or the routing, for each link, as well as the priorities and the delay bounds
for each class of packets. The result obtained is a capacity assignment vector for the
network, which satisfies the delay constraints of each packet class at the lowest cost.

The primary contribution of this paper is to present a continuous Learning
Automaton (LA) solution to the CA problem. Apart from this fundamental
contribution of the paper, the essential idea of using LA which have actions in a
“meta-space” (i.e., the automata decide on a strategy which in turn determines the
physical action to be taken in the real-life problem) is novel to this paper and its
earlier counterpart [1]. This will be clarified in Section IV.

I.1 Assumptions and Delay Formulae

The model used for all the solutions presented have the following features [3] :
1. Standard Assumptions : (a) The message arrival pattern is Poissonly distributed,

and (b) The message  lengths are exponentially distributed.
2. Packets : There are multiple classes of packets, each packet with its own (a)

Average packet length, (b) Maximum allowable delay and (c) Unique priority
level, where a lower priority takes precedence.
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3. Link capacities are chosen from a finite set of predefined capacities with an
associated fixed setup cost, and variable cost/km.

4. Given as input to the system are the (a) Flow on each link for each message class,
(b) Average packet length measured in bits, (c) Maximum allowable delay for
each packet class measured in seconds, (d) Priority of each packet class, (e) Link
lengths measured in kilometers, and (f) Candidate capacities and their associated
cost factors measured in bps and dollars respectively.

5. A non-preemptive FIFO queuing system [6] is used to calculate the average link
delay and the average network delay for each class of packet.

6. Propagation and nodal processing delays are assumed to be zero.
Based on the standard network delay expressions [3], [6], [7], all the

researchers in the field have used the following formulae for the network delay cost :
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In the above, Tjk is the Average Link Delay for packet class k on link j, Ur is the
Utilization due to the packets of priority 1 through r (inclusive),Vr is the set of classes
whose priority level is in between 1 and r (inclusive), Zk is the Average Delay for

packet class k, η λj jl

l

= ∑  is the Total Packet Rate on link j, γ λk jk

j

= ∑  is the

Total Rate of packet class k entering the network, ljk is the Average Packet Rate for
class k on link j, mk is the Average Bit Length of class k packets, and Cj is the Capacity
of link j. As a result of the above, it can be shown that the problem reduces to an
integer programming problem, the details of which can be found in [4].

II. Previous Solutions

II.1 The Marayuma -Tang Solution

The Marayuma/Tang (MT-CA) solution to the Capacity Assignment (CA)
problem [2] is based on several low level heuristic routines adapted for total network
cost optimization. Each routine accomplishes a specific task designed for the various
phases of the cost optimization process. These heuristics are then combined, based on
the results of several experiments, to give a composite algorithm. We briefly describe
each of them below but the details of the pseudocode can be found in [2], [3] and [4].
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There are two initial capacity assignment heuristics, SetHigh and SetLow:
(a) SetHigh: In this procedure each link is assigned the maximum available capacity.
(b) SetLow: On invocation each link is assigned the minimum available capacity.

The actual cost optimization heuristics, where the motivating concept is to decide
on increasing or decreasing the capacities using various cost/delay trade-offs, are:
(a) Procedure AddFast: This procedure is invoked when all of the packet delay

requirements are not being satisfied and it is necessary to raise the link capacities
while simultaneously raising the network cost, until the bounds are satisfied.

(b) Procedure DropFast: This procedure is invoked when all of the packet delay
requirements are being satisfied but it is necessary to lower the link capacities, and
thus lower the network cost, while simultaneously satisfying the delay bounds.

(c) Procedure Exc: This procedure attempts to improve the network cost by pairwise
link capacity perturbations.

To allow the concatenation of these heuristics, the algorithm provides two
interfaces, ResetHigh, used by DropFast, and ResetLow, used by AddFast below :
(a) ResetHigh: Here the capacity of each link is increased to the next higher one.
(b) ResetLow: Here the capacity of each link is decreased to the next lower one.

After performing several experiments using these heuristics on a number of
different problems, Marayuma/Tang determined that a solution given by one heuristic
can often be improved by running other heuristics consecutively. The MT-CA
algorithm  is the best such composite algorithm (see [2], [3] and [4]).

II.2 The Levi/Ersoy Solution

To our knowledge the faster and more accurate scheme is the Levi/Ersoy
solution to the CA problem (LE-CA) [3], based on simulated annealing. The process
begins with an initial random, feasible solution and creates neighbor solutions at each
iteration. If the value of the objective function of the neighbor is better than that of the
previous solution, the neighbor solution is accepted unconditionally. If, however, the
value of the objective function of the neighbor solution is worse than the previous
solution it is accepted with a certain probability. This probability is the Acceptance
Probability and is lowered according to a distribution called the Cooling Schedule.

Since the simulated annealing process is a multi-purpose method, its basic
properties must be adopted for the CA problem. In this case, the solution will be a
Capacity Assignment Vector, C, for the links of the network. Therefore, C = (C1, C2,
C3, ..., Ci, ..., Cm)  where m is the total  number of links and Ci takes a value from the
set of possible link types/capacities. The objective function is the minimization of the
total cost of the links. Neighbor solutions, or assignment vectors, are found by first
selecting a random link and randomly increasing or decreasing its capacity by one
step. Feasibility is constantly monitored and non-feasible solutions are never accepted.
The pseudocode for the actual algorithm is given in [3] and [4].

III. Learning Automata

Learning Automata have been used to model biological learning systems and
to find the optimal action which is offered by a random environment. The learning is
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accomplished by actually interacting with the environment and processing its
responses to the actions that are chosen, while gradually converging toward an
ultimate goal. A complete study of the theory and applications of this subject can be
found in [8], [9].

The learning loop involves two entities, the Random Environment (RE) and a
Learning Automaton (LA). Learning is achieved by the automaton interacting with
the environment by processing responses to various actions and the intention is that
the LA learns the optimal action offered by the environment.

The actual process of learning is represented as a set of interactions between
the RE and the LA. The LA is offered a set of actions {a1, ..., ar} by the RE it
interacts with, and is limited to choosing only one of these actions at any given time.
Once the LA decides on an action ai , this action will serve as input to the RE. The RE
will then respond to the input by either giving a reward, (‘0’), or a penalty, (‘1’),
based on the penalty probability ci associated with ai . Based upon the response from
the RE and the current information it has accumulated so far, the LA decides on its
next action and the process repeats. The intention is that the LA learns the optimal
action (that is, the action which has the minimum penalty probability), and
eventually chooses this action more frequently than any other action.

Variable Structure Stochastic Automata (VSSA) can be described in terms of
time-varying transition and output matrices. However, they are usually completely
defined in terms of action probability updating schemes which are either
continuous (operate in the continuous space [0, 1]) or discrete (operate in steps in the
[0, 1] space). The action probability vector P(n) of an r-action LA is [p1(n), ..., pr(n)]T

where, pi(n) is the probability of choosing action ai at time ‘n’, and satisfies 0 � pi(n)
� 1,  and the sum of pi(n) is unity.

A VSSA can be formally defined as a quadruple (a, P, b, T), where a, P, b, are
described above, and T is the updating scheme. It is a map from P � b to P, and
defines the method of updating the action probabilities on receiving an input from the
RE. Also they can either be ergodic or absorbing in their Markovian behavior. Since
we require an absorbing strategy, the updating rule we shall use is for the Linear
Reward-Inaction (LRI) scheme. The updating rules for the LRI scheme are as follows,
and its e-optimal and absorbing properties can be found in [8], [9].

pi(n+1) = 1 - Êj�i lr pj(n) if ai is chosen and b=0
pj(n+1) = lr pj(n)  if ai is chosen and b=0
pj(n+1) = pj(n) if ai , aj chosen, and b=1,

where lr (0 < lr < 1) is the parameter of the scheme. Typically, lr is close to unity.

IV. The Continuous Automata Solution to CA

We now propose a continuous LA which can be used to solve the CA problem.
The Continuous Automata Solution to CA (CASCA) algorithm is faster than the MT
and LE algorithms and also produces superior cost results.

This solution to the CA problem utilizes the capacity assignment vector
nomenclature discussed for the Levi/Ersoy solution [3]. The capacities of the links are
represented by a vector of the form  (C1, C2, ..., Ci, ..., Cn),
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where Ci is chosen from a finite set of capacities (e.g. 1200, 2400, ...,  etc.), and n is
the maximum number of links.

In this solution each of the possible link capacities of the capacity assignment
vector has an associated probability vector of the form (Iij, Sij, Dij), where

Iij is the probability that the current capacity j of link i is increased,
Sij is the probability that the current capacity j of link i is unchanged, and
Dij is the probability that the current capacity j of link i is decreased.
The final solution vector will be comprised of the capacities, Ci, that exhibit Sij

probability values that are closest to the converging value of unity. In a practical
implementation this value is specified by the user and is reasonably close to unity.
Indeed, the closer this value is to unity, the higher the level of accuracy.

We now present the various initial settings for the probability vector. By virtue
of the various values for Ci, there are three possible settings for the initial probability
vector (Iij, Sij, Dij) given below as Init1, Init2 and Init3 respectively. To explain how
this is done, we shall refer to the index of a capacity as its “capacity-index”. Thus, if
the set of possible capacities for a link are {1200, 2400, 3600, 4800, 9600} the
corresponding capacity-indices are {0, 1, 2, 3, 4} respectively. Using this terminology
we shall explain the initial settings and the updating strategies for our scheme.
Init 1: This is the scenario when the capacity-index of the link is at the lowest

possible value, 0, called the left boundary state. This means that the capacity
cannot be lowered further. In such a case,
 Ii0 = 1/2, Si0 = 1/2, Di0 = 0,

because the value can be increased or stay the same, but cannot be decreased.
Init 2: This is the scenario where the capacity-index of the link is at the highest

possible value, n, called the right boundary state. This means that the capacity
cannot be raised further. Thus,
 Iin = 0, Sin = 1/2, Din = 1/2,

 because the value can be decreased or stay the same, but cannot be increased.
Init 3: This is the scenario where the capacity-index of the link is at one of the interior

values, referred to as the interior state. This means that the capacity can be
raised or lowered or maintained the same, and hence,
 Iij = 1/3, Sij = 1/3, Dij = 1/3 for 0 < j < n.

The next problem that arises is that of determining when, and how, to modify
the probability values for a given link/capacity combination. Initially, a random
feasible capacity assignment vector is chosen and assumed to be the current best
solution. After this step, the algorithm enters the learning phase which attempts to find
a superior cost by raising/lowering the capacities of the links using the LRI strategy. At
each step of this process the capacity of every single link is raised, lowered or kept the
same based on the current action probability vector associated with the link. Based on
the properties of the new capacity vector, the associated probability vector for this
assignment is modified in two cases to yield the updated solution and the new capacity
probability vector. We consider each of these cases individually.
Case 1 : The new capacity assignment is feasible. Since this means that no delay
constraints are violated, the probability vector is modified in the following manner :
(a) If the capacity was increased we raise Dij, the Decrease probability of the link,
(b) If the capacity stayed the same we raise Sij, the Stay probability of the link, and,



628 B.J. Oommen and T.D. Roberts

(c) If the capacity was decreased we raise Dij, the Decrease probability of the link.
Case 2 : The new capacity assignment is feasible and the cost of the network has been
reduced. Since this means that the new assignment results in a lower cost than the
previous best solution the probability vector is modified as :
(a) If the capacity was increased we raise Dij, the Decrease probability of the link,
(b) If the capacity stayed the same we raise Sij, the Stay probability of the link, and,
(c) If the capacity was decreased we raise Sij, the Stay probability of the link.

It is important to remember that we are always trying to minimize cost, we thus
never attempt to reward an increase in cost, by raising the increase probability, Iij.

The next question we encounter is one of determining the degree by which the
probability vectors are modified. These are done in terms of two user defined
quantities - the first, lR1, is the reward parameter to be used when a feasible solution is
reached, and the second, lR2, is used when the solution also has a lower cost. As in
learning theory, the closer these values are to unity, the more accurate the solution. It
should also be noted that the rate of convergence to the optimal probability vector
decreases as the parameters increase.

As stated previously, this paper not only presents a new solution for the CA
problem, but also introduces a new way of implementing LA. Unlike traditional LA, in
our current philosophy we proceed from a “meta-level” whereby each LA chooses the
strategy (increase the capacity, decrease the capacity, or let the capacity remain
unchanged) which is then invoked on the selected link to set the new capacity. In this
way the LA always selects its choice from a different action space rather than from a
vector consisting of all the available capacities. The actual algorithm is in [4], [5].

V. Experimental Results

In order to evaluate the quality of potential solutions to the CA problem an
experimental test bench [5] must be established. This mechanism will establish a base
from which the results of the algorithms can be assessed in terms of the comparison
criteria. In this case the comparison criteria is the cost of the solution and the
execution time. The test bench consists of the two main components described below.

First, the potential link capacities and their associated cost factors are
specified as inputs. Each link capacity has two cost entries - the initial setup cost of
establishing the link, and a cost per kilometer of the length of the link. Each of these
cost factors increases as the capacity of the link increases.

The next step is to establish a set of sample networks that can be used to test
the various solution algorithms. Each network will possess certain characteristics that
remain the same for each algorithm, and therefore allow the results of the solutions to
be compared fairly. The set of networks that will be used in this paper are shown in
Table 5.1 below. Each network has a unique I.D. number given in column 1 and is
composed of a number of nodes connected by a number of links, given in column 2,
with the average length of the links given in column 3. Each network will carry
multiple classes of packets with unique priority levels. The classes of packets which
the network carries is given in column 4 while the average packet rate requirements,
for each class over the entire network, is given in column 5.
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In the suite of networks used in the test bench the network I.D. indicates the
average size and complexity of the network. This means that network 4 is substantially
more complex when compared with network 1 in terms of the number of links and the
type and quantity of packet traffic carried.

NET
I.D.

#
LINK

AVE:
LINK
LEN:

PACKET
CLASSES

AVE:
PACKET
RATES

PACKET
PRIORITY

DELAY
BOUND

PACKET
LEN

1 6 54.67 1
2
3

13
13.5
14.5

3
2
1

0.013146
0.051933
0.914357

160
560
400

2 8 58.75 1
2
3
4

14.375
15.625
15.125

15.5

3
2
1
4

0.013146
0.051933
0.914357
0.009845

160
560
400
322

3 12 58.08 1
2
3
4

15.417
15

15.5
17.083

3
2
1
4

0.053146
0.151933
0.914357
0.029845

160
560
400
322

4 12 58.08 1
2
3
4
5

15.417
17

15.5
17.083
17.33

3
2
1
4
5

0.053146
0.151933
0.914357
0.029845
0.000984

160
560
400
322
12

5 48 54.67 1
2
3

13
13.5
14.5

3
2
1

0.013146
0.051933
0.914357

160
560
400

Table 5.1 : Characteristic values of the networks used in the test-bench.

Each of the sample networks that is used to test the algorithms carry a distinct
type of packet traffic, and these are catalogued in Table 5.1 above. Each network,
given by the network I.D. in column 1, carries a number of different packet classes,
given in column 4. Each packet class has its own distinct priority, given in column 6,
delay bound, given in column 7, and length, given in column 8. The delay bound
indicates the maximum amount of time that the packet can stay undelivered in the
network.  This type of  network carries packets of three different types:
1. Packet class one has a priority level of three. Each packet of this class has an

average length of 160 bits with a maximum allowable delay of 0.013146 seconds.
2. Packet class two has a priority level of two. Each packet of this class has an

average length of 560 bits with a maximum allowable delay of 0.051933 seconds.
3. Packet class one has a priority level of one. Each packet of this class has an

average length of 400 bits with a maximum allowable delay of 0.914357 seconds.
A sample network similar to Network Type 1 has nodes {1,2,3,4,5}, and edges

{(1,2), (1,4), (3,4), (3,5), (4,5) and (2,5)}
with edge lengths L1, L2, L3, L4, L5 and L6 respectively. Each of the six links, L1 -
L6, can be assigned a single capacity value from Table 5.1 and the average of the
lengths will be specified by the quantity “average length” of Network Type 1.
Additional details of the setup/variable costs are included in [4], [5].
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In order to demonstrate that the new algorithm achieved a level of performance
that surpassed both the MT and LE algorithms, an extensive range of tests were
performed. The best results obtained are given in the table below. The result of each
test is measured in terms of two parameters, Cost and Time which are used for
comparison with the previous algorithms. In the interest of time we have only
considered one large network in this series of tests, namely Network #5 which consists
of 48 links, since the execution times of the previous solutions, especially the MT
algorithm, take a considerable time to produce results for larger networks.

Scheme Category Net 1 Net 2 Net 3 Net 4 Net 5
MT-CA Cost ($)

Time (sec)
5735.04

0.22
12686.10

0.77
11669.30

1.86
53765.90

2.08
43341.90

67.45
LE-CA Cost ($)

Time (sec)
5735.04

0.22
7214.22

1.21
10295.70

1.10
45709.60

1.93
39838.40

4.01
CASCA Cost ($)

Time (sec)
4907.68

0.11
6937.90

0.39
9909.11

0.70
40348.90

1.33
37307.40

4.12

Table 5.2 : Best results for all algorithms.

The results displayed in the tables demonstrates that the LA solution to the CA
problem produces superior results when compared with both the MT and LE
solutions. The new algorithm also has consistently lower execution times in most
cases when compared to either of the previous solutions. For example, we consider the
tests for Network #4 [5, 4]. The MT algorithm finds its best cost as $53,765.90 and
takes 2.08 seconds while the LE algorithm finds a best cost of $45,709.60 and takes
1.93 seconds. The CASCA algorithm finds a best cost of $40348.90 and takes only
1.33 seconds which is superior to either of the previous best costs. Hundreds of other
experiments have been carried out which demonstrate identical properties. More
detailed results can be found in [4] and [5].

It is obvious that as the reward values get closer to unity the accuracy of each
cost value improves but the execution times also increases. This means that the
algorithm can be optimized for speed (decrease the parameters lR1, lR2), accuracy
(increase the parameters lR1, lR2) or some combination of the two that the user finds
appropriate for his particular requirements. Also, the value of  lR2 should always be
set lower than, or equal to, lR1 since this is only invoked when a lower cost solution is
found and is not used as much as lR1 invoked when any feasible solution is found.

VI. Conclusions

In this paper we have studied the Capacity Assignment (CA) problem. This
problem focuses on finding the lowest cost link capacity assignments that satisfy
certain delay constraints for several distinct classes of packets that traverse the
network. Our fundamental contribution has been to design the Continuous Automata
Solution to CA (CASCA) algorithm which is the LA solution to the problem. This
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algorithm generally produces superior low cost capacity assignment when compared
with the MT-CA and LE-CA algorithms and also proves to be substantially faster.
Indeed, to the best of our knowledge, the LA automata solutions are the fastest and
most accurate schemes available.

The problem of incorporating topology and routing considerations in the
network design remains open. Also, the problem of relaxing the Kleinrock assumption
is still a challenge.

References

[1] Oommen, B. J. and Roberts, T. D., "A Fast and Efficient Solution to the Capacity
Assignment Problem using Discretized Learning Automata, Proceedings of
IEA/AIE-98, the Eleventh International Conference on Industrial and Engineering
Applications of Artificial Intelligence and Expert Systems, Benicassim, Spain, June
1998, Vol. II, pp. 56-65.

[2] Maruyama, K., and Tang, D. T., "Discrete Link Capacity and Priority Assignments
in Communication Networks", IBM J. Res. Develop., May 1977, pp. 254-263.

[3] Levi, A., and Ersoy, C., "Discrete Link Capacity Assignment in Prioritized
Computer Networks: Two Approaches", Proceedings of the Ninth International
Symposium on Computer and Information Services, November 7- 9, 1994,
Antalya, Turkey, pp. 408-415.

[4] Oommen, B. J. and Roberts, T. D., "Continuous Learning Automata Solutions to
the Capacity Assignment Problem". Unabridged version of this paper. Submitted
for Publication. Also available as a technical report from the School of Computer
Science, Carleton University, Ottawa ; Canada : K1S 5B6.

[5] Roberts, T. D., Learning Automata Solutions to the Capacity Assignment Problem,
M.C.S. Thesis, School of Computer Science, Carleton University, Ottawa, Canada
: K1S 5B6.

[6] Bertsekas, D. and Gallager, R., Data Networks Second Edition, Prentice-Hall, New
Jersey, 1992.

[7] Kleinrock, L., Communication Nets: Stochastic Message Flow and Delay,
McGraw-Hill Book Co., Inc., New York, 1964.

[8] Narendra, K. S., and Thathachar, M. A. L., Learning Automata, Prentice-Hall,
1989.

[9] Lakshmivarahan, S., Learning Algorithms Theory and Applications, Springer-
Verlag, New York, 1981.

[10] Oommen, B. J., and Ma, D. C. Y., "Deterministic Learning Automata Solutions to
the Equi-Partitioning Problem", IEEE Trans. Comput., Vol. 37, pp 2-14, Jan.
1988.

[11] Ellis, Robert L., Designing Data Networks, Prentice Hall, New Jersey, 1986, pp.
99-114.

[12] Etheridge, D., Simon, E., Information Networks Planning and Design, Prentice
Hall, New Jersey, 1992, pp. 263-272.

[13] Gerla, M., and Kleinrock, L., On the Topological Design of Distributed Computer
Networks, IEEE Trans. on Comm., Vol. 25 No. 1, 1977, pp. 48-60.



I. Imam et al. (Eds.): IEA/AIE-99, LNAI 1611, pp. 632-641, 1999.
© Springer-Verlag Berlin Heidelberg 1999

Supervised Parameter Optimization of a
Modular Machine Learning System

Manuel Link and Masuhiro Ishitobi

Mitsubishi Materials Corporation, Knowledge Industry Dept., Advanced Systems Center
Koishikawa 1-3-25, Bunkyo-ku, Tokyo 112, Japan
Phone: +81-3-5800-9322, FAX: +81-3-5800-9376

manuel@mmc.co.jp, tobi@mmc.co.jp

Abstract. To model a complex manufacturing process effectively with
commonly used machine learning methods (Rule Induction, MLP, ANFIS)
further preprocessing steps of feature selection, feature value characterization
and feature value smoothing are required. The model prediction error serves as
the fitness measure. It depends strongly on the parameter settings of the
processing modules. Qualitatively better processing parameter settings are
found by iterative training process where these settings are modified based on
the quality of the previous learning process, controlled by downhill algorithms
(Evolutionary Strategy, Downhill Simplex). This enables us to find a suitable
model describing a process with less effort. The traditional optimizing process
of determining signal processing parameters with heuristics may be
standardized and preserved through this mechanism. Keywords. Fuzzy Logic,
Machine Learning, Neural Networks, System Identification, Rule Induction,
Evolutionary Strategy, copper plant control system

1. Introduction

Increasing demands of product quality, economization and savings on resources have
to work alongside rising standards of industrial control. In spite of growing
availability of process signals, due to advancements of science and technology, it is
rather difficult to develop multi-dimensional controllers analytically. Frequently,
uncertain system parameters or imperfect operator knowhow make a proper control-
design impossible. If the dominant process signals of a complex manufacturing
process like e.g. temperature, flow rate and product quality are simply fed to common
machine learning algorithms, accuracy and generalization may remain unsatisfactory
because of uncertain signal observations, such as noise, time delay, etc.. Empirical
evidence suggests that having an appropriate input space characterization set is more
effective for solving a real problem than developing and tuning machine learning
algorithms themselves.

From the physical point of view, there are usually some known aspects of a
process, for instance a time lag between controller and the sensor. Performing the
identification of the input space characterization by a separate module to machine
learning reduces the computational burden of the machine learning module, and
usually improves the modeles generalization (Fig. 1).
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Fig. 1. The concept

Sourcing out  the identification of the input space characteristics allows
separate tuning of extracted parameters for each signal and each physical property,
prior to machine learning. Input space characterization can be appropriately quantified
according to the predictions that the better the characterization the better the
prediction accuracy. Trial, and parameter-dependent model quality, lead to a
parameter set with, at least local, minimal, remaining, prediction error. If the
assumed, extracted physical phenomena apply, and the assigned signals are
sufficiently representative, the processing parameter set with the smallest model error
can be regarded as the identified parameters of the real, physical system.

2. Modular Model Structure

In our system, every necessary function for machine learning is identified and
functionally realized as a modular component. Therefore a machine learning system is
composed of several, sequentially connected, modular, components. Combination of
several components allows a wide range of machine learning implementation.

2.1. Processing Components

Some necessary signal processing methods are categorized and realized as modular
component.
• Feature-Selection Component: Large databases with several features and lots of

samples should be stripped down to simplify analysis and assignment. Feature
selection of actually-related signals is used to reduce data volume.
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• Clustering Component: If the sample concentration varies in different areas of the
feature parameter space, the position of a given number of cluster centers can be
calculated, e.g. by the k-Means algorithm, minimizing the Euclidean distance sum
between all training samples and assigned centers. Although this method is
accompanied by loss of information, it may increase the generalization ability of
some machine learning methods and therefore improve the prediction capability.

• Smoothing Component: As measured data is usually noisy, all numerical data is
usually smoothed. The optimal degree of smoothing is frequently uncertain. The
stronger the smoothing intensity, the lesser the remaining noise. However, data
inherent information about certain system properties gets lost if smoothing gets too
strong. Thus, optimal intensity of smoothing may be an uncertain model parameter.

• Time Lag Component: Several physical processes contain a timelag among
simultaneously measured signals. Although the existence of a time delay is
expected, it might be rather difficult to quantify the exact length of interval
between cause and effect, which is regarded as another uncertain parameter.

• Range Filter Component: Valid signals usually fall into a certain range. Signal
data out of this range should be removed to reduce noisy data. This can be done by
a range-filter module.

• Classification Component: This component is used when discrete values are
necessary for certain types of machine learning algorithms like rule induction or
when simplification by grouping is necessary. Training samples are grouped into
several different classes. One is the fixed-width method where the ranges of all
samples are devided into a certain number of sub ranges having equal width.
Another one is the fixed-number method where the total number of samples are
distributed constantly in that way that each class contains the same number of
samples.

2.2. Fuzzy Components

Particularly in the case of operator-controlled processes, a rough model of some
inherent system relations may be extracted in the form of a fuzzy system (Zadeh,
1965; Zimmermann, 1988). Fuzzification, inference and defuzzification are realized
as three distinct modular components.
• Fuzzification and Defuzzification Components: Fuzzification and defuzzification

require the definition of some membership functions (MF) for each signal, that
describe certain signal qualities. The problem is the determination of ideal MF
parameters that best represent the physical system, which is another type of
uncertain parameter.

• Inference Component: Rule based inference between in- and output MFs is
generally user-defined and fixed, because common inference rules (MIN, MAX,
Average or Product operators) are not continuously tunable and therefore not
optimizable by downhill methods.

Because of the modular nature of fuzzy systems, it is also only possible to use either
fuzzification or inference. In the first case, the fuzzified data can be input to a
machine learning module. If machine learning is done by a neural network, a neural-
fuzzy system arises.
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2.3. Statistical Analysis Component (Feature Selection)

If several input signals are available, it may be difficult to select the most qualified
ones to achieve a satisfactory model. Feature selection is achieved by statistical
discrimination analysis. A common algorithm to do this is the discrete Mutual
Information Weight (Shannon, 1948; McGill, 1955) between all classes / clusters of
the input features and all output classes. The mutual information between two
variables is the average reduction in uncertainty about the second variable, given a
value of the first (Dietterich, 1997; Wettschereck et al., 1997).

We assume that the better the processing parameters apply, the easier it is to assign
corresponding in- and output classes, and consequently the bigger the Mutual
Information Weight becomes. Thus, beside using the Mutual Information Weight for
feature selection, it can be regarded as the quality of the processing parameters, which
can be optimized by use of a downhill algorithm that changes the processing
parameters appropriately; described below.

2.4. Machine Learning Components

In principle any machine learning algorithm will be adequate for processing
parameter optimization by downhill algorithms, if a remaining model error
(respectively the assignment quality) is returned after training. The following machine
learning algorithms have been implemented as modular components:
• MLP Component: A common Multi Layer Perceptron (Rummelhart, 1986;

Rosenblatt, 1988), consisting of m layers with n nodes each, sigmoid transfer-
functions and back-propagation ( SNNS , Zell et al., 1995),

• Induction Component: Rulebased Induction (Quinlan, 1986, 1993) is a decision
tree generator to classify input data to a number of output classes,

• ANFIS Component: ANFIS (Jang, 1992) is a network-based fuzzy inference
system with back propagated membership function parameter optimization.

2.5. Parameter Optimization Components

Several of the above mentioned processing modules include uncertain parameters that
have a strong impact on the machine learning result. Generally one processing
parameter set exists which will result in the smallest model error after machine
learning. Downhill algorithms can be used to optimize these processing parameters by
keeping track of the training results, changing them for better or worse. Implemented
components use the following algorithms:
• Evolutionary Strategy Component (Rechenberg, 1973): Based on random

parameter variation in the hope of obtaining higher scores on the fitness function,
which in this case is represented by the prediction results of the learnt model, and

• Downhill Simplex Component (Nelder,. Mead, 1965): Downhill Simplex is an
algorithm to minimize an n-dimensional function by the use of n+1 parameter sets
that define corners  of an n-dimensional simplex. In each iteration, the corner
with the biggest error is reflected and expanded away from the high point (Press et
al., 1996).
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3. Application Example

3.1. The Process

This example describes a model of a large scale manufacturing process of a copper
casting plant. Copper is molten in a furnace and temporarily stored in a buffer before
casting (fig. 2).

Fig. 2.  The process

Due to erratic temperature fluctuations and discontinuous feed of copper plate, the
melting process is highly complex and non-linear and it is difficult to describe it
analytically. To guarantee a continuous flow of the molten copper at the best possible
rate, it is necessary to control the copper level inside the buffer as precisely as
possible. The only  available signals are the gas pressures of three furnace burners
(which can be regarded to be approximately proportional to the furnace temperatures)
at three different furnace locations, and the weight of the buffer (which is directly
related to the copper level inside). The feeding rate of copper plate and the flowing
rate of the molten copper are unknown.

3.2. Parameter Optimization by MLP Assignment

Feature selection by training of a Multi Layer Perceptron with two hidden layers
(three and four nodes) shows that the neural network performs best, i.e. the training
error becomes smallest, when all three pressure signals are used as inputs. The result
of direct assignment between channel-wise normalized pressure signals and
corresponding charge signals, trained  with standard back propagation, is shown in
figure 3. Extending this structure by a smoothing module, the calculation structure as
shown at the left side of figure 4 comes into being. In this case, three smoothing
parameters for each separate input signal are regarded as uncertain. Here, the
reciprocal of the  training error of the neural network is used as fitness measure which
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is to be maximized. Because of the small parameter space of three dimensions, an
evolutionary strategy is used, because former experiments have shown that the
simplex algorithm tends to oscillate when use with only a few dimensions.

Fig. 3.  Assignment of unprocessed signals via MLP

The Graph in figure 4 shows the optimization results like the development  of the
smoothing intensities, the mutation step size of the evolutionary strategy algorithm,
and the success referring to the quality of the first evaluated parameter set.

Fig. 4.  Calculation structure; progress during optimization with Evolutionary Strategy

Figure 5 shows the application results. On top the optimized system was applied to
the training data set. Below it was applied to unseen test samples.

3.3. Parameter Optimization by Rule Induction Assignment

Rule induction requires discrete target values. So the charge signal is assigned to 10
k-Means-clusters. Comparison of the classification scores for each mutual signal
combination reveals a best classification by rule induction if, again, all three pressure
signals are used. Assignment of unprocessed signals to the clusters results in figure 6.
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Fig. 5.  MLP results on training and unseen data after parameter optimization

Fig. 6.  Assignment of unprocessed signals using Rule Induction

The structure is extended by a smoothing module, as described for the neural
network above. Thus the complete model looks like the block diagram in figure 7.
The fitness measure used for downhill optimization is arbitrarily defined as the
number of misclassifications, weighted by the distance between assigned and correct
output class. Again, an evolutionary strategy is used because of the relatively low
dimensional parameter space. The development of smoothing parameters, step size
and optimization success are shown in the graph of figure 7.
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Fig. 7.  Processing optimization for Rule Induction via Evolutionary Strategy

Application of the optimized system to the training data is shown on top of figure
8; application to unseen test samples is shown below.

Fig. 8. Application of the Rule Induction model after processing optimization:
training samples (up) and application to unseen cases
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4. Results

Downhill optimization of the smoothing intensity has only little effect in the case of
the prediction accuracy of a Multi Layer Perceptron. Although smoothing parameters
of two input signals increase considerably and converge, prediction accuracy of the
training samples remain nearly unchanged. Application to untrained samples reveals
marginal improvements of prediction accuracy. Training and testing results show that,
either the available input signals, or the pre- processing by only smoothing are not
sufficient to obtain a proper prediction by use of a Multi Layer Perceptron.

Rule Induction classification is rather poor in the case of unprocessed signals and
improves enormously during downhill optimization of the smoothing parameters.
However, application to unknown data reveals that there is hardly any improvement
in generalization of the rule-based model.

It is interesting to notice, that the results of the optimization process depends
strongly on the classification method used, i.e. obtained smoothing intensities after
optimization are quite different for each input signal depending on whether the
assignment is done by rule induction or by MLP.

5. Conclusion

It has been shown, that the sourcing out of certain system properties into the pre-
processing part of a machine learning structure is an effective measure to improve the
performance of some machine learning systems. Along these lines it became obvious
that it is reasonable to use the prediction error as a measure of fitness of the extracted
parameters for parameter optimization by down hill algorithms.

Because of different results in the  optimization of processing parameters in the
entire example (depending on the assignment method) it is not possible to interpret
results as real-system parameters. However, in principle, the described optimization
method can be expected to be useful for machine modelling as well as for system
parameter identification in the field of cybernetics.
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Abstract: Rectangular decomposition [6] has proved to be useful for supervised
data classification, for learning, or data organisation, and information extraction
[7]. In this paper, we propose an adaptation of rectangular decomposition to non
supervised data classification. Initial experiments and comparison with main
other classification methods, have given us promising results. The proposed
approach is based on successive optimal rectangle selection, from which we
extract different classes that give a partition.

Keyword: Rectangular Decomposition. Non supervised classification.
Partition

In this paper we propose a classification strategy which is inspired from the
rectangular decomposition method [1]. As rectangular decomposition uses binary
data, our classification strategy also concerns binary tables. The important difference
is that the first method generates not disjoint classes while our strategy gives disjoint
classes. In the first section of this paper we present some theoretical concepts we will
need in the following sections. In the second section we present the principles of our
strategy.  In the third section we compare the results generated by our strategy with
those generated by some classification methods. In the last section, we present the
perspectives of our work.
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I Preliminary Concepts

The purpose of the rectangular decomposition is to find an economical binary relation
coverage [5, 9].

1-1 Definition

A binary relation R between E and F is a subset of the «cartesian» product
ExF [1]. An element of  R is denoted (x,y).
For any binary relation  we associate the subsets given as follows :
* The set of images of e defined by
 e.R = { e' / (e,e') ³ R }.
* The set of antecedents of e' defined by
 R.e' = { e / (e,e') ³ R }.
* The domain of R defined by
 Dom = {e/ $ e' :  (e,e') ³ R }.
* The range of R defined by
 Cod  = { e' / $ e  (e,e') ³ R }.
* The cardinality of R defined by
 Card = number of pairs in R.
* The inverse relation of R is given by
 R-1   = { (e,e') / (e',e) ³ R }.
* The relation I, Identity, of a set A is given by
I(A) = {  (e,e) / e³ A }.
We define the relative product of R and R' by the relation RoR'  = { (e,e') / $ t : (e,t) ³
R and (t,e') ³ R' } where the symbol " o " represents the relative product operator.

1-2 Definition

Let R be a binary relation defined between E and F. A rectangle of R is the product of
two sets (A,B) such that A ² E, B ² F, and AxB ² R. A is the domain of the
rectangle and  B its range.

1-3 Proposition

Let R be a binary relation defined between E and F and (a,b) an element of R. The
union of rectangles containing (a,b) is:

FR(a,b) =  I(b.R-1) o R o I(a.R)

 FR(a,b) is called the elementary relation containing (a,b) [1].

1-4 Definition

Let R be a binary relation defined between E and F. A rectangle (A,B) of R is
"maximal" when AxB ² A'xB'  then A=A' and B=B'.
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1-5 Definition

A rectangle containing (a,b) of relation R is "optimal " if it achieves a maximal gain
among all the maximal rectangles containing (a,b). The gain in storage space realized
by a rectangle RE=(A,B) is measured by

g(RE) = [card(A) x card(B) ]- [card(A) + card(B) ] [6].

In their paper dealing with rectangular decomposition, the authors [1] propose an
heuristic  based on the " branch and bound method [2]. The idea is to decompose the
relation R in elementary relations PR’ and select the one which might give the optimal
rectangle. The authors use the following gain formula:

g(PR’) = (r/d*c)(r - (d+c) )
where
r = cardinal(PR') (i.e. Number of pairs of relation PR’);
d=cardinal(dom(PR')) (i.e. Numbers of elements of the domain of PR’);
c= cardinal(cod(PR')) (i.e. Numbers of elements of the range of PR’).

II The Principles of  Decomposition

Let R be a binary relation, the first step is to determine for each pair (a,b) of R the
elementary relation R(a,b). Then,  for each elementary relation, we select the domain
of R(a,b)  and suppose its cardinal equal to d. The range of R(a,b) is also determined
and we suppose its cardinal equal to c. Gain g is given  by  the last  formula
g=  (r/d*c)(r - (d+c) ). The selected elementary relation is the one giving the
maximum value of the gain g. To illustrate this, we use the following binary relation
having ten observations corresponding to ten types of computers. This binary relation
has also ten variables each one corresponds to a property  that a computer may have.
The value of " 1 " means that the corresponding computer has a specific property [3].

     1 2 3 4 5 6 7 8 9 10
a   1  0 1 0 1 0 0 1 0 1
b   0  1 0 1 0 1 1 0 1 0
c   1  0 0 0 0 0 0 1 1 0
d   1  0 1 0 0 0 0 1 0 0
e   0  1 0 1 0 1 1 0 1 0
f    0 1 0 0 0 1 1 0 1 0
g   0  1 0 0 0 0 0 1 0 1
h   1  0 1 0 1 1 0 1 1 1
i    1  0 0 1 0 0 0 0 0 1
j    0  1 0 1 0 0 1 0 0 0.
The principle  of our algorithm  is to begin by selecting an observation, for example a,
and for each couple (a,x) ³ R we determine FR(a,x) and calculate the corresponding
value of the gain (g) as defined before (above). Each value of (g) and the
corresponding dom(FR(a,x) ) are stored in a file which will be used to select the
maximum value of the gain (g). We consider that the dom(FR(a,x) ) associated to the
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maximum gain is a class. The observations belonging to this class will be retrieved
from the initial data set.  As FR(a,x)  = I(x.R-1)oRoI(a.R) and if we want to determine
FR(a,x) we should at the begining  determine I(a.R)  which is illustrated by this
schema:      

    a.R   I(a.R)

       a                          1  1

            3  3

                    5               5
                         8                8

                                       10 10

Fig. 1  Representation of I(a.R)

After this we should determine I(1.R-1) which is illustrated by the schema:

I(1.R-1)

a a

c c 1.R-1

d d 1

h h

i i

Fig. 2  Representation of I(1.R-1)

The following schema represents  FR(a,1) :

 a                     1  
c

      3
d

      5
h       8  

i      10

Fig. 3 Representation of  FR(a,1) 
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We also have dom(FR(a,1) )  = { a, c, d, h, i }, its cardinal is 5  and cod(FR(a,1) ) = {
1, 3, 5, 8, 10} and  its cardinal is 5. The value of  r  is 17 and we obtain a gain equal to
4 .

Before repeating this process on the other remaining observations, we remove the set
of observations which belong to the selected class, from the initial binary data. So at
each step the cardinal of our sample is reduced. Our process is repeated until we have
no more observations. This program gives us a partition of our initial data and each
class of this partition corresponds to a rectangle.

III Comparison with Classification Methods

To evaluate our strategy, we compare our partition to those generated by other
classification methods.  The criteria selected to make a comparison between partitions
is inertia [3]. We calculate the value of  R= B/T where B is the inertia between
classes and T is the total inertia of the partition [3,4].  The general formula of total
inertia is:

T=  S 
n
 i=1 

  pi dM
2 (xi,g)

Where  g is the global center of gravity,
dM

2  is the simple Euclidean metric,  and p  is the weight relevant to the observation xi.
When we have our population in a partition and when we associate a centre of gravity
gl to each one the general definition of B ( Between  ) is:

B= S 
k
 l=1 

  ml dM
2 (gl ,g).

R represents the percentage of inertia retained when we assimilate the observations to
the centre of gravity corresponding to each class. The partition is better when the
centre of gravity is greater.
We test our program on some samples and we present the results of three examples.
The first is with 10 observations, the second is with 40 observations and the last is
with 59 observations.

First test:
The first sample corresponds to the above binary data. The binary table was used by
Celleux [3] who executes a program of crossed classification on it. This classification
method gives the following three classes :
{ {a,d,h} ; {b,e,f, j} ; {c,g, i}  }.
The value of R corresponding to this partition is 0.61731. This partition extracts 61%
of the total inertia. When we use our strategy on the same sample we obtain a
partition composed of the following four classes :
{ {a,d,h} ; {b,e,f, j} ; {c, i} ; {g} }.
The value of the associated R is equal to 0.703147; it is much higher than the one
generated by the crossed classification.
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Second  test:
This one is composed of 40 observations and twelve variables. An observation
corresponds to an elementary function which may be present or not in a management
file system [4]. When using crossed classification on this table the author recuperates
four classes. The value of the corresponding R is equal to 0.472020. This partition
extracts  47% of the total inertia. When we use our program on the same sample we
obtain a partition containing seven classes and the corresponding R is 0.475639. Our
R is greater  (48%) than the one generated by the crossed classification method
(47%).

Third test:
The third sample is composed of 59 observations and 26 variables. Each observation
corresponds to a "plate-buckle" of belt relevant to the eighth century and found in the
north-east of  France. Each " plate-buckle " is described by 26 criteria corresponding
to the technique of fabrication, shape, etc... [8]. The archaeologists need to establish a
typology between these plates and to show the evolution of the fabrication process.
For this purpose,  they  apply several classification methods on this data. At the first
step they apply two hierarchical classifications on the table, using the observations
and the other using the variables. These two hierarchical classifications generate a
partition of 6 classes and the value of the corresponding R is  0.764042. This partition
extracts about 76% of the total inertia. At the second  step the archaeologists made
permutations on colons and on arrows to obtain a certain partition [8]. The R
associated to it is equal to 0.723848. This partition extracts about 72% of the total
inertia.
At the third step the archaeologist used  correspondence analysis. From the projection
of the observations on the first axes they obtain some partition of the initial data.  This
method generates 9 classes and the corresponding R has a value of  0.762482. This
partition extracts about 76% of the total inertia. At the forth  step  the archaeologists
operate two automatic clustering on the data. They obtain  11 classes with an R equal
to 0.811843. This partition extracts about 81% of the total inertia.
To compare our strategy with  these four methods we apply our program on the 59
observations. Our strategy generates  7 classes with an R equal to 0.760584. Our
partition extracts about 76% of the total inertia. With these results  we can say that our
strategy gives better result than the permutation strategy. Our results are similar to
those generated by the two hierarchical classifications and by the factorial analysis.
Finally the application of the automatic classification gives better  percentage  of
inertia than our strategy, but it is applied two times. Our approach make a common
classification for both objects and their properties.
The following table can summurize the value of R relevant to the three samples:

Method Sample 1
10 observations

Sample2
40 observations

Sample3
59 observations

Our strategy 70% 48% 76%
Crossed-classification 61% - -
Crossed-classification - 47% -
Hierarchical-classification - - 76%
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Graphical-treatment - - 72%
Factorial-analysis - - 76%
Automatic-classification - - 81%

IV Conclusion

Rectangular decomposition can generate coverage from binary tables. These coverage
are not disjoint and as our aim is to generate partition we propose some modifications
on the rectangular decomposition method to obtain disjoint classes.  The results
generated by our strategy are promising. As a matter of fact, partition generated by
our program extracts a percentage of inertia which is better than the one extracted by
some classification methods. We can also mention that our strategy has a complexity
equal to O(n2), and can give results since its first application while some classification
methods must be applied two or three times to give similar results. Despite this good
result our next step is to test our method on samples with bigger size. In the second
step, we will compare between  the variables contribution generated by our strategy
and the others.
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Abstract. This paper presents a self-improving reactive control system
for autonomous agents. It relies on the emergence of more global be-
havior from the interaction of smaller behavioral units. To simplify and
automate the design process techniques of learning and adaptivity are in-
troduced at three stages: first, improving the robustness of the system in
order to deal with noisy, inaccurate, or inconsistent sensor data, second,
improving the performance of the agent in the context of different goals
(behaviors), and third, extending the capabilities of the agent by coor-
dinating behaviors it is already able to deal with to solve more general
and complex tasks.

1 Introduction

The autonomy of an agent is defined as the ability to operate independently in
a dynamically changing and complex environment. The classical AI approach
towards autonomous agents is based on logical foundations, as exemplified by
Shakey [18]. More recently, an alternative approach, known as the bottom-up
or behavior-based approach, has been explored by several researchers, e.g. Bro-
oks [3]. Some important limitations of this new approach are its lack of goal-
directedness (it provides no guarantee to fulfill the goal) and flexibility (the
control is entirely wired and the robot is limited to the behaviors implemen-
ted by its designer). In recent years much effort has been invested to improve
the original proposal. Representative examples of these new approaches include
the work described in [2,6,7] concerned with hybridizing reactive and classical
systems and in [16,17] concerned with introducing effective learning capabilities.

Our work is focused on improving the above mentioned shortcomings of re-
active systems by combining run-time arbitration, goals and learning. The ap-
proach we propose for designing autonomous agents relies on the emergence of
more global behavior from the interaction of smaller behavioral units. The basic
idea consists of achieving goals by switching basic-behaviors on and off. To do
this, priorities for the basic-behaviors are computed at each time-step using the
current sensor data and the knowledge of the designer. Because it may be very
difficult, if not impossible, for a human designer to incorporate enough world
knowledge into an agent from the very beginning, machine learning techniques

I. Imam et al. (Eds.): IEA/AIE-99, LNAI 1611, pp. 649–658, 1999.
c© Springer-Verlag Berlin Heidelberg 1999
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may play a central role in the development of intelligent autonomous agents. We
introduced learning and adaptivity techniques at three different stages of the de-
sign process: first, improving the robustness of the system in order to deal with
noisy, inaccurate, or inconsistent sensor data. This is achieved by using a self-
organizing map and by integrating the knowledge of the designer into this map.
Second, improving the performance of the agent with regard to the individual
goals (behaviors) separately. This is achieved by using exploration algorithms
combined with dynamic programming techniques. And third, coordinating the
individual goals to solve more general and complex tasks and get an optimal
overall behavior of the system. This is achieved by combining a dynamic self-
organizing network with reinforcement learning.

In this paper we give a brief summary of the control architecture. Section 2
describes the design methodology and the basic idea (see [8] for details). Section
3 gives an overview of the part concerning the improvement of the robustness of
the system (see [9,10] for details). Section 4 describes the part concerned with
improving the performance of the system in the context of different goals (see
[11] for details). Section 5 describes the method for coordinating goals (see [12]
for details).

2 Control Architecture

We investigate a methodology using concurrent processes (in the following re-
ferred to as behaviors) and a priority-based arbitration scheme. The behaviors
are organized in different levels (see figure 1).

Fig. 1. Organization of the
behaviors (goals) in different
complexity levels.

goal- 
direct-
edness

tion
naviga- 

move 
forward

behaviors
basic-

(goals)
behaviors
intermediate-

(goals)
behaviors
more complex

(goals)
behaviors
more complex

move 
backward

survival 

The lowest level consists of a set of basic-behaviors which define the basic
abilities of the agent. They interact in order to fulfill the tasks the agent should
deal with. They can be implemented using any appropriate method. The next
higher level consists of a set of intermediate-behaviors or goals that can be
specified by switching basic-behaviors on and off. To achieve a certain goal, each
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of the basic-behaviors is assigned at each time-step a priority which is a value
that reflects how good is the basic-behavior for fulfilling the required goal. To
compute the priorities of the basic-behaviors for a given goal, the designer is
asked first to use all its knowledge about the system to model the dependency
of the basic-behaviors on the sensors (see figure 2). The dependency of a basic-
behavior on the sensors is specified by several functions that state the effects of
perceptual values on the activity of the basic-behavior (with respect to the given
goal). The priority of the basic-behavior is then calculated by summing up all
these effects.

All subsequent levels consist of more and more complex goals (behaviors).
The higher is the level the higher is its competence. Complex goals are achieved
by coordinating less complex goals. Coordination consists of computing at each
time-step for each basic-behavior its priority with regard to the complex goal.
The priority is obtained by combining the priorities with regard to the individual
less complex goals.

Fig. 2. Designing a goal (intermediate-behavior) by specifying the dependency bet-
ween sensors and basic-behaviors. To achieve a specific goal basic-behaviors are selected
according to priorities that are computed at each time-step by summing up the effects
of all perceptual values on each basic-behavior. s1(t) is the perceptual value delivered
by sensor number 1, s2(t) that by sensor number 2 and so on. B1, B2, . . . , Bm are the
basic-behaviors.
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3 Improving the Robustness of the System

The component of a behavior dedicated to the computation of its priority with
respect to a certain goal (the priority-component) may be thought of as the
formulation of an input-output mapping, the input being some pattern of raw
sensor data and the output being a value expressing the impact of the current
environmental situation on the activation of the behavior with regard to that
goal. This mapping, initially specified by the designer, may be adjusted and
tuned using a neural network. Artificial neural networks are able to learn on-line
and also have useful generalization characteristics. Noisy and incomplete input
patterns can still trigger a specific response that was originally associated with
more complete data.

The network algorithm that we use consists of the combination of two parts.
The first part is a Kohonen self-organizing feature map [15] that is common for
all behaviors. The second part is distributed over all behaviors. Figure 3 shows
the integration of the association network in the original model for computing
priorities. Two types of learning are being simultaneously applied: unsupervised
learning concerned with building the self-organizing map and supervised lear-
ning in each behavior concerned with integrating the knowledge of the designer
(priority–component) into the system by associating each region of the map
(each neural unit) with priority values for the different behaviors(see [9,10] for
details).

Fig. 3. Addition of an association
network to the original model
for computing priorities. Input va-
lues (sensor data) are routed both
to the Kohonen layer and to the
priority–component of each beha-
vior. The output of a priority–
component is used to train the cor-
responding network part in order
to integrate the available knowledge
into the neural control system.

Figure 4 shows for example how the robustness of an agent acting in a si-
mulated dynamic environment is improved using such a neural structure. The
dynamic environment involves the agent, enemies, food, and obstacles. The ene-
mies chase the agent, food provides the agent with additional energy, and moving
costs the agent energy. At each time-step the agent has four basic-behaviors to
choose from: “move forward”, “move backward”, “move left”, and “move right”.

Priority 

Component
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The agent is allowed to see only the area surrounding it. It has four sensors that
are used to sense objects in the directions forward, backward, left and right.
Each of the sensors delivers a real perceptual value which depends on the kind
of the detected object and its distance from the agent. A play ends when the
agent collides with an enemy or an obstacle or runs out of energy. The agent
should try to survive as long as possible.

y =
 p

ro
ba

bil
ity

 o
f d

yin
g 

at
 tim

es
te

p 
x

x = time-step

Fig. 4. Improving the robustness of the agent in the context of the goal “survival”. c1:
Performance of the agent when the dependencies between sensors and basic-behaviors
(priority-components) are specified by the designer. c2: The performance of the agent
after map-building and integrating the knowledge of the designer into the neural
structure is almost the same as that of the teacher (the priority-components are used
during learning as a teacher). c1n: The agent performs very bad when a sensor is
defective and no neural structure is used. c2n: With the neural structure there is only
a small performance deviation when a sensor is defective.

4 Improving the Performance of the System with Regard
to Specific Goals

The computations presented above assume that the designer of the agent is able
to model the dependency of behaviors on sensors in the context of all goals
and specify the necessary functions correctly. Unfortunately, this is usually a
difficult task. The designer has usually only little knowledge about the system.
Even when the effects of sensors on behaviors are known, this knowledge is often
only immediate, i.e. the delayed consequences of actions are unknown.
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Reinforcement learning (RL) provides an appropriate framework for solving
these problems. It aims to adapt an agent to an unknown environment according
to rewards. Many RL methods exist that can handle delayed reward and uncer-
tainty, e.g., Q-learning. The goals these systems learns, however, are implicit,
i.e., what is learned in the context of one goal, cannot be applied in the context
of another goal (e.g., all of the Q-values are goal dependent). Furthermore, most
of these systems converge slowly.

The method we use achieves the purpose of RL and at the same time deals
with many of these problems. It consists of identifying the environment using ex-
ploration and then determining an optimal policy using dynamic programming.

The proposed improvement method was shown to be very effective especially
when the designer has only little knowledge about the system. Figure 5 shows
for example how the agent acting in the simulated environment described in the
previous section (with slightly changed parameter settings) is able to learn the
goal “survival” starting from a control structure for which only the effects of one
of the four sensors are known. The method has also the advantage to be able to
learn in the context of many different goals simultaneously. Another advantage
is the principled exploration method which seems to make the learning system
faster then other RL paradigms. See [11] for details.

5 Extending the Capabilities of the Agent

Extending the capabilities of an agent is done by combining behaviors it is
already able to cope with to produce more complex emergent ones. The method
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Fig. 5. Learning the goal “survival” starting from a control structure for which the
effects of many sensors are unknown. The table summarizes the probabilities of dying in
the intervals I0, .., I16 for the cases (A): at the beginning, (B): after 10000 exploration
steps, (C): after 100000 exploration steps, and (D): after 1000000 exploration steps
and gives the corresponding performance.
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consists of a combination of map-building using a dynamic self-organizing feature
map with output and reinforcement learning. The main role of the map-building
strategy is to remember previous successful control parameters (coordination
parameters) and use them when the agent faces similar circumstances. The main
role of the reinforcement learning strategy is to reinforce associations (mappings
between situations and control parameters) that tend to produce useful results.
The basic learning scheme consists of the following steps: first, using the feature
map to generate control parameters for the current situation, second, observe
the agent operating with these parameters, and third, update the feature map
according to the outcome.

This behavior coordination method was evaluated through many simulation
studies and was shown to be very effective (see [12]). Figure 6 shows for example
how an agent (an extended version of the agent used in the previous sections)
that learns to coordinate the goals “survival” and “goal-directedness” to achieve
the more complex goal “navigation” (see figure 1) incrementally increases its per-
formance. The learning system (the system that uses this coordination method)
was compared with a random system that changes the coordination parameters
randomly at each time-step (initial configuration of learning system) and with
a static system that uses fixed coordination parameters which were determi-
ned manually and found to be quite effective (a desirable configuration for the
learning system).
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6 Related Work

Our work situates itself in the recent line of research that concentrates on the
realization of complete artificial agents strongly coupled with the physical world
and usually called “embedded” or “situated” agents. Examples of this trend
include [1],[14], [4],[5], and [23].

While there are important differences among the various approaches, some
common points seem to be well established. A first, fundamental requirement is
that agents must be able to carry on their activity in the real world and in real
time. Another important point is that adaptive behavior cannot be considered
as a product of an agent in isolation from the world, but can only emerge from
a strong coupling of the agent and its environment.

Our research has concentrated on a particular way to obtain such a coupling:
the use of self-organization and reinforcement learning to dynamically develop a
robot controller through interaction of the robot with the world.

Self-organization is a type of behavior exhibited by dynamical systems, and
examples of this behavior are abundant in many areas of science (see, e.g., [13]).
Self-organization refers to the ability of an unsupervised learning system to de-
velop specific detectors of different signal patterns. Unsupervised learning (e.g.
[15]) tasks differ from supervised learning (e.g. [19]) tasks in the type of informa-
tion supplied to the system. In supervised learning, a “teacher” must supply the
class to which each training example belongs, whereas in unsupervised learning
the goal is to look for regularities in the training examples. Self-organization in
learning adaptive controllers is useful because it is unlikely that designers would
have detailed knowledge of how to characterize the environment in terms of the
agent’s sensors. Thus, it is not easy to select the appropriate control parame-
ters values the controller must use when facing specific environments. A system
that is able to characterize environmental situations autonomously can associate
useful control parameters to environmental situations and adapt the controller
successfully.

Reinforcement learning (see, e.g., [20]) has recently been studied in many dif-
ferent algorithmic frameworks. In [21], for example, Sutton, Barto and Williams
suggest the use of reinforcement learning for direct adaptive control. Mahadevan
and Connell ([16]) have implemented a subsumption architecture ([3]) in which
the behavioral modules learn by extended versions of the Q-learning algorithm
([22]). Reinforcement learning methods combine methods for adjusting action-
selections with methods for estimating the long-term consequences of actions.
The basic idea in reinforcement learning algorithms such as Q-learning ([22]) is
to estimate a real-valued function, Q(., .), of states and actions, where Q(x, a) is
the expected discounted sum of future rewards for performing action a in state
x and performing optimally thereafter.

7 Conclusions

This paper has introduced a new Method for the design of intelligent behavior
in a behavior-based architecture using priorities and learning techniques. The
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method relies on the emergence of more global behavior from the interaction of
smaller behavioral units.

Fairly complex interactions can be developed even with simple basic-behaviors.
In particular, behavior patterns that appear to follow a sequential plan can
be realized by the agents when there is enough information in the environment
to determine the right sequencing of actions. The addition of elements such as
a memory of past perceptions and reactions improves the level of adaptation to
the dynamics of the environment.

The agents are strongly coupled with their environment through their sen-
sorimotor apparatus, and are endowed with an initial control structure that has
the ability to adapt itself to the environment and to learn from experience. To
develop an agent, both explicit design and machine learning have an important
role. Although, no much initial knowledge is required (all dependency functions
can be chosen arbitrarily, e.g., all equal to zero), it is sensible that the designer
implements all its knowledge about the system into the initial control structure.
This will avoid long learning periods and allow the system to become able to
deal with its task in a satisfactory way early enough.

For our experiments, we used simulated agents. The proposed learning me-
thods were shown to be very effective especially when the designer has only
a little knowledge about the system. Simulation appears at the first moment
to be inadequate for real world robots. However, simulated environments have
proved very useful to test design options, and the results of simulations seem
to be robust enough to carry over to the real world without major problems,
provided the sensory and motor capacities of the robots are similar to those of
their simulated counterparts. Furthermore, since the use of real robots is too
time-consuming, training in a simulated environment and then transferring the
resulting controller to a real robot can be a viable alternative. At least in some
cases it is possible to use behavioral modules learned in simulated environments
as a starting point for real robot training.

The results obtained are encouraging and suggest that the whole architecture
is a promising approach to building complete autonomous learning systems. The
architecture is not limited to robotic agents. It can also be applied to design
goal-directed behavior for other kinds of agents such as software agents.
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Abstract 

Reliable process models are extremely important in different fields of computer 
integrated manufacturing. They are required e.g. for selecting optimal parameters 
during process planning, for designing and implementing adaptive control systems or 
model based monitoring algorithms. Because of their model free estimation, 
uncertainty handling and learning abilities, artificial neural networks (ANNs) are 
frequently used for modelling of machining processes. Outlying the multidimensional 
and non-linear nature of the problem and the fact that closely related assignments 
require different model settings, the paper addresses the problem of automatic input-
output configuration and generation of ANN-based process models with special 
emphasis on modelling of production chains. Combined use of sequential forward 
search, ANN learning and simulated annealing is proposed for determination and 
application of general process models which are expected to comply with the 
accuracy requirements of different assignments. The applicability of the elaborated 
techniques is illustrated through results of experiments. 

Introduction 

Modelling methods can be used in several fields of production e.g. in planning, 
optimisation or control. The production in our days incorporates several stages, the 
workpiece goes through a number of operations (Fig. 1.).  

The output of one operation is the input of an another one or it is a feature of the 
end product. To build a model for a production chain, models have to be ordered to 
every stage of production. A chain of operations connected by their input-output 
parameters can model the sequence of production operations.  

Operations have several input- and output parameters and dependencies among 
them are usually non-linear, consequently, the related model has to handle 
multidimensionality and non-linearity. 

Artificial neural networks (ANNs) can be used as operation models because they 
can handle strong non-linearites, large number of parameters, missing information. 
Based on their inherent learning capabilities, ANNs can adapt themselves to changes 
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in the production environment and can be used also in case there is no exact 
knowledge about the relationships among the various parameters of manufacturing.  

Some error is usually incorporated into modelling of real processes, the model 
estimates its output variables only with a limited accuracy. The error by the output 
side of an operation model in the production chain depends on its own error and the 
error incorporated into the input variables of the model. These input variables are 
usually output parameters from previous operations. Consequently, model errors can 
be summed up and, therefore, the accuracy of the individual models is a crucial factor 
in the modelling of production chains. 

A lot of effort has been made to apply ANNs for modelling manufacturing 
operations [13,15]. The assignments to be performed determined the input-output 
configurations of the models, i.e. the parameters to be considered as inputs and the 
ones as outputs. 

Considering the input and output variables of a given task together as a set of 
parameters, the ANN model estimates a part of this parameter set based on the 
remaining part. This partitioning strongly influences the accuracy of the developed 
model especially if dependencies between parameters are non-invertable. In different 
stages of production (e.g. in planning, optimisation or control) tasks are different, 
consequently, the estimation capabilities of the related applied models are different 
even if the same set of parameters is used.  
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Connections of the operations of the production chain through workpiece parameters.
Stages of material removal from an axle, the related operations in the middle and the
related parameter stream of the workpiece along the production chain are illustrated
from left to right [23]. Fig. 1. 
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One of the main goals of the research to be reported here was to find a general 
model for a set of assignments, which can satisfy the accuracy requirements. Research 
was also focused on how to apply the general model for various tasks. 

Accordingly, the structure of the paper is as follows: 
• Section 2 gives a short survey of approaches to modelling and monitoring of 

machining processes. 
• In Section 3 the proposed method for automatic generation of ANN-based process 

models is described which are expected to be applicable for different assignments. 
• The application phase of the general process model is detailed in Section 4. A 

novel technique based on simulated annealing search is introduced to find the 
unknown parameters of the model in given situations. The results of experimental 
runs justify the approach. 

• Conclusion and further research issues are presented in paragraph 5. 

ANN Based Approaches to Modelling and Monitoring of Machining 
Processes 

 
Several approaches can be found in the literature to represent the knowledge of 

manufacturing operations [13,14,15,16]. The aim of this paragraph is to show the 
large variety of tasks and related input-output configurations of ANNs.  

An interesting example is presented by Knapp & Wong [7] who used ANNs in 
planning.  

ANN is also used for ordering of resources to workcenters [2].  
Cutting tool selection is realised by Dini [4]. 
To generate an optimum set of process parameters at the design state of injection 

molding, Choi et al. use an ANN model [1]. 
The compensation of thermal distortion was the goal of Hatamura et al [5].  
A fuzzy neural network is used for cutting tool monitoring by Li & Elbestawi [9]. 

Optimisation and search for input variables are presented in the work by Rangwala & 
Dornfeld [17]. 

Monostori described models to estimate and classify tool wear [12]. The paper 
presents different input-output configurations of ANN models according to various 
tasks. 

A model building for creep feed grinding of aluminium with diamond wheels is 
presented by Liao & Chen [10]. The paper also calls the attention to the problem that 
the measurement could not been satisfactory handled by the chosen ANN model 
realizing one to one mapping. 
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Automatic Generation of ANN-Based Process Models 

The automatic generation of appropriate process models, i.e. models, which are 
expected to work with the required accuracy in different assignments, consists of the 
following steps: 
• Determination of the (maximum) number of output parameters (No) from the 

available N parameters which can be estimated using the remaining Ni = N - No 
input parameters within the prescribed accuracy.  

• Ordering of the available parameters into input and output parameter sets having 
Ni and No elements, respectively. 

• Training the network whose input-output configuration has been determined in the 
preceding steps. 
These steps can be formulated as follows. A search algorithm is needed to select all 

the possible outputs from the given set of parameters with regard to the accuracy 
demands. This algorithm results in a general ANN model, which realises mapping 
between the parameters of the given parameter set. The largest number of outputs can 
be found, the accuracy demands are satisfied and the ANN model is built up [22]. 

A general ANN model for drilling is shown in figure 2. 
In the developed method the estimation error is used to evaluate an ANN 

configuration. This error assures the user that all of the outputs can be estimated 
within an average error given in advance. 

Experimental Results  

To test the behaviour of the developed algorithm the case of non-invertable 
dependencies were investigated first (x2=x1

2, x3= x1
2+ x2

2, x4= x1
2+ x2

2+ x3
2, sin(x)). 

Favourable results of these investigations promised real world applicability, too. 
In the following space, results are presented with four engineering assignments 

where the required models work on the same parameter set but the feasible input-
output configurations of these models are different.  
1. The first task is planning. A surface has to be machined by turning to achieve 

roughness (parameter: Ra[mm]) demands of the customer. The engineer has to 
determine the tool (parameters: cutting edge angle: χ[rad], corner radius: rε[mm]), 
the cutting parameters (parameters: feed: f[mm/rev], depth of cut: a[mm], speed: 
v[m/min]) and predict phenomenon during cutting (parameters: force: Fc[N], 
power: P[kW] and tool life: T[min]) consequently a model is needed where Ra 
serves as input and other parameters as outputs. Usually, the customer gives only 
an upper limit for the roughness, in contrast to other parameters. 

2. The second task is to satisfy the roughness demands of the customer but with a 
given tool. In this case the Ra, χ, rε are inputs and f, a, v, Fc, P, T are outputs. 

3. The third task is to control the running cutting process with measured monitoring 
parameters such as force and power. Measured values of these parameters can be 
used as information about the current state of the cutting process. In this case Ra, χ, 
rε, Fc, P serve as input and f, a, v, T as outputs. The CNC controller has to select 
the appropriate cutting parameters to produce the requested surface.  
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4. The fourth task is the same as the third one but the CNC controller can change only 
the �f �and �a� parameters because v is prescribed. This case needs a model with 
inputs Ra, χ, rε, Fc, P, v and with outputs f, a, v, T. 
These assignments show several input-output configurations for modelling 

dependencies between the different elements of a parameter set. The question arises: 
which model describes the cutting process in the best way, i.e. with the highest 
accuracy? The heuristic search algorithm can answer this question. 

In practical implementation sensors, machine controllers and computers would 
provide a part of parameters of an ANN operation model. For simulating the 
machining process in the investigations to be reported here all information were 
generated via theoretical models, which are functions of several input variables. It 
should be stressed that in a practical implementation theoretical models are not 
necessary. The validity of the equations is determined by the minimum and maximum 
boundaries of the parameters. Four equations are used in this paper for the above 
engineering tasks (force, power, tool life and roughness) [8].  
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To create learning and testing parameter sets random values were determined in the 
allowed range of f, a, χ, v, rε considering also the boundaries of T and Ra, Fc, P, T 
while calculating their values using the above equations. The dependencies between 
parameters f, a, χ, v, rε, Fc, P, T, Ra were experienced as invertable in the given 
parameter range only the variable χ is the exception, consequently, to get an accurate 
ANN model the variable χ has to be always input. A hundred data vectors were 
created as stated above. To test this type of problems the described input-output 
configuration and model building approach were repeated a hundred times. Several 
variations of input-output configurations were generated. The allowed average 
estimation error was given as ±2.5%. Fifteen different ANN configurations were 
generated as results [22]. The variable χ is always on the input size of the ANN model 
as expected. 

The test all of the configurations shows that there are no significant differences 
among their estimation capabilities. 

The results indicate that the developed technique is able to generate process models 
with the required accuracy, moreover, under given circumstances a result is a set of 
applicable models each guaranteeing the required accuracy performance. 
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Satisfying Various Assignments with the General Model 

Some parameters of a process are usually known by the user and modelling is 
expected to determine the other parameters while satisfying some constraints. In the 
previous paragraph a search method was introduced to select a general ANN model 
which is accurate enough and can be used for different assignments. Consequently, in 
almost every case a part of input and a part of output variables of the general model 
are known by the user and the task of the modelling is to search for the remaining, 
unknown input and output parameters like in the engineering tasks presented before 
(Fig. 2.). A search method can solve this task. The search space consists of unknown 
input parameters. The task for the search method can be formulated as follows: It has 
to find the unknown input parameters but at the same time it satisfy three conditions 
(Fig. 2.): 
1. One point of the search space can be represented by one possible value set of the 

unknown input parameters. After placing these parameters together with the known 
input parameters to the input side of the given ANN an output vector can be 
calculated by the ANN estimation (forward calculation). The first condition assures 
that only that points of the search space can be accepted as result, which can 
adequately estimate the known output parameters by using forward calculation. To 
measure the deviation between estimated and known output parameters an error 
can be calculated. For the search algorithm the user can prescribe upper limit for 
this error. 

2. The second condition for the unknown input parameters is determined by the 
validity of the ANN model. This validity is usually specified by the data set used 
for the training [11]. Boundaries of the model can be handled by minimum and 
maximum values of the related parameters like in the engineering tasks presented 
above. This means that the search algorithm can take values for the unknown input 
parameters only from the related allowed intervals. 

3. The third condition relates also to the validity of the ANN. These boundaries come 
forward by that part of the estimated output vector, which is unknown by the user. 
Because of the limited validity of the ANN model there are also boundaries for 
parameters of this part of the estimated output vector. Values of the unknown input 
parameters are only acceptable if the estimated values of the unknown output 
parameters are within their allowed range. To measure this condition an error can 
be calculated for that unknown output parameters which estimated values are out 
of their boundaries. For the search algorithm the user can prescribe an upper limit 
also for this type of error.  

The search algorithm is terminated if all of the three conditions above are met. 
Simulated annealing has been selected as search method [6]. In the simulated 
annealing search an error value is ordered to all points of the search space. In the 
developed algorithm this value is the maximum of error1 and error2 presented above. 
The algorithm searches for the minimum error point.  

The simulated annealing technique has a special parameter, the temperature, which 
decreases during the search algorithm. The algorithm discovers the search space by 
repeated change from the current point into a neighbour point. A probability value is 
used to evaluate a neighbour incorporating information about the error difference 
between the neighbour and the current point and about the current temperature. The 
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algorithm stops if no neighbour can be selected and the current error value is below 
the prescribed error limit. This simulated annealing algorithm works on the discrete 
points of the search space. To realise this, the parameters of unknown part of the input 
vector consist of the discrete points of the related intervals. The distance between two 
points of an interval is chosen to satisfy the accuracy requirements of the estimation 
prescribed by the user.  
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Error 1

he simulated annealing search is used to satisfy various tasks of the user without regard to the
iven ANN configuration. Error 2 is used to hold the search between the boundaries of the
NN model, while error 1 measures the distance between estimated and known outputs. The

earch space consists of unknown input parameters, the evaluation of one point based on the
aximum of error 1 and error 2. The developed algorithm searches for the minimum error

alue. This picture shows the third engineering task presented above. Fig. 2.
As a result, this algorithm gives one solution for a given assignment of the user. To 
ok for a larger number of solutions the search has to be repeated. 

esults of the Simulated Annealing Search 

Tests of the non-invertable dependencies enumerated above show the applicability 
f this search algorithm. 

The results of the four engineering assignments presented in the paper are also 
orth mentioning. There are a large number of solutions for each of the enumerated 

ssignments. To represent the whole interval of solutions for each parameter the 
earch algorithm was repeated a hundred times at each assignment. To get a simple 
iew about the possible solution field the maximum and minimum values of the 
esults were selected for all parameters, for each task. These parameter fields are 
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listed in Figure 3. Results in this table show the descending interval of acceptable 
parameters from the planning phase to the CNC control. The requested value of 
parameter Ra is special because the user gives only upper limit for this parameter. In 
the assignments the allowed highest value for the roughness of the produced surface is 
0.014 mm. The tool used for cutting is determined in the second task, values of 
related parameters are χ=1.549 rad, rε=0.7394 mm. In monitoring, measured values of 
force and power were Fc=2247N and P=8.69kW, respectively. In the fourth 
engineering task the prescribed speed value was v=161 m/min. In every case the task 
of the modelling was to satisfy the roughness demand of the user through choosing 
appropriate values of related parameters.  
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Descending intervals of allowed parameter fields in cutting in the four engineering
tasks presented above. The horizontal axis represents the number of the given tasks.
Fig. 3. 

By every case from planning to CNC control one or more new parameter(s) 
becomes to be restricted to one value.  

Results show that by the first planning task a large field of parameters can be 
chosen to satisfy the user demands. Using the given tool in the second task possible 
fields of intervals are only a bit smaller. The intervals in the third task, in monitoring 
the cutting process with measured parameters, are much smaller. In the fourth task 
when the speed is prescribed allowed intervals become even more smaller. It should 
be stressed that these results were received with only one ANN model with the same 
input-output configuration and using the developed simulated annealing search 
method, indicating the acceptability of the techniques presented here. The developed 
sequential forward selection algorithm determined the appropriate input-output 
configuration automatically, showing that the realisation of the new concept works 
adequately. 
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Conclusions and Further Research Issues 

Outlying the importance of accurate process models in the control of production 
chains, generation and application of ANN-based process models were addressed in 
the paper with special emphasis on the automatic input-output configuration of 
general process models which are expected to satisfy the accuracy requirements of a 
set of related modelling assignments. Combined use of sequential forward search, 
ANN learning and simulated annealing is proposed. The applicability of the 
elaborated techniques was illustrated through results of experiments.  

Several steps of the new model are to improve further. Some of them are: 
• By searching the appropriate input-output configuration a method could be useful 

which prunes the variables which are not important for output estimations. 
• By searching the unknown variables an optimisation is to be included in the 

method like in the paper of Rangwala & Dornfeld [17]., e.g. cost minimisation, 
manufacturing time minimization, etc. This is important only if there are more 
solutions for the given task. 

The above improvements will be subject of future publications. 
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Abstract. Most concept learning algorithms are conjunctive algorithms, i.e.
generate production rules that include AND-operators only. This paper
examines the induction of disjunctive concepts or descriptions. We present an
algorithm, called DCL, for disjunctive concept learning that partitions the
training data according to class descriptions. This algorithm is an improved
version of our conjunctive learning algorithm, ILA. DCL generates production
rules with AND/OR-operators from a set of training examples. This approach
is particularly useful for creating multiple decision boundaries. We also
describe application of DCL to a range of training sets with different number
of attributes and classes. The results obtained show that DCL can produce
fewer number of rules than most other algorithms used for inductive concept
learning, and also can classify considerably more unseen examples than
conjunctive algorithms.

1    Introduction

AI systems that learn by example can be viewed as searching a concept space that may include
conjunctive and disjunctive concepts. Although most of the inductive algorithms developed so
far can learn and thus generate IF-THEN type of rules using conjunction (i.e. AND-operator),
the number of disjunctive concept learning systems have been quite limited. While each
method has its own advantages and disadvantages the common tool they utilize are decision
trees that are generated from a set of training examples. Decision tree-based approaches to
inductive concept learning are typically preferred because they are efficient and, thus, can deal
with large number of training examples. In addition, the final output (i.e. IF-THEN rule)
produced is symbolic and, therefore, not difficult for domain experts to interpret.

In the 80’s the best known algorithm which takes a set of examples as input and produces a
decision tree which is consistent with examples was Quinlan’s ID3 algorithm [1]. ID3 was
derived from the Concept Learning System (CLS) algorithm described by [2]. ID3 had two new
features that improved the algorithm. First, an information-theoretic splitting heuristic was used
to enable small and efficient decision trees to be constructed. Second, the incorporation of
windowing process that enabled the algorithm to cope with large training sets [3]. With these
advantages, ID3 has achieved the status of being in the mainstream of symbolic learning
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approaches and a number of derivatives are proposed by many researchers. For example, ID4
by [4], ID5 by [5], GID3 by [6], and C4.5 by [7]. Other notable inductive learning algorithms
include CN2 [8], BCT [9], AQ11 [10], OC1 [11], RULES [12], ASSISTANT 86 [13].

There are many concepts that cannot be described well in conjunctive terms only. One of
the examples is the concept of cousin, since a cousin can be the son or daughter of an uncle or
aunt (which are also disjunctive concepts).

On the other hand some concepts are inherently conjunctive, for example, a hierarchical
representation such as [big brother] that corresponds to a conjunctive definition, namely: X1 =
big and X2 = brother where X is the instance to be classified.

It is also not very difficult to produce further examples of disjunctive concepts. Let us
suppose that our examples have attributes color and shape, such as [blue brick] [red sphere]

In this example {red, green, blue} are the possible colors and {brick, wedge, sphere, pillar}
are the possible shapes. Assuming that the final concept covers [green sphere], [red pillar], [red
wedge], and [green pillar] but none of the other attribute-value pairs. This concept cannot be
represented in terms of a conjunctive concept because there is no attribute that is shared
between all the positives.

Given a set of training instances, each with associated class labels, the aim is to find a
disjunctive description that correctly classifies these instances to the extent possible. In general
methods that address this task accept as input a set of classified instances, and generate an
expression in disjunctive normal form (DNF), a decision list, or competitive disjunction for use
in classifying future instances. In other words, the difference between conjunctive and
disjunctive concepts learners lie in that the latter approach lets each class to be associated with
more than one attribute.

Most of the research on the induction of disjunctive concepts and has built upon variants of
the HSG (Heuristic Specific-to-General) and HGS (Heuristic General-to-Specific) algorithms

In this paper we present a disjunctive concept learning algorithm called DCL. This
algorithm produces IF-THEN rules that have the OR-operator from a set of training examples
in addition to the AND-operator, which most inductive algorithms use.

DCL is an improved version of a conjunctive learning algorithm called ILA [14], [15],
[16], and [17]. It extracts the same number of rules as ILA generates, but adds disjuncts to the
L.H.S. of the produced rules. This results in producing a set of general rules, which can classify
more unseen examples than ILA and most other inductive algorithms. We also describe the
application of DCL to a set of problems demonstrating the performance of the algorithm.

2  DCL: The Disjunctive Concept Learning Algorithm

DCL is a kind of a sequential covering algorithm as it is based on the strategy of generating one
rule, removing the data it covers and then repeating this process. However, DCL performs this
on a set of positive and negative training examples separately. Usually the generated rule has a
high coverage of the training data.

The sequential covering algorithm is one of the most widespread approaches to learning
disjunctive sets of rules. It reduces the problem of learning disjunctive set of rules to a
sequence of simpler problems, each requiring that a single conjunctive rule be learned. Because
it performs a greedy search, formulating a sequence of rules without backtracking, it is not
guaranteed to find the smallest or best set of rules that cover the training examples. Decision
tree algorithms such as ID3 on the other hand, learns the entire set of disjuncts simultaneously.

Many variations of the sequential covering approach have been explored, for example AQ
family that predates the CN2 algorithm. Like CN2, AQ learns a disjunctive set of rules that
together cover the target function.
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Our algorithm searches a space of disjunctive descriptions rather than a smaller space of
conjunctive descriptions. This task is often more difficult than conjunctive ones. DCL is
nonincremental although there are some incremental algorithms, for example ISC (Incremental
Separate and Conquer) algorithm. Most disjunctive methods place no restriction on the number
of terms in each disjunction. The NSC (Nonincremental Separate and Conquer), NEX
(Nonincremental Induction Using Exceptions), and NCD (Nonincremental Induction of
Competitive Disjuncts) algorithms introduce new terms only when they find training instances
that are misclassified by existing ones, as do their incremental counterparts.

DCL is a new algorithm for generating a set of classification rules for a collection of
training examples. The algorithm to be described in section 2.2 starts processing the training
data by sorting the example set according to class (decision) attribute values. It then constructs
sub-tables for each different class attribute value. Afterwards it makes comparisons between
attribute values of an attribute among all sub-tables and counts their number of occurrences.
Starting off with the maximum number of occurrences it then immediately begins generating
rules until it marks all rows of a sub-table classified. DCL then repeats this process for each
sub-table and attribute values of each attribute. Finally, all possible IF-THEN rules are derived
when there are no unmarked rows left for processing.

2.1 General Requirements

1. The examples are to be listed in a table where each row corresponds to an example and
each column contains attribute values.

2. A set of m training examples, each example composed of k attributes, and a class attribute
with n possible decisions.

3. A rule set, R, with an initial value of f.
4. All rows in the tables are initially unmarked.

2.2 The DCL Algorithm

Step1 Partition the table, which contains m examples into n sub-tables.
One table for each possible value that the class attribute can take.

(* Steps 2 through 9 are repeated for each sub-table *)

Step2 Initialize attribute combination count j as j=1.

Step3 For the sub-table under consideration, divide the attribute list
into distinct combinations, each combination with  j distinct
attributes.

Step4 For each combination, count the number of occurrences of attribute
values that appear under the same combination of attributes in
unmarked rows of the sub-table under consideration but not under the
same combination of attributes of other sub-tables. Call the first
combination with the maximum number of occurrences as max-
combination.

Step5 If max-combination = f, increase j by 1 and go to Step 3.

Step6 Mark all rows of the sub-table under consideration, in which the
values of max-combination appear, as classified.

Step7 Add a rule to R whose LHS comprise attribute names of max-
combination with their values separated by AND operator(s) and its
RHS contains the decision attribute value of the sub-table.
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Step8 If there is more than one combination having the same number of
occurrences as max-combination, then classify only the rows last
marked as classified in step 6. For such a combination, add it to the
LHS of the current rule with an AND-operator separating the
attributes within the combination and with an OR-operator separating
the combinations.

Step9 If there are still unmarked rows go to Step 4. Otherwise move on
to process another sub-table and go to Step 2. If no sub-tables are
available, exit with the set of rules obtained so far.Õ

3. A Description of the Disjunctive Concept Learning Algorithm

DCL is a disjunctive concept learning algorithm for extracting IF-THEN rules from a history of
previously stored database of examples. An example in the database is described in terms of a
fixed set of attributes, each with its own set of possible values.

As an illustration of the operation of DCL, let us consider the Object Classification training
set given in Table 1. This set consists of seven examples (i.e. m=7) with three attributes (k=3)
and one decision (class) attribute with two possible values (n=2).

In this example, „size“, „color“, and „shape“ are attributes with sets of possible values
{small, medium, large}, {red, blue, green, yellow}, and {brick, wedge, sphere, pillar}
respectively.

Table 1. Object Classification Training Set [3]
Instance Size Color Shape Decision

1 medium blue brick Yes
2 small red wedge No
3 small red sphere Yes
4 large red wedge No
5 large green pillar Yes
6 large red pillar No
7 large green sphere Yes

Since n is two, the first step of the algorithm generates two subtables (Table 2 and Table 3).

Table 2. Training Set Partitioned According to Decision ‘Yes’
Example
old   new

Size Color Shape Decision

1       1 medium blue brick yes

3       2 small red sphere yes

5       3 large green pillar yes

7       4 Large Green Sphere yes

Table 3. Training Set Partitioned According to Decision ‘No’
Example
old   new

Size Color Shape Decision

2      1 Small red wedge no

4      2 Large red wedge no

6      3 Large red pillar no
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Applying the second step of the algorithm, we consider first the sub-table in Table 2:
For j=1, the list of attribute combinations is: {size}, {color}, {shape}.

Starting off with one attribute combination and counting the number of occurrences of
attributes under each combination that appear in Table 2 but not in Table 3, the following
number of occurrences are obtained:

1. For the combination {size} the value „medium“ appeared once.
2. For the combination {color} the value „blue“ appeared once and „green“ appeared twice.
3. For the combination {shape} the value „brick“ appeared once and „sphere“ appeared twice.

The maximum number of occurrences is therefore, two for color attribute-value „green“ and
shape attribute-value „sphere“. Thus, considering any one of these values will not affect the
final outcome. So, let us consider the first maximum value, i.e. twice-occurring color attribute-
value of „green“. According to this selection, rows 3 and 4 of Table 2 will be marked as
classified, and a rule will be extracted. Its LHS will be <IF color is green…>. Now let us see if
other conditions will be added to this rule’s premises. According to step 6 of DCL algorithm,
there is another attribute value {shape : sphere} that also appeared twice. Since this attribute-
value appears in the second and fourth rows in Table 2, while {color : green} appears in the
third and fourth rows, it will not be considered. The rule is then completed as follows:

Rule1: IF color is green THEN class is yes

Now, the same steps will be repeated for the unmarked examples in Table 2(i.e. rows 1 and 2).
By applying these steps again, we obtain:

1. „medium“ attribute value of  {size} appeared once.
2. „blue“ attribute value of {color} appeared once.
3. „brick“ and „sphere“ attribute values of {shape} occurring once.

Considering the „medium“ attribute value of  {size}, we obtain the LHS of the next rule as
<IF size is medium...>. Now since {color : blue} and {shape : brick} occurred once and all of
them also belong to the first row in Table 2, we can add them to the conditions on the LHS of
this rule with an OR-operator. The LHS of the second rule becomes <IF size is medium OR
color is blue OR shape is brick...>. {shape : sphere} will not be considered, since it does not
belong to row 1 in Table 2. This rule will be completed as follows:

Rule2: IF size is medium OR color is blue OR shape is brick THEN class is yes.

After this step, there is only one unmarked row (i.e. the second row) in Table 2 with one value
that satisfies the condition in step 3 that is „sphere“ attribute value of {shape}. Since we have
only this value, it will constitute a separate rule:

Rule3: IF shape is sphere THEN class is yes.

Row 2 in Table 2 is now marked as classified and we proceed on to Table 3. Applying the same
steps on Table 3, we give an initial value of 1 to j, and then divide the attributes into three
distinct combinations, i.e. {size}, {color}, and {shape}. In these combinations we have {shape
: wedge} which appear in Table 3 and at the same does not appear in Table 2. This attribute
value will again constitute a separate rule:



674 S.M. Abu-Soud and M.R. Tolun

Rule4:  IF shape is wedge THEN class is no.

Still we have one row unmarked in Table 3(i.e. the third row) and no value satisfied the
condition of step 3 for combinations {size}, {color}, and {shape}. This will force the algorithm
to increase the value of j to 2 (i.e. 2-attribute combinations {size and color}, {size and shape},
and {color and shape}) and go to step 3.

Only two of the attribute values satisfy the condition in step 4, namely {size : large & color
: red} and {color : red & shape : pillar}. Since both of them appear in the same row in Table 3,
both will be included in the LHS of the rule that will be extracted in this step. AND-operator
separates the attributes of each combination whereas OR-operator separates the combinations
themselves. This rule will be as follows:

Rule5: IF (size is large AND color is red)OR (shape is pillar AND color is red)
THEN class is no.

Finally, row 3 in Table 3 is marked as classified. Now, since all of the rows in Table 3 are
marked as classified and no other sub-table is available, the algorithm halts.

4. Evaluation of Disjunctive Concept Learning Algorithm

4.1 Evaluation Parameters

The evaluation of inductive learning algorithms is not an easy process, because the wide range
of tasks on which these algorithms can be applied. However, such evaluation process must
include at least the following important parameters: (1) number of rules generated, (2) average
number of conditions in the generated rules, and (3) the ability of classifying unseen examples.

The original ILA algorithm generates less number of rules than some well-known inductive
algorithms such as ID3 and AQ family algorithms as discussed in [14-17]. DCL extracts the
same number of rules that ILA generates. For this reason, we will not concentrate on the first
parameter, i.e. number of rules generated.

For the second parameter, that is, average number of conditions in the generated rules, it is
quite important for the rules produced by conjunctive concept learning algorithms to have the
minimum number of conditions in their LHS as possible. This is because our aim in such
algorithms is to generate the most simple and general rules as possible, which can classify the
examples listed in the table correctly.

However, classifying the known examples correctly is not enough to consider the
classifying algorithm successful. For learning algorithms to have the ability of classifying as
much of unseen examples as possible is crucial. One way to achieve that, is to construct
disjunctive algorithms, which produce rules with disjuncts or OR-operators. This is of some
help in classifying more unseen examples. Of course, as the number of disjuncts gets larger, the
ability of classifying unseen examples becomes higher. So, during the evaluation process of
DCL, we will concentrate on number of disjuncts available in the generated rules of this
algorithm.

4.2 Training Sets

To exploit the strength aspects of DCL and to fully evaluate its performance, we used seven
training sets in the experiments performed on our algorithm. The characteristics of these
training sets are summarized in Table 4.

These training sets are automatically generated realistic data sets, using the Synthetic
Classification Data Set Generator (SCDS) version 2. *
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Using synthesized data sets is another important way to assess inductive learning
algorithms. It is stated by Melli G. *, that „Learning-From-Example (LFE) algorithms are
commonly tested against real world data sets, particularly the ones stored at Irvin University
Database Repository. Another important way to test learning-from-example algorithms is to
use well understood synthetic data sets. With synthetic data sets classification accuracy can be
more accurately assessed…“

Table 4. Characteristics of Training Sets.
Number

Of
Examples

Number
Of

Attributes

Average
Values Per
Attribute

Number
Of

Class Values
Data Set 1 100 3+1 20 3
Data Set 2 300 5+1 5 2
Data Set 3 500 5+1 3 4
Data Set 4 500 19+1 6 4
Data Set 5 1000 12+1 6 3
Data Set 6 5000 15+1 10 2
Data Set 7 10000 25+1 100 6

4.3 Experiments

4.3.1 Number of Generated Rules

DCL is exposed to seven data sets as listed in Table 4. The two well-known algorithms ID3 and
AQ, in addition to our original algorithm ILA, have also been chosen for comparing their
results with DCL on the same data sets.

Table 5 summarizes the number of rules generated by each algorithm on the seven data sets.

Table 5. Number of Rules Generated.
DCL ILA AQ ID3

Data Set 1 17 17 21 37
Data Set 2 51 51 84 129
Data Set 3 64 64 173 201
Data Set 4 111 111 201 268
Data Set 5 203 203 409 620
Data Set 6 627 627 995 1357
Data Set 7 892 892 1448 2690

As stated earlier in this section, it is noted in Table 5 that DCL produces the same number of
rules that ILA was producing. It is noted also that both DCL and ILA produced less number of
rules among other algorithms.

4.3.2 Number of Disjuncts

When an inductive learning algorithm generates general rules, that is, rules with less number of
conditions in their LHS, the ability to classify unseen examples gets higher. This statement is
mainly true when dealing with conjunctive algorithms.
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In the case of disjunctive learning algorithms, the situation is somewhat different. In
addition to the number of conditions in the generated rules, the rules with more disjuncts the
rules with more ability to classify more unseen examples.

As in the case of ILA, DCL extracts general rules with minimum number of conditions. We
observe the number of disjuncts in the generated rules, and see the relationship between this
and the classification ratio of unseen examples. Table 6 shows the average number of disjuncts
in the rules generated after applying DCL on the seven training sets. Of course, this value is
zero for other algorithms: ILA, AQ, and ID3, because they are all conjunctive algorithms.

Table 6. The Average Number of Disjuncts in DCL Generated Rules.
Data Set Average number of disjuncts

Data Set 1 2.734
Data Set 2 2.901
Data Set 3 2.162
Data Set 4 4.861
Data Set 5 0.000
Data Set 6 3.630
Data Set 7 4.770

Since the number of disjuncts depends mainly on the data stored in the training set itself, this
may cause some kind of irregularity in the relationship between number of attributes and
average number of disjuncts in the seven data sets in Table 6. For example, even thought Data
Set 5 has 12 attributes, it has zero disjuncts in its rules. While Data Set 1 has only 3 attributes
and the average number of disjuncts in its generated rules is 2.734. Despite this irregularity, it
is noted that there is a strong relationship between the number of attributes and the average
number of disjuncts in each data set. It is clear that in general, as number of attributes gets
larger, the average number of disjuncts also becomes larger.

4.3.3 Classification of Unseen Examples

In order to test the three algorithms for the ability of classifying unseen examples, each training
set has been divided into two sets. The first set containing a sub set of the training examples on
which the algorithms are run, while the second set contains rest of the examples which are
selected randomly to form the unseen examples on which the generated rules from all
algorithms are tested.

Tests are conducted on different sizes of data as follows:

Partition I: about 2/3 of the original set is kept as the training set and 1/3 as unseen examples.
Partition II: about 1/2 of the original set is kept as the training set and 1/2 as unseen examples.
Partition III: about 1/3 of the original set is kept as the training set and 2/3 as unseen examples.

To enhance the generality of the results, these tests have been conducted on the above cases
for five times, each time with different (randomly selected) examples in both sets that contain
the training examples and the unseen examples.

As noted earlier, the number of generated rules is the same for DCL and ILA. But the
situation is different when considering classification of unseen examples as a factor. DCL
proves significant improvements over the original algorithm ILA, and both have better results
than AQ and ID3.

Table 7 demonstrates the average of error rates for the five tests of applying the four
algorithms on the seven training sets for the same cases above.
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It is clear from Table 11 that DCL has achieved a significant improvement on the original
algorithm ILA. The average error rates of all algorithms show that DCL has got the lowest error
rates for the data sets tested. In fact, in classifying unseen examples DCL is better than ILA,
AQ, and ID3 by a factor 1.4, 1.8, and 2.6 respectively.

In Table 11 we also note that as the average number of disjuncts in the resulted set gets
large, as the error rate of the same data set in classifying the unseen examples becomes smaller
than that of other algorithms, as happened in data sets 2 and 3.

The worst case of DCL occurs when the generated rules do not have any disjuncts, as in
data set 5. In this case, DCL behaves in the same way ILA algorithm does.

Table 7. The Average of Error Rates of Classifying Unseen Examples.
Partition DCL ILA AQ ID3

Data Set 1
I
II
III

30.7%
27.9%
21.5%

42.9%
31.3%
26.8%

51.9%
42.3%
35.5%

57.3%
62.7%
49.9%

Data Set 2
I
II
III

22.9%
22.4%
16.7%

43.9%
44.1%
38.5%

51.4%
49.0%
46.3%

67.1%
58.2%
62.6%

Data Set 3
I
II
III

30.2%
31.5%
27.1%

35.1%
36.2%
30.5%

38.8%
43.4%
41.5%

66.1%
61.8%
69.2%

Data Set 4
I
II
III

4.2%
6.3%
4.7%

6.2%
9.6%
7.3%

12.0%
16.4%
14.3%

28.3%
34.9%
46.1%

Data Set 5
I
II
III

41.2%
32.7%
34.3%

41.2%
32.7%
34.3%

47.3%
38.2%
41.1%

53.8%
42.7%
47.2%

Data Set 6
I
II
III

15.2%
7.4%
7.0%

27.4%
12.8%
10.2%

31.7%
17.8%
17.2%

44.3%
28.9%
31.0%

Data Set 7
I
II
III

6.2%
5.6%
3.4%

18.6%
15.3%
11.1%

32.8%
30.4%
27.1%

37.7%
41.4%
40.9%

Average 19.01% 26.48% 34.59% 49.15%

5  Conclusions

A new disjunctive concept learning system, DCL, is presented. DCL achieves the lowest error
rates amongst decision tree based ID3 and rule extraction algorithms AQ and ILA. Over seven
synthetic data sets, DCL achieved an average generalization accuracy of 81%, whereas the
performance of other systems ranged from 50.85% to 73.52%. DCL’s accuracy in unseen test
examples is clearly better than ID3, ILA, and AQ.

In all of the tested cases DCL produced the most general production rules which are also
fewer in number.

Another conclusion of this work is that as the number of attributes increase the number of
disjuncts (OR-operators) found in an output IF-THEN rule increases. However, this conclusion
may not be regarded as definitive because this generally depends on the nature of the composed
data set.
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Abstract. In this article we describe a framework for model-based dia-
gnosis of telecommunication management networks.
Our approach consists in modeling the system using temporal graphs
and extended transducers and simulating given breakdown situations.
The simulation process associates to each breakdown situation a set of
sequences of observations, building up a learning database. This database
is used to classify breakdown situations in the space of the observations.
Our application uses imprecise temporal information expressed by poin-
tisable intervals and requires their integration. In this article a new tem-
poral transducer dealing with such information is proposed.
Telecommunication management networks have a hierarchical structure;
we propose a complete propagation algorithm of imprecise events in these
systems.

Keywords: modeling, simulating behavior, transducer, temporal graph,
temporal reasoning, telecommunication networks.

1 Introduction

The management of breakdown situations is a crucial problem for telecommuni-
cation management networks. The network complexity requires artificial intel-
ligence techniques to assist the operators in supervision tasks. Initially expert
systems techniques were proposed [11], presently various techniques are used:
neural networks [10], constraint satisfaction problems [16], Petri networks [4].
These methods are based on the analysis of the breakdown situations observed
in the real system.
The continual change of the telecommunication networks reduces the effectiven-
ess of these methods. The model based techniques [2,3,14] propose a framework
based on the adaptive modeling of the system and the prediction of the behavior
of the system from the simulation model. We propose a model-based technique
to diagnose breakdown situations in telecommunication networks. This techni-
que consists in modeling the network, simulating given breakdown situations
and discriminating characteristics of simulated situations. Finally, the results of
discrimination are used to recognize the learned situations in the real system.

I. Imam et al. (Eds.): IEA/AIE-99, LNAI 1611, pp. 679–687, 1999.
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In this article, we deal with the modeling and simulation tasks. A temporal
graph and a new formalism of an extended transducer are used for the mode-
ling. Telecommunication management networks have a hierarchical structure; we
propose a complete propagation algorithm to generate all possible behaviors of
the system when breakdown situations are simulated.

In section 2 we introduce a network telecommunication example motivating
our work. Section 3 introduces the concepts used for modeling the system. Sec-
tion 4 presents simulation algorithms and describes the mathematical module.
Finally, Section 5 summarizes the paper.

2 Example and Motivation

Let us consider the simple configuration of Asynchronous Transfer Mode (ATM)
network described by the figure 1. The network (TN) made up of the supervi-
sion center, three components (switches) C1, C2 and C3 and users connected to
this network. Each component Ci contains a local supervisor Lsi and a set of
slots of the transmissions routing ci1, . . . , cimi . Our main interest is to diagnose
breakdown situations in these components.
When a breakdown situation happens in the system, sets of events are emitted
from local slots to the local supervisors, which process these events and send
sets (possibly empty) of resulting events to the supervision center.

user user

user

Telecommunication 

network

Supervisor
center

(SC)

Component (C1)

Component (C2)

Component (C3)

Local supervisor

Ls1
Ls2

Ls3

c31

c3m3

c11

c1m1

c21

Fig. 1. Structure of simplified real network

To study the behavior of the telecommunication network when breakdown si-
tuations happens knowledge about the telecommunication network itself is not
required [13]. In the rest of the paper a telecommunication network is viewed
as a black box and our study is focused on the telecommunication management
network (TMN) [9].
The structure of the TMN is hierarchical; the following figure (figure 2) gives the
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TMN network associated to the TN of the figure 1. We refer to this application
to illustrate our formalism of representation.

LCLC LC

SC

Fig. 2. View of the management network associated to the figure 1

3 Arithmetic of Intervals

Reasoning about symbolic propagation of events generates for each simulated
situation an exponential number of behaviors. To reduce this complexity we pro-
pose a new arithmetic of intervals. In this section, we introduce this arithmetic,
which is used in the temporal graph and to extend the formalism of transducers
(see section 4).
Let us consider the intervals Ii = [I−

i , I+
i ] i = 1..n. In classical arithmetic of

intervals Ii+Ij = [I−
i +I−

j , I+
i +I+

j ]. This way of computing remains available if
we need to generate all possible behaviors of the system, but in several cases we
must reduce the number of behaviors. We define a p interval I as a pair of two
classical intervals (I, I). In this framework, a classical interval I is represented
by (I, I). The addition operation is defined as follow:

Ii ⊕ Ij = ([min(I−
i + I+

j , I+
i + I−

j ), max(I−
i + I+

j , I+
i + I−

j )], Ii + Ij) = (I, I)

Let us consider I and J two p intervals. This definition is extended to p intervals
by:

(I, I)⊕ (J, J) = (I ⊕ J, I ⊕ J)
The operation � is defined as follows:

I � J = ([max(I
−

, J
−
), min(I

+
, J

+
)], [max(I−, J−), min(I+, J +)]

The operation � is used to define the extended transducer (section 4.2). We note
t(I) = (t(I), t(I)) the length of the interval I, where t(I) = t(I) and t(I) = t(I).

Remark 1. In our application only these operations are used. So, we limit the
definition of this arithmetic to those operations.

4 Modeling

The first step in studying a system is to build a model of it. To model the system
we use two abstraction models: structural and behavioral models.
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4.1 Structural Model

The telecommunication management network is made up of a set of components
connected each other. When a component C receives an event (e, t) two cases are
possible: the event changes the state of the component, in which case (C, (e, t))
defines a non-transmitter state or the event does not modify anything in the
component, in which case (C, (e, t)) defines a transmitter state.
At the structural level, only the connections and the states (transmitter, non-
transmitter) of the components matter, the behaviors of the components are not
accessible.
The structure of the system is modeled by a temporal graph G(N(S),A(T)).

– N={C1, C2, . . . , Cn}, where the Ci’s are the components of the system and
Si ∈ {transmitter, non − transmitter} defines the state of the component
Ci when it receives events. The parameter S is used and updated by the
simulation module;

– A={Aij , i, j ∈ {1, . . . , n}}, where Aij = (Ci, Cj) defines an oriented connec-
tion between the components Ci and Cj . T defines the time parameter. Time
is modeled by convex intervals. Let us consider t ∈ T, t = [t−, t+]. Aij(t) me-
ans all events emitted from the component Ci to the component Cj at an
arbitrary time-point k, arriving at Cj in the interval [k+ t−, k+ t+]. For our
telecommunication application time intervals simulate transition duration of
events trough telecommunication lines. Experts give temporal intervals T;
they are domain-dependant knowledge.

4.2 Behavioral Model

Each component of the system is modeled by a collection At of attributes, a ma-
thematical moduleMm (section 5.2), a set of input/output ports {Pr1, . . . , P rn}
and a set of extended transducers (section 4.2) {Tr1, . . . , T rm}, which defines
the behavioral model of the component.
(∀Ci ∈ N), Ci = {At, {Pr1, . . . , P rn}, Mm, {Tr1, . . . , T rm}} (figure 3).

network model

dynamic of the component

context of the component

Mathematical module

port 1 port 2 port n 
Ports are used to connect components each other.

temporal and communicating finite state machines

Fig. 3. Structure of the component
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Extended transducers Finite state machines are usually used to model dy-
namic systems [14][6]. Particularly to model the behavior of telecommunication
networks [15] [5].
To describe the component behaviors, we introduce a new formalism of an exten-
ded transducer (ET). ET is defined by an 9-uplet:< Xi, Xo, Q, I, F, δ, At, A, T >.

– Q is the set of states of the transducer. Each state is labeled by a time
interval. I ∈ Q, F ∈ Q are, respectively, the initial state and the set of final
states of the transducer;

– Xi, Xo define input and output alphabets, respectively. Let consider the set
of events ek k = 1..n received (resp. emitted) by a component C from the
ports Prj j = 1..m at the time interval tij . ∀xk ∈ Xi (resp. ∀xk ∈ Xo)),
xk = (ek, P rj , tkj) ;

– At: to model the system, we use non-deterministic transducers. The context
(At) represents the information about the environment. These informations
transform the non-deterministic transducers into deterministic ones;

– A: actions computed by the transducer in its environment when transitions
occur;

– The transition function: δ : Q×{Xi∪{ε}}×At×TI ×TE −→ Q×X∗
o ×T ×A.

(q1, t1)× (ei, P ri, ti)× At × tI × tE → (q2, t2)× (eo, P ro, to)∗ × a∗

with t2 = (t1 � ti)⊕ tI and to = (t1 � ti)⊕ tE

– T: simple or pair of intervals models temporal informations. According to the
transition function defined above the interpretation of temporal information
are: tI models the imprecision of internal transitions of the component, it
represents the time needed by the component to switch from the state q1 to
the state q2. tE models the imprecision of external propagation of the events.
ti and to model respectively the imprecision of received and emitted events.
t1 and t2 model the time lower bounds needed by the components to be able
to change their states. ti, to, t1 and t2 are consistently maintained by our
simulating module.

Example The figure 4 gives an example of extended transducer.

Et It

input

outputq , t1 q , t2q1 q2

At

A

(e ,Pr ,t )ii i

o o o(e  , Pr  , t )

Fig. 4. Example of an extended transducer

This figure means that when the transducer is in the state q1 at time t1, if it
receives event ei on the port Pri at time ti and context At is satisfied then it
switches to state q2 after time tI and updates t2. It sends event eo on the port
Pro at time to, and computes actions a∗ in the context of the transducer.



684 A. Osmani

5 Simulation

When the model is built, given breakdown situations {SIC1, . . . , SICp} are si-
mulated. For each SICi i = 1..p a new kind of component (simulator component)
is added to the model. SICi is a non-deterministic component, having a cause
ports that can receive messages from the simulator and effect ports, which are
connected to the physical components of the model. It simulates one breakdown
situation (see figure 5).

cause

effet

Breakdown

Componant

Bc1
1 2

effet
TCTC

SW SW

other TC

other SW

Simulation model

Network model

SC

Fig. 5. Example of simulator component

The graph Gi = (Ni, Ai(T ) composed by the temporal graph G=(N,A(T)) and
a breakdown situation SICi defines the simulation model of the situation SICi.
To simulate this situation, a cause port associated to SICi is spontaneously
triggered and events are propagated in the model of the network to the supervi-
sion center (SC). The SC is the alone observable component in the real system.
Events, which arrived to this component, are called alarms.
To generate the representative learning database two kinds of simulation algo-
rithms are used: a propagation algorithm, which ensures the consistency and the
completeness of the propagation of events between components, and a deduc-
tion algorithm, which describes the dynamic of each component. The deduction
algorithm is involved by the propagation algorithm.

5.1 Propagation Algorithm (PA1)

The principle of PA1 is to trigger the components SICi i = 1..p one by one. De-
aling with imprecise temporal information generates for each SICj j = 1..k se-
veral possible behaviors of the system. For each behavior, a sequence Eji i = 1..n
of alarms is collected: PA1 generates a learning database (SICj , Eij) and a
learning window (LW ) 1.
Let consider the graph Gis = (Nis, Ais(T )) as the sub-graph of Gi, where
(∀Cj ∈ Ni), Cj ∈ Nis iff Cj belongs to a path {SICi, SC}. Gis is an orien-
ted graph from SICi to SC. This orientation defines the order of processing of
1 Learning window LW is a pair (tLW , nbLW ) where tLW represents the maximal
duration of all sequences of alarms and nbLW represents the maximal cardinal of all
sequences of alarms.
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components by the simulator module.
Let consider the relation � where C1 � C2 means that the node C1 of the tempo-
ral graph Gis must be processed before C2. (Nis,�) defines the partial ordering
of nodes processing. In hierarchical systems and particularly in telecommunica-
tion management networks, the reader may easily verify that (Nis,�) defines a
lattice.

The following algorithm calculates the graph Gis from the graph Gi, compu-
tes the total order of processing of the components using lattices properties and
builds the learning database (this algorithm computes also the learning windows
used by the discrimination module) (see figure 6).
We note Ei = (Eij) for i = 1..n. Eij = (ei1, ei2, . . . , eij) is a sequence of events.

Algorithm (PA1): this algorithm is computed for all SICi

Ci = successor(Cj) in Gsi means Ci � Cj

Ci = left neighbor(Cj) if successor(Ci) = successor(Cj) and x(Cj) = x(Ci) + 1 (see figure 5).
c(n) defines the component identified by the number n.
Input: SICi, G(N,A(T));
Output: Learning database {LWi, (SICi, Eij) : j = 1..n};
begin

1. Selecting components implicated in the simulated situation.
Ni = ∅;
for all Cj if Cj is in a path (SICi, SC) then Ni = Ni ∪ Cj ;

2. Computing lattice of components:
x(SC)=0; y(SC)=0; n(SC)=0;
For each node c/ c ∈ Ni do

x(c)=x(n(successor(c)))+1; y(c)=y(n(left neighbor(c))+1;
n(c)= (max( n(c)/ y(c)=x-1))+y;

n(SIC)= max(n(successors(SIC)))+1;
2. events propagation

nn=n(SIC);
While (nn!=0) do

for each event e at input of c(nn) do
if (e, t,Pr, c(nn)) is transmitter then

Propagate e to the Cj = successor(c(nn)) and update t: t = t ⊕ t(c(nn), Cj)
Computes deducting algorithm: DA(c) / n(c)=nn;
nn=nn-1;

if (n(c)=0) then Ei = mathematical module(SC);
for all j do

LWi = (max(tLWi
, t(Eij)), max(nbLWi

, nb events in Eij);
save learning example (SIC,Eij);

save learning window LWi;
LW = (max(tLW , tLWi

), max(nbLW , nb
i
))

end.
Fig. 6. Propagation algorithm

5.2 Deduction Algorithm

During the process of simulation, components receive imprecise sequences of
events via their ports from the other components (see figure 7). The mathe-
matical module generates all possible orderings of these events consistent with
temporal information.
Given a set of sequences of events generated by the mathematical module, the
deduction algorithm computes transition functions of the extended transducers
describing the behavior of the component defined in the section 4.2 and updates
the context of the component.
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Mathematical module The following figure shows an example of situation
computed by the mathematical module. The component Ci receives m sequen-
ces of events En1

1 , . . . Eni
i

2, . . . , Enm
m from the components C1, C2, . . . , Cm

respectively.

e1n1 ...  e1j  ...e12  e11

e2n2 ...  e2j  ...e22  e21

M
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at
ic

al
 m

od
ul
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and complete
sequences of
  events

T
ra

ns
du

ce
rs

components components

emnm...  enj  ...en2  en1

NB: time interval tij is associated to each event eij
     

component Ci 

Cm

C2

C1

Fig. 7. Mathematical module

The main interest of the mathematical module is to generate complete sequences
En

i i = 1..k 3. Temporal information are described by pointisable intervals.
In order to reason about these objects we use a subclass of Allen algebra[1]. This
subclass called pointisable algebra was introduced by Vilain and Kautz [8]. This
is done applying the metric relations of composition and intersection defined
in Dechter and al [7]. In our application only two basic relations are needed to
compare two events: <, >.
The goal is not to check for consistency (finding one solution), but to compute
all consistent solutions in order to study all possible behaviors of the system. We
have proposed [12] an algorithm (GS1) to compute all possible sequences and
maintaining temporal information.

6 Conclusion

In this article, we have presented a model-based technique to simulate behaviors
of dynamic systems with imprecise temporal information modeled by intervals.
A structural model is based on a temporal graph. A new formalism of transdu-
cers is proposed to model the behavior of the components.
The goal of the simulation task is to build a representative learning database
of simulated situations. To compute different behaviors of the system, we have
developed two kinds of algorithms: a propagation algorithm (PA1) and a de-
duction algorithm. The deduction algorithm uses the mathematical module and
computes the transition functions of the transducers. The propagation algorithm
2 The sequence Eni

i is defined as a sequence of ni temporal events
((ei1, ti1), . . . , (eini , tini)).

3 The sequences En
i are complete if and only if n =

∑m

1 nj .
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(PA1), proposed in this article, ensures the consistency and the completeness of
behaviors associated to simulated situations particularly in TMN systems.
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Abstract. In this paper we develop one way to represent and reason with
temporal relations in the context of multiple experts. Every relation between
temporal intervals consists of four endpoints’ relations. It is supposed that the
context we know is the value of every expert competence concerning every
endpoint relation. Thus the context for an interval temporal relation is one kind
of compound expert’s rank, which has four components appropriate to every
interval endpoints’ relation. Context is being updated after every new opinion is
being added to the previous opinions about certain temporal relation. The
context of a temporal relation collects all support given by different experts to
all components of this relation. The main goal of this paper is to develop tools,
which provide formal support for the following manipulations with temporal
context: how to derive temporal relation interpreted in context of multiple
knowledge sources and how to derive decontextualized value for every temporal
relation. Decontextualization of a temporal relation in this paper means
obtaining the most appropriate value from the set of Allen’s interval relations,
which in the best possible way describes the most supported opinion of all
involved experts concerning this relation. We discuss two techniques to obtain
the decontextualized value. First one (the minimax technique) takes into account
only the worst divergences when calculates the distances between temporal
relations. The second one (the weighted mean technique) takes into account all
divergences. The modified technique is also considered that takes into account
the probability distribution of point relations within the Allen’s set and
recalculates the appropriate expert support in accordance with “meta-weights”
before making decontextualization.

1. Introduction

The problem of representation and reasoning with temporal knowledge arises in a

wide range of disciplines, including computer science, philosophy, psychology, and

linguistics. In computer science, it is a core problem of information systems, program

verification, artificial intelligence, and other areas involving modelling process. Some

types of information systems must represent and deal with temporal information. In

some applications, such, for example, as keeping medical records, the time course of

events becomes a critical part of the data [All83]. Temporal reasoning has been
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applied in planning systems [Bac96], natural language processing [Gui96], knowledge
acquisition [Sha98b] and other areas.

Reasoning with multiple experts’ knowledge is one of central problems in expert
systems design [Mak96,Tay95,Puu97]. When the knowledge base is built using
opinions taken from several sources then it usually includes incompleteness,
incorrectness, uncertainty and other pathologies. The area of handling temporal
knowledge is not an exception. One possible way to handle it is based on using context
of expertise.

It is generally accepted that knowledge has a contextual component. Acquisition,
representation, and exploitation of knowledge in context would have a major
contribution in knowledge representation, knowledge acquisition, explanation [Bre95]
and also in temporal reasoning [Had95] and event calculus [Chi94]. Contextual
component of knowledge is closely connected with eliciting expertise from one or
more experts in order to construct a single knowledge base.

In [Sha98a] a formal knowledge-based framework was developed and
implemented for decomposing and solving that task that supports acquisition,
maintenance, reuse, and sharing of temporal-abstraction knowledge. The logical
model underlying the representation and runtime formation of interpretation contexts
was presented. Interpretation contexts are relevant for abstraction of time-oriented
data and are induced by input data, concluded abstractions, external events, goals of
the temporal-abstraction process, and certain combinations of interpretation contexts.
Knowledge about interpretation contexts is represented as a context ontology and as a
dynamic induction relation over interpretation contexts and other proposition types.
Several advantages were discussed to the explicit separation of interpretation-context.

In this paper we develop one way to represent temporal relations in the context of
multiple experts. Every relation between temporal intervals consists of four endpoints’
relations. It is supposed that the context we know is the value of every expert
competence concerning every endpoint relation. Thus the context for an interval
temporal relation is one kind of compound expert’s rank, which has four components
appropriate to every interval endpoints’ relation. Context is being updated after every
new opinion is being added to the previous opinions about certain temporal relation.
The context of a temporal relation collects all support given by different experts to all
components of this relation. The main goal of this paper is to develop methods, which
provide formal support for the following manipulations with temporal context:

� how to define general representation of temporal relation, which takes into
account an appropriate context;

� how to derive temporal relation interpreted in the context of multiple knowledge
sources;

� how to derive decontextualized value for every temporal relation.

Decontextualization of a temporal relation in this paper means obtaining the most
appropriate value from the set of Allen’s interval relations [All83], which in some
reasonable way describes the most supported opinion of all involved experts
concerning this relation.
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2. Basic Concepts

Temporal knowledge in this paper is represented by temporal relations between
temporal intervals. It is assumed that temporal knowledge about some domain can be
obtained from several different knowledge sources.

Temporal relation is considered as one of Allen’s relations [All83] between
temporal intervals.

Temporal relation between two temporal intervals A and B is represented  using
Hirsch notation [Hir96] as 2*2 matrix [aij]AB, where aij defines one of {<,=,>} relations
between i-th end of interval A and j-th end of interval B. For example: relation

< <
> <











 

 
AB

in Hirsch notation corresponds to Allen’s overlaps relation (Fig. 1).

a11= <
a21= >

a22= <
a12= <

A

B
Figure 1. Components of Hirsch matrix for overlaps relation

There are thirteen Allen’s temporal relations. They are as follows in Hirsch
notation with explicit indication of the relation’s name:
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> <











   

   
AB

during
;

< <
> >











   

   
AB

includes ; <    <

   > <










AB

overlaps
; > <
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; = <
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We consider context as some additional information about a source of temporal
knowledge. Context in this model represents knowledge about the quality of expertise
concerning each temporal relation. Context has the same structure as temporal relation

and it is represented by a matrix [qij]S where qij ( 0 < <q nij ) is the value of the

expertise quality of knowledge source S concerning relation of a type aij, n - number of
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knowledge sources. For example, if  n = 3, then the following context of some
knowledge source S:

2 0

148 0 01

.99   .2

   . .











S

(2)

can be interpreted as follows. The knowledge source S has almost absolute
experience when it claims something about a relation between the beginnings of any
two possible intervals. In the same time it is not experienced to define a relation
between ends of possible intervals. It is also weak to define a relation between the
beginning of one of possible intervals and the end of another one. It is moderately well
experienced to define a relation between the end of one of possible intervals and the
beginning of another one.

The definition of a context in this model is analogous to the experts’ ranking
system represented in [Kai97]. However an essential extension in this model is that an
expert’s rank (rank of a knowledge source) has its own structure. Thus it may occur
that an expert can improve some parts of his compound rank and in the same time
loose something within another part of the rank. The evaluation of an expert
competence concerning each domain attribute (object or relation) is also presented in
[Puu96] without taking into account the structure of every relation. Here we share an
expert competence among all structural components of any relation.

3. General Representation of a Temporal Relation

We define a contextual support cij
r

 given to ij-th component of the relation

[ ]aij AB
from the context [ ]qij S

as follows:

c
q if r a

otherwiseij
r ij ij

=
=




, ;

, .

     

     0
(3)

For example, if the relation is 
< <
> <











 

 
AB

 and the context is 
2 0

148 0 01

.99   .2

   . .











S
,

then contextual support c22 0 01< = . , c21 148> = . , c22 0= =  and so on.

We define general representation of a temporal relation between two intervals A
and B taken from source S as follows:

c c c c c c

c c c c c c
AB

S
11 11 11 12 12 12

21 21 21 22 22 22

< = > < = >

< = > < = >













, , , ,

, , , ,

    

    
, (4)

where cij
r

 is a contextual support for the fact that i and j endpoints are connected

by r relation.
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4. Interpretation in the Context of Multiple Knowledge Sources

The context of multiple knowledge sources is considered when two or more
knowledge sources give their opinions about the relation between the same temporal
intervals. Such context can be derived from the contexts of each knowledge source by
summing up the appropriate contextual support.

Let there be n knowledge sources S1, S2, …, Sn giving their opinions about relation
between intervals A and B. The resulting relation interpreted in the context of multiple

knowledge sources S S Sn1 2∩ ∩ ∩... should be derived as follows:

[ ] [ ] [ ] [ ]
[ ]

c c c c cij
r

AB

S S S
ij
r

AB

S
ij
r

AB

S
ij
r

AB

S
ij
r

k c c

n
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S S S

n n

ij
r

ij
r Sk

n

1 2 1 2

1 2

1

∩ ∩ ∩

= ∈

∩ ∩ ∩

= + + + =

















∑...

,

...

...  

 

, (5)

where “+” defines a semantic sum [Ter97] for interpreted temporal relations.
Let there be two knowledge sources S1, S2, and their contexts, for example, are:

2 0

148 0 01
1

.99   .2

   . .











S

 and 0 0

2 0 8
2

.14   .02

.7     .











S

. (6)

Let these two sources name the relation between intervals A and B respectively as:
A overlaps B and A starts B. Thus we have two following opinions:
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.

According to the above definition, the relation between intervals A and B in the
context of multiple sources S1, S2 is as follows:

2 0

0 0 148 0 01 0 0

1.99,  0,  0       .2,  0,  0

           , , . . , ,











AB

S
+ 0 0

0 0 2 0 8 0 0

2,  0.14,  0      .02,  0,  0

     .7         , , . , ,











AB

S
=

2 0

0 0 4 0 81 0 0

1 2.99,  0.14,   0         .22,  0,  0

          .18         , , . , ,











∩

AB

S S
.

5. Deriving a Decontextualized Value for a Temporal Relation

Decontextualization of a temporal relation in this paper means obtaining the most
appropriate value from the set of Allen’s interval relations [All83], which in some
reasonable way describes the most supported opinion of all involved experts
concerning this relation. We call this as the decontextualized value for a temporal
relation and consider the decontextualization assuming that the probabilities for the
interval temporal relations are equally distributed within Allen’s set.
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We define 2x2 distance matrix between two temporal relations:

1

222222212121

121212111111

,,    ,,

,,    ,,
S

AB
cccccc

cccccc








>=<>=<

>=<>=<

and 

2

222222212121

121212111111

~,~,~    ~,~,~

~,~,~    ~,~,~ S

AB
cccccc

cccccc








>=<>=<

>=<>=<

 as:

[ ] 21 ,SS

ABijd , where: 









++
⋅+

−
++
⋅+

= >=<

=>

>=<

=>

ijijij

ijij

ijijij

ijij
ij ccc

cc

ccc

cc
absd ~~~

~5,0~5,0
.

The physical interpretation of formula for calculating distance matrix is shown in
Figure 2. Every ij-th component of a temporal relation matrix has some amount of
contextual support for each “<”,“=” and “>” values. These supports for each
component of the two compared relations are distributed as physical objects on the
virtual lath, which is being marked as closed interval [0,1], as it is shown in Fig. 2:
“<” on the left end of the interval, “>” on the right end of the interval, and “=” on the
middle of the interval.

dij

0 0.5 1

m1
<

m2
= m2

>m2
< m1

= m1
>

c1 c2

Figure 2. Physical interpretation of distance measure

“Masses ”  o f  suppor t  a re  r espec t i ve l y :  >>==<< === ijijij cmcmcm 111  , ,
and

>><< === ijijij cmcmcm  , , 222 . We calculate the two points of balance
separately for support distribution of the appropriate components of the two relations.
The distance ijd  between the balance point for 

>=<
111  , , mmm  and the balance point

for >=<
222  , , mmm  is taken as the ij-th component of the resulting distance matrix.

5.1. The Minimax Decontextualization Technique

The first minimax decontextualization technique, we consider, calculates the
distance between two temporal relations as maximal value of distance matrix:

ij
ij

SS
AB dD max21 , = . (7)
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We define the operation of contextual adaptation of the temporal relation:
1
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(8)

to the temporal relation: 
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where ϕij
ij ij ij

ij ij ij

c c c

c c c
=

+ +

+ +

< = >

< = >

~ ~ ~
 are the  coefficients of adaptation.

We define a decontextualized value for a temporal relation as such temporal
relation from Allen’s set adapted to the original one, which has lowest value of
distance with the original relation. If there are more than one Allen’s relations with the
same distance concerning the original relation, then the next maximal elements of the
appropriate distance matrixes are used to resolve the conflict.

Let us consider an example of deriving decontextualized value for the relation:

5 0

3 3 3 9 0 3

1,  4,  3       ,  6,  7

           , , , ,











AB

S

. (10)

First we make adaptation of all Allen’s relations to the above relation. For example
adapted relations before and equals look as follows:

1
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Sbefore

AB

→









;  
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Sequals

AB
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. (11)

After that, we calculate distance matrixes between the original relation and all
adapted Allen’s relations as follows:
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Now we can calculate the appropriate distances as follows:
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D DAB
after S

AB
met by S, ,

. .1 1 0 75= =−
(14)

There are two pretenders to be a decontextualized value for the relation we
investigate. They are Allen’s relations after and met-by. Comparing other components
of the appropriate distance matrixes one can see that the relation after located more

close to the relation under investigation. Thus the decontextualized value for the

relation: 
5 0

3 3 3 9 0 3

1,  4,  3       ,  6,  7

           , , , ,











AB

S

 is  temporal relation after: 
> >
> >











   

   
AB

after

.

The above decontextualization technique is based on a minimax principle. It means
that we find minimal value among maximal divergences between the original relation
and all Allen’s relations.

5.2. The Weighted Mean Decontextualization Technique

Another possible decontextualization technique is based on a weighted mean
principle. It means that the resulting distance between the original relation and every
of Allen’s relations is calculated as weighted mean between all components of the
distance matrix. Weight for each component is defined by an appropriate contextual
support value. We consider this second decontextualization technique more detail. Let
it be the following temporal relation:

1
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. (15)

We define the 2x2 weight matrix as: [ ]wij AB

S1
, where: ∑

∑
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Let we also have another temporal relation 
2

222222212121

121212111111

~,~,~    ~,~,~

~,~,~    ~,~,~ S

AB
cccccc

cccccc








>=<>=<

>=<>=<

, which is

adapted to the first one. Let we have the following distance matrix for the two

relations: [ ]dij AB

S S1 2,
, which is calculated according to the definition.

We define distance between the two above relations according the weighted mean
technique as follows:

D w dAB
S S

ij ij
ij

1 2, = ⋅∑ . (16)

The decontextualized value for any relation according to the weighted mean
technique is defined as that Allen’s temporal relation, which has minimal distance to

the decontextualized relation, after being adapted to it. If there are more than one
Allen’s relations have minimal distance, then we select one, which has minimal

distance according to the minimax technique.
Let us use the weighted mean technique to decontextualize the relation of the

above example. The weight matrix can be calculated as follows:

0

0195 0 261

1.261    0.283

     . .











AB

S

. (17)

Thus the decontextualized value for the relation (10) according to weighted mean
technique is temporal relation meets, which is totally different than one obtained by
the minimax technique.

6. Conclusion

In this paper we develop one way to represent and reason with temporal relations in
the context of multiple experts. Context for an interval temporal relation is some kind
of compound expert’s rank, which has four components appropriate to every interval
endpoints’ relation. Context is being updated after every new opinion is being added to
the previous opinions about certain temporal relation. Thus the context of a temporal
relation collects all support given by different experts to all components of this
relation. Decontextualization of a temporal relation in this paper means obtaining the
most appropriate value from the set of Allen’s interval relations, which in the best
possible way describes the most supported opinion of all involved experts concerning
this relation. We discuss two techniques to obtain the decontextualized value. First one
(the minimax technique) takes into account only the worst divergences when
calculates the distances between temporal relations. The second one (the weighted
mean technique) takes into account all divergences. Both ones seem reasonable as well
as their meta-weighted modification. However further research is needed to recognise
features of the appropriate problem area that define right selection of
decontextualization technique in every case.
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Abstract. This paper introduces a new formalism for representation
and reasoning about time and space. Allen’s algebra of time intervals is
well known within the constraint-based spatial and temporal reasoning
community. The algebra assumes standard time, i.e., time is viewed as
a linear order. Some real applications, however, such as reasoning about
cyclic processes or cyclic events, need a representational framework based
on (totally ordered) cyclic time. The paper describes a still-in-progress
work on an algebra of cyclic time intervals, which can be looked at as
the counterpart of Allen’s linear time algebra for cyclic time.

Key words: Temporal reasoning, temporal constraints, cyclic intervals.

1 Introduction

The well-known temporal interval algebra that proposed by Allen in his 1983
paper [1] considers time as being a linear order. In brief, the element of the
algebra are relations that may exist between intervals of time. It admits 213

possible relations between intervals and all of these relations can be expressed
as sets of definite simple relations, of which there are only thirteen: precedes,
meets, overlaps, starts, during, finishes, equals relations and their converses.
This paper is about representing and reasoning in cyclic intervals. From now
on, we shall refer to intervals of linear time as `-intervals, and to intervals of
totally ordered cyclic time as c-intervals; furthermore, all over the paper, cyclic
time will refer to totally ordered cyclic time. We shall provide the counterpart
for cyclic time of Allen’s influential algebra of linear time intervals.

.

x

x r

l x

Fig. 1. Cyclic interval x = (xr, xl).

We model cyclic time with the circle CO,1 centered at O and of unit radius. A
c-interval x will be represented as the pair (xr, xl) of its two extremities; we do

I. Imam et al. (Eds.): IEA/AIE-99, LNAI 1611, pp. 698–706, 1999.
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not allow empty intervals and the length of the c-intervals is less than 2π, which
means that we assume xl 6= xr. We adopt the convention that cyclic time flows
in trigonometric direction. Finally, an issue which has raised much attention in
philosophy is whether an interval includes its extremities; whether or not this is
the case is, however, irrelevant to this work.

2 The Algebra of Cyclic Intervals

The algebra is indeed very similar to Allen’s linear time algebra [1]; the difference,
as already alluded to, is that we consider cyclic time.

The objects manipulated by the algebra are c-intervals; the atomic relations
consist of all possible qualitative configurations of two c-intervals in cyclic time;
in other words, all possible qualitative configurations of two c-intervals on circle
CO,1. As it turns out, there are 16 such configurations, which are illustrated in
Figure 2.
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Fig. 2. The sixteen atomic relations between c-intervals [A,B] and [C,D].

Definition 1 (atomic relation). An atomic relation is any of the 16 pos-
sible configurations a pair of c- intervals can stand in. These are s (starts),
eq (equals), si (is-started-by), d (during), f (finishes), oi (is-overlapped-by),
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moi (is-meets-and-overlapped-by), ooi (is-overlapped-and-overlaps-by), mi (is-
met-by), mmi (meets-and met- by (complements)), omi (overlaps-and-is-met-
by), ppi (is-disconnected-from), m (meets), o (overlaps), fi (is-finished-by) and
di (contains). We denote by A an atomic relation between two c-intervals and
by A the set of all atomic relations.

Remark 1
• The relation ppi is similar to the DC relation (DisConnection) of the Region
Connection Calculus (RCC) [10]. In Allen’s algebra [1], because time is a
linear order, disconnection splits into two relations, < (before) and > (after).

• Because we consider time as being a total cyclic order, an interval can meet
and be overlapped by, overlap and be met by, overlap and be overlapped by,
or complement another interval (see relations moi, omi, ooi, mmi).

Definition 2 (general relation). A general relation R is any subset of A.
Such a relation is interpreted as follows:

(∀I, J)((I R J) ⇔
∨

A∈R
(I A J))

Definition 3 (converse). The converse of a relation R is the relation Ri such
that

(∀I, J)((I R J) ⇔ (J Ri I))

Remark 2 The converse operation is such that

(∀R)((Ri)i = R)
Figure 3 provides the converse for each of the atomic relations. For a general
relation R:

Ri =
⋃

A∈R
{Ai}

A o f d s eq m ppi omi ooi

Ai oi fi di si eq mi ppi moi ooi

Fig. 3. The converse for of the atomic relations.

Definition 4 (intersection). The intersection of two relations R1 and R2 is
the relation R consisting of their set-theoretic intersection (R = R1 ∩ R2):

(∀I, J)((IRJ) ⇔ ((IR1J) ∧ (IR2J)))

For instance, if R1 = {eq, ooi, m} and R2 = {eq, o, f} then R = {eq}.
Definition 5 (composition). The composition, R1 ⊗ R2, of two relations R1
and R2 is the strongest relation R such that:

(∀I, J, K)((IR1K) ∧ (KR2J) ⇒ (IRJ))
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If we know the composition for atomic relations, we can compute the com-
position of any two relations R1 and R2:

R1 ⊗ R2 =
⋃

A1∈R1,A2∈R2

A1 ⊗ A2

Stated otherwise, what we need is to provide a composition table for atomic
relations . This is presented in the table below (figure 4).
For instance, ifR1 = {eq, mi, d} andR2 = {eq, s} thenR = {eq, s, mi, oi, f, d}.

3 Networks of c-Intervals

A c-interval network N , which we shall also refer to as a CSP of c-intervals, is
defined by:
(a) a finite number of variables X={X1, . . . , Xn} of c-intervals;
(b) a set of relations of the algebra of c-intervals R11, . . . ,Rij , . . . ,Rnn between
a pairs (Xi, Xj)i,j=1..n of these variables.

Remark 3 (normalized c-interval network) We assume that for all i, j at
most one constraint involving Xi and Xj is specified. The network representation
of N is the labeled directed graph defined as follows:
(1) the vertices are the variables of N ;
(2) there exists an edge (Xi, Xj), labeled with Rij, if and only if a constraint of
the form (XiRijXj) is specified.

Definition 6 (matrix representation). R is associated with an n×n-matrix,
which we shall refer to as R for simplicity, and whose elements will be referred
to as Rij , i, j ∈ {1, . . . , n}. The matrix R is constructed as follows:
(1) Initialise all entries of R to the universal relation uR: Rij := uR,∀i, j;
(2) Rii := eq,∀i;
(3) ∀i, j such that R contains a constraint of the form (XiRijXj): Rij :=

Rij ∩ Rij ;Rji := Rij.

Definition 7. [4] An instantiation of R is any n-tuple of (X)n, representing an
assignment of a c-interval value to each variable. A consistent instantiation, or
solution, is an instantiation satisfying all the constraints. A sub-CSP of size k,
k ≤ n, is any restriction of R to k of its variables and the constraints on the k
variables. R is k-consistent if any solution to any sub-CSP of size k − 1 extends
to any k-th variable; it is strongly k-consistent if it is j-consistent, for all j ≤ k.
1-, 2- and 3-consistency correspond to node-, arc- and path-consistency, res-
pectively [8,9]. Strong n-consistency of P corresponds to global consistency [2].
Global consistency facilitates the exhibition of a solution by backtrack-free se-
arch [4].

Remark 4 A c-interval network is strongly 2-consistent.

Definition 8 (refinement). A refinement of R is any CSP R′ on the same
set of variables such that R′

ij ⊆ Rij ,∀i, j. A scenario of R is any refinement R′

such that R′
ij is an atomic relation, for all i, j.
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4 A Constraint Propagation Algorithm

A constraint propagation procedure, propagate(R), for c-interval networks is
given below. The input is a c-interval network R on n variables, given by its
n × n-matrix. When the algorithm completes, R verifies the path consistency
condition: ∀i, j, k(Rij ⊆ Rik ⊗ Rkj).

The procedure is indeed Allen’s propagation algorithm [1]; it makes use of
a queue Queue. Initially, we can assume that all variable pairs (Xi, Xj) such
that 1 ≤ i < j ≤ n are entered into Queue. The algorithm removes one variable
pair from Queue at a time. When a pair (Xi, Xj) is removed from Queue, the
algorithm eventually updates the relations on the neighboring edges (edges sha-
ring one variable with (Xi, Xj)). If such a relation is successfully updated, the
corresponding pair is placed in Queue (if it is not already there) since it may in
turn constrain the relations on neighboring edges. The process terminates when
Queue becomes empty.

1. procedure propagate(R)
2. { repeat
3. { get next pair (Xi, Xj) from Queue;
4. for k := 1 to n
5. { Temp := Rik ∩ (Rij ⊗ Rjk);
6. if Temp 6= Rik

7. { add-to-queue(Xi, Xk);Rik := Temp;Rki := Tempi (converse of temp)}
8. Temp := Rjk ∩ (Rji ⊗ Rik);
9. if Temp 6= Rjk

10. { add-to-queue(Xj , Xk);Rjk := Temp;Rkj := Tempi;}
11. }
12. }
13. until Queue is empty;
14. }

It is well-known in the literature that the constraint propagation algorithm
runs into completion in O(n3) time [1,11], where n is the size (number of varia-
bles) of the input network.

5 The Neighborhood Structure of the Algebra

The idea of a conceptual neighborhood in spatial and temporal reasoning was
first introduced by Christian Freksa [3]. The neighboring elements correspond
to situations which can be transformed into one another with continuous change
(two elements of the lattice which are immediate neighbors of each other cor-
respond to situations which can be transformed into each other without going
through any intermediate situation) [3]; the lattice in turn can be exploited for
efficient reasoning.

In order to provide our conceptual neighborhood structure for the c-interval
algebra, we proceed in a similar way as did Ligozat for the definition of his lattice
for Allen’s `-interval algebra [6]. A c- interval I = (Ir, Il) (i.e., an interval of circle
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CO,1) partitions CO,1 into 4 regions, which we number 0, 1, 2, 3, as illustrated in
Figure 4.
The relation of another c-interval J = (Jr, Jl) relative to I is entirely given by

0

3 1I

J

IrIl

zone

zone

zone

zone

2

I is in relation  ppi with J 

 J(I)=00

Fig. 4. The regions in the circle defined by a given c-interval I = (Ir, Il).

the ordered sequence of regions (regions determined by c-interval I) consisting of
the region to which belongs the right endpoint of J and the regions we “traverse”
when scanning the rest of c-interval J in trigonometric direction. For instance,
the sequence J(I) = 1230 (the position of J compared to I) corresponds to the
atomic relation s: “1” gives the region to which belongs the right endpoint of J ,
“23” say that regions number 2 and 3 are traversed twice when we scan the rest
of c-interval J and “0” is the region of the left endpoint of J . Figure 5 provides
for each of the atomic relations the corresponding sequence.

atomic relation corresponding sequence
s 1230
eq 123
si 12
d 01230
f 0123
oi 012
moi 0123
ooi 23012
mi 01
mmi 301
omi 2301
ppi 00
m 30
o 230
fi 23
di 22

Fig. 5. The sequence corresponding to each of the atomic relations.
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The figure 6 gives a complete conceptual neighborhood structure between all
atomic relation between c-intervals. This structure will be used to define sub-
class of a convex and a preconvex relations between c- intervals. It opens the
way to compute tractable class in this algebra.
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di

eqfi

o
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moi

mmimi

omi

ooi

s d

Fig. 6. The conceptual neighborhood structure.

6 Summary and Future Work

We have provided an interval algebra for (totally ordered) cyclic time, i.e., the
counterpart for cyclic time of Allen’s influential algebra of linear time intervals.
This work is still in progress, and raises many questions, among which:

• Is the constraint propagation algorithm complete for atomic relations, or,
more generally, for a subclass including all atomic relations? This question
is important in the sense that a positive answer to it would mean that a
general problem expressed in the algebra can be solved using a solution
search algorithm à la Ladkin and Reinefeld [5].

• How can the conceptual neighborhood structure we have provided be ex-
ploited for efficient reasoning? Such a use of a conceptual neighborhood
structure has been discussed for Allen’s interval algebra [1] by Freksa [3] and
Ligozat[7][6]. However, an important point should be taken into account
when dealing with this question: for Allen’s algebra, the idea of a concep-
tual neighborhood is intimately related to the idea of a convex [6]. the same
structure is used by Ligozat to propose the preconvex subclass relations and
to prove that this subclass is maximal tractable in Allen algebra. And this
does seem to be the case for the algebra of cyclic time intervals.
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Abstract. This paper describes a simple route finding system that is
not specific to any particular road map and is platform independent. The
main features of the system are an easy-to-use graphical user interface
and quick response times for finding optimal or near optimal routes.
The system can be run on a desktop computer from home or the office,
accessed through the internet, or even run on a palmtop computer sitting
in a car.
To speed up the process of finding an optimal or near optimal route,
we evaluated a number of heuristic search strategies. It turned out that
heuristic search can give substantial efficiency improvements and that
inadmissible heuristics can be appropriate if non-optimal solutions are
permitted. Furthermore, it turned out that incorporating heuristic kno-
wledge about commonly used intersections, through subgoal search, can
dramatically increase search performance.

1 Route Finding and Search

With the increasing number of cars on our roads, it becomes more and more
important to have an efficient means for finding a good route from some point
A in a city to some point B. Printed road maps, as they have been used up to
now, are not sufficient any more and will most likely be replaced with electronic
systems in the near future.

The two main components of any route finding system are the route planning
and route guidance systems. The route guidance component takes a given path
through the roading network and provides the driver with a description or set
of directions to accomplish the task of navigating. This may be a map display
of the route or audio instructions together with a visual compass direction. The
route planning system finds a path through the roading network which conforms
to the users preferences about the required route.

This paper describes a route finding system that is not specific to any par-
ticular map (although we used Auckland as our test bed) and is platform in-
dependent. The main features of the system are a simple-to-use graphical user
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interface and quick response times for finding optimal or near optimal paths.
The system can be run on a desktop computer from home or the office, accessed
through the internet, or even run on a palmtop computer sitting in a car.

Platform independence is achieved through writing the route finding pro-
gram entirely in Java. This however does not account for the speed and memory
differences between, for example, a palmtop computer and a top of the range
desktop. Because the system runs at a reasonable speed on a good desktop com-
puter, it does not mean that it will run well enough to be useful on a smaller
system. To account for this, two types of minimum path search algorithms have
been used, one which is fast but uses a lot of memory, the other slower and using
less memory. Both algorithms can be set to find optimal and non-optimal paths.
A non-optimal search will be quicker than an optimal one, allowing the system
to be run on low-end computers in reasonable time.

The rest of this paper is divided into two parts. The first part describes the
main algorithms used in the system; the second part describes the user interface
of the system.

2 Heuristic Search for Finding the Shortest Path

Most of the heuristic algorithm used for finding the shortest path from a point
A in a city to a point B are based on the A* algorithm, which is a variant of
uniform-cost search [3]. The A* algorithm attempts to find an optimal path from
A to B in a network of nodes by choosing the next node in a search based on the
total weighting of the path found so far. In addition to plain uniform-cost search,
the A* algorithm uses heuristics to decrease the effective branching factor of the
search, thereby trying to avoid combinatorial explosion as search spaces increase
in size.

A number of heuristics are suggested in the literature which are applicable to
the route finding. These heuristic evaluation functions include the air distance
heuristic and the Manhattan metric heuristic [4]. The air distance heuristic is
an admissible heuristic while the Manhattan heuristic is inadmissible, as the
latter has the potential to overestimate the actual shortest distance. To test
the pruning power of the heuristics on a real road network, we performed some
experiments in the road network of Auckland, using the heuristic search as well
as uninformed brute-force search. We found that uninformed brute-force search
expands almost every node in the search area in finding the goal state. With
the air distance heuristic, the search is more focussed and the node expansions
describe a more elliptical path. The Manhattan heuristic is even more focussed
than the air distance heuristic with a decrease in the size of the minor axis of
the ellipse over the air distance estimate. Table 1 and Figure 1 summarize these
results.

Standard heuristic search techniques use no other sources of knowledge than
an evaluation function to guide search from a start to goal state. Of use to
decrease the amount of search is the concept of intermediate states. This uses
the idea that a search between the start and an intermediate state and the inter-
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Table 1. Results of performing 1000 shortest path trials with no heuristic, air distance
heuristic, and Manhattan heuristic. The average node reduction rate (compared to un-
informed search) over the 1000 trials indicates that the air distance heuristic produces
a significant gain in node expansion efficiency over uninformed search and that the
Manhattan heuristic is significantly better than air distance.

Air distance heuristic Manhattan heuristic

Node reduction rate µ = 21.8%, σ = 10.0% µ = 16.7%, σ = 13.4%

Path inaccuracy rate — µ = 1.4%, σ = 2.8%
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Fig. 1. Graph showing node expansions for the minimum distance problem. The two
heuristically-guided searches produce significantly less node expansions than blind se-
arch especially for higher search depths.
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mediate state and the goal decreases search complexity by splitting the search
into two smaller complexity searches. These ideas are embodied in two heuristic
search concepts: bidirectional search and search using subgoals. Bidirectional se-
arches approximate a subgoal lying in the conjectured middle of the search space
and direct two opposing searches toward this point. Subgoal searches make use
of explicitly defined subgoals and direct search through these nodes. If a series
of subgoals can be identified before a search is begun, then this knowledge can
be used to create an island set, which adds greater heuristic knowledge to the
heuristic evaluation function.

If at least one of the islands lies on optimal path to the goal state, then
directing a heuristic search through this island to the goal has the potential of
dividing the exponent in the complexity term. Often, however, there is more
than one island that may occur on the optimal path. Island sets which contain
more than one island on the optimal path are called multiple level island sets [2].
In the domain of route finding systems, islands correspond to intersections that
commonly appear among possible routes within the road network. These tend
to be busy intersections through which most traffic passes or intersections which
lead traffic to avoid obstacles.

Chakrabarti et al. [1] were the first to implement an algorithm which com-
bined heuristic search with sub-goal knowledge. Their algorithm, Algorithm I,
makes use of a heuristic that guides a search through a single island out of a
larger island set. The heuristic used is an estimate of the shortest path from the
current node to the goal node constrained to pass through the most favorable
node in the island set. This has been proved by Chakrabarti et al. to be both
optimal and admissible given that the nodes in the island set are on an optimal
path from the start to the goal. Thus given a series of possible islands in an
island set the heuristic will direct the search toward the most favorable island.

Dillenburg [2] has created an algorithm which makes use of multiple level
island sets, Algorithm In. Given an island set and a parameter E that specifies
the total number of island nodes on an optimal path between start and goal, the
algorithm will provide an optimal path constrained to pass through the island
nodes. Like Algorithm I, this is proved to be both optimal and admissible. Thus
Algorithm In is potentially of more use in route finding applications as it is often
known that more than one island is on an optimal path.

Although multiple island sets are usually more adequate for route finding
than single island sets, they tend to increase the complexity of the heuristic
computation. Since there usually is no particular order on the islands in a mul-
tiple island set, we have to consider each permutation of the islands to find an
optimal path, which might nullify the advantage of using multiple islands. This
problem can be avoided if an a-priori ordering of islands is known. We implemen-
ted a heuristic which works on the assumption that the islands in the island set
have an ordering. Unlike the permuted heuristic, the ordering is already known
and thus computation is limited to finding a choice of islands with the given
ordering which minimizes the heuristic estimate.
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To evaluate the effectiveness of heuristic search with islands, we ran Algo-
rithm In on a series of test problems. First, the algorithm was applied to a
problem where perfect knowledge of the existence of optimal islands was avai-
lable. As Figure 2 shows, the number of node expansions decreases significantly
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Fig. 2. Multilevel island search using a problem where perfect knowledge of the exi-
stence of optimal island was available.

as the number of island increases. The optimal path length (guaranteed when
E = 0) is maintained when the correct number of islands is given (E between
0 and 2). However, if the expected number of islands is incorrect (E = 3), then
the computed path length will be suboptimal.

In a second series of experiments, Algorithm In was applied to 700 problems
of finding the optimal route between a source and a destination in different
regions of the Auckland area. Islands for routes between the two regions were
discovered by calculating every optimal route between the regions and then
randomly choosing 5 nodes that were contained in over 95% of these routes [2].
In addition, another island node was included, which was known to occur in only
75% of all routes. The algorithm was run with different values for parameter E,
using several island heuristics. The results of these experiments can be found
elsewhere [5].

3 The User Interface

For the system to be accepted by a wide range of potential users, we added
a graphical user interface to it, providing menus, a toolbar, entry and status
panels, and a map view. It allows the user to perform a variety of operations,
including the following:
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– Entering the current position and the destination.
– Showing the road map at various resolutions.
– Displaying the proposed route.

Figure 3 shows a screen snapshot of the system after a route has been computed.

Fig. 3. Screen snapshot of the route finding system. The intersection between New
North Road and Dominion Road has been selected as the current position and the
intersection between Polygon Road and Turua Street as the destination. The road map
is shown as set of connected line segments without street names, zoomed in on the part
containing the current position and the destination.

The display of the map on the screen is a crucial aspect of the system. The
map has to be computed automatically from the data given by the underlying
database and therefore lacks the sophistication of manually designed maps. To
compensate for this, the map can be displayed at various resolutions, with or
without the street names displayed (see Figure 4 for an example of the map at
its minimal resolution and maximal resolution, respectively).
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(a) (b)

Fig. 4. The map shown at different resolutions. In (a), the entire area of Auckland is
displayed, at the cost of resolution and missing details such as street names. In (b),
individual intersections can easily be located, but only a few blocks are shown.

4 Summary

In this paper, we introduced a platform-independent route finding system, its
underlying algorithms, and its user interface. We showed that heuristic search
can be used to reduce excessive node retrieval and memory use. Experimental
comparisons were made between non-heuristic and heuristic approaches. It was
shown that heuristics reduce considerably the combinatorial explosion evident
in non-directed uniform-cost search, in particular when using the non-admissible
Manhattan heuristic instead of the admissible air distance heuristic.

A further improvement was achieved by using islands, which can be disco-
vered from the road network by identifying commonly used intersections. Ho-
wever, this discovery is sometimes difficult in the Auckland road map, as many
regions are close together and a range of possible routes is possible.
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Abstract. We introduce techniques for heuristically ranking aggrega- 
tions of data. We assume that the possible aggregations for each at- 
tribute are specified by a domain generalization graph. For temporal 
attributes containing dates and times, a calendar domain generalization 
graph is used. A generalization space is defined as the cross product of 
the domain generalization graphs for the attributes. Coverage filtering, 
direct-arc normalized correlation, and relative peak ranking are intro- 
duced for heuristically ranking the nodes in the generalization space, 
each of which corresponds to the original data aggregated to a specific 
level of granularity. 

1 Introduction 

We present a knowledge discovery technique for automatically aggregating tem- 
poral data, by using generalization relations defined by domain experts. In re- 
lational databases, temporal data are common. Temporal attributes are used to 
specify the beginning or ending of an event or the duration of an event. We refer 
to any attribute whose domain represents date and/or time values as a d e n -  
dur attribute. Although recent advances have been made in the management of 
temporal data in relational databases [7], less research has focused on the devel- 
opment of techniques for generalizing and presenting temporal data. Let us look 
at generalizing and presenting in turn. 

A salient problem when generalizing temporal data is that temporal values 
can be generalized in different ways and to different levels of granularity. Given 
a database containing a calendar attribute, we might want to aggregate the data 
by month, week, day of month, day of week, day, hour, hour of day, ten-minute 
interval, or many other levels of granularity. Statistics, such as the number or 
instunces or the percentage of instunces, can be recorded for each temporal value 
at a level of granularity. For example, if the calendar attribute specifies login 
times and the recorded statistic is the number of instances, a summary to day 
of month shows the number of logins for each day of the month (regardless of 
which month it occurred in), while a summary to duy (denoted YYYYMMDD) 
shows the number of logins for each distinct day. 

1 '  
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Our approach to this problem uses domain generalization graph to guide the 
generalization of calendar data  extracted from a relational database. In previ- 
ous work, we defined a domain generalization graph (or DGG) [4] for calendar 
attributes [9] and also one for duration attributes [S]. The calendar DGG explic- 
itly identifies domains appropriate for relevant levels of temporal granularity and 
the mappings between the values in these domains. Generalization is performed 
by transforming values in one domain to  a more general domain, according to 
directed arcs in the domain generalization graph. 

Given the ability to aggregate temporal data  to many levels of granularity, 
a second salient problem is to select appropriate aggregations for display. We 
address this problem using two fundamental ideas: (1) only one of a set of sim- 
ilar aggregations need be displayed, and (2) the user may provide criteria that  
allow rough ranking of the aggregations. We use heuristic techniques to filter out 
aggregations similar to others and rank the remainder according to interest. 

A data mining system based on the approach described above can automati- 
cally identify temporal granularities relevant to  a particular knowledge discovery 
task on a set of data. After generalization, an appropriate selection of data  vi- 
sualizations can be displayed to  the user, prepatory to more detailed analysis. 

The remainder of this paper is organized as follows. In Section 2, we discuss 
related work, giving an overview of domain generalization graphs and connec- 
tions to recent research in temporal representation. In Section 3, we provide 
an example generalization space for a set of DGGs. In Section 4, we describe 
heuristic techniques for selecting interesting aggregations. We illustrate these 
techniques by applying them to a simple knowledge discovery task. We present 
conclusions in Section 5. 

2 Generalization for Knowledge Discovery 

A domain  generalization graph (DGG) includes all generalization relations rel- 
evant to an attribute [4]. DGGs facilitate the specification and management of 
multiple possible paths of generalization. 

A DGG is defined as follows [4]. Let S = {sl, sz, . . . , s n }  be the domain of 
an attribute, let D be the set of partitions of set S, and 5 be a binary relation 
(called a generalization relation) defined on D, such that Di 5 Dj if for every 
di E Di there exists dj  E Dj such that di  C d j .  The generalization relation 5 
is a partial order relation and (D, 5) defines a partial order set from which we 
can construct a domain generalization graph (D, E )  as follows. First, the nodes 
of the graph are elements of D. Second, there is a directed arc from Di to Dj 
(denoted by E(Di ,  D j ) )  iff Di # Dj,  Di 5 Dj, and there is no Dk E D such that 
Di 5 DI, and DI, 5 Dj. The partial order set ( D ,  i> is transitively closed and is 
a lattice. In practice, we give up the lattice property and use partial DGGs that 
include only the bottom, top, and the partitions selected by domain experts. 

In relational databases, time is represented by database timestamps that in- 
clude time and/or date and that correspond to global (absolute) timepoints in 
many temporal representation schemes. Thus, for knowledge discovery in rela- 
tional databases that include timestamps, the most specific domain consists of 
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IYYYYMMDDhhmmrs (SPECIFIC) 

Fig. 1. Calendar DGG [9] 

timestamps and less granular domains are defined as intervals. For our purposes, 
time is defined as linear, discrete, and bounded. 

In [9], we proposed a default DGG for calendar attributes, and we developed 
techniques for adapting this DGG according to a particular data set or a user’s 
interest. For example, if all data are from a single week within one month, then 
domains with only one value occurring in the data (such as the month domain) 
are pruned from the DGG. Higher-level nodes in the DGG represent generaliza- 
tions of the most specific domain, which is time measured in seconds (represented 
by YYYYMMDDhhmmss timestamps). The arcs connecting the nodes represent 
generalization relations. To handle data containing calendar values specified to 
finer granularity, e.g., microseconds, more specific nodes could be added to the 
DGG. 

Other research that has investigated the generalization of temporal data to 
multiple levels of granularity includes the work of Bettini et  aZ. on discover- 
ing frequent event patterns with multiple granularities in time sequences [l] and 
Sharar’s framework for knowledge-based temporal abstraction [lo]. In the knowl- 
edge discovery literature, researchers have considered rule discovery from time 
series [3]. 

3 Example Generalization Space 

In this section, we describe an application of knowledge discovery with two 
DGGs. The data to be summarized are 9273 (Username, LoginTime) pairs col- 
lected over a one week period in January 1998. Assuming additional information 
is available about the User Academic Year for each user, we explore the data 
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Academic Year DGG Adapted Calendar DGG 

Fig. 2. User Academic Year DGG and Adapted Calendar DGG 

for relationships involving users and login time, looking for distinct perspectives 
on this data. In [9], we explain how the calendar DGG is adapted for this ap- 
plication and how the data are generalized. Here, we look at the generalization 
space formed by the cross product of the DGGs for User Academic Year and 
LoginTime. 

For the LoginTime attribute, we adapt the calendar DGG given in Figure 1 
by combining nodes that do not correspond to distinctions in the data. For the 
usernames, we use a User Academic Year DGG based on a concept hierarchy 
that classifies usernames first into Yearl, Year2, Year3, Year4, MSc, and PhD 
students, and then into Undergraduate and Graduate students. This DGG has 
nodes labelled SPECIFIC, Year, Graduate/Undergraduate, and ANY. Figure 2 
shows the adapted calendar DGG alongside the User Academic Year DGG for 
usernames. We use the closed world assumption to constrain the cardinality of 

i the SPECIFIC domain by assuming the only students in the domain are those 
\ whqlogged in a t  least once (by happenstance there are exactly 500) and the 

only time of interest is that from the first login to the last login (approximately 

A generalization space is formed by taking the cross product of the relevant 
DGGs; Figure 3 shows the generalization space for DGGs in Figure 2. The aggre- 
gations corresponding to the nodes in the generalization space are obtained by 
mapping the original data to the most specific node (bottom left) and generaliz- 
ing the data each time an arc is followed until all nodes have been reached (for 
an algorithm see [4]). Each node (i, j )  in this generalization space contains the 
aggregation formed by generalizing usernames to node i in the User Academic 
Year DGG and the login times to node j in its DGG. 

For small generalization spaces, such as that given in Figure 3, the user 
may choose to explore directly by selecting nodes and obtaining detailed sum- 
mary information. In this case, the generalization space can be shown directly 
to the u8er (one tool for displaying and manipulating a generalization space is 

I 

\\ ' 

' 7 x 24 x 60 = 10080 distinct minutes). 
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Fig. 3. The Generalization Space 

GenSpace [ S ] ) .  For larger generalization spaces, filtering and ranking functions 
can be applied before display, as described in the next section. 

As an example of displaying aggregations, Figure 4 shows the rightmost seven 
nodes in the generalization space (where i = 0), which correspond to ignoring 
the username attribute and aggregating the data according to only the Login- 
Time attribute. For this display, we assume that nodes representing domains 
with between 2 and 100 distinct values are shown graphically and others are 
summarized in tabular form (using terminology explained in the next section). 

4 Heuristic Selection Techniques 

Filtering and ranking functions can be applied to identify promising nodes (do- 
mains) in large generalizaton spaces. A promising domain might provide an 
effective overview of all data or a means of identifying anomalous instances. We 
illustrate both possibilities by applying coverage filtering and relative peak ratio 
ranking to the generalization space given in Section 3. Coverage filtering, a sim- 
plified version of credibility filtering [5 ] ,  removes all domains where the majority 
of domain values do not have any occurrences. The intuition is that in an appro- 
priate aggregation, most entries are not zeros. Relative peak rutio (RPR) ranking 
ranks domains according to the ratio between the number of occurrences of the 
most frequently occurring domain value and the average number of occurrences. 
Relative peak ranking is a much simplified version of comparing the distance 
between the observed distribution of values and the expected distribution, such 
as is done in [2] using relative entropy. A user applies a variety of filtering and 
ranking techniques in an attempt to discover interesting knowledge. 

4.1 Coverage Filtering 

In Table 1, several statistics relevant to the 28 nodes (each representing a sep- 
arate domain at a distinct level of generality) in the generalization space are 
given. In the table, i is the node index into the User Academic Year DGG, and 
lil is the size of the domain in this DGG with this index. Similarly, j is the node 
index in the Calendar DGG and ljl is the size of its domain. For node (1, 5 ) ,  
i = 1, 1i1 = 2, j = 5, and ljl = 7 x 24 = 168 since values for Username have 
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Fig. 4. LoginTimes Aggregated According to the Adapted Calendar DGG 

been generalized to the Gruduute/UnQergrcrd2sQte domain where there are two 
possible values and those for the LoginTime attribute have been generalized to 
YYYYMMDDhh, where there are 7 days with 24 hours each in the time interval 
of the data. Distinct gives the number of distinct values in the data at this level 
of generality, Cardinality is the cardinality of this domain (lil l j l ) ,  and Coverage 
is the the ratio of occurring distinct values to all possible distinct values. The 
number of distinct instances in the data for node (1, 5) is 313, indicating that 
at least one graduate student and one undergraduate student logged in during 
almost every hour for the entire period. Of the 28 nodes in the generalization 
space, the coverage of 7 nodes is less than 0.5 (Prune = *), and the coverage of 
a further 3 nodes is less than 0.9 (Prune = +). The coverage of 15 nodes is 1.0. 

4.2 Direct-arc normalized correlation 

Direct-arc normalized correlation can be used to assess whether the nodes con- 
nected by arcs provide significantly different perspectives. The term "direct-arc'' 
indicates only those nodes directly connected by an arc in the generalization 
space are examined. We apply it to a generalization space to which coverage 
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/Nodell Sizes I1 Domain Coverage I 
I 

a j 
0 0  
0 1  
0 2  
0 3  
0 4  
0 5 
0 6 
1 0  
1 1  
1 2  
1 3  
1 4 
1 5 
1 6 
2 0  
2 1  
2 2  
2 3 
2 4 
2 5 
2 6 
3 0 
3 1 
3 2 
3 3 
3 4 
3 5 
3 6 

Talr 

v 

lil ljl Distinct Cardinality Coverage Pruned 
1 1 1 1 1.000 
1 2 2 2 1.000 
1 7 7 7 1.000 
1 24 24 24 1.000 
1 60 60 60 1.000 
1 168 166 168 0.988 
110080 4853 10080 0.481 * 
2 1 2 2 1.000 
2 2 4 4 1.000 
2 7 14 14 1.000 
2 24 48 48 1.000 
2 60 120 120 1.000 
2 168 313 336 0.932 
2 10080 5916 20160 0.293 * 
6 1 6 6 1.000 
6 2 1 2  1 2  1.000 
6 7 42 42 1.000 
6 24 142 144 0.986 
6 60 360 360 1.000 
6 168 834 1008 0.827 + 
6 10080 7464 60480 0.123 * 

500 1 500 500 1.000 
500 2 780 1000 0.780 + 
500 7 2024 3500 0.578 + 
500 24 3434 12000 0.286 * 
500 60 6657 30000 0.222 * 
500 168 5455 84000 0.065 * 
500 10080 8585 5040000 0.002 * 

lace 

filtering has first been applied. For example, the distribution of login frequencies 
among the hours of the day ( j  = 3) for each of Yearl, Year2, Year3, and Year4 
(i = 2) students is significantly correlated with the distribution of login frequen- 
cies for Undergraduate students (i = l), and the distribution for each of M.Sc. 
and Ph.D. students ( j  = 2) is significantly correlated with those of Graduate 
students (i = 1). In this case, nodes (2,3) and (1,3) do not provide significantly 
different perspectives, as perhaps can seen from Figures 5 and 6 .  

We now explain the normalized correlation method. The distribution of the 
frequencies for each time period are normalized by computing the fraction of 
logins in each category. As implemented in Statistica, the underlying statistical 
engine for our analysis, the method requires, in the more specific domain, a t  
least 2 distinct values for every attribute. Thus, the method cannot be applied 
to any arc beginning with a node ( i , j )  where either i or j is 0, since the ANY 
domains have only 1 possible value for every attribute. As well, a t  least 3 values 
are required to determine a distribution, so the number of distinct combinations 
of values for the attributes that are not generalized along an arc must be at  least 
3. 

Table 2 summarizes the results of normalized correlation for arcs among 
nodes with coverage equal to a t  least 0.9 where the method can be applied. The 
first entry indicates that the distribution of students in Yearl, Year2, Year3, 
Year4, MSc, and PhD for each minute after the hour (mm) correlates with that 
of all minutes, except among students logging in a t  28 minutes after the hour (a 
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Fig. 5. Node (2,3): “Year” and “HOUT of Day” (hh) 
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Fig. 6. Node (1,3): “Graduate/Undergraduate” and 4 ‘ H ~ ~  of Day” (hh) 

partial cause is identified below by relative peak ranking). Most pairs of nodes 
given in Table 2 are correlated. Only one node from each such pair needs to 
be examined when searching for perspectives on the data. The table shows that 
nodes (2,4) and (2,3) may be worth examining with regard to specific exceptions. 

4.3 Relative Peak Ranking 
Table 3 provides information about the peak, i.e., the value in a domain that 
occurs most frequently. For each domain, the Peak Value column identifies the 
peak itself, the Freq column gives its observed frequency, the ExpFreq column 
gives the expected frequency for each value in this domain (assuming a uniform 
distribution), the RPR column gives the relative peak ratio, (i.e., the ratio be- 
tween the observed frequency and the expected frequency of the peak), and the 
Rank column ranks the aggregations according to their RPR scores, with Rank 
1 as the highest ranked. According to this heuristic ranking, the aggregation 
featuring the most interesting anomaly is that corresponding to node (3, 6). 
Frequency in this aggregation indicates the number of times that a specific user 
logged in a single minute. User276 logged in 28 times in the minute beginning 
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ISourcel Dest Significant Attempted 
Correlations Correlations 

59 60 
Node Node ‘i 292 273 

2 , l  2,o 
1,4 0,4 
1,3 0,3 
1.2 0.2 

Exceptions 

minute 2 8  
5 

17 
6 
7 
6 
2 
2 
2 
2 

6 Year4 

6 
7 
6 
2 
2 
2 
2 

24 hour 01, 03, 04, 05, 06, 07, 2 1  

at 21:28 on January 18, 1998. When our method identified this anomaly, peo- 
ple to whom we showed it commonly reacted with extreme surprise followed by 
disbelief. Further investigation showed that the result was correct; the user in 
question executed a script that repeatedly invoked the file transfer protocol (ftp) 
program to copy files, such that a separate login occurred for each file. 

5 Conclusion 

We have described heuristic techniques for selecting aggregations of data for 
display. The overall goal is to select aggregations that give different perspectives 
on the data. A generalization space of possible aggregations is defined by domain 
generalization graphs associated with attributes. Coverage filtering eliminates 
aggregations that have inadequate coverage of the generalized domain. Direct- 
arc normalized correlation allows pruning of aggregations that are not distinct 
from other aggregations. Future research could test the proposed approach on 
more complex knowledge discovery tasks involving larger databases. Additional 
heuristic measures could improve filtering and ranking. 
Acknowledgement: We thank the Natural Sciences and Engineering Research 
Council of Canada and the Institute for Robotics and Intelligent Systems. 
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Abstract. Representation of spatial information is very important in
architecture. Information of a design may be organized as the objects and
relations between them. Besides the limitation of those techniques, essentially
they are problem specific, the main inefficiency of those methods is that the
hierarchical nature of architectural information cannot be represented by them.
To combat the inefficiency they have to handle information in a hierarchical
manner. In such a representation system not only we can decompose
information into smaller pieces also we can focus on the required parts of the
problem without involving with many detailed unnecessary information. Also
the implicit information in design specifications that is vital must be extracted.
Without such information the generated solutions will not be so realistic. The
extracted information is essential for hierarchical abstraction of the given design
problem. A technique namely the Galois lattice, as a mathematical model, has been
used to construct a hierarchical representation scheme using the design
specification and to externalize the hidden information in that specification.

1 Introduction

Design representation is the key issue in solving design problems. There exist methods
for representing design knowledge. The representation methods should be convenient
and efficient for representing the required design information. Graph theory is a branch
of mathematics. Its importance has been increased with the emergence of computer
techniques. The use of graphs for modeling and solving architectural design problems
can be seen in most researchers’ works in this domain. Graphs as a means of
representation can serve as tools for capturing the architectural design knowledge with
respect to some relationships, i.e. adjacency, between the objects or elements of design.

In a rectangular representation, a floor plan is divided into smaller rectangles. It is a so
called dimensionless method, because the rectangle dimensions are not specified
precisely. The relationships between the elements in this method can be only topological
such as adjacency. This characteristic of rectangular dissection makes it a good
representation method compared to the adjacency graph. In rectangular representation,
because of its limitation, certain arrangements of locations are not possible. The
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rectangular dissections have been used in many previous attempts in designing floor
plans [1], [2].

    The main limitation of those techniques are as follows. In a rectangular representation
every location has four neighbor locations, so locations with more or less than four
adjacent locations cannot be represented. In a graph representation the main problem is
when we add a new node or link to the graph, we have to verify if the graph still is
planar. So at every step, adding a new location to a plan, we must check the graph against
this problem. Another main inefficiency of these methods is that the hierarchical nature
of floor planning cannot be accommodated by them.

    Consequently we need to resort to other means of representation techniques to cope
with architectural design problems. They have to deal with hierarchical information. In
such a representation system not only we can decompose the information into smaller
pieces also we can focus on the required parts of the problem without involving with
many detailed unnecessary information.

2 Hierarchical Representation

Those techniques discussed before may be helpful in some design problems for
representation purposes, but definitely not in architectural design problems dealt with in
this work. Thus we will find out a method that can represent for example a floor plan
with various levels of detailed and abstracted representations. The appropriateness of
such a method comes from its underlying, tree-based structure, that enables it to deal with
spatial information with a hierarchical nature.

    The key issue in such a representation method is that the whole information about the
design problem is not kept together at one level. Rather only the information, i.e. related
components and the relations among them, about any cluster1 is represented together at
one level. Therefore, information concerning a complicated system can be represented in
a hierarchy. So a hierarchical abstraction technique decomposes design information into
some simplified and manageable levels.

    The components of the floor plan of a building are space blocks or locations such as
rooms, corridors, hall-ways, and so on. The locations of a plan are connected to each
other. A connection between two locations means there is a relationship between them.
For instance, one location can be accessed via the other location. Sometimes the
connection shows functional relationship, for example in a factory the production lines
go through different locations to become assembled. It is very important that at every
step of a design process we able to represent the components or elements related to that
step plus the relationships among them. In this sense at every step of a design, we can
focus on the part of the information relevant to it and detailed information will be left out
at that level. The other good point in a hierarchical representation is that related clusters
of information are brought together without considering details of each cluster.

                                               
1 A cluster at one level contains one or more components of one level above or below that level.
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    A system consisting of many elements or objects and the interrelationship between
them is a complex system. To study the complexity of such a system we need some
analytical methods or tools. We simplify the given information into levels, then the
common characteristics or interrelationship among the elements of the system become
clear. For instance, in designing a floor plan with a set of locations the activities assigned
to them can be used for identifying the clusters of locations that share activities. Without
analytical means it is hard to cope with the problems of generating floor plans. An
analytical method can be used for abstracting a floor plan with many locations in it into
hierarchy of spatial clusters starting with detailed level and ending with a more abstracted
one. Having such a hierarchy of clusters of locations makes the generation of floor plans
an easy design task. This is in fact the main strategy in this work for designing floor plans
of buildings.

    Q-analysis has emerged over the past decades as a relatively new approach to data
analysis in a wide range of fields as urban design, social networks, medical diagnostics,
and  many  others. For  a  more  comprehensive  review  of  the  practical  aspect  of  this
method see [3]. The original development of Q-analysis was the work of Atkin [4], [5].
Q-analysis is in fact only a method of cluster analysis that identifies connectivities of
different  dimensional  strengths  between  elements of a  given set. The deficiency of Q-
analysis is this: the algorithm uses a chain of clusters of elements for identification of
connectivities at successive dimensional levels among the elements. So the precise nature
of the structure of correspondence between elements of the set cannot be identified in this
framework. For detailed discussion of these points see [6], [7].

3 The Galois Lattice Technique

The history of Galois lattice, goes back many years [8] and recently re-emerged in the
work of Ho and this approach appears in his series of remarkable papers [9], [10], [11],
[12]. In this section the Galois lattice will be explained in detail also we will see how this
technique can be used for clustering locations of a floor plan and how they will be
represented as a hierarchical structure with some abstraction levels. Theoretical aspects
of this lattice will not be discussed, rather we will concentrate only on practical aspects of
this technique. Then an algorithm will be given for construction of the lattice
representing the group of locations at various abstraction levels.

    The Galois lattice interprets the given information about a system. The technique
reveals and analyzes the association between a set of elements and their relations through
some (common) features. The inputs for this technique are:

� A set of elements identifying the objects of the system.
� A set of features representing characteristics the objects of the system  have.

    To understand the technique we resort to an example. Assume the elements of the first
set  are  some  locations  in  a  small  school  namely an office, classroom-1, classroom-2,
classroom-3, laboratory-1, laboratory-2, a private-toilet, and a public-toilet. Also the
second set consists a person or group of persons responsible for doing some activity in
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one or more locations. For this example, we assume that the second set contains: a
principal, teacher-1, teacher-2, teacher-3, and three groups of students. The type of data
for the lattice is a binary table in this example represents a relationship between a set, M,
of locations (1, 2, 3, 4, 5, 6, 7, 8), and set, N, of persons (P, T1, T2, T3, S1, S2, S3). In the
example given locations are referred by numbers also persons’ name are abbreviated for
simplicity. Note that objects and features in a lattice may cover a wide range of
interpretations. For instance, they could be: people and their common characteristics or
events they engaged, buildings and costs, locations and the service types running there,
and so on. A relation between locations and assigned people for those locations is shown
in  the  following Table 1(a). Assigning  features to an  object  is called  as  a   mapping� �
M � N such that, to each x in M,

�x) = { y ¢ y in N, and y is a feature of x} .                              (1)

Table 1.��$UUD\V��D�� �² M x N����E�� -1 ² N x M

    The set of all ordered pairs (x, y), where x ³ M, and y ³ N, is denoted by M x N, the
Cartesian product of the sets M and N. Such a pair is termed the element of the lattice.
:H�VHH�WKDW�� �LV�D�subset of the set M x N��WKDW�LV�� �² M x N��7KH�LQYHUVH�RI� ��M � N is

-1: N � M��ZKLFK�PDSV�HDFK�IHDWXUH�WR�D�VHW�RI�REMHFWV��7KLV�LQYHUVH�UHODWLRQ� -1 ² N x
M,�VKRZQ�LQ�7DEOH���E���LV�REWDLQHG�IURP�WKDW�RI� �² M x N by interchanging the rows
DQG�WKH�FROXPQV�RI�WKH�7DEOH���D���7KH�UHODWLRQ�EHWZHHQ� �DQG� -1 can be represented as:

y�� -1 x  À  x� �y .                                                      (2)

    The main purpose behind interpreting data given in Table 1 is  to  identify  the
similarity  and  the  distinction  an  object  or  group  of  objects  have  from  others. The
lattice   is  capable  of  finding   precisely   similarities  and  distinctive characteristics
among the objects of a system. The similarities between objects are identified in terms of
the common features they have.

����$V��PHQWLRQHG��DERYH��UHODWLRQVKLSV�� ��DQG�� -1  are  mappings  from  M x N and N x M
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UHVSHFWLYHO\�� 7KH� PDSSLQJ� FDQ� EH� FRPSRVHG� LQWR� -1 ¼� � RU� � ¼� -1 where “¼” is the
composition by Boolean multiplication. For brevity, these two relations can be written as:
 � �¼� -1��DQG� � � -1 ¼� ��5RZ�i�RI�7DEOH���D��LV�GHQRWHG�E\� i, and column j�E\� j, also

cell ij�E\� j
i��7KHUHIRUH�WKH�DUUD\V� �DQG� �FDQ�EH�IRUPHG�ZKHUH

where �GHQRWHV�WHUP�ZLVH�%RROHDQ�PXOWLSOLFDWLRQ�RQ�WKH�YHFWRUV� j�DQG�
j. With respect

WR�WKH�7DEOH���D���� 1� �>����������������������@���DQG�� 3 = [1, 0, 1, 0, 0, 1, 1, 0], then

������������� 1 = � j� � 1 ¼� 3 = [1, 0, 1, 0, 0, 0, 1, 0] .                               (4)

    Repeating this calculation for all elements the results are shown in Table 2.

Table 2.��$UUD\V��D�� � � -1 ¼� ���E�� � � �¼� -1

    Each element of the lattice can be shown by (A�� �A)), where A is a subset of objects
DQG� �A) is a subset of common features that the elements of A have. The set A of
elements represents the similarities between objects and features identifying the lattice.
There exist operations that can be applied to any pair of elements (object and its features)
of a lattice. Applying these operations on any pair yields another element of the lattice.
Two of these operations are called the meet ¾ (defining the greatest lower bound of the
pair of elements) and the join ¿ (defining the least upper bound of the pair of elements).

    If only some elements of a lattice are known, we can apply these two operations to find
more elements of that lattice. Starting with the minimal elements of a lattice we can
generate extra elements by applying the join operation. We proceed until there is no new
element to be added to the set of elements. When all the elements are identified, we can
classify and separate them with respect to the number of objects and common features
they have. Relations between the elements at various levels can be identified through the
common features they have.
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4 An Algorithm for Constructing the Galois Lattice

In this section we provide an explanation of Ho’s algorithm for making Galois lattices.
The first step of the algorithm is the generation of the minimal2 elements or terms of the
lattice. Then other elements can be found applying the join and the meet operations on
already known elements. The minimal elements can be found either by inspecting arrays
�DQG� -1�GHSLFWHG�LQ�7DEOH����RU�E\�SDLULQJ�WKH�URZV�RI�DUUD\V� �DQG� �E\�WKH�URZV�DQG
FROXPQV�RI�WKH�DUUD\� ��+HUH�ZH� WU\�ERWK�ZD\V��QRWH� WKDW�DQ\KRZ�WKH�GXSOLFDWHG� WHUPV
must be discarded. In the first way, the elements are found by distinguishing common
features of every object also knowing each feature shared by some objects.

    For the previously given example common features of any individual object can be
found from Table 1(a) shown before. Also every individual feature shared by some
objects is identified from Table 1(b). Note that objects here are locations and features are
some people assigned to some locations for achieving some activities there. The minimal
terms will be identified from the arrays shown in Table 1. First we find out the terms
representing people responsible for doing activity in one location, they are:

For location 1 the term (1, P T1 T2 T3 S3), means that location 1 is assigned for
persons P, T1, T2, T3, and S3 to do some activity there. For locations 2 and 5 the
term (2 5, P T1 S1), means that persons P, T1, and S1 are responsible for some
activity in location 2. Note that location 5 is also assigned for these persons probably
for other activities. For location 3 the term (3, P T2 S2), the meaning should be clear.
For location 4 the term (1 4, P T3 S3). For location 5 the term (5, P T1 S1 S2). For
location 6 the term (1 3 6, T2). For location 7 the term (1 7, P T1 T2 T3). For location
8 the term (8, S1 S2 S3).

    Now we figure out the terms identifying any individual person assigned to one or more
locations for his or her activity. These terms are:

For person P the term (P, 1 2 3 4 5 7), means that person P achieves his or her activity
in locations 1, 2, 3, 4, 5, and 7. For person T1 the term (P T1, 1 2 5 7), the meaning is
clear the only note needed here is that these locations are already assigned for person
P too. For person T2 the term (T2, 1 3 6 7). For person  T3 the term (P T3, 1 4 7). For
person S1 the term (S1, 2 5 8). For person S2 the term (S2, 3 5 8). For person S3 the
term (S3, 1 4 8).

    Note that in writing terms it is not important to specify first the objects or the features.
We denote here  objects  before the comma  sign and features after it. The minimal terms
after discarding the duplicated terms are the following fourteen terms for this example.

(1, P T1 T2 T3 S3) (1 4, P T3 S3) (8, S1 S2 S3) (1 3 6 7, T2) (3 5 8, S2)
(2 5, P T1 S1) (5, P T1 S1 S2) (1 2 3 4 5 7, P) (1 4 7, P T3) (1 4 8, S3)
(3, P T2 S2) (1 7, P T1 T2 T3) (1 2 5 7, P T1) (2 5 8, S1)
                                               
����2 Minimal  terms  describe every object as a distinctive set of features it has, also they identify

every feature possessed by a unique set of objects.
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    The second step after identifying the minimal terms of a lattice is to determine extra
terms by applying the join operation to the above terms. This should be done within few
rounds starting with the first round the terms having only one object. So in round 2 with
terms with two objects, then in the next round with terms with three objects in them and
so on.

    The join, ¿, operation has been explained before. Assume two lattice terms are (A,
�A)) and (B�� �B)), the join operation is defined as:

      (A�� �A)) ¿ (B�� �B��� �� -1> �A) ¬� �B�@�� �A) ¬� �B)) .                 (5)

    where ¬ is the usual set intersection operation. One point with respect to the above
IRUPXOD��WKH�WHUP� �A) ¬� �B) represents the subset of features both objects in A and B
KDYH��6R�WKH�WHUP� -1> �A) ¬� �B)] identifies the subset of objects that each possesses this
set of features. For the sake of completeness we add terms (M, «) and («, N)3 to the
minimal terms of the lattice. We proceed with the further steps of the algorithm.

    Assume S to be the initial set of fourteen terms mentioned above plus the term (M, «).
The new terms of the lattice that are generated will be added to this set. Also assume L as
a set that contains the terms that already linked for constructing the lattice. So at first L =
(«, N), then every term of set S that is considered while constructing the lattice will be
added to set L. The input to the algorithm is:

    S = {(fourteen terms)  (M, «)}
    L = {(«, N)}
    n = 1 where S(n) denotes all the terms in S with n objects.

The steps of the algorithm for constructing the lattice are:

    Step 1:  If S is empty, go to step 3; else form
S(n) = {(A, B) ¢ (A, B) ³ S, A has n objects},

    Step 2:  If S(n) is empty, set n = n + 1, go to step 1; else do what follows.
2.1  Delete terms in S(n) from S.
2.2  Form the join between each pair of terms in S(n) and if the generated term

is not already a term in S so add the term to S.
        Form the join between each term in S(n) and each term in L and if the

generated term is not already a term in S so add the term to S.
2.3 Terms in S(n) will be the terms of the lattice4 at level n, so each term of

S(n) should be linked by an edge to any  terms of the  lattice at  one lower
                                               
����3 Terms (M, «) and («, N) in fact represent terms (1 2 3 4 5 6 7 8, 0) and (0, P T1 T2 T3 S1 S2

S3) respectively. Meaning that there exist no person assigned into all locations for doing
his/her activity, also there is no any single location shared by all person in this example.

    4 Elements of the lattice, in graphical representation, are linked by an edge. Also the linked
elements of each lattice element can be shown as a set.
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 level if the term of S(n) covers5 any term at lower level.
2.4  Form the meet between each pair of terms in S(n) and if the generated

term is already in L delete this term from L.
        Form the meet between each term in S(n) and each term in L and if the

generated term is already in L delete this term from L.
2.5   Add the terms of S(n) to L, set n = n + 1, go to step 1.

    Step 3:  Stop.

    Applying this algorithm to the example given in this section, results the lattice shown
graphically in Figure 1. We can easily identify how particular locations of the plan
aggregated into a larger cluster if they are shared by some people. For instance at the first
level, the level with single location, persons P, T1, T2, T3, and S3 are assigned to
location 1 also location 2 is considered for persons P, T1, and S1 and so on. At the next
level, we can identify persons who are assigned to pairs of locations, namely 1, 4 and 1,
7. For example persons P, T3, and S3 use the locations 1 and 4. Therefore, the
relationships between persons with respect to sharing the same locations for some
purposes now become clear.

    Considering the result of the Galois lattice, depicted in Figure 1, we can cluster the
given locations at various levels. Clusters at different abstraction levels are shown in
Table 3. Note that in each abstraction level there exist two series of numbers separated
by a hyphen with the exception at the first abstraction level. The first series shows the
location(s) related to that abstraction level and the last number (after the hyphen sign)
indicates the number of persons sharing those locations at that level. For instance, at
level-2 the second row represents locations 1 and 7 as a single cluster which is shared
by four persons, also at level-3 the same row shows locations 1, 4 and 8 are used only
by one person and so on.

    At the last abstraction level, sixth in this example, all locations which merged into a
single cluster are not shared by anybody. This means  that  there is no one person or
more  who  share all locations of  the building, of course this is almost true. The
number indicating how many persons share the same locations at any abstraction level
in fact represents the association among locations corresponding to that level. So the
higher a number is the more relationships exist among those locations. These numbers
help us to create one or more clusters at every abstraction level.

    The other point we should consider for clustering locations at different abstraction
levels is how other  locations are appeared at a higher abstraction level. For instance,
in the result of  the Galois lattice  for the given example (shown in the above table) at
level-2 locations 1 and 4 belong to a cluster that is shared by three persons. Also at
this level  locations 1 and 7 are  related  to each  other because they are shared by four
persons. At  the next  higher level location 7 is somehow related  to this cluster, by
means of sharing with  the same persons. With respect to the degree of association
between   locations  at  different   abstraction   levels   also  the  appearance   of  other

                                               
    5 (A, (A)) is said to cover (B, (B)), if (B, (B)) < (A, (A)) and there exists no other element (X,

(X)) such that (B, (B)) < (X, (X)) < (A, (A)).
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Figure 1.  (a), (b), (c), (d), (e), and (f) are lattices derived from the given data
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Table 3.  Clusters at different abstraction levels

Level-1 Level-2 Level-3 Level-4 Level-5 Level-6

1-5
3-3
5-4
8-3

1,4-3
1,7-4
1,3-2
2,5-3
5,3-2
8,5-2

1,4,7-2
1,4,8-1
1,7,3-2
3,5,8-1
2,5,7-2

1,2,5,7-2
1,3,6,7-1

1,2,3,4,5,7-1 1,2,3,4,5,6,7,8,9-0

locations at higher abstraction levels, we can collapse the related locations into one
cluster. In fact, this is how we cluster locations of a building and allow them to be
expanded until we come to a single cluster at the last level of abstraction that includes
all locations of that building. Other floor plan design information, such as the
adjacency requirements among locations, can help us for collapsing some locations
together or separating them into different clusters.

5 Conclusions

Floor plan generation is viewed as a twofold activity that involves spatial representation
of plans and a modification process. In the first task, a hierarchical representation scheme
is constructed using the given requirements and specifications of the design problem. In
the next task, the requested floor plan is generated using the hierarchical representation in
a stepwise manner such that some conditions are fulfilled, i.e. the required adjacency
locations. Building such hierarchy is very important in solving floor plans design
problems. Because it clusters the complicated information of the given problem into
some chunk of associated small information. Having such hierarchy of information at our
disposal eases the generation process of the plans.

    We have seen how a floor plan can be clustered or abstracted using the Galois
technique. The technique enables us to create a hierarchy of locations of a floor plan
in question. The hierarchy starts with a floor plan considering the given locations in a
separate cluster. At every abstraction step, the system puts one or more locations into
a single cluster. The abstraction process ends when the system provides a single
cluster covers all locations or with few clusters where the system cannot proceed any
more. Usually vital information is missing in design specifications. In most cases it,
however, is stated implicitly in the specifications. Therefore we have to make them
explicit in order to manipulate them while generating floor plans. The implicitly stated
information in the floor plan design specifications may be the association between
locations of the plan with respect to people sharing some locations, for example who
shares one or more specific locations, which location(s) are shared by most people, and
which locations are related and what are the association degrees between them. Rather
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the specification only shows which locations are assigned to which persons. The Galois
lattice also has been used for externalizing the hidden information.

    The author has been applied this technique for automating the process of floor plan
generation [13]. Note that the explained technique can be used in other engineering and
industrial design fields to automate the associated design processes. Therefore this
technique deserves more attention in solving design problems.
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Abstract. Petri nets (PN) and oriented graphs (OG) are used for mo-
delling of discrete event dynamic systems (DEDS). Model-based analy-
sing the behaviour of the system to be controlled with respect to kno-
wledge about the control task specifications (criteria, constraints, etc.)
yields the automated solving of the control synthesis problem.

1 Introduction

DEDS consist of many cooperating subsystems. Their behaviour is influenced by
occurring discrete events that start or stop activities of the subsystems. In the
other words, DEDS are asynchronouos systems with concurrency or/and para-
llelism among the activities of their subsystems. Usually, they are large-scale
or/and complex. Typical representants of DEDS are flexible manufacturing sy-
stems (FMS), transport systems, different kinds of communication systems, etc.
Because DEDS are very important in human practice, the demand of the succes-
sful and efficient control of them is very actual. The control task specifications
(constraints, criteria, etc.) are usualy given verbally or in another form of non-
analytical terms. The main problem of the DEDS control synthesis is to express
them in a suitable form in order to satisfy them properly.

2 The DEDS Modelling

PN are frequently used for DEDS modelling. They can be understood to be the
bipartite oriented graphs, i.e. the graphs with two kinds of nodes (positions and
transitions) and two kinds of edges (oriented arcs emerging from the positions
and entering the transitions on one hand, and oriented arcs emerging from the
transitions and entering the positions on the other hand). Formally, the PN
structure is

〈 P, T, F, G 〉 ; P ∩ T = ∅ ; F ∩ G = ∅ (1)

where

P = {p1, ..., pn} is a finite set of the PN positions with pi , i = 1, n, being the
elementary positions. The positions represent states of the DEDS subsystems
activities.

I. Imam et al. (Eds.): IEA/AIE-99, LNAI 1611, pp. 735–746, 1999.
c© Springer-Verlag Berlin Heidelberg 1999
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T = {t1, ..., tm} is a finite set of the PN transitions with tj , j = 1, m, being the
elementary transitions. The transitions express the DEDS discrete events.

F ⊆ P × T is a set of the oriented arcs entering the transitions. It can be
expressed by the arcs incidence matrix F = {fij} , fij ∈ {0, Mfij } , i =
1, n ; j = 1, m. Its element fij represents the absence (when 0) or presence
and muliplicity (when Mfij > 0) of the arc oriented from the position
pi to its output transition tj . Hence, the oriented arcs represent the causal
relations between the DEDS subsystems activities and their discrete events.

G ⊆ T × P is a set of the oriented arcs emerging from the transitions. The
arcs incidence matrix is G = {gij} , gij ∈ {0, Mgij

} , i = 1, m ; j = 1, n. Its
element gij expresses analogically the absence or presence and multiplicity
of the arc oriented from the transition ti to its output position pj . In such a
way the oriented arcs express the causal relations between the DEDS discrete
events and their subsystems activities.

The PN dynamics can be formally expressed as follows

〈 X, U, δ, x0 〉 ; X ∩ U = ∅ (2)

where

X = {x0,x1, ...,xN} is a finite set of the state vectors of the PN positions
in different situations with xk = (σk

p1
, ..., σk

pn
)T , k = 0, N , being the n-

dimensional state vector of the PN in the step k. Here, σk
pi

∈ {0, cpi}, i = 1, n
is the state of the elementary position pi in the step k - passivity (when 0)
or activity (when 0 < σk

pi
≤ cpi); cpi is the capacity of the position pi, i.e.

the maximal number of tokens that can be placed into the position; k is the
discrete step of the PN dynamics development; T symbolizes the matrix or
vector transposition. In the PN theory the state vector is named to be PN
marking or the vector of PN marking.

U = {u0,u1, ...,uN} is a finite set of the state vectors of the PN transitions
in different situations with uk = (γk

t1 , ..., γ
k
tm
)T , k = 0, N being the m-

dimensional control vector of the PN in the step k. Here, γk
tj

, j = 1, m is
the state of the elementary transition tj in the step k - enabled (when 1),
i.e. able to be fired, or disabled (when 0), i.e. not able to be fired.

δ : X × U 7−→X is a transition function of the PN marking.
x0 is the initial state vector of the PN.

The simpliest form of the linear discrete dynamic k-invariant model of the
DEDS, based on an analogy with the ordinary PN (OPN), can be written - see
e.g. [1] - as follows

xk+1 = xk +B.uk , k = 0, N (3)
B = GT − F (4)

F.uk ≤ xk (5)

where
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k is the discrete step of the DEDS dynamics development.
xk = (σk

p1
, ..., σk

pn
)T is the n-dimensional state vector of the system in the step

k. Its components σk
pi

∈ {0, cpi}, i = 1, n express the states of the DEDS
elementary subprocesses or operations - 0 (passivity) or 0 < σpi ≤ cpi

(activity); cpi is the capacity of the DEDS subprocess pi as to its activities.
uk = (γk

t1 , ..., γ
k
tm
)T is the m-dimensional control vector of the system in the

step k. Its components γk
tj

∈ {0, 1}, j = 1, m represent occurring of the
DEDS elementary discrete events (e.g. starting or ending the elementary
subprocesses or their activities, failures, etc. - 1 (presence) or 0 (absence) of
the corresponding discrete event.

B, F, G are, respectively, (n × m), (n × m) and (m × n)- dimensional struc-
tural matrices of constant elements. The matrix F = {fij} ; i = 1, n , j =
1, m; fij ∈ {0, Mfij } expresses the causal relations among the states of the
DEDS and the discrete events occuring during the DEDS operation, where
the states are the causes and the events are the consequences - 0 (nonexi-
stence), Mfij > 0 (existence and multiplicity) of the corresponding causal
relations. The matrix G = {gij} ; i = 1, m , j = 1, n; gij ∈ {0, Mgij } ex-
presses very analogically the causal relation among the discrete events (the
causes) and the DEDS states (the consequences). Both of these matrices are
the arcs incidence matrices. The matrix B is given by them.

(.)T symbolizes the matrix or vector transposition.

When the PN transitions are fixed on the corresponding oriented arcs among
the PN positions - see Fig. 1 - we have a structure that can be understood to

m m- - -

pj pitpi|pj

γk
tpi|pj

σk
pj

σk
pi

Fig. 1. An example of the placement of a transition on the oriented arc between two
positions pi and pj

be the ordinary OG
〈 P, ∆〉 (6)

where

P = {p1, ..., pn} is a finite set of the OG nodes with pi , i = 1, n, being the
elementary nodes. They are the PN positions.

∆ ⊆ P × P is a set of the OG edges i.e. the oriented arcs among the nodes. The
functions expressing the occurrency of the discrete events (represented above
by the PN transitions) represent its elements. The set can be expressed in
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the form of the incidence matrix ∆ = {δij} , δij ∈ {0, 1} , i = 1, n ; j = 1, n.
Its element δij represents the absence (when 0) or presence (when 1) of the
edge oriented from the node pi to the node pj containing the PN transition.

It can be said that there is only one difference between the PN-based model
and the OG-based one. Namely, the PN transitions are fixed on the oriented
edges between corresponding nodes (the PN positions) in the OG structure.
However, as a matter of fact, the elements of the set ∆ are functions. Namely,
the set ∆ = ∆k ⊆ (P × T ) × (T × P ). To introduce exactly the weights
δij , i = 1, n ; j = 1, n, the OG dynamics can be formally expressed (in analogy
with the above PN-based approach) as follows

〈 X, δ1,x0 〉 (7)

where

X = {x(0),x(1), ...,x(N)} is a finite set of the state vectors of the graph nodes
in different situations with x(k) = (σk

p1
(γ), ..., σk

pn
(γ))T , k = 0, N , being

the n-dimensional state vector of the graph nodes in the step k; σk
pi
(γ) ∈

x(k), i = 1, n is the functional state of the elementary node pi in the step
k (such a state depends in general on the corresponding input transitions
of the position pi and its numerical value depends on the fact whether the
transitions are enabled or disabled in the step k); k is the discrete step of
the graph dynamics development.

δ1 : (X × U) × (U × X) 7−→ X is the transition function of the graph
dynamics. It contains implicitly the states of the transitions (the set U is
the same like before) situated on the OG edges.

x(0) is the initial state vector of the graph dynamics.

Consequently, the k-variant OG-based linear discrete dynamic model of the
DEDS can be written as follows

x(k + 1) = ∆k.x(k) , k = 0, N (8)

where

k is the discrete step of the DEDS dynamics development.
x(k) = (σk

p1
(γ), ..., σk

pn
(γ))T ; k = 0, N is the n- dimensional state vector of

the DEDS in the step k; σk
pi
(γ) , i = 1, n is the state of the elementary

subprocess pi in the step k. Its activity depends on the actually enabled
input transitions. The variable γ formally expresses such a dependency.

∆k = {δk
ij} , δk

ij = γk
tpi|pj

∈ {0, 1}, i = 1, n ; j = 1, n, because the set ∆k

can be understood to be in the form ∆k ⊆ (X × U) × (U × X). This
matrix expresses the causal relations between the subprocesses depending
on the occurrence of the discrete events. The element δk

ij = γk
tpi|pj

∈ {0, 1}
expresses the actual value of the transition function of the PN transition
fixed on the OG edge oriented from the node pj to the node pi.
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3 The System Dynamics Development

The development of the PN-based k-invariant model is the following

x1 = x0 +B.u0 (9)
x2 = x1 +B.u1 = x0 +B.u0 +B.u1 (10)

...
...

...
xk = xk−1 +B.uk−1 = x0 +B.u0 +B.u1 + . . .+B.uk−2 +B.uk−1 (11)

xk = x0 +B.
k−1∑
i=0

ui (12)

xk = x0 +Wk.Uk (13)
WB = [B, B, . . . ,B, B︸ ︷︷ ︸

k−times

] (14)

Uk = (uT
k−1,u

T
k−2, . . . ,u

T
1 ,uT

0 )
T ≡ (uT

0 ,uT
1 , . . . ,uT

k−2,u
T
k−1)

T (15)

Hence, the matrix WB can be understood to be an analogy with the controlla-
bility or/and reachability matrix WA,B = [B, A.B, . . . ,Ak−2.B, Ak−1.B] of
the linear systems in the classical system or/and control theory, however with
A = In. Consequently, the criterion of the controllability or/and reachability
(concerning the rank(WA,B)) can be utilized.

The dynamical development of the k-variant model is the following

x(1) = ∆0.x(0) (16)
x(2) = ∆1.x(1) = ∆1.∆0.x(0) (17)

...
...

...
x(k) = ∆k−1.x(k − 1) = ∆k−1.∆k−2. . . . .∆1.∆0.x(0) (18)
x(k) = Φk,0.x(0) (19)

Φk,j =
k−1∏
i=j

∆i ; j = 0, k − 1 (20)

The multiplying is made from the left. Meaning of the multiplying and ad-
ditioning operators in the development of the k-variant model have symbolic
interpretation. An element φk,0

i,j , i = 1, n; j = 1, n of the transition ma-
trix Φk,0 is either a product of k functional elements (such transition functions
express the ”trajectory” containing the sequence of elementary transitions that
must be fired in order to reach the final state xk

i from the initial state x0
j ) or a

sum of several such products (when there exist two or more ”trajectories” from
the initial state to final one).

Consequently, any nonzero element δk
ij of the matrix∆k gives us information

about reachability of the state σk+1
pi

from the state σk
pj
. Hence, any element φk2,k1

i,j

of the transition matrix Φk2,k1 gives us information about the reachability of the
state σk2

pi
from the state σk1

pj
.
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4 The Control Problem Solving

Symbolically, the process of the control problem solving can be expressed by
means of the following procedure:

START

– input of both the initial state x0 and the terminal one xt

– solving the system of diophantine equations B.U? = xt − x0

– if (the nonnegative integer solution U? does not exist) then goto END
(because this fact means that the terminal state xt is not reachable)

– the solution U? exists, but there is no information about the number N of
the steps that are necessary to reach the terminal state xt and it is necessary
to find N . Therefore,

– K = 0

LABEL 1:

– x(K + 1) = ∆.x(K)
– if (xt ⊆ x(K + 1)) then (begin N = K; goto LABEL 2; end) else (begin

K = K + 1 ; goto LABEL 1; end)

LABEL 2:

– k = 0; xk = x0

– x(0) = x0; x(k) = x(0)

LABEL 3:

– doing the step of the k-variant model: x(k + 1) = ∆k.xk

– generation of the possible reachable state vectors xk+1 ∈ x(k + 1) of the
k-invariant model by means of enabling the corresponding transitions being
expressed by means of their transition functions - the elements of the vector
x(k + 1); it means that something like the reachability tree is generated

– if (k < N) then (begin k = k + 1 ; goto LABEL 3; end)
– consideration of the control task specifications (criteria, constraints, etc.)
– choice of the most suitable (optimal) sequence of both the state vectors

xk; k = 0, N of the k-invariant model and the corresponding control vectors
uk; k = 0, N (the final result of the control synthesis)

END

The details of the solving procedure are strongly dependent on the actual
system to be controlled as well as on the actual control task specifications of the
control synthesis problem to be solved.
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5 An Example of DEDS Modelling and Their Control
Problem Solving

Consider the maze problem introduced by Ramadge and Wonham in [8]. Two
”participants” - in [8] a cat and a mouse - can be as well e.g. two mobile robots or
two automatically guided vehicles (AGVs) of the FMS, two cars on a complicated
crossroad, two trains in a railway network, etc. They are placed in the maze
(however, it can also be e.g. the complicated crossroad, etc.) given on Figure 2
consisting of five rooms denoted by numbers 1, 2,..., 5 connecting by the doorways

15

mouse

3

cat

4 2

qrr c6 qrrc3

qrrm4 qrrm1

qrrc7qrr

qrr
c5

qrr
m5

qrr
m6

qrr
c4 qrr

c1

qrr
m3

qrr
m2

qrr
c2

Fig. 2. The maze structure.

exclusively for the cat denoted by ci, i = 1, 7 and the doorways exclusively for the
mouse denoted by mj , j = 1, 6. The cat is initially in the room 3 and the mouse
in the room 5. Each doorway can be traversed only in the direction indicated.
Each door (with the exception of the door c7) can be opened or closed by means
of control actions. The door c7 is uncontrollable (or better, it is continuously
open in both directions). The controller to be synthetized observes only discrete
events generated by sensors in the doors. They indicate that a participant ist just
running through. The control problem is to find a feedback controller (e.g. an
automatic pointsman or switchman in railways) such that the following control
task specifications - three criteria or/and constraints will be satisfied:

1. The participants never occupy the same room simultaneously.
2. It is always possible for both of them to return to their initial positions (the
first one to the room 3 and the second one to the room 5).

3. The controller should enable the participants to behave as freely as possible
with respect to the constraints imposed.

At the construction of the PN-based model of the system the rooms 1 - 5 of the
maze will be represented by the PN positions p1 - p5 and the doorways will be
represented by the PN transitions. The permanently open door c7 is replaced
by means of two PN transitions t7 and t8 symbolically denoted as ck

7 and ck
8 .
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The PN-based representation of the maze is given on Figure 3. The initial state
vectors of the cat and the mouse are

cx0 = (0 0 1 0 0) , mx0 = (0 0 0 0 1)T (21)

The structure of the cat and mouse control vectors is

cuk = (ck
1 , ck

2 , ck
3 , ck

4 , ck
5 , ck

6 , ck
7 , ck

8)
T ; ck

i ∈ {0, 1}, i = 1, 8
muk = (mk

1 , mk
2 , mk

3 , mk
4 , mk

5 , mk
6)

T ; mk
i ∈ {0, 1}, i = 1, 6

The parameters of the cat model are
n = 5 mc = 8

Fc =




1 0 0 1 0 0 0 0
0 1 0 0 0 0 1 0
0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 1
0 0 0 0 0 1 0 0


Gc =




0 1 0 0 0
0 0 1 0 0
1 0 0 0 0
0 0 0 1 0
0 0 0 0 1
1 0 0 0 0
0 0 0 1 0
0 1 0 0 0




and the parameters of the mouse model are
n = 5 mm = 6

Fm =




1 0 0 1 0 0
0 0 1 0 0 0
0 1 0 0 0 0
0 0 0 0 0 1
0 0 0 0 1 0


 GT

m =




0 0 1 0 0 1
0 1 0 0 0 0
1 0 0 0 0 0
0 0 0 0 1 0
0 0 0 1 0 0




This model was used in the approaches presented in [2], [3] and the general
knowledge-based approach to the control synthesis of DEDS was presented in
[5]. Knowledge representation was described in [4], [6], [7]. At the construction
of the OG-based model the matrices c∆k and m∆k of the system parameters
are the following

c∆k =




0 0 ck
3 0 ck

6
ck
1 0 0 ck

8 0
0 ck

2 0 0 0
ck
4 ck

7 0 0 0
0 0 0 ck

5 0


 =




0 0 cδk
13 0 cδk

15
cδk

21 0 0 cδk
24 0

0 cδk
32 0 0 0

cδk
41

cδk
42 0 0 0

0 0 0 cδk
54 0




m∆k =




0 mk
3 0 mk

6 0
0 0 mk

2 0 0
mk

1 0 0 0 0
0 0 0 0 mk

5
mk

4 0 0 0 0


 =




0 mδk
12 0 mδk

14 0
0 0 mδk

23 0 0
mδk

31 0 0 0 0
0 0 0 0 mδk

45
mδk

51 0 0 0 0
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Fig. 3. The PN-based representation of the maze. a) possible behaviour of the cat; b)
possible behaviour of the mouse
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Fig. 4. The OG-based model of the maze. a) possible behaviour of the cat; b) possible
behaviour of the mouse

The transitions matrices for the cat and mouse are the following

cΦk+2,k = c∆k+1.
c∆k =

=




0 ck+1
3 .ck

2 0 ck+1
6 .ck

5 0
ck+1
8 .ck

4 ck+1
8 .ck

7 ck+1
1 .ck

3 0 ck+1
1 .ck

6
ck+1
2 .ck

1 0 0 ck+1
2 .ck

8 0
ck+1
7 .ck

1 0 ck+1
4 .ck

3 ck+1
7 .ck

8 ck+1
4 .ck

6
ck+1
5 .ck

4 ck+1
5 .ck

7 0 0 0




cΦk+3,k = c∆k+2.
c∆k+1.

c∆k =

=




ck+2
3 .ck+1

2 .ck
1 + ck+2

6 .ck+1
5 .ck

4 ck+2
6 .ck+1

5 .ck
7

...

ck+2
8 .ck+1

7 .ck
1 ck+2

1 .ck+1
3 .ck

2
...

ck+2
2 .ck+1

8 .ck
4 ck+2

2 .ck+1
8 .ck

7
...

ck+2
7 .ck+1

8 .ck
4 ck+2

4 .ck+1
3 .ck

2 + ck+2
7 .ck+1

8 .ck
7
...

ck+2
5 .ck+1

7 .ck
1 0

...
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... 0 ck+2
3 .ck+1

2 .ck
8 0

... ck+2
8 .ck+1

4 .ck
3 ck+2

1 .ck+1
6 .ck

5 + ck+2
8 .ck+1

2 .ck
8 ck+2

8 .ck+1
4 .ck

6
... ck+2

2 .ck+1
1 .ck

3 0 ck+2
2 .ck+1

1 .ck
6

... ck+2
7 .ck+1

1 .ck
3 ck+2

4 .ck+1
6 .ck

5 ck+2
7 .ck+1

1 .ck
6

... ck+2
5 .ck+1

4 .ck
3 ck+2

5 .ck+1
7 .ck

8 ck+2
5 .ck+1

4 .ck
6




mΦk+2,k = m∆k+1.
m∆k =

=




0 0 mk+1
3 .mk

2 mk+1
6 .mk

5
mk+1

2 .mk
1 0 0 0 0

0 mk+1
1 .mk

3 0 mk+1
1 .mk

6 0
mk+1

5 .mk
4 0 0 0 0

0 mk+1
4 .mk

3 0 mk+1
4 .mk

6 0




mΦk+3,k = m∆k+2.
m∆k+1.

m∆k =

=




mk+2
3 .mk+1

2 .mk
1 +mk+2

6 .mk+1
5 .mk

4 0
...

0 mk+2
2 .mk+1

1 .mk
3
...

0 0
...

0 mk+2
5 .mk+1

4 mk
3
...

0 0
...

... 0 0 0

... 0 mk+2
2 .mk+1

1 .mk
6 0

... mk+2
1 .mk+1

3 .mk
2 0 mk+2

1 .mk+1
6 .mk

5
... 0 mk+2

5 .mk+1
4 .mk

6 0
... mk+2

4 .mk+1
3 .mk

2 0 mk+2
4 .mk+1

6 .mk
5




The states reachability trees are given on Fig. 5 and Fig. 6. It can be seen that
in order to fulfille the prescribed control task specifications introduced above in
the part 5, the comparison of the transition matrices of both animals in any step
of their dynamics development is sufficient. Because the animals start from the
defined rooms given by their initial states, it is sufficient to compare the columns
3 and 5. Consequently,

1. the corresponding (as to indices) elements of the transition matrices in these
columns have to be mutually disjuct in any step of the dynamics development
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Fig. 5. The fragment of the reachability tree of the cat
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Fig. 6. The reachability tree of the mouse
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in order to avoid encounter of the anomals on the coresponding ”trajecto-
ries”.

2. if they are not disjunct they must be removed. Only elements with indices
[3,3] and [5,5] of the matrices Φk+3,0 represent the exception. Namely, they
express the trajectories making the return of the animals to their initial states
possible. In case of the elements with indices [3,3] the element of the matrix
cΦk+3,0 should be chosen. It represents the trajectory of the cat making their
come back possible. In case of the elements with indices [5,5] the element
of the matrix mΦk+3,0 should be chosen. It represents the trajectory of the
mouse making their come back possible.

3. in the matrix cΦk+3,k two elements in the column 3 (with the indices [2,3]
and [4,3]) stay unremoved, because of the permanently open door. It can
be seen that also the elements of the column 5 of this matrix (with indices
[2,5] and [4,5]) stay removed. It corresponds to the prescribed condition that
othervise the movement of the animals in the maze should be free.

6 Conclusions

The advantage of the presented approach to the automated DEDS control pro-
blem solving is that it automatically yields the complete solution of the problem
in the elegant form. Even in analytical terms, if it is necessary.
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Abstract. In many AI applications, one has incomplete qualitative knowledge
about the order of occurring events. A common way to express knowledge about
this temporal reasoning problem is Allen’s interval algebra. Unfortunately, its
main interesting reasoning tasks, consistency check and minimal labeling, are in-
tractable (assuming ). Mostly, reasoning tasks in tractable subclasses of
Allen’s algebra are performed with constraint propagation techniques. This paper
presents a new reasoning approach that performs the main reasoning tasks much
more efficient than traditional constraint propagation methods. In particular, we
present a sound and complete O(n2)-time algorithm for minimal labeling compu-
tation that can be used for the pointisable subclass of Allen’s algebra.

1 Introduction
In many AI applications, one has incomplete qualitative knowledge about the order of
occurring events. It is a temporal reasoning task to complete the event order as far as
possible. A common way to express knowledge about this task is Allen’s interval alge-
braA [1]. The algebra can express any possibly indefinite relationship between two in-
tervals. Complete knowledge about their temporal relationship is expressible with one
of the thirteen mutually exclusive basic relations depicted in Figure 1.

Figure 1. Basic interval relations

P NP≠

Relation Symbol Inverse Meaning

A before B

A meets B

A overlaps B

A starts B

A during B

A ends B

A equals B

b

m

o

s

d

f

e

bi

mi

oi

si

di

fi

e

A

A

A

B

A

A

B

B

B

B

A
B

A
B
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Mainly, there are two reasoning tasks arising inA:
• Consistency maintenance decides if new temporal knowledge incorporated into the

actual knowledge base is consistent. In terms of constraint networks one has to
check if there is a consistent scenario among the alternatively defined basic rela-
tions. In the following, we will call this problem ISAT.

• Question answering consists of providing answers to queries to the possible rela-
tive order between time relations. The main problem in terms of constraint net-
works is to determine for every network edge the subset of basic relations that is
part of a consistent scenario. This task is called the minimal labeling or strongest
implied relation problem ISI.

Unfortunately, [6] proof that ISAT(A) and ISI(A) are NP-complete. An alternative rep-
resentation form is the less expressive point algebraTP [6]. This algebra has time points
instead of intervals as its primitives and therefore contains only three basic relations (for
two time pointsP1, P2 the possible relations areP1 < P2, P1 = P2, andP1 > P2). Like in
A, any disjunction of basic relations is allowed resulting in 23 = 8 elements.

The restricted expressiveness ofTP is rewarded with the tractability of ISAT and ISI,
which are defined as inA. Interestingly, [6] show that a subclass ofA, the pointisable
algebraP, can be expressed withinTP (see [5] for an enumeration).

For ISAT(P), a O(n2)-time algorithm (w.r.t. the number of time points) can be found
in [4]. Additionally, [4] presents the so far best ISI(P) algorithm for minimal labeling
computation which is O(n4)-time in worst case.

This paper presents an alternative reasoning approach that solves ISI(P) in O(n2)-
time, too. In the remainder, we present the data structure called ‘ordered time line’ on
which our reasoning takes place and outline the algorithm inserting time point algebra
constraints into ordered time line. We conclude with an outlook to further research.

2 Instantiation Intervals
Our reasoning approach is influenced by van Beek’s instantiation algorithm for
ISAT(P) [4]. Its first step is the transformation of all time interval constraints into con-
straints relating pairs of interval endpoints. These constraints can be expressed within
TP. Afterwards, van Beek finds a consistent instantiation of all constraint variables. The
basic relations between them finally give an ISAT solution.

Unlike van Beek, we represent time points by intervals qualitatively constraining the
time period in which time points can be instantiated. As an example, Figure 2 depicts
the transformation and instantiation ofA{b, m}B into instantiation intervals. The
built up total order of instantiation interval endpoints on an imaginary time line will be
called ‘ordered time line’ OTL. Note that instantiation interval lengths and their posi-
tion within OTL do not have any specific values. In Figure 2, they are chosen arbitrarily.

Figure 2. Transformation of A{before, meets}B into instantiation intervals.

P∈

As AeBs Be

Instan-Transfor-
A{b, m}B

As{<}A e
Ae{<,=}B s
Bs{<}B emation tiation

P TP OTL
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Table 1 presents six relations on our time primitives (a, b, andc are instantiation inter-
val start- or endpoints of arbitrary time point variables). With them, we accomplish the
expressiveness ofTP respectivelyP.

In the following, we briefly elucidate the six relation types. Totally ordered time prim-
itives are the simplest relation form in OTL (1). They express a strict time hierarchy
from left to right. Some of our time primitives may occur at the same time (2), while
some may occur in every possible permutation (3). Within a permutation of primitives,
time primitives are allowed to have a local order (4). Besides local type 1 relations de-
picted in Table 2, type 2 relations may also occur in a time primitive permutation. A set
of time primitives in type 2 relation can be defined over a time period (5). This means,
some sets of instantiation interval start or end points are represented as intervals. These
so called ‘split time primitives’ are also allowed within type 2 relations. For some pairs
of time primitives, we just know that they do not occur at the same time (6).

Some OTL syntax examples are in order. We confront the examples in Table 2 cov-
ering all six relation types with their semantically equivalent constraint sets.

Table 1.Time primitive relations and their semantics

Type 1 2 3 4 5 6

Relation

Semantics

Table 2.OTL syntax examples with semantically equivalent constraint sets

OTL syntax example Constraint set

a b⋅ a

b

a

b

a b⋅
c

a

b

a

b
⋅ a b¬ )(

a b< a b= a b<( )
b a<( )

∨ a b<( )
c a< c b<∧( )

a c< c b<∧( )
a c< b c<∧( )

∨
∨

(

)

∧ a a<( )
b b<( )
a b=( )

∧
∧

a b≠

T1〈 | T1| 〉 T2〈 | T2| 〉⋅ ⋅ ⋅ T1 T2<{ }

T1〈 |
T1| 〉

T2〈 |
T2| 〉⋅ ⋅

T1 T2≤{ }

T1〈 |

T2〈 |

T1| 〉

T2| 〉
T3〈 | T3| 〉⋅ ⋅ ⋅

T1 T3< T2 T3<,{ }

T1〈 |

T2〈 |

T1| 〉 T4〈 |⋅

T2| 〉
T3〈 |

T3| 〉

T4| 〉
⋅ ⋅ ⋅

T1 T3< T2 T3< T1 T4<, ,{ }
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The most important feature of our instantiation representation is its totally ordered set
of time primitives. The modification of an element within this set updates the relation
to all other concerned time primitives. Thus, to obtain an ISAT solution, all constraints
have to be processed only once.

Furthermore, since instantiation intervals comprise all possible instantiations of the
represented time points, they also comprise all possible basic relations to other time
points. Thus, with an interval representation, we obtain an ISI solution without further
computations.

3 The OTL inserting algorithm
From the eight relations comprised byTP, we can exclude six of them from our inserting
algorithm:
• A ? B: Since these ‘constraints’ contain no constraining information about A or B,

we can simply omit them.
• A B: If constraints of this form occur, no consistent scenario is possible within

the given constraint set. Thus, the return value for ISAT(P) and ISI(P) is false.
• A = B: In this case, like in [4], we can condense the two constraint variablesA, B

into a new constraint variableAB.
• : We transform these constraints into .

• , : We transform both constraints into two relations ,  and

, , respectively.
Thus, our OTL inserting algorithm only has to consider time point constraints of the
form  and . The algorithm has to comprise case discriminations about:
• the two possible relations,
• how many of the two variables of the constraint to insert are already instantiated,
• if both variables are already instantiated, the basic relation holding between them

(in addition to the thirteen basic Allen relations, point-interval and point-point rela-
tions must be considered).

Summing up all possibilities, our OTL inserting algorithm has to consider about 300
different syntax cases. Fortunately, most syntax cases can be treated equally resulting
in 18 cases. Due to space limitation, we cannot present the algotithm in this paper (see
[2] for a presentation and a proof of its soundness and compelteness). Instead, we sub-

Table 2.OTL syntax examples with semantically equivalent constraint sets

OTL syntax example Constraint set

T1〈 |

T1| 〉

T2〈 |
〈 |

T3〈 |

T3| 〉 T4〈 |

T1| 〉

T1| 〉

T2〈 |
| 〉

T4| 〉

⋅ ⋅ ⋅

T1 T2 T3 T4<,≤{ }

T1 T2¬( )〈 |

T2 T1¬( )〈 |

T1 T2¬( )| 〉

T2 T1¬( )| 〉
⋅

T1 T2≠{ }

∅

A B≥ B A≤
A B< A B> A B≤ A B≠
B A≤ A B≠

A B≤ A B≠
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sequently present an application example. Figure 3 shows a constraint set in form of a
network and its corresponding strongest implied relations which the algorithm has to
compute.

Figure 3. Constraint network example and its strongest implied relations

In Table 3, we show the successive constraint transformations and the corresponding
reasoning results in OTL.

The first step, inserting  into OTL, is obvious due to the instantiation interval se-
mantics (cf. Section 2). The following two constraints are inserted in the same way. The
next constraint  is more difficult to integrate, because both constraint variables are
already instantiated into OTL. Both variables are integrated into a split structure (cf.
Section 2). The constraint  is integrated in the same way. The insertion of the last
constraint  is also obvious due to the instantiation interval semantics.

Table 3. Inserting an example set of time point constraints into OTL

Constraint
to insert

Ordered
time line

Constraint
to insert

Ordered
time line

S

WV

T

≤
≤

≤ ≤

≤

≠

S

WV

T

≤ ≤

≤ ≤

≠

<

Strongest implied relationsNetwork example

S W≤ S V≤ S T≤

S〈 | S| 〉
W〈 |

W| 〉⋅ ⋅
S〈 |

S| 〉
W〈 |
V〈 |

W| 〉
V| 〉

⋅ ⋅
S〈 |

S| 〉
W〈 |
V〈 |
T〈 |

W| 〉
V| 〉
T| 〉

⋅ ⋅

V T≤ W T≤ V W≠

S〈 |

S| 〉
W〈 |
V〈 |
V| 〉
T〈 |

〈 |

W| 〉
T| 〉
V| 〉
T〈 |

| 〉
⋅ ⋅

S〈 |

S| 〉
W〈 |
V〈 |
V| 〉
W| 〉
T〈 |

〈 |

T| 〉
V| 〉
W| 〉
T〈 |

| 〉
⋅ ⋅ S〈 |

S| 〉
W V¬( )〈 |
V W¬( )〈 |
V W¬( )| 〉
W V¬( )| 〉

T〈 |

〈 |

T| 〉
V W¬( )| 〉
W V¬( )| 〉

T〈 |

| 〉
⋅ ⋅

S W≤

V T≤

W T≤
V W≠
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The most interesting query in our example is the temporal order betweenS andT. We
can compute (in linear time) thatS can be instantiated beforeT but not afterT. Addi-
tionally, we compute thatS andT cannot be instantiated at the same time. This relation
prevent V andW because the split time primitive consisting out ofV, W, andT cannot
shrink into a time point (because of ).

4 Outlook to further research
In the near future, we want to develop and implement an algorithm based on the OTL
approach for ISAT(A) and ISI(A). For this, we have to develop strategies for finding an
inserting order of constraints into OTL with minimal instantiation interval disjointed-
ness.

Furthermore, It seems promising to investigate more expressive knowledge repre-
sentations than Allen’s approach. Especially, its inability of stating time order informa-
tion including more than two variables and of describing cyclic behavior are serious
expressiveness restrictions.

Because of their similarity to quantitative intervals, instantiation intervals can be eas-
ily combined with quantitative information. Thus, our approach seems far more suitable
for a combination of quantitative and qualitative constraints than approaches using the
path consistency algorithm like [3].
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Abstract. Genetic Algorithms have been successfully applied to the function 
optimization problem. However, the main disadvantage of this technique is its 
large chromosome length and hence long conversion time specially when 
applied to functions with a large number of parameters. In this paper, a new 
chromosome representation scheme that reduces the chromosome length is 
proposed. The scheme is also domain independent and may be used with any 
function. Results and a comparison between the conventional chromosome 
representation and  the proposed one are presented. 

1. Introduction  

Originally, GAs have been used in function optimization problems [1]. Although their 
success, GAs had a considerable disadvantage, namely, the large chromosome size. In 
binary representation, a chromosome represents the number of parameters as encoded 
in binary format. Thus, the chromosome length is proportional to the number of 
parameters and the required accuracy. In large optimization problems (i.e. problems 
involving large number of variables), this representation leaDS to a long chromosome 
structure and hence a long convergence time. Slow convergence time is basically due 
to the extended chromosome length, the large size of the population and finally the 
types of operators used by the algorithm. 
 
Since the representation scheme (the representation language and the encoding of the 
chromosome) is a crucial factor for the success of GAs, many research work has been 
performed in discovering the best representation scheme suitable for a class of 
problems [2]. The selection of a �good� representation scheme helps reducing the 
convergence time and obtaining successful results but may affect the structure of the 
GA operators [3]. To help with the slow convergence problem, Georges Harik et al 
[4] suggested a compact form of GA in which the population is represented as a 
probability distribution over the set of solutions. This  paper presents a solution to the 
slow convergence time of GAs when applied to large scale optimization problems. In 
this paper, a unified chromosome representation that is independent of the problem 
domain is presented. This representation results in reducing  the chromosome length, 
and consequently  enhancing the performance of GA. The paper is organized as 
follows : section II presents the unified chromosome representation, section III 
describes the experiments done, section IV presents the results obtained and finally 
the conclusion is presented in section V. 

I. Imam et al. (Eds.): IEA/AIE-99, LNAI 1611, pp. 753-760, 1999. 
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2. The Unified Chromosome Representation 

In conventional representation, each parameter is encoded (in binary format) and the 
concatenation of the encoded parameters forms the chromosome. In the proposed 
scheme, the chromosome length is defined as the total number of bits sufficient to 
represent all the permutations of the encoded parameters. This definition not only 
limits the chromosome length but also is domain independent. In real world, the 
domain of search for any problem having n unknowns can be defined by the 
following tuple : 

 

O_DS = (O_n, O_Di, i=1,2,....,n  O_Li) i=1,2,....,n (1) 

 
Where 
O_DS = Original domain of search 
O_n = Original number of unknowns or parameters 
O_Di = Original Domain of values defined for parameter I 
O_Li = Original Length of domain for parameter I 
 
A point in O_DS is identified by the set (O_P1, O_P2, ...,O_Pn) where O_Pi ∈ O_Di.  
 
Thus, the number of points in the search domain is equal to : 

 

N = Permutations (O_Li) (2) 

 
For example, a system with 5 parameters and six values associated with each 
parameter has a domain of search of 15625 points. If n becomes 25 parameters, then 
the domain of search will increase to 244140625 points. This simple example reflects 
the effect of large number of parameters on the size of the search space. Fig. 1. shows 
the relation between the search space size and the number of parameters for different 
domain sizes. 
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Fig. 1. The relation between the number of variables and the search sapce size. Each variable 
has 6 values associated with it. 
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It is required to map the original search domain into another less complex domain. In 
this paper, a proposed unified domain of search is characterized by the following 
tuple: 

U_DS =(U_n, U_D,U_L) (3) 

Where : 
    U_DS = unified domain of search 
    U_n = unified number of genes, where U_n < O_n  
    U_D = unified domain for all parameters 
    U_L = length of unified domain  
 
The unified domain U_D is defined to be the set of integer values ranging from zero 
to 10. 
    U_D= {0,1,2,3,4,...,10}and U_L = 11 values. 
 
Note that in the proposed unified domain, all parameters have the same domain of 
values (set to the range of integer values from 0 to 10). The main difference between 
the proposed and conventional schemes is that while the concatenation of the 
parameters forms the chromosome in the conventional representation, in the proposed 
representation the chromosome is formed by selecting the minimum set of bits 
required to represent all the permutations of the parameters, i.e. parameters may share 
more than one bit with each other. In the next section, the mapping algorithm from the 
original search space to the unified one is presented. 

2.1. Original Domain to Unified Domain Mapping Algorithm 

In order to present the problem using the unified domain representation defined in (3), 
a mapping algorithm is used to convert the O_DS to the U_DS. The steps of the 
algorithm are described below : 

 
1. Calculate the minimum chromosome length. Min.L= log2 O_n 
2. Calculate U_n = Rnd(Min.L, O_n) 
3. For every parameter O_Pi in the original domain do the following : 

a. Calculate the number of unified parameters used in the representation of O_Pi 
Ni O_Pi = Rnd (1,U_n) 

b. Determine the set of unified parameters used to represent O_Pi as follows : 
b.1. for I=1 to N O_Pi 

U_seti   O_Pi = Rnd (1, U_n) 
b.2. Check that set_U_P is unique, i.e. the set is not used by another  

original parameter, otherwise the same parameter will be referenced 
again. 

c. Calculate the value of O_Pi based upon the unified parameters : 
c.1. Choose a random value for every unified parameter in the set of 

O_Pi(U_set_U)i 
value = Rnd(0,10) as the unified domain includes only integers from 
0 to 10 . 

c.2. O_Pi = Map.Fn(U_set_V)I 



756 H.A. Baraka et al.   

 
 

De 

valuate O_Pi,

N 

 

 

Fig. 2. Flowchart of the p

2.2  Mapping Functio

The module Evaluate
the selected unified pa
was tested to define 
functions on the perfo
are : 

1. Sum function : 

O_Pi = 
j

U

∑

2. Product function  : 

O_

3. Exponential summa
Calculate U n 
 
 
 

fine O

 U_se

ropos

ns 

 O_P
ramet
this r
rman

U
n_

= 1

Pi = 

tion 
I =1
_PI NiU_seti

t_Vi, Map_Fn (U_set_V)i

 
 

ES
I=O_n 

 
 

END 

 
 
 
 
 
 
 

E 
 

I = I+ 1
j  

ed algorithm 

i defines the
ers existing 
elation, and
ce of the gen

P_  

 U Pj
j

U n

_
_

=
∏

1

O_ Pi = 
Y

f

 relation between the original parameter and 
in the U_seti. A number of mapping functions 
 to analyze the effect of different mapping 
etic algorithms. The mapping functions used 

 

or U_Pj  ∈ U_setI  
(4) 

 

for U_Pj  ∈ U_setI 
(5) 

 

e ΣU_P
j (6) 



  Unified Chromosome Representation for Large Scale Problems 757 

4. Negative exponential summation : 
 

O_Pi = e �ΣU_P
j (7) 

5. Root Mean Square : 
 

O_Pi = RMS (ΣU_Pj /N) (8) 

 
If we have n variables then we need to represent these variables as a binary string 
using the optimum number of genes z. The problem is how to select the best number 
of genes r that gives the minimum number of repetition. Note that the value of r that 
gives the minimum number of repetition is equal to the value that gives maximum 
number of combinations. 

 

Number of combinations (NCOM) = n!/(n-r)! r! (9) 

 
Thus in order to obtain the maximum number of combinations, we evaluate the 
maximum value for equation (9) using different values for r. This point will define the 
best number of genes that should be used to represent the n variables. 

2.3. Modified Genetic Algorithms M_GA 

 
The resulting M_GA can now be stated as follows : 
 
1. Initialization module (Define the O_DS) 
2. Mapping module. 
3. SGA Repeat : 
 Select 

 Crossover 
 Mutate 
 Modified fitness module. 
 
As it is seen, two points have been changed in the SGA, the first point  is the addition 
of the mapping module and this is executed once in the algorithm. The second point is 
the modified fitness module. This module evaluates the original parameters  of the 
system based on the results obtained by the GA operators on the unified chromosome 
and using the mapping function. This means that the modified fitness module consists 
of two parts : the first part evaluates  the value of the original parameters of the 
system, and the second part calculates the fitness function from the original 
parameters as was done classically. It is worth noting that in the classical SGA a 
mapping function was also used to reflect the domain range used. So, basically, what 
has been added to the SGA is a more complex mapping function module. 
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3. The Domain of the Experiments 

The M_GA has been applied to following three integer programming problems : 
 
1 - Max Σ x(i) where n = number of variables and x is an integer number that takes 
the value of one or zero. 
2 - Max Σ (x(i)-1)2 where n = number of variables and x is an integer number that 
takes the value of one or zero. 
3 - Max  Σ (x(I))2 where n = number of variables and x is an integer number that takes 
the value of one or zero. 
 
Also, five mapping functions have been used and compared with the SGA. These 
mapping functions are : 
 
1. x = INT ((z1+z2+   +zn)/N) 
2. x = INT (z1*z2*  *zN) 
3. x = INT [exp (- (z1+z2+   + zn)/N))] 
4. x = INT [exp (-z1*z2*   *zN)] 
5. x = INT [ RMS ((z1+z2+     +zn)/N)] 
 
The performance of the proposed representation was assessed in the three mentioned 
integer programming problems using all mapping functions. The number of variables 
used in each case ranged from 20 to 1000 variables. The results of applying these 
mapping functions are presented and discussed in the next section. 

4. Results  

The results obtained from applying the proposed representation is classified into two 
categories. In both categories, the experiments were conducted on the three simple 
problems drawn from the domain of integer programming and discussed above. The 
first category presents a comparison between the five mapping functions defined in 
the proposed representation and the conventional SGA (the GENESIS simulator was 
used for this purpose) with the number of variables ranging from 20 to 100. The 
second set of results represent a comparison between the defined mapping functions 
when applied to the same problems with number of variables ranging from 200 to 
1000. Table 1 summarizes the results of the first category for the three problems. 
Each row specifies the experiments conducted for a specific number of variables. The 
values in each row in the table indicate the iteration number at which a solution was 
found for every method. The results showed faster convergence for all mapping 
functions as compared to the SGA. The reduction in chromosome size achieved is 
equal to 0.1 i.e. the chromosome length is ten times shorter than the one used in the 
SGA. Figures 3 and 4 show the results of the best mapping function (M3) observed so 
far versus the conventional SGA for the second and third problems and number of 
variables equal to 50 and 100 respectively. 
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For the second set of experiments, table 2 shows the iterations at which the mapping 
functions have discovered a solution. It should be noted that, for this set of 
experiments, only the mapping functions are compared together since the GENESIS 
simulator can represent more than 100 parameters. Figures 5 and 6 show the results of 
the second category for 500 and 1000 variables respectively. The obtained results 
showed that the third mapping function (M3) is the best one in terms of the 
convergence time. Also, the second mapping function (M2) did not perform quite 
well in most of the cases. This is mainly due to the nature of the function itself as it 
performs a multiplication operation between all variables. The chromosome size was 
also kept at 0.1 of the size of a similar chromosome if SGA was to be used. 
 
For these simple integer programming problems, the results showed that the proposed 
unified representation outperformed the conventional parameter encoding and 
representation -using discrete locations for each encoded variable- in terms of 
required storage and hence the convergence time has been considerably reduced. 

Table 1. Comparison between mapping functions and SGA for problems 1,2 and 3. 
 Problem 1 Problem 2 Problem 3 
# of variables M1 M2 M3 M4 M5 SGA M1 M2 M3 M4 M5 SGA M1 M2 M3 M4 M5 SGA 
30 10 10 10 10 10 1000 10 10 10 10 10 1300 10 10 10 10 10 1200 
40 10 10 10 10 10 1700 10 10 10 10 10 2600 10 10 10 10 10 2000 
50 10 10 10 10 10 2700 10 10 20 10 10 2200 10 40 10 10 10 3800 
60 10 50 10 10 10 4700 10 10 10 10 10 4200 10 40 10 10 10 5000 
70 10 100 10 10 10 5300 10 10 56 10 10 4100 10 200 10 10 10 900 
80 10 100 10 10 10 8000 10 10 30 100 10 7000 10 200 10 10 10 5700 
90 10 200 10 10 10 4600 10 10 100 20 10 9100 10 100 10 10 10 6600 
100 10 400 10 10 10 6000 50 10 30 50 10 9300 10 400 10 10 10 6000 

Table 2. Comparison between mapping functions for problems 1 and 3 

 Problem 1 Problem 3 
# of variables M1 M2 M3 M4 M5 M1 M2 M3 M4 M5 
200 50 - 50 50 50 100 - 100 100 100 
300 1000 - 50 50 200 400 - 100 100 100 
400 600 1100 50 50 300 400 800 100 100 500 
500 800 1400 50 200 800 1200 1800 100 100 500 
600 1000 7000 50 200 800 1500 3000 100 100 1000 
700 1800 5000 200 300 1300 2200 - 300 300 1500 
800 2100 - 400 900 1900 2300 4000 600 1000 2500 
900 3000 - 900 1000 2800 3300 - 800 1300 3000 
1000 3000 - 1000 1400 2200 3600 - 1000 1100 2800 

 
*The (-) mark means that the solution was not found in an acceptable time limit. 

5. Conclusion 

This paper presented a new representation scheme for binary chromosomes that 
reduces the chromosome size and hence accelerates the convergence of the 
population. The proposed representation was tested and compared with SGA using 
three simple problems from the domain of integer programming. The representation is 
domain independent and its use for other, non binary representation schemes is under 
implementation. 
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Abstract.   The aim of this paper is to  generalize the approaches  used for
developing hybrid intelligent systems based on integration of  neural networks,
fuzzy logic and  genetic algorithms. The paper introduces the concepts of
intelligent artificial life system (IALS) space as a generalized conceptual space
which represents a framework for all  possible integration schemes of such
intelligence technologies. Concepts like order of intelligence, degree of
intelligence and  types of  hybrid coupling are also illustrated. Based on such
concepts, a proposed philosophy for  hybrid integration schemes in the IALS
space is presented and discussed.

1. Introduction

Artificial Neural Networks (ANNs), Fuzzy Logic (FL) and Genetic algorithms (GAs)
have received much interest recently as the most popular intelligence technologies.
Their great success in various fields of real world applications convinced many of the
AI researchers of the value of developing computational techniques based on an
analogy with nature. Since the main target of the field of AI is to build artificial
systems that exhibits a similar behavior to that of human, and due to the fact that each
of such computational techniques simulates a single aspect of natural intelligence, it is
believed that combining such techniques together into hybrid models is the next step
towards achieving the target of building intelligent systems. The fact that the above
three intelligence technologies can complement each other makes the idea of
combining  them in hybrid models widely acceptable [1]. However, it is still unclear
for many researchers what is the best approach to develop a hybrid model? In
otherwords, what are the major rules that should be considered during the
development of such hybrid models?. In this paper, a generalized framework for
developing such hybrid models will be introduced and discussed. Such a framework is
introduced as a 3-dimensional conceptual space called “Intelligent Artificial Life
System” (IALS) space. In the next section, the classification of hybrid intelligent
systems is presented together with the concepts of order and degree of intelligence.
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Section 3 presents the concept of the IALS space. The motivations for developing
hybrid models are discussed in section 4. First, second and third order intelligent
models in the IALS space are given in sections 5, 6 and 7 respectively. Section 8
illustrates the major drawbacks that may be found in the hybrid intelligent models.
General rules for developing new approaches for hybrid modelling are given in
section 9. Section 10 introduces two approaches for developing third order hybrid
models. The philosophy behind such approaches are covered in section 11. Finally,
section 12 concludes the paper.

2.  Hybrid Intelligent Systems

Classifications of hybrid intelligent systems have been studied extensively in the
literature [2]. However, a simplified classification approach will be adopted in this
paper. According to this approach, any hybrid intelligent system can be characterized
by two features:

Order of  Intelligence: which is the number of different intelligence technologies
combined in the hybrid.
Degree of Intelligence: which is the degree of sophistication of the used  intelligence
technologies. This directly affects the performance of the hybrid models, for example:

 i- increasing the degree of intelligence for first order intelligent systems may be
performed by nested application of the same intelligence technology, e.g.
building networks of many neural networks.

ii- second order intelligent models may be obtained simply by sequential
application of two different intelligence technologies. However, the degree of
intelligence of the hybrid model may be increased considerably if strong coupling
of the two techniques is  established.

Hybrid intelligent models based on different integrations of ANNs, FL and GAs are
of special significance as they combine the most important aspects of intelligence of
living beings, together, namely: learning, decision making and living behaviors.

3. Intelligent Artificial Life Systems (IALS)

Intelligent Artificial Life System (IALS) is a new concept used to refer to those
hybrid systems which integrate both living and intelligent behaviors. This may be
stated in the following relation [3]:

Living behavior + Learning mechanism + Decision making ability = IALS
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Considering the IALS as a result of combining three different and independent
intelligence technologies, one can imagine the IALS as a point in a 3-dimensional
space in which each of the adopted technologies represents a certain axis of reference.
This space may be called “Intelligent Artificial Life Space”.

4. Motivations for Developing Hybrid Intelligent Models

The purpose of combining single intelligence technologies together in one hybrid
model should be one of the following [3]:

1 - To retain features while removing drawbacks of such intelligence techniques.
2 - To improve the performance of the intelligent model. This results in better
error level, faster training process, less structure complexity, and/or higher
reasoning capabilities.

5. First Order Intelligent Models in the IALS Space

Each axis in the IALS space, corresponds to intelligent models based on a single
intelligence technology. Each of such technologies has its own advantages and
drawbacks. For example, the major advantages of ANNs are their abilities to adapt (or
learn), to generalize and to make highly nonlinear mapping among different domains.
The highly parallel processing nature of ANNs provide them also with the fault
tolerance properties. However, the main drawbacks are their poor reasoning
capabilities, and the minima problem. On the other hand, FIS (Fuzzy-Logic Inference
Systems) have the ability to make decisions based on inexact knowledge. They follow
the same way that human beings use to make decisions in real life, namely, they use
linguistic models. Such models have high reasoning and nonlinear mapping
capabilities. However,  the main drawback of  FIS is that, they lack the adaptation
property of the ANNs. Both ANNs and FIS can be considered as two different
“information processing systems”, or equivalently: “modelling techniques”, however
this is not the case for GAs. GAs are highly parallel searching techniques that can
search multi-peak spaces without suffering the local minima problem associated with
the hillclimbing   methods. Also, it is not dependent on continuity of the parameter
space. Although GA can not be used alone as  a  modeling technique ,  it is quite
efficient when  used with other modeling techniques.

6. Second Order Intelligent Models in the IALS Space

Hybrid models based on integration of GAs and FL results in adaptive fuzzy systems
that use global search of GAs to modify: fuzzy rule sets, fuzzy relational matrices, or
fuzzy membership functions [4]-[5]. Due to the global optimization nature of GAs,
hybrid combinations of GAs and ANNs have been suggested to avoid local minima
problems that may occur during the gradient-descent based learning phase or even to
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select the best topology of the network. It has also been found that such an integration
increases the fault-tolerance characteristic of ANNs, see [6]-[9]. Integration of ANNs
and FL has also been studied extensively and examples are found in [10]-[15].

7. Third Order Intelligent Models in the IALS Space

The success of second order intelligent models encourages the research to step
forward towards third order modeld. However, the work done in this area is still little
when compared with second order intelligent models [16]-[17].

8. Drawbacks of  Hybrid Intelligent Models

The main drawbacks that may arise when developing  second or third order intelligent
models are[3]:

Weak Coupling: This may arise when the adopted approach to develop the hybrid
model is based on sequential application of different techniques without being able to
merge their characteristics together.
High Structure Complexity: For some hybrid models, (e.g. FL + ANNs) , large
number of layers and nodes per layer may be needed.
Complicated Learning Algorithms: For some hybrid models with large structure and
different forms of nodes equations, the  learning process becomes complicated.
High Computational Complexity: This is expected for most of the developed hybrid
models, as it represents the cost paid for combining different computational
techniques to get better behavior.

9. Developing New Approaches for Hybrid Models

Since there are enormous number of possible hybrid models, there is no single
methodology that one can follow to develop a hybrid intelligent system.  However,
for developing a hybrid intelligent system based on integration of the above
intelligence technologies, the designer needs the following [3]:

1 - A solid background of the three intelligence technologies together with the
features and drawbacks of each one.
2 - A motivation or a target that he needs to achieve using such a hybrid model.
3 - An evaluation methodology based on features and drawbacks of the obtained
hybrid model.

If this is clear in the designer’s mind, he will be able to put a philosophy for
integrating the individual techniques together to develop the required  hybrid model.
Such a philosophy means determining the role of each intelligence technology in the
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proposed hybrid model. In the following section, an approach to integrate ANNs, FL
& GAs into a one third order hybrid intelligent model will be presented.

10. The Proposed IALS Models

Two approaches are introduced in this section. Both approaches are of the form of
rule-based expert network, in which the opaque structure of the classical neural
networks is replaced by a transparent one with fuzzy-neurons acting as fuzzy IF-
THEN rules. The first approach is considered to be a generalized framework for many
possible approaches. The second approach is derived from the first one.

10.1 The First Approach

This approach can be considered as a generalized form of adaptive multilevel fuzzy
inference systems. The architecture of the model is basically a multilayer network of
fuzzy-neurons which act as fuzzy  IF-THEN rules. Different forms of  Fuzzy rules are
introduced through different realization techniques, i.e. AND, OR, NAND & NOR
fuzzy neurons [3],[18]. GAs have been adopted as the learning mechanism to preserve
generality of  the model. Fig. 1 shows the generalized structure of the proposed fuzzy-
neuron model.

Fig. 1. The basic

Considering a multilayer networ
operation of  node j in layer S 
following If-Then rules:

A1
X1

X2
A2

Xn

 A1 (X1)
 st

k s
of 
ructure of the proposed fuzzy neuron model

tructure of such fuzzy-neuron nodes, then the
 the network  can be described by any of the

B O

 A2 (X2)

 An (Xn)



766 H.A. Hefny et al.

IF {
i

sn
AND

−1

 ( i
sO −1  is ij

sA  ) }  THEN  ( j
sy  is j

sB  )

IF {
i

sn
OR

−1

 ( i
sO −1  is ij

sA  ) }  THEN  ( j
sy  is j

sB  )

IF {
i

sn
NAND

−1

 ( i
sO −1  is ij

sA  ) } THEN ( j
sy  is j

sB  )

IF {
i

sn
NOR

−1

 ( i
sO −1  is ij

sA  ) }  THEN  ( j
sy  is j

sB  )

j = 0,1,........, sn   ,    s = 1,2,....
(1)

where sn is the number of nodes (rules) in layer  S ,  i  and  j are indexes for inputs
and outputs of the layer S. The  firing degree of the node is computed by  aggregating
all input membership functions through an appropriate T-norm or S-norm operation
according to the required logical operation of each node:
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where i
sO −1  is the output of node i in layer s-1. The crisp output of each node is

computed by a defuzzification operation for the output fuzzy set:

j
sO = DFZ ( min( j

snet  ,  
j
sB j

syµ ( )  ) )
(3)

The defuzzification operation for the output fuzzy set is determined heuristically by
the designer according to the adopted forms of fuzzy sets. The genetic description of
such a fuzzy-neural network is represented in the form of a chromosome structure
with a stream of real values which correspond to the design parameters of all fuzzy
sets included in the network. Such parameters are adjusted during the evolution
process. Simulations of such a model in case of  adopting gaussian functions as fuzzy
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sets, min. operation as T-norm and  max. operation as S-norm, ensure its efficiency
when compared with backpropagation neural networks [3], [19]-[20].

10.2 The Second Approach

This approach is derived directly from the first one by adopting only two types of
fuzzy-neuron nodes, namely, AND and OR nodes. Such an approach is considered to
be a logical form of the classical “radial basis function” (RBF) model. The proposed
model is a 3-layer structure network: input, hidden and output layers. The hidden
layer is the AND-layer and the output layer is the OR one. Links fuzzy sets for the
hidden layer are selected to be gaussian while for the output layer, they are selected as
a triangular shape. T-norm operation is set to be the algebraic product for the hidden
layer while the S-norm operation is set to be the bounded-sum for the output layer.
Nodes’ fuzzy sets are reduced to be singleton with certain real weight values. Fig.2
illustrates the structure of the proposed “Logical Radial Basis Function”  (LRBF)
model. Similar to the first approach, genetic algorithms are used for adjusting the
model parameters. Simulation experiments of the proposed LRBF ensure its
efficiency when compared with the classical RBF networks [3], [21],[22].

Fig. 2. The structure of the proposed logical RBF net. T is a T-norm operation, S  is an  S-norm
operation and W is  a real weighting value
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11. Philosophy of the Proposed IALS Models

The philosophy of the proposed IALS models  is based on a clear view of the role of
each intelligence technique in the hybrid model. The concepts of ANNs, FL and GAs
are integrated together to obtain a new form of nonlinear mapping networks. In
otherwords, each of the three intelligent techniques has its essential role in the
proposed model. The following points illustrate the role of each intelligence technique
[3]:

Fuzzy Logic: The fuzzy logic characteristics introduced to each node of the obtained
network results in a fuzzy-neuron processing element which is equivalent to a fuzzy
IF-THEN rule. Such a  fuzzy-neuron node constructs a hypersurface in the pattern
space rather than a hyperplane for the case of classical model of artificial neurons.
This means higher classification and reasoning capabilities.

Neural Networks: Grouping such fuzzy-neuron processing elements in a multilayer
network structure means higher nonlinear mapping capabilities and more transparent
structure than the classical “multilayer perceptron” (MLP) nets. Also, such a network
structure presents the model in the form of a multilevel fuzzy inference system which
greatly reduces the required number of fuzzy rules to establish the nonlinear mapping.

Genetic Algorithms: Adopting GAs as the learning technique for the proposed hybrid
models  is essential. This makes the learning independent of the shapes of fuzzy sets,
the types of  T-norm or S-norm operations and the selected formula for the
defuzzification operation. Moreover, there is no problem concerning continuous, or
piecewise continuous parameters. However, it should be noted that genetic learning
has a higher computational complexity than gradient-descent techniques.

From the above discussion, it is clear that the proposed models are strongly-coupled
hybrid intelligent models in which the characteristics of the three intelligence
techniques are merged  together.

12. Conclusion

This paper introduces a generalized framework for developing hybrid intelligent
systems based on integration of  neural networks, fuzzy logic and genetic algorithms.
The paper presents the concepts of intelligent artificial life system (IALS) as a
generalized conceptual space which includes all possible integration schemes of such
intelligence technologies. Concepts like order of intelligence, degree of intelligence
and types of coupling are also illustrated. Based on such concepts, two approaches for
hybrid, third order intelligent  modelling  were presented together with the philosophy
of the hybrid integration scheme in the IALS space.
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Abstract. This paper describes the design of the Bus Timetabling System (BTS)
we have developed for one of the largest privately held bus companies in the
world.  This Bus Company operates close to 3,500 buses and employs over
7,500 bus drivers.  The BTS generates a timetable for each bus route using
“distributed constraint-based search” (DCBS).  The DCBS algorithm combines
techniques of constraint programming, heuristic search, with distributed sched-
uling.  This allows multiple types of constraints to be considered, ensures that
idle resources can be shared, and yet generates a timetable within reasonable
time.  The Bus Timetabling System also determines the bus captain duty as-
signments for the scheduled bus routes.  This paper focuses on both the AI
methodologies used and the design of the client-server multi-tiered architecture.
We used a distributed object architecture to implement our distributed schedul-
ing system.

1  Introduction

This paper describes the design of a practical application that combines state-of-the-art
distributed AI methodologies with state-of-the-art distributed software architecture to
perform bus timetabling.  The Bus Timetabling System (BTS) uses a novel AI algo-
rithm, which we call Distributed Constraint-based Search (DCBS) [3], that combines
distributed [4, 10] and constraint-based [13, 14] scheduling with heuristic search.  The
DCBS algorithm automatically generates a bus timetable based on a set of service
frequency requirements, duty assignment constraints, operational nature of the route,
and the type of buses available.  Even for a single bus route, the timetabling search
space is quite large and highly non-linear; a traditional constraint-satisfaction problem
(CSP) algorithm will not suffice [6, 9].  The DCBS algorithm solves this problem by
distributing the scheduling responsible among a collection of scheduling agents.

The Bus Company we developed BTS for is quite unique in its operations.  In other
companies, bus timetabling and duty assignment are considered as independent sched-
uling tasks, or at least to have minimal dependencies.  For our Bus Company, each bus
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is associated with a driver.  If a driver takes a rest or meal break, the bus becomes idle.
Therefore, duty assignment constraints, such as duty duration and meal requirements,
must also be considered at the same time with the bus timetabling constraints such as
service frequency requirements.  BTS uses constraint-programming techniques to
encode these different types of constraints.

To implement the distributed scheduling algorithm, we used distributed object
computing (DOC) techniques.  The architecture is basically a multi-tiered client-server
architecture where the application server consists of a collection of distributed sched-
uling agents or processes.  Each of these distributed scheduling process contains dis-
tributed objects, represented as DCOM components, that capture knowledge and con-
straints related to a bus route.

This paper first describes the distributed AI methodology used.  It then describes
the design of a distributed software architecture that implements this methodology.

2 The DCBS Algorithm

Figure 1 shows the overall structure of the DCBS bus-timetabling algorithm.  The
distributed scheduling system consists of a shared Timetabling Blackboard and a col-
lection of Distributed Scheduling Agents.  Each scheduling agent contains a DCBS
algorithm to perform timetabling.  There is one distributed scheduling agent per bus
route to be scheduled.
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Fig. 1  The structure of the DCBS bus timetabling algorithm.

The timetabling blackboard is the main communication channel between all the
distributed scheduling agents and contains service requests that cannot be fulfilled by a
route’s own set of buses.  Distributed agents with idle resources will check the time-
tabling blackboard for additional work assignment.

Each distributed scheduling agent contains only data for the route it is responsible
for scheduling.  There are four types of route data.  The first is general route parame-
ters, such as the number of available buses, number of runs, route start and end times,
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terminuses to be served, etc.  The second is a table of the journey times between ter-
minuses of routes at different times of the day and day of the week.  The third is the
desired headway table for a route.  The fourth is the operational parameters; such as
the minimum rest/meal break duration, time periods when meal breaks should be
taken, etc.

In addition, each distributed scheduling agent uses two types of scheduling knowl-
edge to generate a route timetable – a set of timetabling constraints and a set of heu-
ristics to help guide the scheduling search.  Although each agent only generates a
timetable for its own route, the timetabling blackboard allows buses and bus driver
resources to be shared among different routes.

2.1   Bus Timetabling Constraints

BTS uses object-oriented constraint-programming techniques [8, 12] to encode the
business logic or operational constraints.  The following lists some of the key bus
timetabling constraints that are considered by BTS:

n Journey Time.  The first priority is to ensure that there is enough travelling
time between terminuses while making all the necessary stops in between.

n Layover Breaks.  Bus drivers are given a short layover break at the end of
each journey; duration is roughly 10% of the journey time.

n Meal Breaks.  Bus drivers must be assigned a meal break.  For routes with
uniform service frequencies, relief drivers are scheduled.

n Service Frequencies.  The service frequency, or headway, defines how often
buses leave each terminus at different times of the day.

n Light Runs.  When there are not enough buses, additional buses may need to
travel directly from the other terminus without passengers.

n Inter-Workings.  When there are more buses than needed, these buses may
be scheduled to service one or more other routes.

n Home Depot.  Buses have assigned home depots where they are scheduled to
return for storage overnight.

n Supplementary Buses.  Sometimes supplementary buses will be used to
service morning/afternoon peak hours.  These drivers must work in split-shift
duties.

2.2   Variables to Be Scheduled

During the process of producing a bus timetable, the DCBS scheduling algorithm must
schedule or assign values to many types of timetable unknowns.  Some of these un-
knowns are encoded as constraint-satisfaction-problem (CSP) constrained variables.
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n Departure Time.  This depends on service frequency requirements.  The ex-
act service frequency will also depend on the bus’s departure time.

n Bus Sequence.  At any time, there may be several buses at a terminus.  The
scheduling algorithm must select a bus to depart next.

n Journey Time.  The journey time will depend on the route, direction of
travel and the time of the day.

n Rest/Meal Break.  At the end of each journey, the scheduling algorithm
must decide whether to assign a rest or meal break if parking is available.

n Rest/Meal Break Duration.  The duration of the break should be assigned
opportunistically to match headway requirements.

n Light Runs.  The scheduling algorithm must decide when to schedule light
runs or use supplementary buses.

n Inter-Workings.  The scheduling algorithm must also decide when it is ap-
propriate to free a bus for an inter-working run.

2.3   Scheduling Criteria

The DCBS timetabling algorithm was designed with several scheduling criteria and
objectives in mind.  These objectives are user adjustable such that each route may
have a different set of scheduling objectives.

n Minimise Total Buses Needed.  The scheduling algorithm should only use
just enough buses to satisfy the service frequencies.

n Minimise Supplementary Buses Needed.  The scheduling algorithm should
minimise the use of supplementary buses if possible.

n Minimise Fluctuation in Headway.  The time between each departure from
a terminus must be as close to the frequency requirements as possible.

n Optimise Resource Usage.  The scheduling algorithm should minimise idle
time.  Buses with long idle time are scheduled to service other routes.

In terms of AI methodologies, the DCBS algorithm we developed for bus time-
tabling uses distributed scheduling as a framework to reduce search space and yet
provide a mean of co-operation between scheduling agents. It uses constraint pro-
gramming to encode inter-related bus timetabling and duty assignment constraints, and
heuristic search to improve overall timetabling performance.  The following Section
explains how the DCBS algorithm is actually implemented and the software technolo-
gies we used.
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3 The Software Architecture

In terms of the implementation software architecture, the BTS has a multi-tiered cli-
ent-server architecture.  The system consists of three key software modules: the BTS
Client Program, the BTS Scheduling Program, and the BTS Database Program.
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 Fig. 2  The BTS multi-tiered software architecture.

n Client-Tier.  Each BTS workstation contains a copy of the “BTS Client Pro-
gram.”  The BTS Client Program is built using Microsoft Visual Basic and
contains user-friendly menus and screens that allow users to input and modify
bus timetabling and duty assignment constraints, route information, headway
tables, journey times, etc.  Through the BTS Client Program, users view and
edit BTS-generated bus timetables and duty assignments.  The Client Pro-
gram also allows the user to print operational and management reports.

n Server-Tier.  The “BTS Scheduling Program” is an application server built
using distributed object technology and contains a collection of DCBS sched-
uling agents.  Each scheduling agent contains all the necessary business ob-
jects and business logic needed to generate a bus timetable and duty assign-
ment of a single route.  The BTS Scheduling Program is installed only on the
BTS server machine.  In other words, the BTS server machine will be re-
sponsible for generating the bus timetables for all the remote BTS client
workstations.  The scheduling agents automatically load appropriate con-
straints, rules, and parameters from the BTS database.  Once a bus timetable
is generated, it is stored back into the BTS database for later retrieval, update,
or modification.

n Database-Tier.  The third software component is the “BTS Database Pro-
gram.”  The Database Program also resides on the BTS server machine and
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coordinates all data requests from all the remote BTS client machines.  It
supports a set of system administrative functions, such as database backup
and restore, database maintenance, user security, etc.

3.1   Software Operation

Operating BTS is relatively straightforward.  There are only three main steps:

n Step 1.  The first step in generating a bus timetable and duty assignment for a
particular bus route is to enter all information related to that route, such as
headway frequencies, number of buses, terminuses, etc., into the BTS.  In
addition, the user can update any timetabling data that might have changed,
such as journey times, operational requirements, etc.  The user can also add,
modify, or remove any constraints, rules, and parameters related to bus
timetabling.

n Step 2.  Once all necessary route and timetabling information have been en-
tered and updated, the user can then generate a new bus timetable.  Once a
bus timetable has been generated, it is displayed to the user in the form of a
user-friendly spreadsheet.  The user can generate as many timetables for a
route as needed with different sets of constraints and parameters (in “what-if”
situations).  The BTS user can interactively refine a bus timetable by making
manual modifications and freezing portions of the timetable before request-
ing the BTS to produce a new version.

n Step 3.  Once the bus timetable is finalised, the user can print operational and
management reports and produce export files to transfer to the corporate
mainframe machines.

4 The Distributed Environment

To encode the distributed AI methodologies in BTS, we decided to use distributed
object computing (DOC) technologies.  For distributed scheduling, each DCBS sched-
uling agent is encoded as a DCOM distributed object.  C++ is used for implementa-
tion.  To encode constraints, we used a commercial object-oriented constraint-
programming class library [5, 11, 12].  This class library also provides hooks to en-
code heuristics that are used during constraint-based search.  On top of the library is a
scheduling framework [1, 2] that is designed to solve a general class of resource allo-
cation problems.  The DCBS timetabling blackboard is implemented as relational
database tables.
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Fig. 3  Details of the BTS middleware infrastructure.

The client graphic user interface (GUI) is implemented using Microsoft Visual Basic.
It communicates with BTS scheduling agents using DCOM and the BTS database
using ODBC.  Each request to generate a timetable from a client machine will fork a
new scheduling agent process in the server machine.  Each process will be responsible
for the timetabling of one bus route.  Both the client and application-server tier can
communicate directly with the BTS database, which is implemented using the Micro-
soft SQL Server database.

5 The System Architecture

The following diagram illustrates the hardware architecture of the BTS.  Only ma-
chines related to BTS are shown.  The Bus Timetabling System operates within the
Bus Company’s corporate LAN.  Timetables produced by the BTS are exported and
transferred to corporate mainframe machines.  The LAN connects all the remote BTS
client workstations to the BTS server machine.  BTS client workstations are installed
at the corporate headquarters as well as several major bus depots.  Each depot is re-
sponsible for producing timetables for its own bus routes.

The BTS server machine uses Microsoft NT Server as the operating system and
executes a collection of BTS scheduling agent processes.  This same machine contains
the BTS SQL Server database.

The BTS client workstations use either Microsoft NT Workstation or Windows 98
as the operating system and execute the BTS Client Program.  These machines can
reside at any remote site and communicate with the BTS server machine through the
Corporate LAN.
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Fig. 4  The BTS system architecture.

6 Conclusion

This paper explained how we implemented distributed AI scheduling concepts using
distributed object technologies to produce an advanced bus timetabling system.  It
outlined the methodologies and architectures used.  Previously, the Bus Company used
a semi-automatic program that requires many iterative tries before a satisfactory
timetable can be produced.  This is, of course, too time consuming and not efficient
for their growing bus fleet.  Our program generates a better schedule and in less time
(within a minute).  Previously, it took close to a day to process a single route.

Currently, we have finished Phase I of the project, which is a standalone version.
The system is now undergoing extensive testing before integration with the Bus Com-
pany’s LAN.  Phase II of the project includes adding enhancements and additional
functionality to BTS based on comment and feedback from the testing of the Phase I
system.  Full-scaled deployment is scheduled for late 1999.
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Abstract. This paper describes a scheduling problem and solution strategy of a
chemical production unit. The scheduling problem consists of recipes to be
optimally produced on shared resources where specific constraints have to be
met. The solution strategy emphasis executable schedule generation and iterates
towards an (near) optimal schedule construction. Therefore a combined
algorithm of constraint propagation/satisfaction principles and an iterative
improvement paradigm is used. The results show clearly that the automation
has several benefits. The human scheduler’s task is changed from schedule
construction towards control of an automatic scheduler. The automatic
scheduler handles more complex problems and produces substantial more
effective schedules.

1 Introduction

Many practical scheduling problems do not fit into the simplified scheduling models.
The shop models like open or closed job shop models, flow shop models, one
machine problems or multiple parallel machine problems have been described in
literature and solved with general or even specific algorithms [2][3][5][6]. However,
these simplified model representations can not always be successfully applied to the
practical specific problem detail, which is common for industrial scheduling problems
[12]. These problems usually consist of specific constraints, which have to be
satisfied and can not always be modeled and solved through the use of one single
global method [7][8]. Hence, one tries to solve large real-world scheduling problems
by using modular algorithm structures or architectures. Two elements are important in
modular environments:

� Hybridization: the use of different techniques combined in the same architecture to
solve the same task;

� Specialization: the combination of different modules using a similar technique for
solving different tasks.
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Modularity simplifies large complex tasks into a set of small, connected and
manageable sub-modules, which can be solved separately whilst reducing complexity
and development time.

Within a framework one can combine different (types of) scheduling techniques
together with Artificial Intelligence techniques or even Operational Research
techniques. The scheduling optimization problem of a chemical substance production
unit can also be solved with the use of a more complex architecture.

In the following section the problem is described, the third section focuses on the
algorithm architecture to solve the scheduling problem and the fourth section shows
practical results accomplished with this algorithm architecture. The last section
concludes with a discussion on these results.

2 Problem Description

The chemical pilot production produces chemical products by demand. These
demands or given by researchers and contain usually several rather similar products,
i.e. orders with small variations in recipe structure.  The scheduler tries to make daily
schedules for the pilot production plant to accomplish these demands. Therefore the
scheduler needs to satisfy the different constraints on the production unit, on the
recipes and on the combined production load of the different recipes. Meanwhile he
has to obtain a schedule, which agrees with the company policy and has to succeed in
satisfying the different researchers needs, a fairly difficult and responsible task.

The chemical pilot unit is depicted in figure 1. The chemical products are made
into one of the sixteen possible reactors, which are separated into two production
areas. Each reactor can load raw materials stored in the storage tanks located nearby
the respective production area. A shared loading system (belonging to half of the
reactors) transfers the material from the raw material tanks into the reactors.
Meanwhile a shared monitoring machine (belonging to all reactors) can take samples.
The most important constraints on this production unit are capacity constraints and
availability constraints. Only sixteen products can be made at the same time. Each
production area can produce at most eight products with at most eight different
ingredients to be added. The amount of ingredient product is limited to the maximal
storage capacity of one tank and limited to the total storage capacity of the raw
material storage tank area. The loading system is continuously available but a
minimal setup time is needed for every load activity to fulfill. The monitoring system
can only take samples every two minutes. The pilot production unit is only available
for eight hours during a day.

A typical recipe of a chemical product is shown in figure 2. The basic recipe
consists of two phases, which are not specifically serial. The first phase produces the
chemical product while the second describes the monitoring procedure. The
production phase consists of activities to add raw materials. Each activity has two
time specifications. The first is the time period to wait after a chemical substance
started production (K) and the second specifies the duration to add the specific
component (t1). At no time the relative time distances between two production actions
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can be altered, i.e. they are fixed. The monitoring phase defines the amount of
samples to take from the chemical semi- or final product together with time
indications to start each sample procedure. Each sample has a duration of two minutes
(t2). The time indications are also relative towards the beginning of the substance
production (K). Every sample procedure can be moved backwards specified with its
own value (t3). All sample and production procedures can be moved all together
within the buffer period (b) and is therefore limited. This because the base product
initially added in the reactors has its own shelf life.

Fig. 1. Pilot production unit

Fig. 2. Recipe: duration of an action (t1: fill duration, t2: sample duration, t3: start slack
time) and possible buffer period (b)

3 Algorithm Description

The algorithm is in the first place developed to obtain feasible schedules, which is the
main difficulty of the problem and in the second place to obtain an optimal feasible
schedule. The problem will be simplified by giving a priori the orders to be scheduled
for one day. The reason for this is that at the moment the priorities to select the orders
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for a given day are basically human priorities and the responsibility of a good
selection is given to the human scheduler. Hence, the problem consists of scheduling
the orders for a one-day schedule where the orders have a complete predefined recipe
without starting values. Also a few preferences of the production units have to be
taken into account. The final schedule contains data of which reactor is assigned to
the orders and start times assigned of the different activities within the orders as well
as data of the raw materials namely the amount and storage tank.

Since many constraints have to be unviolated and the priority is set to feasible
schedules a two-module algorithm is build where the first module ensures a
construction of a feasible schedule and the second optimizes the schedule. Figure 3
illustrates the principle and can be seen as a master-slave structure. The slave part is
build with constraint satisfaction programming paradigms like constraint
propagation/satisfaction. This technique ensures creation of feasible schedules. The
master part guides the search towards optimal schedule generation. It uses an iterative
improvement algorithm (simulated annealing) and guides the search towards the
optimal schedule.  An initial module ensures that a schedule can be generated without
violating the capacity constraints of the production unit. This module searches for a
possible split of orders over the two production areas without violating the raw
material constraints. This module works as a preprocessing phase and is meant to
discard overconstraint problems.

Fig. 3. General algorithm architecture

As can be seen in figure 3 the algorithm consists of three major modules: the
schedule builder, the optimizer and the data-preprocessing module. Next these three
modules will be explained in more detail.

The data-preprocessing module is meant to reduce the schedule problem size.
Since a raw data set does not guarantee to contain a feasible solution, we ensure there
is one by reducing the global optimization problem towards a simplified optimization
problem with one criterion to optimize, i.e. the makespan or total duration of a one-
day schedule. The global optimization problem optimizes the orders to be produced

Divide over productionarea

Schedule

Change sequenceOutput

Optimization
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on the production unit by making a schedule with the smallest makespan that does not
violate any of the constraints. But a simplified problem consists of a schedule with the
smallest makespan where the orders are already assigned to the different resources.
Moreover the simplified problem does not need the data of the raw materials any
more. But this simplification is a problem of its own. The module uses a heuristic to
assign the different orders to the available productionareas and takes into account the
capacity constraints of the raw material storage tanks. The heuristic is a distance
measure and separates the orders over the two productionareas. It selects first the two
most distanced orders, i.e. the orders that are most different according to the raw
materials needed. Next the other orders are added to the order with the shortest
distance without violating the capacity constraints. If this gives an infeasible solution
then the algorithm stops prematurely otherwise it goes on.

The schedule builder makes a feasible schedule with the orders. Therefor the orders
or listed and one after the other assigned with the start times needed by the different
activities it contains. The orders and the respective activities are assigned start times
with the earliest possible start times available. This is done efficiently through
constraint propagation techniques where a certain activity keeps only the available
start times. Especially this constraint propagation/satisfaction ensures that no two
activities can overlap or even fall within a minimum time-distance, as pre-specified,
of each other.

The optimizer tries to reach the optimal schedule by iterative improvement.
Therefore simulated annealing (SA) is used. A general description of this algorithm
can be seen in figure 4 [1] and has already many times used with success in different
domains [4][7][8].

INITIALISE (istart, c0
, L

0
, k, i)

repeat
for l = 1 to Lk do

begin
GENERATE (j ∈ Si)
if f(j) ≤  f(i) then i = j

else if ( exp(
( ) ( )

)
f i f j

c

−
 > random[0,1]) then i = j

end
k = k+1
CALC(Lk)
CALC(ck);
until stop criterion

Fig. 4. Simulated annealing algorithm

Simulated Annealing is a near-optimal stochastic optimization algorithm and is
based on a simulation of a natural optimization process, i.e. the annealing (cooling
down) of a liquid metal to a solid metal with a minimal energy level. This physical
process can be achieved by gradually lowering the temperature, giving atoms (of the
metal) enough time to rearrange themselves into an equilibrium state at each
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temperature. Hence, annealing helps the material to avoid local minimal energy states
and to find the global minimum energy state.

Simulated annealing as described in figure 4 is an analogy of the physical
annealing process. It consists of a few general parameters like the initial temperature
(c

0
), the end temperature (ct), the temperature decrement function (CALC(ck)), the

equilibrium definition (Lk) and a few special parameters like the neighborhood
structure and the cost function (f) used. The most practical difficulty with this
optimization algorithm is the neighborhood structure definition. Also the parameter
value settings is difficult but usually gives good results after a few trial and error
attempts. Usually a neighborhood structure is used where random swap and insert
operations are performed. In this algorithm we use the critical neighborhood structure
as first defined by Yamada and enhanced by Van Bael [9][10][11]. This neighborhood
structure only swaps two activities within a critical block lying on a critical path.
Figure 5 shows a critical path and critical blocks belonging to this path.

Fig. 5. A critical path and critical blocks. The neighborhood structure uses only activities from
a critical block

The algorithm architecture can thus be seen as a specializing modular architecture.
The difference between such a strategy and a single algorithm, which tries to optimize
the problem with one cost function, is that no search time is wasted with the creation
of unfeasible schedules. The sub-modules should thereby have a simpler task. In the
past a lot of single algorithms have failed because it is very difficult to obtain a
schedule which is feasible and near-optimal when one tries to optimize the whole
constraint set at once.

4 Testcases

The algorithm architecture is written in Borland 4.5 C++ with a visual Basic 3.0
interface and runs on a pentium 133 Mhz. The algorithm is applied to a practical set
of orders. Three cases show the improvement of the automated system. Figure 6
shows the data and results. Figure 7 shows a schedule from case 1 generated with the

Critical block

Critical path

                                        makespan
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Fig. 6. Data and results of three cases shown

Fig. 7. Schedule of case 1 with a schedule evaluation of 15000

algorithm. One can see that the overall improvement ranges from about seven till
seventeen percent. As is evident from figure 6, the more activities to schedule the
lower the compaction can be. And from figure 7 we see that even if the schedule
looks like no improvement can be made, the algorithm still can drop the makespan
with over 5 percent.

The biggest improvement is naturally the automation of schedule generation. In the
past a human scheduler was busy for one day to generate a schedule of equal quality
as an initial solution where the algorithm architecture took no longer than 5 minutes
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on average to achieve the illustrated results. The improvements over a human
scheduler are not only that the makespan is reduced, but also the way the scheduler
works now. His schedule generation job has changed towards control of an optimizing
system. This way he can spend more time generating complex recipes, thus
optimizing the product quality.

5 Conclusion

In this paper, a modular algorithm architecture is developed which was used to solve
the scheduling problem of a chemical pilot production unit. The algorithm is an
iterative improvement/constraint satisfaction scheduling algorithm consisting of three
modules. Each module solves a smaller sub-problem focusing on specific constraints
and resulting in a near optimal feasible solution. With this algorithm preliminary
results have shown that it is possible to solve a scheduling problem by focusing on
specific difficulties of the practical scheduling problem. The algorithms’ performance
is an improvement over human schedule generation both in time and quality.
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Abstract. Shunting scheduling problems at railway stations can be regarded as
a sort of resource constrained project scheduling problem (RCPSP). Unlike the
normal RCPSPs, however, shunting scheduling problems require that the
number of work which consists of a project has to be dynamically changed in
the process of solving the problem and some of the work has to be performed at
a prescribed timing, for example. We propose an efficient algorithm for
shunting scheduling problems combining probabilistic local search and PERT.
Local search and PERT are combined so that the candidates for answers in the
local search process are evaluated by PERT. This enables us to reduce the
search space of the local search to a great extent and makes the algorithm work
quite fast. We have confirmed the effectiveness of our algorithm through
several experiments using practical train schedule data.

1   Introduction

Station shunting scheduling problems (sometimes just called, shunting scheduling
problems in this paper) is to make shunting schedules of trains at railway stations. In
other words, in a shunting schedule of a station, which side tracks and when they are
assigned to each shunting work are prescribed. A shunting schedule is made at the
same time when train schedules are renewed or when they are changed due to
operation of seasonal trains, etc.

Shunting schedules play quite an important role in railways in connection with
realizability of train schedule. That is, a train schedule prescribes arrival/departure
times and tracks for each train, and it the shunting schedule that guarantees trains can
appear exactly at the prescribed time at the prescribed track.

However, it is not always possible to make a shunting schedule under constraints
prescribed by train schedules, because basically train schedules and shunting
schedules are made independently. In such cases, it is desired to make a shunting
schedule to satisfy the constraints of train schedule as much as possible.

Until now, shunting schedules have been made manually and no attempts for
computerization are reported. To make a shunting schedule is quite a demanding work
to require a lot of labor, time and experience. This is because various kinds of
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constraints exist to operate a lot of trains, in that trains must not conflict on a side
track; the running time between a track and a side track must keep to a certain
prescribed time; there must be a route for each shunting; a certain time interval has to
be kept between trains which use a conflicting routes, etc.

We believe that a computer system that automatically makes shunting schedules
will be quite beneficial to reduce the time and labor and obtain schedules of much
higher quality.  To this end, we need a scheduling algorithm which does not employ
know-how or experience of human experts. It should not be dependent on specific
conditions of each station, but applicable to various types of stations.

Shunting scheduling problems can be considered as a kind of resource constrained
project scheduling problem (RCPSP) when an occupation of a track by a train is
regarded as a work, and series of occupation of tracks or side tracks by trains as
project. Tracks and side tracks are considered to be resources.

Recently, it attracts attention that the local search technique such as simulated
annealing, tabu search and genetic local search are effective for scheduling problems.
For example, it is reported that the local search technique is effective for job shop
scheduling problems (JSSP)[1][2], which is a special case of RCPSP.

It is quite important when using the local search technique to examine how to
define a notion of neighborhood and how to design a search algorithm in the
neighborhood. As we will prove in Chapter 2, however, the conventional concept of
neighborhood and searching algorithm cannot be used for shunting scheduling
problems. This is because a shunting scheduling problem has such unique features
that the search space is enormous because not only the orders of work but precise
execution times of each work have to be decided and the problem structure itself has
to be changed during the process of the problem solving.

In this paper, we propose a two-stage search algorithm to concur the problem that
the search space is enormous. We divide the problem into two subproblems. One is a
resource allocation subproblem and the other a shunting time decision subproblem.
We first conduct local search in the search space where shunting times do not
explicitly appear. Then, for the candidate solutions obtained in this process, we decide
shunting times using PERT technique and then evaluate the candidates.

In order to deal with the latter feature, we introduce an idea to define a
neighborhood space using transformation operators for a shunting scheduling
network, which is a kind of PERT network expressing a shunting schedule.

Merits of our algorithm are as follows.
- We succeeded in reducing the search space of the algorithm to a great extent.
- We need not care about a process to adjust shunting times to make a candidate

solution feasible because we can always get feasible solutions as a result of PERT
calculation.

In chapter 2, we explain an outline of shunting scheduling problem together with
its features from the viewpoint of scheduling problem. In chapter 3, we introduce an
algorithm which combines probabilistic local search and PERT. In chapter 4, we
verify the applicability of our algorithm to actual shunting scheduling problems.
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2   Shunting Scheduling Problem at Railway Stations

2.1    An Outline of Shunting Scheduling Problem

Fig. 1 is an example of a shunting schedule at a station whose track layout is shown in
Fig. 2. This diagram is called a shunting diagram illustrating a schedule of movements
of trains at the station in course of time, which is depicted along the horizontal axis.

In Fig. 2, Tracks 1 to 3 are tracks (sometimes called passenger service tracks)
where trains can directly arrive at and depart from. On the other hand, Track 5 and 6
are side tracks where trains are temporarily stored before they depart. Track 4 is
called a storage track. As it doesn’t have a platform on either side, it is not used for
arrival or departure of trains, but used only for temporary storage of trains. As both
side tracks and storage tracks are used for shunting, we call these tracks side tracks in
this paper.

Movement of trains between a track and a side track and between two side tracks
is called shunting. Shunting is necessary for the following three cases (1) a train
which arrives at a track and is scheduled to depart from a different track. (2) a train
which arrives and departs from the same track, but another train is planned to use the
track between the arrival and
the departure of the former
train. (3) a train on a side
track if other train uses it.
The third case happens when
there are no other side tracks
available for the latter train.
We call such shunting 2-level
shunting.

The objective of shunting
scheduling problem is to
decide for trains which need
shunting, side tracks to be
assigned and shunting times.

Arrival and departure
times of trains and tracks are
prescribed by train schedules.
We call these planned arrival
times, planned departure
times, planned arrival tracks
and planned departure
tracks, respectively. We also
use the terms of planned
times to group the former two
notions and planned tracks
for the latter two notions).

10:00 10:10 10:20

Track 1

Track 5

Track 2
Track 3

Track 4

Track 6

Fig. 1. Example of a shunting schedule

UpwardDownward

Track 6

Track 5
Track 1

Track 2

Track 3

Track 4
Fig. 2.  Example of a track layout of a station
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2.2   Constraints of Shunting Scheduling Problems

The following constraints have to be considered in solving the shunting scheduling
problem.
(1) Constraints concerning train schedules

A solution should not have inconsistency with planned times and tracks prescribed
by the train schedule.

(2) Constraints caused by facility conditions
- Existence of routes: There must exist a physical route between the starting point of

shunting and the destination point.
- Length of side tracks: Trains have to use a side track whose length is larger than

their length.
- Conflict of side tracks: Only one train can be put on a side track at a time.

(3) Temporal constraints
- Minimum dwell times on tracks and side tracks have to be retained. These times

are required to assure a time for passengers to get on or off and for inspection of
inside the train.

- Shunting running time: We call the running time of trains between a track and a
side track or between a side track and another side track the shunting running
time. The shunting running times have to be as prescribed for particular starting
and destination points. If the time is shorter, the shunting schedule is physically
impossible to realize. The time shall not be longer, either, as the route is blocked
for shunting during he running time and cannot be used by other trains.

- Crossover conflicts: At railway stations, two routes sometimes intersect each
other. In Fig. 2, for example, the route from Track 1 to Upward direction and the
route from Track 5 to Track 2 are intersecting. These two routes cannot be used
simultaneously. If one of the two intersecting routes is used, trains which use the
other route have to wait for a certain time, which is called the crossover conflict
time, before it becomes open. This is called a crossover conflict constraint, a
crucial condition that shall strictly be observed from the viewpoint of security.
The Crossover conflict constraint is quite important in making shunting schedules.
If it is ignored, crossover conflicts might occur. This would quite probably cause
trains to delay and make it impossible to arrive or depart on the scheduled time.

2.3   Criteria for Evaluation of Shunting Scheduling

Among constraints described in the previous section, constraints caused by physical
conditions, namely, constraints other than those imposed by train schedules and
shunting running times are impossible to relax.

Constraints imposed by train schedules allow relaxation in the last resort. But of
course, it is desired to satisfy  planned times as much as possible. Although the
shunting running times can be extended when necessary, it is not desirable to make it
too long. To save energy, the frequency of shunting shall be limited to a minimum.
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From the above discussions, we can conclude that the criteria for evaluations of
shunting schedule are to keep the following minimum.
- Discrepancies from the planned departure and arrival times.
- Discrepancies from the planned shunting running times.
- Frequency of shunting operation.

2.4   Station Shunting Scheduling Problem as a Resource Constrained Project
Scheduling Problem

When we compare the station shunting scheduling problem with RCPSPs commonly
dealt with, the former has the following unique features.
(1) The number of works which consists of a project is not given and has to be

dynamically changed during the process of problem solving.  This is due to the fact
that 2-level shuntings have to be considered.

(2) Not only orders of works but also their precise execution times have to be
included in the solution.  This is because we have to examine temporal constraints
such as minimum dwell times, cross over conflict times, etc.

(3) In usual RCPSPs, constraints of interval times between works are not assumed. In
contrast, the shunting scheduling problem has a strong constraint on the intervals
between works.  This is because shunting running times between side tracks shall
definitely be fixed.

(4) The number of projects is quite large. It varies depending on the size of stations,
but several hundred to a thousand trains are normally involved in a shunting
schedule of one day.

3   Shunting Scheduling Algorithm Combining Probabilistic Local
Search and PERT

3.1 Basic Idea

Station shunting schedules which
apparently do not satisfy some
constraints are changed into feasible
ones when the shunting times are
appropriately adjusted. The  station
shunting schedule shown in Fig. 3 is
infeasible, for example, because two
trains are assigned to use the Sidetrack
at the same time.  By adjusting the
shunting times, however, we can make
it feasible.

This means that not only orders of works but also their execution times have to be
determined to satisfy the given constraints in shunting scheduling problems. If we add

Track1

Track 2

Sidetrack

Track 3

Fig. 3. An apparently infeasible shunting
schedule
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the process of determination of execution times, however, the search space becomes
too large to obtain an effective algorithm.

In this paper, we introduce a two-stage algorithm. We first produce a candidate
solution in which assignment of side tracks are temporarily decided and execution
times of shunting are not explicitly considered.  Then, we try to adjust the execution
time of each shunting so that all constraints are satisfied. We depict an outline of this
algorithm in Procedure 1, and show the details in the following sections.

Step0 Initial solution: Produce an initial solution x by using heuristics. Let x be a temporary
solution. Set k=0.

Step1 Local search: Search in the neighborhood of x and generate candidate solutions
x1,x2,...,xm.  Set k=k+1.

Step2 Evaluation: Evaluate x1,x2,..., xm.  If a solution is found among them, output the
solution.  When a solution better than the temporary one is contained among them, let it
be a new temporary solution.

Step3 Selection: Select one from x1,x2,..., xm and let it be x. If k > L, then let the temporary
solution be x. Go to Step1.

Procedure 1. Outline of the algorithm

3.2  Initial Solution

By using heuristics, we decide assignment of a side track and an execution time for
each shunting and produce an initial solution. Heuristics used here is just a simple one
in that
- Decide an assignment of the side track depending on the pair of departing and

arriving tracks.
- Decide shunting times using the minimal dwell times.
This means that we do not consider conflict of trains on side tracks at all.

3.3 Local Search

Shunting Scheduling Network
We express a shunting schedule using a PERT network. We call the network shunting
scheduling network. A shunting scheduling network is described as (N, A) , where N
is a set of nodes ; A is a set of arcs and A∈ N × N. A weight w ≥ 0 is assigned to each
arc. These definitions mean the following.
- A node corresponds to an event of arrival or departure of a train.
- An arc expresses the time base order of execution between nodes. The weight of an

arc means the minimum time necessary between the occurrence of the two events on
each side of the arc. We have five types of arcs as shown in Table 1.
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A shunting scheduling
network is constructed
according to the shunting
execution orders which are
decided based on the
execution times of shunting in
the candidate solutions. In
Fig. 4, we show the shunting
scheduling network
constructed from the shunting
schedule in Fig. 1.
(Characters in the nodes mean
the combination of Train,
Node number, Arrival or
Departure. A means arrival
and D means departure.)

Table 1. Arcs

Arc Type Content
Operation Between arrival and departure nodes of a train
Shunting Between departure and arrival nodes of a shunting work

Track Between departure and arrival nodes of consecutive trains
Crossover Between nodes which use intersecting routes

Planned time Between the Start node and nodes which have planned time

Calculation of Shunting Times
We calculate execution time of each node for the shunting scheduling network of the
candidate solutions.  The calculation method is almost the same as the conventional
PERT method. However, the conventional method does not assure that shunting
running times become equal to prescribed ones. By adding backtracking, the
algorithm produces an answer which satisfies shunting running time constraints.
Thus, calculation of shunting times for shunting scheduling network guarantees a
feasible schedule which satisfies all physical constraints imposed by facility
conditions and temporal conditions as far as possible.

1-Operator Neighborhood
When conducting the local search, it is quite important how to define a neighborhood
space. For JSSP, several ideas are proposed[3][4][5][6]. For example, a neighborhood
defined by an exchange of works existing in critical blocks, a neighborhood defined
by a movement of works on critical blocks to the top or the bottom of the block have
been proposed. In shunting scheduling problem, however, the problem structure itself
has to be dynamically changed during the course of problem solving. Hence, the
conventional ideas of neighborhood for JSSP do not work.

In this paper, we propose a neighborhood defined by transformation of shunting
scheduling network. We define network transformation operators as shown in Table

Start

Fig. 4 An example of shunting scheduling network



An Algorithm for Station Shunting Scheduling Problems 795

2. Using these operators, we then define 1-operator neighborhood  Nb(P)  for a
shunting scheduling network P as follows.

Nb(P)={shunting scheduling network obtained by applying a transformation
operator to P}

Table 2. Network transformation operators

Operator Content
Change of track Change shunting work to use other side track
2-level shunting Set 2-level shunting

Cancellation of 2-level shunting Cancel 2-level shunting
Change of shunting order Change shunting order

Crossover Change direction of a crossover arc

3.3.4 Local Search Algorithm
We conduct local search in the neighborhood and get candidate solutions. We do not
search the whole 1-operator neighborhood, but focus on a part where we can quite
probably find a solution. Details are shown in Procedure 2.

Step1: Selection of a node: Select a node x at random from the nodes which do not satisfy
planned time constraints or shunting running time constraints.

Step2: Transformation of shunting scheduling network:
(1) If x does not satisfy the planned schedule constraint, perform the following. Let Y be a set of

nodes which satisfy the planned schedule constraint and Cr(x) be a set of paths from x to
each y∈ Y, where y is a node which is first encountered along critical paths from x to the
Start node. Apply each transformation operator in Table 3 to each arc on Cr(x) depending
on the type of the arc, and get candidate solutions.

(2) If x does not satisfy the shunting running time constraint, apply Change of track operator to
x and get a candidate solution.

Procedure 2.  Local search algorithm

3.4 Evaluation

We evaluate the candidate solutions from the viewpoints of the number of nodes
which do not satisfy the planned schedule constraint, the number of arcs which do not
satisfy the constraint of shunting running times and the frequency of shunting works.
Results of evaluation are used in the Selection step.

3.5 Selection

We select a candidate
solution which will be
handed to the next step
from the set of candidate

Table 3. Network transformation operators for each arc type

Arc type Operators applied
Operation Change of track, 2-level shunting
Shunting Change of track

Track Change of shunting order
Crossover Crossover
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solutions found in the local search process. As for selection method, we use a roulette
selection method, which is commonly used in Genetic Algorithm, based on the
evaluation results of the candidates.

4. Results of Experiments and Considerations

4.1 Results of Experiments

We performed experiments
using actual train schedule
data. The target station is a
typical middle size station
where three lines meet
together, and it has 6 tracks
and 2 side tracks. Its track
layout is shown in Fig. 5.
Target time ranges for experiments are from 6 o’clock to 10 o’clock (Case 1) and
from 16 o’clock to 18 o’clock (Case 2), both of which are the busiest hours in this
station. The numbers of trains involved are 98 (Case 1) and 40 (Case 2) respectively.

The results of 10 experiments for each case are shown in Tables 4 and 5. Cand
means the number of candidate solutions generated in the whole process. Step is a
number of iteration of Procedure 1. Plan and Run mean the numbers of shunting
works which do not satisfy planned schedule constraint and shunting running time
constraint, respectively. Shunt means frequency of shunting works. We set L in
Procedure 1 be 15. It took just a couple of minutes to get these solutions (Pentium
166MHz, 80MB memory).

Table 4. Results of Experiments (Case-1)Table 5. Results of Experiments (Case-2)

Exp Cand Step Plan Run Shunt Exp Cand Step Plan Run Shunt
1 40 9 0 0 28 1 50 6 0 0 18
2 21 7 0 0 28 2 11 2 0 0 18
3 21 7 0 0 28 3 27 6 0 0 18
4 73 17 0 0 28 4 49 6 0 0 18
5 26 8 0 0 28 5 37 9 0 0 18
6 26 8 0 0 28 6 12 2 0 0 18
7 31 9 0 0 28 7 11 2 0 0 18
8 42 9 0 0 28 8 36 8 0 0 18
9 90 17 0 0 28 9 27 6 0 0 18
10 33 9 0 0 28 10 12 2 0 0 18

Side track 2 Sidetrack 1

0

4
5

1

3
2

6

A

B

7

Fig. 5. Track layout of the station used for
experiments
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4.2 Considerations

(1) From Tables 4 and 5, we can
conclude that in each of 10
experiments, the algorithms
succeeded in obtaining a
practical solution.

(2) In experiments 4 and 9 of
Case 1, a solution which
satisfy all the constraints was
not found in the first 15 steps
and the algorithm returned to
the temporary solution and
continued the search process. After that, a solution was found in 2 steps in both of
those experiments. This shows that our strategy to return to the temporary solution
successfully worked.

(3) We show in Fig. 7, the numbers of nodes which do not satisfy constraints in each
candidate solution during execution of Experiment 2, 9 and 5 in Case 1. This graph
proves that it is not a good idea to select the best candidate solution in each step and
it is often effective to sometimes select a „bad“ candidate solution. This proves
rationale of using roulette selection method.

5. Conclusions

We introduced an algorithm combining probabilistic local search and PERT for
station shunting scheduling problems. This algorithm is applicable to various kinds of
track layouts and train schedules, since no knowledge or conditions specific to each
station are employed. We have proved that the algorithm works quite fast and
confirmed its effectiveness through experiments using actual train schedule data.
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Abstract. The paper describes design of an intelligent tutoring system called
FLUTE. The system has been recently developed in order to help students learn
concepts from the domain of formal languages and automata. The basic idea of
the FLUTE system is a systematic introduction of students into the system’s
domain, in accordance with both the logical structure of the domain and
individual background knowledge and learning capabilities of each student. The
main goal of the paper is to illustrate important design decisions and
implementation details that are relevant even beyond the FLUTE system itself.
The system is presented in the paper primarily from the pedagogical and design
perspectives.

1   Introduction

This paper presents the design of the FLUTE ()ormal /anguages and aUTomata
Education) intelligent tutoring system. This system is being developed to serve the
purposes of teaching the formal languages and automata course at the Faculty of
Electrical Engineering in Belgrade.

The basis for development of this system has been found in the experience of the
authors of classical intelligent tutoring systems [1], [2], [3]. The WUSOR system
functions on the principle of dynamic student modeling relying on constantly updating
the temporary student model on the basis of the student’s behavior during the
education process. This principle can be applied to student modeling in the FLUTE
system. Learning strategy is one of the essential components of tutoring systems. A
learning strategy based on examples has been used in practice in several tutoring
systems (GUIDON,BIP,ELINT,LISPTUTOR) [3], and the simplicity of its  logical
conception makes it applicable to the FLUTE system as well.

This paper is organized as follows. The next section presents the purpose and
capabilities of the FLUTE system. It also notes what software and hardware platforms
are used for system implementation. The third section presents the FLUTE system
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architecture and describes the roles of its components. A presentation of a session with
FLUTE is given in the fourth section.

2   Purpose and Capabilities of the FLUTE System

One of the main problems in teaching formal languages and automata is abstractness
of the topics treated. The effectiveness of the educational process depends
predominantly on the teacher’s ability and motivation to familiarize students with a
topic using the simplest possible method. As the ultimate goal of each learning process
is to apply the acquired knowledge, the teaching concept based on as many practical
examples as possible appears to be most adequate solution. This is especially true for
the field of formal languages and automata, where a large number of notions faced for
the first time by a majority of students are mastered most adequately through the
presentation of many appropriate examples. In general, such an approach ensures
student’s maximum motivation to master the treated topics in the best possible way
and allows detecting problems that arise with respect to the correctness and
application of the acquired knowledge.

The FLUTE tutoring system is intended to aid students both in mastering the basic
notions from the subject of formal languages and automata and in subsequent more
detailed studying of this field which represents a basic for further studies of the
principles of programming languages and compilers. This tutoring system permits:
• a student to select an arbitrary class of grammar and test a series of examples of

formal languages with respect to the membership of a given formal language in the
selected grammar class; if the student hasn’t completely mastered the basic notions,
the system should allow him to select an appropriate example from the database of
previously defined languages

• a student to test an automaton on the basis of the selected regular expression
• education to proceed in accordance with each student’s knowledge level, which is

achieved by incorporating precisely defined student models into the system
• each session to proceed according to a prespecified session control model
• constant monitoring of the student’s knowledge level and responses according to the

principles of intelligent tutoring and cooperative systems, which would provide
considerably higher-level teaching in this field.
Intelligent tutoring systems have not been developed for the field of formal

languages and automata so far; this adds to the importance of this project.

2.1   Hardware and Software Environment

One of the important components in software engineering, apart from a precisely
defined structure of a software system (which facilitates system implementation and
maintenance), is planning of the environment. This refers to both software
environment (the underlying model of the system, programming language, and tools
used for implementation) and the hardware platform (computer type, operating
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system). As for the software environment, the FLUTE system is based on the GET-
BITS model of intelligent tutoring systems (see below), MS Visual C++ was selected
as the implementation language, and interoperable software components [6] are used
as principal building blocks in the system design and implementation. The system’s
prototype is developed on a PC/Windows 98 platform.

2.2   The GET-BITS Model

The GET-BITS model of intelligent tutoring systems has been used in designing the
FLUTE system [4], [5]. GET-BITS is a multilayered, object-oriented, domain-
independent model of intelligent tutoring systems [4]. It is based on a number of
design patterns and class hierarchies that have been discovered for teaching and
learning processes. In support of the patterns, appropriate C++ class libraries have
been developed. The class hierarchies start from the universal, abstract, and unifying
concept of knowledge element. It reflects the possibility of representing all data,
information and knowledge in an intelligent system in a unified way [5]. Many
meaningful subclasses that are needed for building a wide range of intelligent tutoring
systems are derived directly or indirectly from the knowledge element class (concepts
like lessons, questions, tasks, answers, rules, plans, assessments, exercises, etc.).
However, classes for knowledge representation are not the only tools needed to build
an object-oriented intelligent tutoring system. Apart from knowledge of various kinds,
in each such intelligent tutoring system there must also exist some control objects that
functionally connect the system’s modules, handle messages, control each session with
the system, monitor student’s reactions, etc. In other words, such objects provide
control and handle dynamics of intelligent tutoring systems. GET-BITS also specifies
classes of these control objects. For more detailed description of the model, see [4].

3   The System Architecture

FLUTE is a complex intelligent tutoring system containing expert knowledge from
several domains. Each component is, depending on its function, in interaction with the
remaining system components which results in expressed modularity of the entire
system.

The architecture of the FLUTE system is depicted in Figure 1. The meanings of the
tutoring system components shown in Figure 1 are described in the following
subsections.

3.1   Expert Module

The subject-matter to be mastered by the student is included in the expert module and
is organized hierarchically by topics (themes), subtopics and lessons. All topics are
displayed to the student in the main menu, but the selection of menu options is limited
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to those subtopics which match the student’s current background knowledge level.
This level is determined in accordance with the student model (see subsection 3.2.).
Under each subtopic the student is supposed to learn an appropriate number of
concepts and lessons in a sequence depending on the actual subtopic, i.e., lesson.

The expert module incorporates several important topics from the domain of formal
languages and automata  (elements of the of the set theory, the notion of formal
languages, formal grammars, finite automata, Turing automata, relationships between
formal grammars and automata, and decidability, solvability and complexity). This
Section describes in detail the hierarchy of the knowledge (subtopics) covered by
formal grammars and finite automata. Typical problems which the problem generator,
as part of the FLUTE's pedagogical module, creates and presents to the student for
knowledge testing purposes are described for each subtopic. Figure 2 shows the way
topics and contents of the learning process are organized in the system.

Expert module

Student
model

Pedagogical
module

User
interface

Student

Explanation
module

Concepts, facts,
and heuristics

Pedagogical
structure

Examples

Fig. 1. The architecture of the FLUTE system

Grammars. Explanations of the notions used to define a grammar See also Figure 3).
The student is supposed to learn the elements of the definitions of grammars: the sets
of terminal nonterminal symbols, the set of derivation rules and the start symbol.
Determining a grammar class. Explanations of criteria used to determine the class of a
given grammar (0-3). The examples included in the database of solved problems as
well as the examples generated by the problem generator contain the grammar whose
class the student is assumed to determine.
Exploring regular sentences. Determining whether or not a specified sentence belongs
to a given grammar. Mastering this subtopic requires the knowledge of the preceding
subtopics (the rules of defining a grammar and the rules of derivation). Solved and
generated problems contain the grammar (defined in terms of the elements used to
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define a grammar) and the sentence whose membership of a given grammar is being
determined.

Dead and unreachable symbols. Determining the set of dead and unreacheable
symbols. Generated problems require the knowledge of the rules of derivation.

Uniqueness of a grammar. Determining the uniqueness of a given grammar. Solving
the problems generated under this subtopic requires the knowledge of the rules of
derivation. Generated problems contain the grammar defined in terms of the elements
used to define the grammar whose uniqueness is being determined.

Fig. 2. Selection of contents and topics to learn about
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Fig. 3. Defining/editing a grammar

Finite automata. Explanations of the notions used to define finite automata and
regular expressions. The problems generated at this level contain incomplete
definitions of automata, and the student is expected to determine the missing defining
element. The student is assumed to master the basic elements used to define automata
(the set of input symbols, the set of automaton states, the function of state transition).
Sequence acceptance by the automaton. At this level the student is expected to be
capable of determining, on the basis of a specified sequence and a state transition
diagram, whether or not the specified sequence was accepted by the automaton.
Translating the rules of derivation into an automaton. Mastering the rules of
translating a regular expression into an appropriate automaton. Problems contain the
rules which the student is assumed to transform into a corresponding automaton.
Exploring determinism of automata. Determining whether or not a given automaton is
deterministic. This level requires the knowledge of translating the rules of derivation
into an appropriate automaton.
Automata conversion. Mastering the rules of translating a nondeterministic automaton
into a deterministic one. This level requires knowing the rules of determining whether
or not a given automaton is deterministic.
Minimizing an automaton. Minimizing a given automaton. The problems generated at
this level contain a description of the automaton to be minimized.
Pushwodn automata. This subtopic refers to explanations of the notions used to define
pushdown automata and is structured similarly to the more general subtopic 3.2.1. The
problems generated at this level contain incomplete definitions of pushdown automata,
and the student is expected to determine which element is missing from the definition.
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3.2  Student Model

Student records and models. Each tutoring session with the FLUTE system starts
with student identification. Other system options cannot be used without passing this
level. If the student is known, the system uses the student model stored in the user
database in the form of a special object. If the student is a newcomer, the system uses
an assumed student model specified in advance. Regardless of whether the user is
known or new, the model is being updated during a session in accordance with the
student’s knowledge and behaviour. The model is saved at the end of a session.
The basic elements of student model. In the FLUTE system the student model is
described in terms of a set of parameters which are calculated as simple functions of a
number of quantities measured and updated automatically by the system during each
session. These quantities include: the number and type of topics, subtopics and lessons
passed by the student during preceding sessions, success (marks, grades) in mastering
preceding lessons, the mean time needed by the student to answer a question stated by
the system, the number of correct answers, the number of incorrect answers, the
student’s initiative during tutoring, the number of student’s questions and help
requests during a session, the level of knowledge and familiarity with previously
mastered lessons after the expiry of a longer time period, learning continuity and
frequency, the number of new examples entered into the database of solved problems
by the student, etc. At the end of a session,  the system presents to each student a
report on his/her work. This report is created using the values of the parameters from
the student model for that particular user. Privileged users are allowed to change
student model elements.

3.3   Pedagogical Module

The role of an educational system is to familiarize a student with a given topic as
efficiently as possible taking into account the student’s individual intellectual
capabilities and background knowledge. One among the major tasks of such a system
is to monitor the tutoring process itself. This is why great importance is attached to the
pedagogical module in the FLUTE system. The main parts of FLUTE’s pedagogical
module are:
• a problem generator, intended for students knowledge testing
• pedagogical rules, on the basis of which the system determines the type of action to

be taken at any moment
• The problem generator is described in Section 4. The elements of a pedagogical

rule are as follows:
• the level (of knowledge) attained by a student at that moment, which follows from

the student model and is directly associated with previously mastered lessons
• the number of trials a student is allowed to make to master a given level (notion,

lesson), which depends on problem complexity and a student's current level.
FLUTE’s pedagogical component determines the type of action to be taken using

the results of communication with the knowledge base containing the student model
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and the knowledge base containing pedagogical rules. During problem generation, the
pedagogical module communicates, if necessary, with the solved problems base.

3.4   Explanation Module

FLUTE’s explanation module is a user-oriented, rule-based system, using all the
available information from the domain knowledge base (contents of lessons,
objectives, topics, dependency graphs and examples), as well as from the student
model, in order to answer the student’s questions and provide desired explanations.
Specifically, it is designed to, on request from the student:
• determine the contents of the answer/explanation;
• decide upon the explanation presentation style (level of details, hints, augmentation

material to be included (e.g., illustrations, examples, pointers to related concepts
and references), etc., depending on the question itself and on the relevant attributes
of the student model (current knowledge, current progress, performance);

• select the knowledge model that provides the easiest explanation in cases when
multiple knowledge models can be used (e.g., select what formalism to use in the
explanation if something can be explained both by grammars and automata);

• compose the explanation and order its statements in a comprehensible way.
The questions the student can ask are selected from a context-sensitive menu (Why,

How, What If, Related Topic, Illustration, and More Explanation).

3.5   User Interface

When working with the FLUTE system, the user studies a particular lesson at every
moment. In addition to the descriptions and explanations of the basic notions related to
that lesson, at the level of a lesson the following options are available:
• reviewing the solved problems (from the corresponding database)
• entering a new problem by a student
• problem generation by the system
• textual help
• entering the generated problem into the problems-and-solutions database

As a student is permitted to enter and test a desired example, the system is provided
with an error identification and correction mechanism. To prevent a chain of errors
from occurring, each entry of an expression is immediately followed by checking for
errors. Apart from checking the syntax and semantics of entered elements, at each
level (in each lesson) the sequence of element entry is checked through interaction
with the expert module. As an illustration, if a student wishes to test his own example
from the domain of a grammar, he will not be allowed to enter the rules of derivation
before entering the elements used to describe that grammar. Through such an user
interface the FLUTE system yields a maximum efficiency in the tutoring process and
avoids possible student frustration.
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4   Problem Generation

In addition to a collection of solved problems (examples), the FLUTE system also
offers the possibility of generating problems at each level and incorporating them into
the problems-and-solutions database. It is possible to generate two basic types of
problem:
• a problem involving an error to be identified by a student
• a problem requiring a student to solve it and enter the solution.

As far as a problem containing an error to be identified by a student is concerned,
the system generates first a pseudorandom error code which carries the information
about the character of the error and then the problem itself. For example, when a
student is assumed to answer whether of not the definition of a grammar contains all
the required elements, the system generates first the code of the error to appear in the
problem (i.e. the code of the grammar defining element that will be omitted in the
generated problem) and then the problem itself.

5   Session Contents

As far as a session is concerned, the designer of an intelligent tutoring system has to
consider, among others, two important requirements:
• a session must proceed in a logically conceived way
• during a session, the system must be as cooperative as possible with respect to a

student’s previous knowledge level and pace of learning.
In educational systems without built-in intelligence the sessions were static in

character, while the addition of intelligent components makes the tutoring systems
very dynamic. How a session proceeds depends primarily on the student’s previous
knowledge, pace of learning, and application of knowledge.

One of the main tasks of the tutoring system is to identify a situation when a student
is unable to master a particular level of knowledge. In such a case the system responds
by:
• displaying already solved examples to allow the student to understand the

difficulties that have come up in solving the problem
• generating simpler examples to aid the student in solving the problem
• if necessary, by returning the student to a preceding level

The FLUTE system’s intelligent reaction is reflected in identifying situations when
the student is unable to solve a particular problem on the basis of his theoretical
knowledge. In such a case, the control structure (pedagogical module and student
modeling module) assumes complete control over how the session will proceed
further. A mechanism aiding the student to overcome a current problem is activated at
that moment. The system is capable of generating tasks based on fundamental
postulates, thus allowing the student to master the basics of the subject he is learning.
If the student is unable to solve the generated tasks or a task he has tried to solve once,
the system will return him to a preceding level. For example, if the student should
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determine whether a particular sentence belongs to given grammar, and if he fails in a
few attempts, the system will generate tasks in which the student can practice
derivation rules.

As the educational process may proceed in several stages, it is necessary to store
data about a particular user relating to the student model. If that user is included in the
user-database, the model from the user database will be referenced; if not, the system
will start the creation of the explicit student model based on data given by the student
himself.

At any moment during a session the user can obtain on-line information about a
particular topic or concept from the domain of formal languages and automata. The
system offers the user an aid in the form of:
• textual information about particular concepts
• solved examples relating to particular areas from the system’s knowledge domain

The knowledge from the domain of formal languages and automata built in the
system is organized hierarchically, which means that the educational process starts
with basic examples and proceeds with more complex ones thus providing continuity
of learning.

As this system substitutes a teacher, throughout a session it evaluates the student’s
knowledge, updates the student model and determines how the session will proceed
further.

6   Conclusions

The FLUTE intelligent system is intended to offer the capabilities for not only
acquiring elementary knowledge of the field of formal languages and automata but
also upgrading this knowledge. The field is very important, because it provides a
background for further studies of compilers.

The FLUTE system offers the following advantages:
• it provides an easy control of the tutoring process and easy verification of the

knowledge he acquired
• the system behavior during a session varies in response to the student’s learning

pace, which provides maximum individualization of the educational process
• in addition to solved examples, the system is capable of generating new ones
• the number of tutoring systems for formal languages and automata is small, which

adds to the importance of the FLUTE system
• its modular organization makes the system easy to expand
• the software and hardware used for the system implementation guarantee further

development with minimum effort
One among the important properties of the FLUTE system is its expandability.

Some of the aspects of future development of the system are as follows:
•  adding new solved examples to the database
•  incorporating a number of student modeling variants
•  incorporating a module for the statistical evaluation of the system effectiveness
•  expanding the knowledge base to support tutoring in the field of compilers
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Abstract. There is a need for easier, more cost-effective means of developing
intelligent tutoring systems (ITSs). A novel and advantageous solution to this
problem is proposed here: the development of task-specific ITS shells that can
generate tutoring systems for different domains within a given class of tasks.
Task-specific authoring shells offer flexibility in generating ITSs for different
domains, while still being powerful enough to build knowledgeable tutors. Two
widely adopted task-specific methodologies, GTs and KADS, are examined and
compared in the context of automatic generation of intelligent tutoring systems.

1 Introduction

In the last two decades, intelligent tutoring systems (ITSs) were proven to be highly
effective as learning aides, and numerous ITS research and development efforts were
initiated. However, few tutoring systems have made the transition to the commercial
market so far. One of the main reasons for this failure to deliver is that the
development of ITSs is difficult, time-consuming, and costly. Thus, there is a need for
easier more cost-effective means of developing tutoring systems.

A novel solution to this problem is the development of a task-specific ITS shell
that can automatically generate tutoring systems for different domains within a class
of tasks. Task-specific authoring shells offer flexibility in generating ITSs for
different domains, while still providing sufficient semantic richness to build effective
tutors. The method proposed by our research follows the generic task (GT) approach
for knowledge-based systems development. It involves the development of an ITS
shell that can interact with any generic task-based expert system to produce a tutoring
system for the domain knowledge represented in that system. Another task-specific
approach is the Knowledge Acquisition and Documentation System (KADS). The
focus of this report is two-fold: first, to investigate the suitability of the task-specific
methodology for tutoring system generation, and second, to compare and contrast the
two approaches, GTs and KADS, for this purpose.
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2 The Need for Efficient ITS Development Techniques

2.1 What Is an ITS?

Intelligent tutoring systems are computer-based instructional systems that attempt to
determine information about a student’s learning status, and use that information to
dynamically adapt the instruction to fit the student’s needs [10]. ITSs are also
commonly referred to as knowledge-based tutors, because they are modular, and have
separate knowledge bases for domain knowledge (which specify what to teach) and
instructional strategies (which specify how to teach). The basic architecture of an ITS,
shown in figure 1, consists of four main components: the student model, the
pedagogical module, the expert model, and the communication module. ITS design is
founded on two fundamental assumptions about learning:
• Individualized instruction by a competent tutor is far superior to classroom-style

learning because both the content and style of instruction can be continuously
adapted to best meet the needs of the learner.

• Students learn better in situations that closely approximate the actual situations in
which they will use their knowledge, i.e., students learn best “by doing,” learn via
their mistakes, and by constructing knowledge in a very individualized way.

Student

Expert model

Student modelPedagogical
module

Communication
module

Intelligent tutoring
system

Student

GT-based
expert system

Fig. 1. Basic ITS architecture Fig. 2. System-user interaction model

2.2 Learning Effectiveness of ITSs

For a long time, researchers have argued that individualized learning offers the most
effective and efficient learning for most students. Intelligent tutoring systems
epitomize this principle of individualized instruction. Recent studies have found that
ITSs can be highly effective learning aides. Shute [7] evaluated several ITSs to judge
how they live up to the two main promises of ITSs: (1) to provide more effective and
efficient learning in relation to traditional instructional techniques, and (2) to reduce
the range of learning outcome measures where a majority of individuals are elevated
to high performance levels. Results of such studies show that tutoring systems do
accelerate learning with no degradation in final outcome. For example, in one such
study, students working with the Air Force electronics troubleshooting tutor for only
20 hours gained proficiency equivalent to that of trainees with 48 months of on-the-
job experience. In another study, students using the LISP tutor completed
programming exercises in 30% less time than those receiving traditional classroom
instruction and scored 43% higher on the final exam.
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2.3 Difficulty of Developing ITSs

Although ITSs are becoming more common and proving to be increasingly effective,
a serious problem exists in the current methodology of developing intelligent tutoring
systems. Each application is developed independently, usually from scratch, and is a
time-consuming, laborious process. In one study of educators using basic tools to
build an ITS, results indicated that each hour of instruction required approximately
100 person-hours of development time [6].

Another problem is that tutoring expertise is usually hard-coded into individual
applications. There is very little reuse of tutoring components between applications
because the field lacks a standard language for representing the knowledge, a standard
interface to allow applications to access the knowledge and a set of tools to allow
designers to manipulate the knowledge. In describing the state of building ITSs at the
first international conference on intelligent tutoring systems, Clancey and Joerger [2]
complained that “...the reality today is that the endeavor is one that only experienced
programmers (or experts trained to be programmers) can accomplish. Indeed, research
of the past decade has only further increased our standards of knowledge
representation desirable for teaching, while the tools for constructing such programs
lag far behind or are not generally available.” Unfortunately, this problem remains
unresolved.

Authoring tools for ITSs are not yet available, but authoring systems are
commercially available for traditional computer-aided instruction and multimedia-
based training. However, these systems lack the sophistication required to build
“intelligent” tutors. Commercial authoring systems give instructional designers and
domain experts tools to produce visually appealing and interactive screens, but do not
provide a means of developing a rich and deep representation of the domain
knowledge and pedagogy. Indeed, most commercial systems allow only a shallow
representation of content.

2.4 ITS Shells as Cost-Effective Solutions for Creating ITSs

ITS shells can speed up ITS development and reduce costs by providing essential
infrastructure along with a conceptual framework within which to design and build
educational systems. However, a commitment to an ITS shell’s underlying philosophy
entails other commitments that may or may not be suitable for application in a certain
domain. Along one dimension, as systems become more general purpose, they
become more complex, and generally, more difficult to use. Systems that are too
specific will generally not allow enough flexibility, and thus provide little reuse.
Along another dimension, shells can vary from being easy to learn and use, to
offering complex and powerful ITS generation features. A system that is designed to
be learned easily by novices may not provide the powerful features that experienced
users need to efficiently produce tutoring systems. The tradeoffs revolve around the
usability and flexibility of more general shells, versus the power that is derived from
knowledge-rich shells based on explicit and detailed models. An “ideal” ITS shell
should offer the following characteristics:
• Facilitate the development of pedagogically sound learning environments.
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• Provide ease of use, so that authors can use it to develop tutoring systems with a
minimal amount of training and computer programming skills.

• Support rapid prototyping of learning environments to allow authors to design,
build, and test their systems quickly and efficiently.

• Allow the reuse of tutoring components to promote the development of flexible,
cost-effective ITSs.

3 The Task-Specific Paradigm for Knowledge-Based Systems

Early Artificial Intelligence research followed general-purpose approaches, such as
the use of rule-based systems. These first-generation systems had several problems,
including rigid inferencing mechanisms and weak knowledge representation methods.
Recognizing these problems, several schools of thought emerged forming what is
currently known as second-generation knowledge-based systems [1, 5, 8, 11]. While
these schools differ in detail, they share a common philosophy, each having deviated
from the general tools approach by developing task-specific taxonomies of problem
solving types or categories. The common assumption of these approaches is that
human problem solving can be classified into categories of problems. Each category
shares a common methodology, while the knowledge needed for solving individual
problems differs from one problem to another.

3.1 General Description of the Task-Specific Viewpoint

By grouping problems into task categories, task-specific approaches avoid the
generality of first-generation techniques, while avoiding the pitfall of having to design
a new technique for every problem. In other words, by carefully analyzing a class of
problems, a framework can be formulated that can be applied for analyzing similar
problems. Furthermore, task-specific architectures facilitate the knowledge
acquisition process by focusing on high level descriptions of problem solving and not
on low level implementation specifics. By implementing the results of the analysis in
the form of an expert system development tool, the analysis and development of
another expert system can be greatly simplified. The tools thus serve to guide the
analysis of the problem.

While the different task-specific approaches share a common philosophy, they
differ in detail. For example, the generic task approach is based on the hypothesis that
knowledge should be represented differently according to its intended use [1]. While
this mode of knowledge representation can lead to duplication in knowledge stored, it
also leads to a more efficient mode of problem solving, since the knowledge in each
instance is represented in a form suitable for its immediate use. On the other hand,
other task-specific approaches such as the KADS approach [11] view knowledge as
being independent from its intended use. Instead, knowledge is represented in an
abstract neutral format that is expanded at run-time to generate the constructs needed.
For an overview on other task-specific approaches, see [5, 8].
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3.2 Description of the Generic Task Approach

The idea of generic tasks can be understood at one level as a semantically motivated
approach for developing reusable software - in particular reusable shells for
knowledge-based systems analysis and implementation [1]. Each GT is defined by a
unique combination of: (1) a well-defined description of GT input and output form,
(2) a description of the knowledge structure which must be followed, and (3) a
description of the inference strategy utilized. To develop a system following this
approach, a knowledge engineer first performs a task decomposition of the problem,
which proceeds until a sub-task matches an individual generic task, or another method
(e.g., a numerical simulator) is identified to perform the sub-task. The knowledge
engineer then implements the identified instances of atomic GT building blocks using
off-the-shelf GT shells by obtaining the appropriate domain knowledge to fill in the
identified GT knowledge structure. Having a pre-enumerated set of generic tasks and
corresponding knowledge engineering shells from which to choose guides the
knowledge engineer during the analysis phase of system development.

Several of these atomic generic tasks are currently available, and are implemented
in the Intelligent Systems Lab’s toolkit. These include structured matching,
hierarchical classification, and routine design.

3.3 Description of the KADS Approach

KADS is a methodology for knowledge-based systems development that originated in
Europe [11]. Originally, the KADS (Knowledge Acquisition and Documentation
System) project was initiated to provide support for analyzing and describing problem
solving behavior in terms of generic inferences. Over time, the KADS view has
evolved into a more comprehensive framework, called KADS-2, which has many
layers spanning from analysis through strategies to implementation, and the acronym
also came to stand for Knowledge Analysis and Design Support. The KADS
methodology includes a life cycle model for task decomposition of the problem, a set
of modeling languages and frameworks for describing the objects in the methodology,
and a set of tools and techniques for data analysis, model construction, and knowledge
representation.

In KADS, the development of a knowledge-based system is viewed as a modeling
activity. The five basic principles underlying the KADS approach are: (1) the
introduction of partial models as a means to cope with the complexity of the
knowledge engineering process, (2) the KADS four-layer framework for modeling the
required expertise, (3) the reusability of generic model components as templates
supporting top-down knowledge acquisition, (4) the process of differentiating simple
models into more complex ones, and (5) the importance of structure preserving
transformation of models of expertise into design and implementation.

The most well-known ingredient of KADS is the four-layer model: a conceptual
framework for describing the problem-solving expertise in a particular domain using
several layers of abstraction. A major assumption is that generic parts of such a model
of expertise can potentially be reused as templates in similar domains – these are the
interpretation models. KADS distinguishes between a conceptual model of expertise
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independent of a particular implementation, and a design model specifying how an
expertise model is operationalized with particular computational and representational
techniques. This gives the knowledge engineer flexibility in specifying the required
problem solving expertise, but also creates the additional task of building a system
that correctly and efficiently executes the specification.

4 Leverage of a Task-Specific Framework for ITS Generation

Task-specific authoring environments aim to provide an environment for developing
ITSs for a class of tasks. They incorporate pre-defined notions of teaching strategies,
system-learner interactions, and interface components that are intended to support a
specific class of tasks rather than a single domain.

Task-specific authoring systems offer considerable flexibility, while maintaining
rich semantics to build “knowledgeable” or “intelligent” tutors. They are generally
easy to use, because they target a particular class of tasks, and thus can support a
development environment that authors can use with minimal training. A task-specific
ITS shell also supports rapid prototyping of tutoring systems since different
knowledge bases can readily be plugged into the shell’s domain-free expert model. In
addition, they afford a high degree of reusability because they can be used to develop
tutoring systems for a wide range of domains, within a class of tasks. Moreover, task-
specific authoring environments are likely to be more pedagogically sound than other
types of authoring environments because they try to utilize the most effective
instructional and communication strategies for the class of tasks they address. Overall,
the task-specific authoring approach fulfills many characteristics of an “ideal” ITS
authoring shell.

5 ITS Generation Using the GT Approach

The GT development methodology offers considerable leverage in generating ITSs.
The basic assumption of the GT approach is that there are basic “tasks” - problem
solving strategies and corresponding knowledge representation templates - from
which complex problem solving may be decomposed. ITSs can be automatically
generated by developing a shell that can interact with any generic task-based expert
system, and produce an intelligent tutoring system for the domain topic addressed by
that system. An ITS shell for generic task-based expert systems can generate tutors
for a wide range of domains, provided the domain applications can be represented as
generic tasks. This approach facilitates the reuse of tutoring components for various
domains, by plugging different domain knowledge bases into the shell.

The ITS architecture must be designed to understand and interact with any GT-type
problem solver to produce a tutoring system for the domain addressed by the problem
solver. The learner interacts with both the tutoring system (to receive instruction,
feedback, and guidance), and the expert system (to solve problems and look at
examples), as shown in figure 2. This interaction is the same for both GT-based and
KADS-based expert systems. However, the way the interaction between the ITS shell
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and expert system is implemented would be different for each approach. Rather than
re-implement the expert module for each domain, the ITS shell interfaces with a GT
system to extract the necessary domain knowledge. This facilitates the reuse of the
pedagogical module, student model, and user interface components for different
domains. Linking the ITS’s expert module to the problem solver deserves special
consideration. Rather than encode domain knowledge explicitly, the expert module
extracts and tries to make sense of the domain knowledge available in the expert
system. Thus, the quality of the tutoring knowledge is affected by the knowledge
representation used by the expert system. The GT methodology’s strong commitment
to both a semantically meaningful knowledge representation method and a structured
inferencing strategy allows the extraction of well-defined tutoring knowledge. The
expert module can extract three types of knowledge:
• decision-making knowledge (how the data relates to the knowledge)
• knowledge of the elements in the domain knowledge base
• knowledge of the problem solving strategy and control behavior

To make the knowledge available to the ITS shell, the expert system must
understand its own knowledge representation. The structure of a generic task system
must be extended to allow any such expert system to have a self-understanding of its
knowledge structures and reasoning processes. A typical GT system is composed of
agents, each of which has a specific goal, purpose, and plan of action. For the
extraction of tutoring knowledge, each agent must be able to answer basic questions
about itself using knowledge about its goal, actions, and context. The expert module
of the tutoring shell uses these answers, along with an encoding of the expert system’s
structure to formulate domain knowledge as required by the ITS.

6 ITS Generation Using the KADS Approach

To examine how tutoring systems can be generated using the KADS framework, four
main questions must be answered:
• How would ITS generation be approached from the KADS viewpoint?
• How would it be similar and different from ITS generation using the GT approach?
• What advantages, if any, would the KADS approach offer for ITS generation?
• What disadvantages, if any, would it have?

6.1 Extending KADS to Support ITS Generation

To support generation of intelligent tutoring systems, the KADS framework must be
extended to allow two-way communication between the ITS shell and a KADS-based
system. In one direction, the expert module of ITS shell must understand KADS task
structures and interact with task models. In the other direction, KADS models and
structures must support ITS functions and interactions by implementing tutor-related
primitives. At the conceptual level, ITS generation can be done using the KADS
methodology by: (1) extending the life cycle model to include the specification of
tutoring functions and objectives at the analysis phase, and how these specifications
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could be transformed into a KBS that supports tutoring at the design phase; (2)
extending the modeling framework to include concepts that describe tutoring
requirements for use in conceptual, design and other models; and (3) augmenting the
KADS tools with the techniques needed to build appropriate tutoring knowledge
structures and primitives. The implementation of this support for ITS generation
within KADS can be achieved by augmenting the reusable libraries of model
structures with tutoring primitives. In other words, the interpretation models, which
are reusable models of inference structures and task decompositions, need to be
extended to answer requests from the ITS shell for tutoring functions.

The link between the ITS shell’s expert model and the KADS executable model of
expert problem solving is shown in figure 3. The expert model must understand the
KADS framework for expertise. This is accomplished by encoding knowledge of the
KADS expertise model within the ITS shell’s expert model. This model contains the
knowledge needed to understand and interact with the four KADS layers:
1. Strategic layer: The expert model must understand the strategies and plans of the

expert system by using knowledge of the KADS strategic layer. This knowledge is
used to guide the instructional processes of the ITS.

2. Task layer: Interaction between the ITS and the KADS model is needed at the task
layer, so that the ITS can understand and make use of the expert system’s tasks and
goals. This can be done by creating goal structures for tutoring goals. Goals are
specified as primitive, compound, or modality. Modality goals specify the
communication between the user and ITS, and between the ITS and expert system.

3. Inference layer: At the inference level, the ITS needs to understand the inferencing
primitives used by KADS conceptual models. This is achieved by encoding
knowledge about the basic KADS knowledge sources and meta-classes.

4. Domain layer: In KADS, knowledge is stored in the domain layer as axiomatic
structures. The expert model of the ITS shell stores knowledge about the
representation format of these axiomatic structures to enable the shell to extract
domain knowledge from the expert system.

Strategic layer
(planning)

Task
structure

Inference
structure

Domain layer
(inferences)

abstraction control

Strategic know.

Inference know.

KADS four layer model of
expert problem solving

Expert model of
ITS shell

Domain know.

Task knowledge

General-purpose
ITS shell

Special-purpose
ITS

Generic Tasks

KADS

Fig. 3. ITS shell linkage to a KADS model Fig. 4. ITS development spectrum

The lowest level in KADS that allows the achievement of reusability is the
inference level. KADS defines interpretation models of inference structures that can
be reused and combined to develop knowledge-based systems. To facilitate the
construction of tutoring systems, the interaction between the ITS shell and the expert
system must be done at the inference layer. In other words, the way the ITS shell
interacts with a KADS-based system would be different for each inference model.
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6.2 Comparison of KADS with the GT Approach

Overall, generating tutoring systems using the KADS approach is similar to the GT
approach: both are done at the task level, whether by extending task structures or
models. This similarity stems from their common philosophy, namely the
classification of human problem solving into task-specific categories, and the reuse of
such generic tasks for solving problems in different domains. The two approaches are
also similar in that they both involve augmentation of the knowledge structures, task
decompositions, and inference methods to support tutoring. Although similar in high-
level methods, the two approaches differ in the specifics of how tutoring generation is
achieved. In the KADS approach, the developer must specify the ITS extensions
separately for the analysis space (conceptual model) and the design space (design
model). Moreover, KADS stores domain knowledge in a task-neutral format that is
independent of its intended use, unlike the GT approach that assumes that knowledge
should be represented in a format suitable for the way in which it will be used.

An important distinction is that the inference primitives in KADS are more fine-
grained than their GT counterparts, so the interface to the ITS shell must be specified
at a lower level, equivalent to the level of internal operators in the GT methodology.
The ITS framework can be specified in a more formal and concrete manner than with
the GT approach, since the interactions between the ITS shell and expert system will
be defined at a finer grain size. This facilitates the process of building the tutoring
system architecture, since models of primitive inferences are available for the
developer to use in defining the ITS-KADS interactions. However, the interaction
between the ITS shell and a KADS-based system is complicated, since it must be
done at the level of the inference layer. KADS supports the specification of tasks
through the reuse of library-stored inference models. This implies that the ITS shell
must support a model of interaction between the shell and task for each inference
model. In comparison, the GT approach specifies inferencing semantics for each class
of tasks. This allows the ITS shell to represent a single model for each task category.

Consider the scope of ITS development, as shown by the spectrum in figure 4. At
one end of the spectrum, ITSs must be built from scratch for every domain, not
allowing any reuse. At the other end, ITS shells are flexible enough to allow the reuse
of domain knowledge and tutoring components for any domain. The GT approach
falls more towards the general-purpose end of the spectrum than the KADS approach.
For an ITS shell to interact with a GT-based system, it must understand and include
support for each basic generic task. Such a shell can generate ITSs for any domain
that can be represented as a generic task. The KADS approach falls closer to the
middle of the spectrum. Although this approach does not require starting from scratch
for each ITS to be built, it does require the implementation of a different ITS
framework for each inference model defined in the KADS library. It is important to
understand the impact of this distinction on the capability of each approach to
generate ITSs. Both approaches require multiple frameworks within the ITS shell to
model a knowledge-based system. The GT approach requires a framework for each
base GT task and the KADS approach requires a framework for each inference model.
In the GT approach, a single framework for each generic task is sufficient because a
fixed set of semantics is enforced for each task, so all the associated inferencing
strategies can be identified and encoded into that framework. However, in the KADS
approach, generic inference models are reused to build task-based systems. These
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reusable models are at the inference level – one level below the task level. These
models are at the level of the internal operators in the GT approach. Thus, in the
KADS approach, the ITS shell must include many more finer-grained frameworks,
one for each inference model, to support interaction with a task-based system.

One of the advantages of the KADS approach is its task-neutral knowledge
representation format. Although such task-neutrality has not been well demonstrated
in working KADS systems, the approach assumes that such task-neutral
representation is possible. Domain knowledge is stored independently of its intended
use and, thus, the ITS shell can share knowledge across different tasks. The advantage
is the elimination of duplicate knowledge representations if the same domain is to be
tutored from different task perspectives. However, this advantage could be a
disadvantage since a task-neutral knowledge format does not provide a semantically
rich representation for tutoring task-based domains. In other words, the quality of the
tutoring knowledge would be affected by the knowledge representation used within
the KADS approach.  Another advantage of the KADS approach is that it provides a
more formal design, development, and evaluation methodology for knowledge-based
systems, which would allow the development of a more formal specification of the
ITS framework.

ITS generation using the KADS approach has several disadvantages. For one, the
migration from conceptual specification and design to implementation of an ITS is
more challenging. The GT approach offers direct support for implementation in the
form building blocks, which can be extended to include tutoring support. The
implementation task is not as straightforward in the KADS framework since there is a
gap between the conceptual modeling and design phases, and the implementation of a
system that meets the required specifications. Another disadvantage alluded to above
stems from the general task-neutral representation of domain knowledge adopted. The
issue is how usable that knowledge is for tutoring from a task-specific viewpoint, and
whether it needs to be represented in a more suitable format.

7 Conclusion

There is a need for easier, more cost-effective means of developing intelligent
tutoring systems. This report suggests that a novel and advantageous solution to this
problem is the development of a task-specific ITS shell that can generate tutoring
systems for different domains within a class of tasks. Task-specific authoring shells
offer flexibility in generating ITSs for different domains, while still being powerful
enough to build knowledgeable tutors. We are currently engaged on a research path to
develop the ability to automatically generate ITSs given a generic task expert system
[3, 4]; the ITS generated covers the knowledge domain of the given expert system.
We argue that a task-specific framework for ITS generation is highly leveraged, and
this led us to pose the comparative question: which of the task-specific approaches
will be of most utility in developing this ITS generation capability?

Two widely adopted task-specific methodologies, GTs and KADS, were selected
for comparison. Although there are other candidates that might be compared, the
GT/KADS comparison proves illustrative. The analysis reveals that both frameworks
can support the generation of ITSs for different domains. The salient result is that a
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GT framework is expected to be of greater leverage in generating ITSs because of the
larger problem solving granularity of the GT approach compared to the KADS
approach (see [9] for a complete treatment of this issue). In a sense, because of
stronger semantic commitments taken following the GT approach, a system developer
is strongly tied to a backing theory of problem solving. Yet, once implemented, the
stronger commitments made in a GT-based system enable a general ITS overlay to be
developed to generate ITSs on an automatic and largely knowledge-free basis.

The comparison here has been from a theoretical viewpoint. Our current research
track includes the development of an ITS shell for GT-based expert systems. An
experimental question we have posed, and will answer over the next several years is
the following: to what extent is the hypothesized knowledge-free ITS generation
within a GT framework possible? The most important question we hope to answer is
the extent to which this generation is in fact knowledge-free.
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Dpto. de Automática (DISAM), Universidad Politécnica de Madrid,
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Abstract. The paper describes an object-oriented, general model of a
robot on one side and of a flexible manufacturing cell on the other side.
The modeling aims at an improvement of information exchange between
these commonly separated levels of the CIM hierarchy. Interactions bet-
ween both levels are discussed with special emphasis on the integration
of information about the physical properties of the robot into the flexible
manufacturing cell. By this means a high adaptiveness on changing ma-
nufacturing situations is achieved. In addition the open architecture of
the model facilitates the integration of future methods in manufacturing
process planning and execution. The paper closes with two practical ex-
amples that illustrate the information exchange between the robot and
the manufacturing cell level in concrete scenarios.

1 Introduction

A Flexible Manufacturing System (FMS) comprises highly automated, autono-
mous manufacturing resources (robots, buffers etc.) within a complex control
architecture. Each resource –as stand-alone machine– has its own control; in an
FMS environment the resource control is moreover linked to a higher control.
Liu [7] defines an object-oriented framework that distinguishes and categorizes
physical objects from control objects which are categorized separately. In Liu’s
model pairs of physical-control classes are defined. Traditional architectures of
integration [9,2] consider the need to integrate the resource’s physical properties
but little has been done to actually model this low-level information [8,5] and to
implement it into a higher control level. Moreover mechanical simulators such
as ADAMS are generally not sufficiently open to be integrated into the manu-
facturing environment.

Figure 1 presents our modification of the CIM architecture provided by Sie-
mens [9]. The left part of the figure shows the six levels into which a manufac-
turing company is divided. The central block defines the functions done at each
level; in the same central block the arrows represent the direct information flows
between the levels.

To focus the subject of this paper, we argue that manufacturing execution
must be improved by integrating information generated from the lowest level
of the enterprise where some physical parameters of the manufacturing resource
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Fig. 1. FMS within CIM

directly affect the outcome of manufacturing execution. Manufacturing execution
involves the three lower levels of the CIM hierarchy: Shop, cell and resource level.
To integrate the physical parameters of the resources we decided to model an
FMS as a composition of manufacturing resources (resources for short) associated
with their control mechanisms. The model is developed using the object-oriented
Unified Modeling Language UML [6]. In the model several resource classes are
interrelated with control classes. The control classes provide methods to interface
one level with the other.

2 Resource Control within a Flexible Manufacturing
System

The FMS is governed from shop level. The shop level receives as input a produc-
tion order and the process plan associated with that order. At this level some
tasks must be controlled: Transport control, buffer control, storage control, tool
control and process plan control. The shop controller decides in which cell a
specific operation has to be executed.

Then the shop controller sends a command to the ASRS controller to put in
place the ASRS and retrieve material or to storage a product. In the following
the FMS controller informs the control of the chosen cell of the activities it has
to perform. Conversely a cell controller informs the shop controller when a task
is completed. The shop controller tells a cell buffer to stop a particular pallet. In
the moment in which the target pallet arrives at the cell, the buffer tells the cell
controller to move its robot manipulator. The cell controller sends a message to
the manipulator controller. The manipulator controller is now activated to give
the manipulator the coordinate information to go to. The manipulator’s sensor
tell the manipulator controller how the manipulator is performing the task. When
the manipulator finishes handling the object, the manipulator controller sends
an end of task message to the cell controller which in turn sends a message to
the shop controller to be ready to receive new orders.
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Much work has been done to model with object-oriented techniques the con-
trol architecture in a Flexible Manufacturing System. An extensive description
of how different manufacturing resources interact with their own control and
with the FMS control can be found in [10,1,3,11]. There is much debate over
the required number of distinct levels, however three natural levels are com-
monly identified. The manufacturing resource level, the cell level and the shop
level as stated before. Each physical equipment with its own control defines the
manufacturing resource level. The composition and layout of the manufacturing
resources define the cell level. Processing and storage machines that share the
services of material handling machines and buffer storage space together form a
cell. The cell level has a centralized control in charge of defining the behavior of
the resources. This behavior depends strongly on the physical properties of its
resources and it is therefore at this point where the integration of information
becomes essential to improve manufacturing performance.
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Fig. 2. Robot Controller - Cell Controller association

Figure 2 represents the proposed UML model. Although the shop level is
omitted the model is coherent with the mentioned works. A Flexible Manufac-
turing System is composed of a number of cells, each composed of resources
(robots, CNC machines, buffers, etc.). Conceptually and physically a control
must exist over the hole system; this situation is modeled as an abstract class
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control with its sub class cell control. The class control manages coordination
information for manufacturing execution.

For the manufacturing resource level, Smith [10] states that a resource has
the ability to autonomously perform an action as indicated by the cell controller.
The resource controller monitors these actions. Thus a relationship between the
resource class and the cell control class exists. The association between these
two classes gives birth to another association class, in this case the resource
control class. The resource control class is in charge of commanding the resource
according to the information received from its sensors.

Our model highlights the importance of considering the resource and the
resource control as separate classes. In this way the possibility to capture a
number of physical parameters is given. Taking into account that a manufactu-
ring resource is composed of several objects, it is obvious that changing one of
these objects results in a performance change of the whole resource. Finally the
performance of the whole cell is touched.

In figure 2 a robot manipulator is modeled as a composition – in UML ter-
minology – of different devices: sensors, grippers, joints, etc. . A more detailled
description of these classes is presented in the next section.

A robot manipulator has attributes such as degree of freedom, robot type,
speed range, force range, etc. which depend on the composition of the robot
manipulator. The model makes a clear distinction between the robot manipulator
as a mechanical artifact and its control as separate entities. The responsibility
of the manipulator control class over the manipulator class is represented with
a navigability from manipulator control to manipulator. From the cell level, a
manipulator is an entity with capabilities to perform certain actions depending
on the manipulator’s characteristics. For example a cell controller must adapt
(although not explicitly) the force exerted by the manipulator for pressing a
cylinder into a workpiece according to design specifications and be confident the
manipulator will maintain this desired feature. The manipulator’s problem will
be to ‘tell’ his components to do the job in the way the cell controller commands.

But changes are common and they do affect. When the cell controller deci-
des to change operations (perhaps to complete a higher priority order decided at
production scheduling) and to continue later with the initial operations, the pa-
rameters of the manipulator (the force exerted, the mass, etc.) may be modified.
If the cell controller is not aware of these changes the process will be disad-
justed. Integrating the physical properties inside the manipulator control class
and defining methods to manipulate them in the cell control class is the best
way to establish communication between one-another. Manufacturing execution
is aware of modifications and performance is improved.

So having the manipulator control class as a sub class of the resource control
class and in turn associating the resource class with the cell control class, the
capability to integrate the physical properties of the resource, in our case the
manipulator, is developed.
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3 The Model of the Robot Manipulator

The modeling of the robot manipulator is also based on a consequent object-
oriented approach. This guarantees on the one hand a good integration into the
manufacturing cell architecture as a resource through an easy-to-use, public in-
terface. On the other hand the object-oriented approach facilitates the inclusion
of new knowledge within the robot level. New knowledge can consist in informa-
tion about constructive changes of the robot design as well as the application of
new control strategies, numerical calculation methods etc. . The main advanta-
ges of the proposed robot model are that the management of the manufacturing
cell has direct access to the real physical properties of the robot and its con-
trol. Thus production planning becomes more reliable and the management can
effectively respond to modifications of the robot and/or its environment.
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Fig. 3. Robot model in UML

Conceptually the robot manipulator is modeled separating as much as possi-
ble three key characteristics: The robot’s mechanical properties, its control and
the underlying mathematical tools. Figure 3 shows the developed class diagram
for the robot manipulator using the Unified Modeling Language [6]. All class
names are boldface in the figure and italic in the text. The classes are arranged
from left to right in such a manner that their contents change from mathemati-
cal to physical signification. This division follows the general scientific principle
that physical effects are by nature independent of the mathematical tools used
to describe them.

The explanation of the model details starts on the outer right side of the
figure 3. Here the model consists of the subclasses resource and resource control
which are part of the resource level of the manufacturing cell. They provide for
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a standard integration and coordination of various machines inside the manufac-
turing cell (see figure 2). These classes and their links to the manufacturing cell
control as well as the upper levels of the integrated manufacturing environment
have already been dealt with in detail in the preceding section.

The physical characteristics and aspects of the robot are contained in the
manipulator class. In this context the manipulator is defined as a stationary
mechanism that positions and/or orients a tool to interact with the environ-
ment. A typical example of such a manipulator with its components is shown
in figure 4. Various implementation attempts with different class schemas have
lead to the conclusion that it is very convenient to divide the components of
the manipulator into the two groups, frames and relating elements. These two
classes can therefore be considered as the backbone of the robot model – they
interconnect mathematical and physical properties.

A frame represents a coordinate system in which one or more rigid bodies are
fixed. The rigid bodies carry masses and are referred to as solids. Generally but
not necessarily for each link of the robot a single frame is chosen and the solids
correspond to the material that forms the link. Inside each frame the solids are
immovable and hence for each frame a constant mass and constant moments of
inertia can be calculated. A special type of solid is a tool and in particular a
gripper. Unlike the solids, the tools have the ability to interact with the robot
environment e.g. to hold an object. In this case the mass and moments of inertia
are recalculated for the frame to which the gripper belongs.

The second group of manipulator components are relating elements. They
have in common, that they connect two (and only two) frames. Typical repre-
sentatives are the sub-types joints, actuators and sensors. Note that the relating
elements can connect arbitrary frames and not only frames that follow in the
kinematic order (compare figure 4). Moreover one should be aware that in the
proposed model the relating elements do not carry masses – the masses have to
be included in the corresponding frames.
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S

solid

gripper

frame frame

sensor

actuator

actuatorsensor

Fig. 4. Robot and its components
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A joint defines the kinematic restrictions of one frame with respect to ano-
ther. From a mathematical point of view this restriction is expressed by a trans-
form matrix, that can include various variables. As an example may serve a
rotary joint that is expressed by a Denavit-Hartenberg transformation matrix
in which the angle of rotation is the only variable. Joints with more that one
degree of freedom e.g. ball-socket joints are admitted too.

An actuator is a relating element that relates two frames by an external
force or torque. The amount of force or torque is characterized by a variable. For
robots usually rotary actuators that are aligned with the joint axes are applied.
Nevertheless the model foresees linear actuation and even the possibility is given
to move a link with several actuators.

Finally a sensor is defined as a manipulator element that measures relations
between two frames. In the context of the proposed robot model the measured
quantities are limited to dynamic quantities like distance, orientation, velocity,
acceleration as well as force and torque. Commonly the sensors are aligned with
the actuators or joints but independent sensors (e.g. that measure the distance
between floor and gripper as seen in figure 4) are admitted too.

The modular design of the robot model allows to exchange or to add element
like solids, joints, actuators or sensors in whatever way. Thus existing robot
models can easily be adapted or new ones can be composed.

Besides the manipulator’s mechanical components, an important part of the
robot is its control. As shown in figure 3 the manipulator control on the one
hand gets data from the sensors and on the other hand sends commands to the
actuators. It governs the variables that these components include. The model
supports low level control schemas like reactive control or tele-control as well as
plan based control schemas that may require knowledge about the structure of
the whole robot.

Now it remains to describe the mathematical part of the model which is found
on the left side of figure 3. In the concept of the model the mathematical methods
are treated apart from the the physical properties of the robot. As a consequence
of this philosophy the mathematics become exchangeable within the model and
the application of new mathematical methods is facilitated. A matrix library
provides for most of the vector and matrix calculus, whereas the variables form
a class apart. The variables are divided into two sub-groups: degrees-of-freedom
(dof ) and constraints. The dof are independent variables that can be set by the
manipulator control. Constraints are either variables that can be calculated by
use of the dof or conditions that have to be fulfilled like ranges of motion etc.
. To illustrate the interplay between the mathematical part of the model take a
look at the class transform. This class provides for a normalized transformation
matrix in a joint. Depending on the degree of freedom of the joint it can include
one or more variables. The number of parameters to derive the matrix depends
on the applied method. So far the Denavit-Hartenberg method, Euler-angles and
screw theory are implemented but the model structure is open to integrate table
lookup or other methods to compute the transformation matrix.
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4 Examples of Information Integration

The examples illustrate the integrating approach of the presented manufacturing
cell architecture in two concrete scenarios. In both cases the relation between the
detailed physical properties of the manufacturing resource and manufacturing
execution is illustrated and immediate implications analyzed. The examples are
simplified as much as possible to improve the understanding of the developed
architecture. Nevertheless the architecture will hold for most complex scenarios
with a high number of cell resources too.

The first example is about a single robot within a flexible manufacturing cell.
The robot has n DOF and is non-redundant; it is composed only of rotational
joints and all joints are directly actuated. Gravity, friction etc. are neglected to
simplify the problem. The scenario foresees that the current task of the robot
is to press cylinders into work pieces. The execution of the pressing operation
requires a directed force F req = (Freq,x, Freq,y, Freq,z)T (expressed in world space
coordinates). Assume that one of the robot motors gets broken and is replaced
by the maintenance with a motor of different torque.

On robot level this implies that the sequence of operations that are executed
by the robot inside the manufacturing cell are checked. During the pressing
operation the robot configuration is given by θ = (θ1, θ2, ..., θn)T , where θi is
the joint angle at the i-th joint. The relation between the required motor torques
τ req = (Mreq,1, Mreq,2, ..., Mreq,n)T and the required pressing force is given by

τ req = JT (Freq,x, Freq,y, Freq,z, 0, 0, 0)T (1)

where J is the Jacobian of the robot at the point θ. The replaced joint motor
is now checked to assure if it can still provide for the necessary corresponding
torque Mreq. If the check results unsatisfactory the production operations have
to be modified.

From a point of view of the manufacturing execution level the important
fact is that the quality of the manufacturing process is highly correlated to the
union force of the cylinder in the work piece. Manufacturing execution has been
adjusted (although not necessarily on purpose) to the parameters of the previous
robot motor and the process has been statistically controlled. But as has been
demonstrated in the previous analysis the force exerted by the new robot motor
is different which means the actual force exerted is different too. If the force
of the new robot motor is beyond the limits, upper or lower, and this fact is
not taken into account, the manufacturing process will no longer be controlled
and as a consequence after manufacturing execution, the population percentage
of finished products that will be out of limits will increase. The integration of
information about the up-to-date physical properties of the robot is now essential
to determine the source of the deviation.

In a second example the importance of information exchange between the
robot level and the manufacturing cell level is outlined for cell redesign. Suppose
a flexible manufacturing cell with a single robot and two buffers. Again the robot
has only rotational joints and all joints are directly actuated. The manufacturing



828 C. Schäfer and O. López

cell serves for a whole variety of different products. Two buffers supply the robot
with the products and support the pieces while the robot is manipulating them.
Note that all the work pieces are processed by the robot at the same positions
in space which are determined by the position of the buffers. To improve the
productivity of the flexible manufacturing cell, the robot is now equipped with
more powerful motors.

At robot level this implies that the performance of the robot changes within
its workspace. Regions in the workspace where the robot can exert high forces on
the work piece have grown and might permit an optimization of the production
process. A detailed analysis of the robot’s workspace is carried out. Analysis
criteria are not only traditional specifications like reachability but also manipu-
lability [12,4], precision etc. . All these criteria require a detailed information
about all the physical properties of the robot. The resulting statements are not
only about the robot as a whole (global) but the performance of the robot at
each point inside its workspace is quantified. In this way, taking into account
actual and estimated future manufacturing operations, the possible work points
of the robot are determined and the buffers can be placed correspondingly.

At manufacturing execution level two implications are considered. The ro-
bot’s movements were adjusted to guarantee that the robot reaches the same
position to handle the pieces. The analysis tells us the robot workspace has in-
creased and therefore the real positions the robot reaches are offset accordingly.
Manufacturing execution must be stopped to reprogram the robot’s positions.
The second consequence is positive. As the space where the robot can exert high
forces increased another buffer can be added to the original configuration of
the cell having a bigger work area with the same (adjusted) quality parameters,
reducing the time to finish more products. Again the importance to base the
manufacturing cell level on physical properties of its resources (in this case the
robot) is stressed.

5 Conclusions

One way to improve manufacturing execution as well as planning in flexible ma-
nufacturing systems is to integrate information of the lower levels of the CIM
hierarchy. In particular the incorporation of knowledge about the physical pro-
perties of the manufacturing resources (e.g. robots) is stressed because the re-
sources directly influence the outcome of the manufacturing execution. For this
purpose an object-oriented architecture of the lower levels of the CIM hierar-
chy (shop, cell and resource level) has been developed and complemented by a
detailed model for robot manipulators.

On the one hand the flexible manufacturing system is modeled as a compo-
sition of a number of cells, each composed of resources (robots, CNC machines,
buffers etc.). Conceptually for each resource two classes are introduced: A re-
source class and its corresponding resource control class. On the other hand the
robots are modeled based on a separation of three key characteristics: The ro-
bot’s mechanical properties, its control and the underlying mathematical tools.
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Within the mechanical part of the model it is furthermore necessary to distin-
guish kinematic passive elements (e.g. solids) from kinematic active elements
(e.g. joints, actuators and sensors)

In the following the information flow inside the model architecture is analyzed
and a high adaptiveness on changing manufacturing situations is shown. The
principles of the presented approach are now exposed and further work will
concentrate on the extension of the model, in particular on the modeling of
other manufacturing resources.
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ning UML. Moreover Christian Schäfer acknowledges the financial contribution of the
European Commission through an individual ‘Marie Curie Research Training Grand’.

Omar Lopez thanks the economical support given by the Secretaria de Educa-
cion Publica and the Universidad Autonoma del Estado de Hidalgo, Mexico. He also
thanks Dr. Francisco Sastron at DISAM without whom this paper could not have been
possible.

References

1. Q. Barakat and P. Banerjee. Application of object-oriented design concepts in CIM
systems layout. Int. J. Computer Integrated Manufacturing, 8(5):315 – 326, 1995.
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1  Introduction
Information Technology, and in particulay the Internet Technology, has been
developing very rapidly and as such it is difficult to predict the level and extent of
Internet usgae in business operations. However, expert predictions show that Internet-
Based Business Operations already started to change the way of conducting business.
The early the firms adopt the Internet-Based Business Operations, the more likely they
will survive and compete with their rivals (Cronin, 1996a).

Business Operations over the Internet are very much in their infancy. They are rapidly
becoming the new method to conduct business and to interact with customers,
suppliers and partners. Electronic Business Operations cover many aspects of
buying/selling relationships ans also many operations within manufacturing.

Electronic trading opportunities offer businesses the chance to compete at an
international level. These Electronic Trading Opportunities, are being expanded to
Web sites and many trading forums have emerged.

Many reliable surveys show that over the next ten years, the growth of Internet-Based
E-Commerce will outstrip the growth of traditional commerce (Soliman and Gide,
1997). It is the commercialisation of the Internet that is leading the way to this
remarkable growth in Electronic Activities. The Internet serves as a foundation for all
of these new opportunities in commerce.

There has been a phenomenal growth in commercial presence on the Internet in recent
times. In the last 2 years the commercial domain registrations of the entire Internet
have grown to represent some 85% of all organisations. This effectively kills the myth
that the Internet is an academic and research playground. Facts and figures from
industry analysis show that (Gide and Soliman, 1997a):
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1. Internet-Based E-Commerce is expected to reach $150 billion by the year 2000
and more than $1 trillion by the year 2010. Sales generated via the Web have
grown from $17.6 million in 1994 to nearly $400 million in 1995 (a growth rate
of over 2100%). The number of sites using the Internet for product transactions
has increased from 14% in 1995 to 34% in 1996 and to a projected increase of
44% in the next 3 years.

2. The Internet has reduced the number of letters, voice calls and faxes around the
globe. Thirty per cent of Internet users in one survey stated that Internet usage had
resulted in new business opportunities and 43% said that it has increased
productivity (Soliman, 1998).

According to the Internet marketing research firm (ActivMedia, 1997), projections
indicate that global Web sales through 2002 could total $1.5 trillion, or about 3% of
combined Gross Domestic Product (GDP) for all countries worldwide. The study
tracked eight Web business segments: manufacturing, computers and software,
business and professional, consumer, travel, investment/finance, publishing, and real
estate. In addition the market research firm Paul Kagan and Associates released 10-
year revenue projections for the interactive media industry, showing that in the year
2007, the Internet-related income is expected to be $46 billion, having risen from a
projected $11.1 billion for 1997. Electronic Commerce, revenue is expected to
increase from $0.9 billion in 1997 to $11.7 billion over the next 10 years.
Books and computer hardware and software are the items most people purchase via
the Web, according to data from the most recent study of Internet demographics by
Nielsen Media Research and Industry Trade Association CommerceNet.  The study
shows that 5.6 million people have purchased books online, while 4.4 million people
have purchased hardware, and 4 million people have purchased software via the
Internet.
According to Nielsen Media Research and CommerceNet, 78 million people used the
Web during the first six months of 1998, and 20 million of those users made purchases
via the Web. The following are the highlights of shopping and purchasing activities
from a recent study (Gide and Soliman, 1998):
q 48 million Web shoppers - increase of 37% from September 1997.
q 20 million Web purchasers - increase of 100% from September 1997.
q 71% of Web purchasers are men, 29% are women - unchanged from September

1997.
q Women represent 36% of all online book buyers and 12% of all online computer

hardware buyers.
q Among persons age 16-24, the top items purchased on the Web are books,

CDs/cassettes/videos, and clothing.
q Among persons 50 years and older, the top items purchased on the Web are

books, software and computer hardware.
q Consumers under the age of 35 represent 65% of all persons buying clothing on

the Web, and 64% of all persons buying CDs/cassettes/videos.
q Consumers 35 years old and over represent 63% of all persons buying computer

hardware on the Web, 59% of all persons buying software and 58% of all persons
buying books.
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Businesses are aggressively adopting inter-company trade over the Internet because
they want to cut costs, reduce order-processing time, and improve information flow
(Cronin, 1996b). For most firms, the rise in trade over the Internet also coincides with
a marked decrease in telephone and facsimile use, allowing salespeople to concentrate
on pro-actively managing customers’ accounts rather than serving as information
givers and order takers.

2  What Electronic-Business Operation Is?
Electronic Commerce, Electronic Trading and Electronic Business are often used
interchangeably and many times there is a perception that these terms principally refer
to the procurement cycle - the ordering and paying for goods or services either via
electronic commerce technologies such as EDI or, more recently and growing in
popularity, on-line Internet shopping.

Internet-Based E-Commerce is not an extension of EDI (Electronic Data Interchange)
which has been primarily limited to computer-to-computer transactions, and has not
been associated with major transformations of firms. Internet-Based E-Commerce is
giving a new way to Electronic Business Operations, with different characteristics
than traditional EDI and is an evolution from EDI (Soliman and Gide, 1997).

There is no exact definition of the Internet-Based Business Operations. Since, Internet
commerce is still immature, so is the definition. However, one definition made by
Kalakota (1996), as “the process of converting digital inputs into value-added
outputs”. Basically, this process involves taking information as raw material and
producing value added information-based products or services out of the original raw
information (Soliman, 1998).

So, Electronic Business Operations refers to an on-line production process owned by
intermediaries. Producers of information interact with services and other processed
information, such as orders, payments or instructions. In reality, Internet Business
Operation is about businesses and consumers adopting a new process or methodology
in dealing with each other. These processes are in essence supported by electronic
interactions that replace close physical presence requirements or other traditional
means(Gide and Soliman, 1997b).

The Internet offers the greatest potential for Electronic Business Operations known to
date. According to Steel (1996) "there are less than 100,000 EDI (Electronic Data
Interchange) users world-wide after 40 years or so of endeavour".

3  The Internet and Electronic Market
The phenomenal predictions of the size of the Internet market should be interpreted
with some other factors in mind. There is scant evidence that the Internet is actually
creating new sales. Certainly, the Internet is beginning to generate new sales channels,
especially for products and services, which can be delivered digitally over the net. And
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there is no doubt that bank-assumed risk from credit card transactions through SET
processes will accelerate traditional retail sales over the Internet. But these sales are
still generally no more than sales substitution, or sales that would previously have
been made by personal visits, mail order or the like.

Data on Web shopping and purchasing taken from a Nielsen Media Research
(CommerceNet) study on Internet demographics released in August 1998 is shown in
Table 1 below.

Table 1: Top Items Purchased on the Web, June, 1998 vs. September, 1997

Items Purchased June, 1998
(million people)

September, 1997
(million people)

Books 5.6 2.3
Computer Hardware 4.4 2.0
Computer Software 4.0 2.8
Travel (airline tickets, hotel &
car reservations)

2.8 1.2

Clothing 2.7 0.9

Some authorities are already claiming that the main benefit of the Internet to-date is
better customer service. However, there is a wide debate about where future
investments will be made, that is: a) to support business-to-business processes, or b) to
back office processes. The technologies and products which will enable businesses to
do business with each other over the Internet is generally agreed to be attracting
between 5 and 8 times the near-term future investment.

4  Key Values of Electronic Business Operations
There are various types of key measurements that must be tracked prior to embarking
on a full implementation. Some of the important key elements to measure business
value are:
½ Improving customer service: Providing customers self-access to their accounts,

transactions and orders, is a valuable service. The level of satisfaction for those
customers interacting electronically will undoubtedly rise.

½ Reducing costs: The most basic cost reductions could be related to publishing
costs, which include the cost of production, printing and distribution.
Furthermore, marketing and selling costs are also lower in an electronically
enabled commerce environment.

½ Providing Business Intelligence: In the Electronic Business Operations world,
businesses need to know much more about their clients. Electronic commerce
makes it possible to market to specific individuals based on their patterns of
(purchasing and browsing) behaviour. Hence they need to capture, and to analyse,
as much information as possible about each individual purchase (or cancelled
purchase) in order to build up customer’s profiles. This is achieved in much the
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same way that neighbourhood stores once did, through personal acquaintance with
the consumer and continuous contact. The use of this analysed data leads to what
is being called "market response" systems or "adaptive marketing".

½ Process simplification: Instead of using paper, using the World Wide Web
(WWW) simplifies and speeds the approval process.

½ Generating new revenue: The new Internet-Based Electronic Marketplace
generates new revenue by selling new products and services specifically designed
for the electronic marketplace. Existing product or services can also be sold on
the Internet.

½ Taking faster decisions: By receiving information about competition through an
Intranet information retrieval database, it would be possible to develop a
competitive strategy much faster than otherwise. The drivers for manufacturing
are customer’s needs and time. Time is a major source of competitive advantage
and competitive pressures requiring production schedules to be shortened.

5  Current Challenges to Internet-Based Business Operations

There are two main drawbacks or challenges in using Internet-Based Electronic
Business Operations, these are: security issues and payment tools. These two issues
are receiving the highest priority and the best attention they deserve, both from
vendors and users and implementers.

6  Security and Privacy Issues

While EDI users enjoy a high level of reliability and security, they are often restricted
to the exchange of data with users of the same Value Added Network (VAN). For
electronic commerce to really transform the way we do business a secure solution that
works globally is required. To achieve this, a series of international standards needs to
be agreed and vendors need to carry out a rigorous program of interoperability tests.
Moreover, as trade moves beyond national boundaries, a common legal infrastructure
must be agreed. For example, a contract that has been digitally signed in one country
needs be recognised in other countries.

On the other hand, a recent Forrester Research report found that security has fallen
from first place in 1995 to fifth place in 1996. This indicates that there is a growing
confidence in solving the Internet security issues that have been very widely
publicised. Even though security is a challenge it is not a barrier to Electronic
Business Operations.

Security is fairly new to the Internet, so it has not matured yet. However, computer
security professionals have known about the Internet security for years and are now
improving it.
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7  Payment Tools
There is confusion over the availability and choice of Internet payments tools. In
addition, there are no interoperability standards to make one work with another. Over
the past two years, new payment tools from small companies have emerged.

There are many traditional methods of payment available in the real world such as:
Cash, Cheques, Credit Cards, Traveller’s Cheques, Prepaid Cards, Debit Cards,
Physical Tokens, Bank Notes, Secure Wire Transfers, Money Orders, Letters of
Credit, etc. However, none of these mechanisms is directly transferable in an
unmodified form to suit the Internet. This is because each method assumes a physical
presence or that there is a delay incurred in the processing of funds so that fraud can
be detected and stopped. Some of the new Electronic Business Operations payment
tools that can be used in manufacturing and business operations are:

1. Electronic Cash (Digital Cash)- It is a token-based currency which translates into
equivalent real currency units that are guaranteed by a bank. Usually, there is a
trusted authority that allows the user to conduct and pay for transactions of this
nature. This usually takes place after a pre-determined relationship has been
established (eg  DigiCash).

2. Smart Cards- Smart Cards can be used with or without a stored value. Usually,
the user is able to pay with them without having to connect to a remote system. If
they have a stored value which contains “real digital cash”, they are known as
“Cash Cards” because they replace carrying cash (eg Mondex).

3. Electronic Cheques- These are the equivalent of paper based cheques. They are
initiated during an on-screen dialog which results in the payment transaction.
Authentication and verification are usually performed instantaneously by using
digital signatures and time-stamping controls during the transaction (eg
CheckFree).

4. Encrypted Credit Cards- There are varying degrees of encryption
implementations credit of credit cards over the Internet, with the SET (Secure
Electronic Transactions) holding the most promise (eg CyberCash).

8  Types of Internet Business Operations
At present, there are 3 types of Internet Business Operations (shown in figure 1
below), these three types are:

½ Business to Business
½ Business to Consumer, and
½ Business to Employee.
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Figure 1: Types of Electronic Business Operations in the Virtual Market.

Business-to-Business Operation is complementary to EDI in that it is beginning to be
used for non-production, non-replenishment applications. The widely used current
terms used to describe the function of Electronic Business Operations are "Business to
Business" and "Business to Consumer". The expression "business-to-business" is
inexact and sometimes misleading. In Electronic Business Operations it is not always
possible to tell who is accessing the automated point of sale/point of contact. It could
be a retail consumer buying in wholesale quantities; it could be a business buying in
retail quantities-and many other variants. Business-to-Business automated ordering
processes are designed to empower business managers. The business server can only
be accessed through the corporate Intranet, or an Extranet for "communities of
interest".

The Business-to-Consumer Operation complements normal retail shopping, mail
order and direct marketing. It can accommodate delivery of soft (digital) goods, such
as published material, software, audio and video products.

Business-to-Employee Operation is beginning to develop a new market place. A
checkpoint on an emerging application area. As with buying a T-shirt from the
company shop; many companies now allow employee to buy using the corporate
Intranet. A variant from an emulated business-to-consumer application is where
employees may have purchases deducted from the payroll, or from allowances.
Allowances or entitlements for clothes or equipment are often the norm in the armed
services, police, fire services, airlines, banks, health services and so on.

9  Internet Benefits to Business Operations
To date the major benefits from the Internet include improved internal and external
communications. The Web has specifically brought a new marketing medium and
enhanced information resource. Innovative applications are starting to appear which



The Economic Benefits of Internet-Based Business Operations in Manufacturing 837

allow for sales and database interrogation. Other benefits such as e-mail and file
transfer functionality, Web utilisation gave many companies ’Internet presence’ and
provided them with opportunities to develop and expand new services.

According to the Cisco Systems Inc. (a leading maker of Internet equipment),
estimated more than $1 trillion to $2 trillion worth of goods and services will be sold
on the Net by 2002. According to the Cisco, part of the reason for the low-ball
estimates by market analysts is that many exaggerate the importance of business-to-
business operations and underestimate the potential growth of the consumer market as
the Net becomes more mainstream. On the other hand, Gartner, a leading industry
consulting firm, has estimated business-to-business electronic operations will be 12 to
15 times larger than consumer markets for the next few years, with consumer sales
only catching up with business markets midway into the next decade.

Businesses-to-business operations involve companies and their suppliers while
consumer markets include home shopping, banking, health care and  broadband--or
high-power--communications to the home.

A model for realising the optimum level of benefits from using the Electronic
Business Operations over the Internet is illustrated below in Figure 2 below.

Benefits of 
E-Business 
Operations

q Establish Web Presence (Home Page)
q Provide Corporate Information
q On-Line Marketing

q Merchandising and Catalogue Management
q Order Taking, Fulfilment Returns
q Shipping and Freight
q Warehousing and Inventory Management
q Pricing, Promotions, e-cash, e-banking
q Financial Accounting and Reporting
q Customer Service and Profiling

q On-Line Catalogues and Order taking
q Secure Transactions
q Invoicing and Billing
q On-Line Communication
q On/Off-Line Delivery

High
(Advanced)
Level

Medium
(Intermediate)
Level

Low
(Basic)
Level

Medium to Big Sized Business

Small to Medium Sized Business

Small Business

Figure 2: Model for Optimum Level of Adaptation and Benefits of Electronic
Business Operations over the Internet.
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In manufacturing, traditionally Design Engineering, Procurement and Production
Departments communicate with each other using paper based methods. However the
introduction of Internet–Based Electronic Business Operations and its superiority of
over traditional EDI is adding new dimension to reducing the cost of manufacturing.
So, in a typical manufacturing setting Design Engineering Department supply design
drawings and specification to Procurement Department to procure material,
commence production, and ultimately deliver goods to customers as per orders. In a
general manufacturing setting, there are three types of flows: a) Material flow, b)
Clerical flow and c) Information flow. Improvement in the movement of raw material,
Work-In-Process and Finished Goods is likely to occur as a result of using the
Internet-Based Electronic Business Operations. The main benefit to manufacturing
from the Internet lies in the second and third types of flow.

The number of parts used in production could be in the order of thousands of items.
These parts are usually purchased from suppliers on the basis of price, quality, and
delivery on time and suppliers financial position and reputation in the industry.

Accordingly Material Procurement professionals must be equipped with timely and
valuable information on parts and their suppliers. The Internet-Based Electronic
Business Operations provide them with a fast and efficient way of obtaining
comprehensive information of the market, feedback from the industry and the
performance of suppliers.

The following figure (Figure 3) illustrates how clerical and production information can
be efficiently and cost-effectively communicated throughout the supply chain using
the Internet-Based Electronic Business Operations.

Customer

Supplier

Inspection

Dispatch

Receiving

Production

Procurement

Design

INTERNET

INTERNET
Material (Physical)

Drawings (Clerical)

E-Commerce (Electronic)

Figure 3: Supply Chain Communication in Manufacturing using Internet-Based
Electronic Business Operations.
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10  Conclusions
Business Operations over the Internet is very much in the early stages. Early
indications are that the-Internet is a viable trading medium. The problems of cost,
standards and a lack of interactivity will prohibit traditional batch-EDI scenarios.
Success in Internet-Based Electronic Business Operations depends on how
organisations strategically position their products and services through other Internet-
based electronic communities and intermediaries, as well as on how they facilitate the
interactions with their customers, suppliers, and partners. Even though Electronic
Business Operations make sense theoretically, the reality is that it has to integrate with
internal and external processes that are already in place. Sometimes, this integration is
a challenge linked to a major re-engineering exercise accompanied by resistance to
change. Moreover, since implementation of Electronic Business Operations is, in
many cases, evolutionary, organisations need to react to change the business processes
as demand increases.

Despite these benefits and success stories, a number of issues remain to be resolved
such as security and privacy. Other issues regarding the growth of the Internet are the
lack of: a public key infrastructure (particularly for international trade), governmental
stance, access, reliability (service levels), integrated applications and
understanding/awareness of the Internet-Based Electronic Business Operations
capabilities, and finally the relative cost of required technologies.
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Abstract. The need for manufacturing moulds and stamping dies arises in
industrial complex products. Most moulds and dies consist of a complicated
curved surface that are difficult to produce. To represent these parts using CAD
systems, both the wireframe and solid modeling are used. The wireframe model
in most complicated shapes is not enough to recognize the machining parts.
This paper presents an approach for the generation of NC machining instruction
for complicated surfaces directly from a solid modeling. The work includes
extracting data for the machined part using STL format, and constructs the
topological surface for the various cutting planes. The work generates the tool
path required for machining the part for both rough and fine operation.
Roughing is done by pocketing procedures using zigzag cuts by flat end mill
and considers the arbitrary shaped such as islands on the cutting planes. The
finishing operation uses a small ball-end mill. The goal of the tool path
generation is the reduction of the cutter location (CL) data file, and prevent the
cutter gouging.

1. Introduction

Machining surfaces are an important feature in many engineering parts such as molds,
turbine blade, automobile bodies, ... etc. Machining these objects on a numerically
controlled (NC) machine is a challenging task to produce quality parts in a more
effective, efficient and error free fashion. CAD/CAM can be considered as the
discipline that uses computers in the design and manufacture of parts [1]. One of key
feature in modern CAD/CAM system is the automatic generation of NC machining
programs directly from a CAD model. Injection molds, stamping dies and other
sculptured surface products are common place in modern design. To automate the
generation of tool paths to machine these parts, the most fundamental information is
the surface CAD model. To represent the required part using a CAD system both the
wire frame and solid modeling are used. The generation of 3D CAD system uses solid
modeling ensures the consistency and completeness of the part geometry. The solid
modeling enables partly analysis, which make it possible to create molds and dies in
more realistic way. The solid modeling presents an interactive graphical environment
to construct the model of component in terms of standard procedures supported by the
CAD system. The user generates the component model starting from a protrusion
feature, then add or subtract other primitives. The modern 3D CAD system is able to
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export the part information date in terms of STL format [2] which contains the
boundary representation structure of the surface in the form of small triangles. To
construct the topological surface for the various cutting plans a Z-map method is
used. Z-map is an efficient method to convert the STL data format to a  topological of
the surface. Based on the constructed surface, cutter path for both roughing and
finishing operation is performed. To generate a tool path, gouging problem should be
considered. Gouging frequently occurs in the region where the radius of curvature of
the surface is small compared with the radius of the tool. To prevent gouging, it is
essential to be able to detect all the interference regions on the part surface, and
analyze the geometric relationships between the cutting tool and the part surface,
assuming that the tool size has been decided. In roughing cuts, a large flat end mill is
used to maximize the metal removal rate. In finishing operations a small ball end mill
is used. The consideration of the tool path generation includes the generation of an
offset surface from the surface model in both flat end mill and ball end mill, and use it
to generate the cutter location (CL) date. In the following sections, the proposed
methodology for each task will be introduced.

2. Solid Modeling Representation

The representation of three-dimensional (3D) CAD model forms the basic cornerstone
of computer controlled manufacturing process. Initially computer were used to
represent two-dimensional (2D) drawings with multiple views. These are very similar
to hand drawings from which they were derived, but quickly. The potential to show
three dimensional images such as isometric views prompted the development and
generation of 3D wire frame representations. In such drawings, lines, arcs and circles
were the prevalent primitives used. Hidden line algorithms were used to represent 3D
geometries, but the CAD systems did not have any efficient way of displaying and
storing complete 3D part information. When the capabilities of computers expanded,
constructive solid geometry and boundary representation flourished. Constructive
solid geometry (CSG) enables the application of boolean rules (union, intersection
and subtraction) to geometric primitives such as a cube, a cylinder, a torus, a cone and
a ball. The boundary representation (B-rep) represents a solid unambiguously by
describing its surface in terms of vertices, edge and faces [3]. Various mathematical
techniques have also evolved to represent free form curves and surfaces. Theses
includes parametric splines, Bezier curves, and B-splines. All these formats enable the
designer to represent a free-form curve using a parametric representation in each
coordinate (x, y, and z) [4, 5]. The difference between the formats is the degree of the
control of the curves. In parametric cubic curves for instance, if one control point is
moves, the whole curve is affected. In Bezier and B-spline, depending on the degree
of the curve, local control is achievable. Today’s CAD systems typically use a
combination of B-rep and CSG formats. The free-form representations vary, but the
Non-Uniform Rational B-spline (NURBS) is one of the complex representation used
in leading CAD software packages. It allows localized curvature modification and
exact representation of primitives. Cell representation is sometimes termed as another
solid modeling format which discretize surfaces into cells, typically triangles, squares
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or polygons. Since the CAD software is often the first step leading to a finite element
analysis, cell representation is often available with the other representation formats.
STL format described below is a form of a cell representation on the surface of a
solid. STL or stereolithography interface specification is the most widely used of
rapid prototyping processes. Two representations are commonly known, the ASCII
representation and the binary representation. Both describe the coordinates of three
points that form a triangle in space and its associated outpointing normal.  The binary
format results in much smaller file sizes, a typical Figure is 6:1 ratio, where as the
ACSII format can be read and visually checked. A typical ASCII format is listed in
Appendix A. The binary format used in this work due to the file size and speed of
transfer is described such as follows:

The header record consists of 84 bytes, the first eighty are used for information
about the file, author’s name and other miscellaneous comments, the last four bytes
represent the number of triangular facets. Next, for each facet, 50 bytes are used to
represent the x, y, and z components of the normal to the facet, then x, y, and z
coordinates of each vertex of the triangle. 4 bytes are used for each coordinate,
resulting is 48 bytes per facet. The last two bytes are not used.

3. Z-Map Generation

Once the geometry data of the product is translated from the solid model CAD system
to STL format, the geometry data is converted into a Z-map data. The Z-map is an
intermediate stage between the geometry and the tool cuter path [6, 7, 8]. The Z-map
is constructed as a rectangular grid (mesh) in the xy-plane located at the highest z
value of the geometry as illustrated in Fig. 1.

Fig. 1. The 

The grid snap is defined by the pa
step feed in y-axis . The smaller these
the topological surface, however als
milling. From each x, y node of Z-map
determine the z value. The data are de
all the triangles of the surfaces. The 

Z Tool axis direction
concept of Z-map

rameters entered for cordal length in x-axis, and
 values, the more accurate the determination of

o the more time needed for both calculation and
, a vertical ray is projected onto the surface to
termined only for the rays, which located inside
smallest value for z coordinate represents a node

X

Cordal length

Step feed
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on the machined surface. The check-up of the vertical ray is being inside a triangle
plane or not can be carried out such as follows:

Fig. 2. Triangle cell representation

Fig. 2, illustrates a point (x, y) which represent a node of the Z-map and points (x1,
y1), (x2, y2), and (x3, y3) represent the nodes of the triangle plane. The check carried
out through the determination of the sign of the following equations [9]:

n1 = – (y2 – y1)(x – x1) + (x2 – x1)(y – y1) (1)

n2 = – (y3 – y2)(x – x2) + (x3 – x2)(y – y2) (2)

n3 = – (y1 – y3)(x – x3) + (x1 – x3)(y – y3) (3)

If the sign of the three values of n1, n2, and n3 are positive, the ray is being inside
the triangle, otherwise, the ray is outside. This rule is valid only if the three points of
the triangle are arranged in counter-clockwise direction.

4. Tool Path Generation

The machining of 3D-surfaces are commonly performed through the rough cutting
and finishing operations. The rough cuts is used to remove enough material through
several paths. Each path involves a pocketing operation in one cutting plane. The
height of cutting plane depends on the maximum allowable cutter’s depth of cut. The
finishing operation is performed in only one path, because it is very time consuming.
In the following section, the discussion of the tool path generation for roughing with
flat end-mills and finishing with ball end mills is presented, then the generation of
tool paths to prevent gouging is discussed.

4.1 Roughing with Flat End-Mills

Roughing cuts with flat end-mills are a series of pocketing on the cutting planes. A
cutter path can be generated by moving the cutter over the entire feasible cutting
region to remove the materials. Feasible cutting region is found through the continuos
adjacent on the nodes of the Z-map. The depth of cut should not exceeds the

x2, y2

x1, y1

x3, y3

x, y

X

Y
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permissible depths ( zmax ). Therefore, the cutting plane is determined according to the
maximum permissible depth of cut. The cutting is performed through a zigzag
movement for each plane, and the tool retracts to a safe plane if it encounter a
protrusion edge. Then moves to the other edge of the protrusion to continue the
cutting operation. To prevent gouging through the adjacent movement of the tool, the
step movement of the cutter should not exceed the boundary of the surface.

Fig. 3. Construction of cutter location for roughing with flat-end mill

As depicted in the Fig. 3, if (x0, y0) represents the present location of the flat end
cutter of radius r, the gouge free height (zc0,0) of the tool at this position is calculated
as follows:

zc0,0 = Min (|zi,j|) where
i,j includes all Z-map points within the cutter’s projection area only (di,j < r)
if  zc0,0 >= zmax then   zc0,0 = zmax  else  zc0,0 = zsafe

4.2 Finishing with Ball End Mills

After the rough machining is done, most of the material has been removed from the
machined part. Finishing operations are performed to remove material along the
surface. Machining accuracy and machining time are the two major issues to be
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In the ball end mill machining, the tool is bounded by a spherical face and one
cylindrical face. The Z-map representation of ball end cutter bounded by the part
surface is shown in Fig. 4 if only the ball part of the tool is considered.

As depicted in the Fig. 4, if (x0, y0) represents the present location of the ball end
cutter of radius r, the gouge free height (zc0,0) of the tool at this position is calculated
as follows:

hmax= MAX (|zbi,j| - |zi,j|) , where   (hmax  is the revise distance in the Z-direction)
if  hmax  > 0 then  zc0,0 = z0,0 - hmax  else  zc0,0 = z0,0

i,j includes all Z-map points within the cutter’s projection area only (di,j < r)

5. Example Part

The methodology proposed is now illustrated by solving a practical problen. The solid
drawing is shown in Fig. 5 The proposed system takes the STL data information, and

proceed the entire technique to generate the cutter paths for the machining of the
complete surfaces. The complete NC-Code is directly sent to an NC controller to
machine the desired part. Fig. 6 represents the cutter path for the finishing operation.

Fig. 5. An example part to be machined

Fig. 6.  Tool path for finishing with ball end mill

considered in cutting tool selection and cutter path generation for finishing operations.
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Cutter selected for roughing is a flat end-mill with a cutter radius of 10 mm, and the
cutting planes for roughing are 5 mm. The cutter selected for the finishing is a ball-
end-mill with cutter diameter of 6 mm. The grid snap for cordal length in x-axis is
selected as 0.05 mm, and step feed in y-axis is 0.2 mm. The designed part is machined
on a three axis BOXFORD vertical milling machine and the machined part is shown
in Fig. 7.

6. Conclusion

This paper presents an integrated approach for the generation of CNC machining
instruction for complicated surfaces directly from a solid model. The part geometry is
represented using STL format. Z-map method is used for the physical representation
of the surface to be machined. Cutter paths for both rough machining and fine
operation are generated automatically. The goal of the tool paths generation is to
prevent cutter gouging. To ensure the applicability of the generated NC program in
practical machining process, the proposed system is tested through several machining
parts and a good results are obtained.
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Appendix A

STL ASCII format example:
facet normal 0.000000 e+00     0.000000 e+00    1.000000 e+00

outer loop
vertex   2.029000 e+00    1.628000 e+00  9.109999 e-0.1
vertex   2.229000 e+00    1.628000 e+00  9.109999 e-0.1
vertex   2.229000 e+00    1.672000 e+00  9.109999 e-0.1

end loop
end facet
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Abstract. This paper presents a study concerning the minimization of the
evolution time of a class of manufacturing systems. The study passed by several
steps beginning by modeling the manufacturing system using continuous Petri
Nets. The second step uses the developed model to construct the different
phases of evolution using the phase algorithm that will be defined later in the
paper. The constructed phase schema helps in solving the proposed problem
and helps at the same time in defining a control sequence that could be applied
to the system. The variable parameter is the source speed or in other words the
rate by which the pieces to be manufactured are supplied to the system. In this
paper the class of an open manufacturing line will be presented. At the same
time changing the source speed could have an important affect on the
manufacturing line. We will study the effect of changing the speed of the source
on the throughput of the system. One of the important advantages in using the
developed algorithm is its ability to conserve the continuity of the system and
also to show the dynamic behavior of the studied system.

1 Introduction

This paper presents an intermediate step towards a control theory that could be
applied at first to manufacturing lines and that we aim to generalize it to be applied
after that to production systems. At the beginning of this work the manufacturing line
is modeled by a continuous Petri Net that will help in constructing the equations
describing the evolution of the number of pieces resting in the stock. These equations
are nonlinear equations, which made us think in cutting the evolution or the lifecycle
of the manufacturing process into different phases, where a phase is a period of time
where the dynamics of the system is constant without change. The phase variation is
marked by the variation of the state equations of the system, which could be translated
in other words as a change in the dynamics of the system. The effect of changing the
initial state of the studied manufacturing line was also studied wit respect to changes
in the machine speeds. After studying this effect the study took a direction towards
fixing some parameters and varying another to reach a stationary or a desired state
using the shortest path. This shortest path is dictated by an initial marking for the PN
model and the initial transition speeds. Choosing the shortest path led to the study of
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the effect of changing the source speed to the level of the phase, which means
selecting the most appropriate speed that minimizes the overall time when a desired
state is defined. Choosing the most appropriate speed don’t guarantee a good
throughput, so a module was added to try to choose the source speed to compromise
between the minimum evolution time and the throughput of the line. Constructing the
different phases will lead to construct the phase space and by its turn will define the
control series depending on the source speeds. In section (3) an introduction to Petri
Nets is presented taking into consideration the concept of phases. In section (4), the
algorithm that constructs the different phases is presented. In section (5) an example
to show the utilization of this concept is presented followed by the general
conclusion.

2. Petri Nets

The Petri Net is a graphical utility for describing the relation between events and
conditions [7]. It permits to model the behavior taking into consideration the sequence
of activities, the parallelism of activities in time, the synchronization of the activities,
and the resource sharing between activities. A Petri Net is an oriented graph
consisting of places [5], transitions and arcs. The arcs connect between a place and a
transition or vice versa. These arcs indicate the direction of flow of marks. For a
manufacturing system, the different places of the Petri net model the different buffers
of the system while the transitions model the different machines [1].

A Petri Net is defined by 4 variables, 2 sets and 2 applications [5] PN = < P, T, Pre,
Post>

Where:
P = {P1, P2, ... Pn} is a set of places, T = {T1, T2, ... Tn}is a set of Transitions.
Pre: P�T�N (Pi, Tj)�Pre (Pi, Tj)=arc weight between Pi and Tj.
Post: P�T�N (Pi, Tj)�Post (Pi, Tj)=arc weight between Tj and Pi.

Incidence Matrix: W = [Post (Pi, Tj)]-[Pre (Pi, Tj)]

There are many types of Petri nets, each one models a particular class of systems.
In which follows some types of Petri nets will be presented i.e. the timed Petri nets
and the continuous Petri nets. There are two ways of assigning timing to the timed
Petri nets, either by assigning the timing to the transitions or by assigning the timing
to the places. The timed Petri nets model a system having the number of marks
circulating in the system is not important. But if this number of marks is important
(explodes) the continuous Petri nets are used in this case. A continuous Petri Net is a
model where the marking in the places is real and the transitions are continuously
fired [5]. There are two types of continuous Petri nets, the first is the constant speed
continuous Petri net, which is characterized by having all of its transitions having a
constant firing speed dV 1= . The second is the variable speed continuous Petri net,
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which is characterized by having a variable firing speed,
( ) ),.......,,min( immdV 111=  associated to its transitions.

An open manufacturing line is presented as shown in the following figure.

CnC2C1

S1 M1 S2 M2 Sn Mn

Fig. 1. Open Manufacturing Line

The manufacturing line presented in Fig.1 is a open one and it consists of n
working benches, a source and an output stock. Each bench consists of a stock and a
machine. The stocks are considered to have infinite capacities. The following Petri
Net model could model this manufacturing line:

CnC2

T2T1P1 P2 YV Pn Tn

C1

P1’ P2’ Pn’

Fig. 2. Petri Net Model

The Petri net model presented in Fig 2. models the open manufacturing line of Fig
1. Where a machine Mj is modelled by a continuous transition Tj having the same
speed Uj while a stock Si is modelled by a continuous place Pi having the capacity Ci.
An equation for the system’s evolution is needed to be established. This equation must
be function in the initial marking. Initially we consider all places are empty while the
speed vector of the n transitions is given by:

U = [U1, U2, ... Un].

M0 = [0, 0,0...0].

The flow of pieces entering the system to be manufacturing is defined by the speed
of the source machine given by the symbol V. The number of pieces produced by this
system is given Y.
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Equation (1) describes the evolution of the system as follows:
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For the initial state we have all places initially empty without any marking we will
have equation (2):
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The analysis presented is particularly made to study the effect of changing V on the
system’s behavior. The simple analytical methods can’t solve the previous system of
equations because the matrix A could be a singular matrix depending on the simulated
phase. The Maple V5 R5 software allows us to solve numerically such systems of
equations based on the values of A, B,C and D. But the numerical solution of this
system of equations is not the goal of this study because what we need is the
analytical expressions describing the vector M(t). Using the expressions describing
the different marking of the different places M(t) the different evolution times are
calculated and then the smallest one is chosen. Choosing the minimum time of
evolution for each phase allows us after that to construct the control sequence to be
applied to the system to minimize the evolution time required to reach the desired
state. A tool has been developed using the software tool Maple V5 R5 to calculate the
different Evolution times. The tool gives after that the different phases of the system.
In the next section an algorithm for constructing the phase schema and choosing the
minimum evolution time is presented.

3. The Phase-Control Algorithm

The phase-control algorithm is the algorithm which helps us to construct the phase
schema and at the same time to construct the control sequence to be applied to the
system during the real evolution of the studied system. The inputs to the algorithm are
the initial state and the control variable to be applied to the system. The initial state
consists of the initial marking of the different places of the Petri net model, and the
speed vector defining the speeds of the different transitions of the Petri Net model.
The control variable in our case is the flow of pieces supplied to the system or in other
words the speed of the source. The different steps of the algorithm could be
summarized as follows:

q After providing the initial state and the control variable to the Petri Net model,
the first phase could be constructed without any problems. This is due to the fact
that the phase depends a lot on its initial state. For each studied phase there are 2
inputs and an output. The 2 inputs are the initial marking of the different places
of the Petri Net model for this phase which is by its turn the final marking for the
previous phase. The Second input is the optimal evolution time for the previous
phase. The output from a phase is the equations defining the evolution of the
marking of the places of the Petri Net model.

q The second step in this algorithm is providing the outputs of the first phase to the
controller. The controller is the module that will calculate the optimal evolution
time for the first phase and at the same time it will calculate the corresponding
source speed. This is done as shown in the previous algorithm, where the
equations describing the evolution of the marking during the studied phase is
applied to the controller. The desired state to be reached is checked if it belongs
to this phase, if it belongs the algorithm stops and the system has reached the
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desired state, if not the algorithm continues with the next step. The equation
describing the fact of choosing the best time is as follows:

( )( ) ),(,,,
],[ maxmin

optoptoptopt VtMVtVtM
VVV

Min 11111 ⇒
∈

Fig. 3. The Phase-Control Algorithm
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q The Controller performs a three-dimensional simulation to determine the place
that will be responsible for the next phase variation. There are many reasons to
have a phase variation, for example if the marking of a place reaches the unity
value or if the marking in a place reaches its maximum capacity. This phase is
checked after that with the list of reachable phases by the studied system and also
with the desired phase which contains the desired state. Using these simulations
the minimum evolution time and the corresponding marking of the places are
calculated.

q The output of the controller is after that applied to the next phase. This algorithm
continues until a stationary state is reached or the desired state is reached in the
case of searching for a one.

4. Illustrative Example

The system presented in this example is an open manufacturing line consisting of 3
working benches each consists of a machine and an accompanying stock. This line is
presented as in Fig. 4 :

S3M2S2M1S1 M3

Fig. 4. Open Manufacturing Line with 3 working benches

This closed manufacturing line is modelled by the Petri net model of Fig.5 where a
stock is modelled by a continuous place and a machine is modelled by a continuous
transition.

T2T1P1 P2 YV P3 T3

Fig. 5. Corresponding Petri Net model

The equations that describes the marking evolution in the different places of the
Petri Net model :
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))t(m,1min(U)t(Y 33 ⋅=&

The speed vector is defined by ( )234U =

The initial marking vector is defined by 
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And since we work with limited capacity stocks, then the vector presenting the
maximum capacity of the corresponding places is given by:

Capacity = (10, 3, 2.3)

Using the defined initial values, the equations that defines the marking evolution in
the different places of the Petri net could be given by:
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The speed V is of course constant during the phase but the equations describing the
evolution of the marking during the phase will be defined as function in V so as to be
applied to the algorithm that will calculate the appropriate value of V to be applied to
this phase. Then the equations describing the marking in the different places of the PN
model during the first phase could be given by :
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The equations previously shown are those during the first phase. These equations
will be solved to minimize the time t, then the obtained results are supplied as the
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input to the second phase. This process continues until the algorithm finds a stationary
repetitive state or the desired state.

A phase variation could be obtained when the marking in one of the places reaches
the unity value which marks a variation in the dynamics of the system or when one of
the places reaches its maximum capacity which will be followed by stopping the
machine(transition) supplying this place with the pieces.

The overall curve describing the relation between the marking in the different
places and the evolution time is as follows:

Fig. 6. Evolution without/with applying the algorithm

The results presented in the previous curves shows the effect of applying the
algorithm to the overall performance of the system. The first remark is obtained by
comparing the level of pieces in the first stock with the original one. The level or
number of pieces ranges to a certain limit between 2 boundaries while in the original
case the number of pieces could arrive to infinity. In the original case we need to use
an infinite capacity stock or the source of pieces to the system must be stopped which
is not logical. But in our case the number of pieces is limited which is considered as a
great advantage. The second remark is the throughput of the system which could be
seen higher than the original case without applying the algorithm and which could be
better also by adjusting the initial conditions and the maximum and minimum
allowable speed for the source.

5. Conclusion

In this paper we presented a modeling method using continuous Petri Nets and the
basic concept of hybrid automata. This method is based on a new concept of cutting
the evolution of the system on different phases. Each phase is characterized by
different dynamics. But at the same time this method saves the continuity of the
system and it also saves the dynamics of the system during a certain phase and this
could be recognized in the equations describing the marking of the different places of
the PN model.

M1

M2

M3

M4
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Choosing the minimum time of simulation could be considered as a big step
towards an optimal control that could minimize the time necessary for reaching a
desired state.

The constructed phase schema helps in future simulation or running of the studied
system. The fact of having the phase schema helps in determining if a desired state is
reachable or no.

We could also conclude from the obtained results that in the worst cas the
throughput of the system won’t be affected, and at the same time the level of pieces in
the different stocks is guranteed to rest less than a certain limit or the stocks must
have an infinite capacity.

Our future work concerns also performing a study on comparing the performance
of using the approximated continuous model and the initial discrete model.
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Abstract. This paper has two purposes. First, it presents a formal ap-
proach for the specification and development of lingware. This approach
is based on the integration of the main existent formalisms for descri-
bing linguistic knowledge (i.e., Formal Grammars, Unification Gram-
mars, HPSG, etc .) on the one hand, and the integration of data and
processing on the other one. In this way, a specification of an applica-
tion treating natural language includes all related aspects (linguistic and
processing) in a unified framework. This approach promotes the reuse of
proved correct specifications ( linguistic knowledge specifications, modu-
les and subsystems).
Second, it proposes an environment for the formal specification and de-
velopment of lingware, based on the presented approach.

1 Introduction

Since several years, many efforts have been multiplied to develop software in
the area of Natural Language processing (NLP). Despite these efforts, several
difficulties persist at the development level as well as at the maintenance one.
These difficulties result from the complexity of this area, notably the dichotomy
data-processing, the diversity of data to represent (especially linguistic data), the
multitude of formalisms proposed for their representation where each formalism
presents a certain rigor in the description of one kind of knowledge, the variety
of processing and the strong interactions between data and processing, etc.

The investigation of some development approaches applied to applications
related to the NLP domain at all levels (i.e., lexical, morphological, syntactic,
semantics and pragmatic) [8,15] allowed us to observe an almost total abssence
of using methodologies that integrate all phases of the software life cycle. Espe-
cially, at the first development level, we observed a near absence of the formal
specification phase.

On the other hand, we observed a lack of formal validation of the appro-
aches used in the development process and consequently a lack of guarantee
on the performances of the obtained results. Similarly, we noticed the no re-
course to rigorous integration methods to solve the problem of the dichotomy
data-processing.

The use of formal tool was restricted, in most cases, to the description of
the language (i.e., grammars) and to reduced part of the processing aspects.
Generally, only algorithmic language have been used for this reason. Few are
those who used a high level formal specification language [12,16].

I. Imam et al. (Eds.): IEA/AIE-99, LNAI 1611, pp. 859–868, 1999.
c© Springer-Verlag Berlin Heidelberg 1999
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Starting from the results of an experience that we have carried out on a real
application of NLP which consists to realise its complete and verified specifica-
tion (w.r.t. the initial informal one), we have been able to highlight the need to
apply formal methods in the lingware development. Moreover, we have proposed
to generalize the application of formal methods and we gave some methodological
criteria for the choice of the appropriate formal method [10].

In this paper, we present a formal approach for the specification and the de-
velopment of lingware. This approach is based on the integration of the main exi-
stent formalisms for the description of linguistic knowledge (i.e., Formal Gram-
mars, Unification Grammars, etc .) on the one hand, and the integration of
data and processing on the other hand. In continuation, we will give an idea
on the experience that we have carried out. Then we will present foundations
and contributions of our approach as well as a comparison between the proposed
approach and those of the main existent environments of lingware development.
Finally, we will present the environment based on our formal approach.

2 The Use of Formal Method in NLP

2.1 Presentation of the Experience

To measure the impact of using formal method in the NLP context, we have
carried out a complete and proved correct specification of the CORTEXA system
(Correction ORthographique des TEXtes Arabes) [2]. This experimentation has
been accomplished with the VDM formal method.

Besides the availability of the documentation concerning the conceptual data
and the code, the choice of the system CORTEXA is also motivated by the
diversity of approaches used to represent knowledge and processing.

The application of VDM for the specification of CORTEXA is motivated
by the fact that this method is based on predicates that give a high expressive
power. In addition, the formal method VDM, which is based on simple and rich
notation, allows to specify both linguistic and processing aspects, and provides
a development methodology based on formal refinements and transformations.
Moreover, VDM has made its evidences in the development of several systems
of information such as real time system [1].

Starting from the informal requirements specification, we developed the ab-
stract specification of the CORTEXA system (also called implicit specification)
that includes, among others, formal specifications of its functions, its actions
and its correction rules. Then, this specification has been formally proved cor-
rect and complete. Finally, we generated a design specification (also called direct
or explicit specification) from the abstract specification by applying VDM refi-
nement and transformation rules. This design specification is easily transformed
into code to reach the realization phase.

2.2 The Interests of Formal Method in NLP

Although this experimentation was limited in time (it has been carried out on
one year approximately) and in its context (it has been interested to one system
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and not to several), it allowed us to appreciate the request to formal methods
in the development process of applications related to the NLP [9]. Moreover, it
enabled us to extract some global advantages dedicated to the area of the NLP
that consolidate the advantages presented above in the framework of general
software development. These specific advantages can be summarised and argued
in the following points.

First, at the level of requirement specification, applications of the NLP are
generally very ambitious. But it is widely known that the existent models and
tools to represent linguistic knowledge are very limited. However, the use of
formal tool in the first stages of development (i.e., analysis) allows to detect
the limits of the system to develop, especially, at the level of linguistic aspects.
Consequently, this enables us to start the design stage on a real version of the
system and to anticipate the possibilities of extension and reuse.

Furthermore, the complexity of NLP, the linguistic data diversity and the
strong interactions that exist between data and processing make the design step
very difficult and may lead to incoherence problems. The use of formal methods
at the design level allows first, to solve the dichotomy data-processing problem
by the integration or by the control of coherence (i.e., by formal proofs). Then, to
put in obviousness, by successive refinements of interesting reusable abstractions
such that modules or subsystems that should be available in a library [5]. These
abstractions correspond, for example, to standard modules of the NLP at the
phonetic, morphological or syntactic level.

Moreover, the use of a unified notation gives the possibility to integrate in
the same application a variety of linguistic knowledge specified with different
formalisms. This will allow to have a best coherence in the final specification to
produce.

Finally, one can add that formal methods allow to verify the property of
multi-language of an application by data and processing integration in the same
specification. Indeed, the use of formal proofs on a such specification enables to
test the possibility of applying some routines on different linguistic data.

3 Proposed Approach

The solution that we propose for the specification and the development of ling-
ware is based on an approach that profits from formal method advantages (i.e.,
VDM, B, etc .). This methods have made their evidences in the specification
and the development of software in general. The idea is, therefore, to use these
methods in the natural language context while providing solutions for the pro-
blem of the dichotomy data- processing and the integration of the main existent
formalisms of linguistic knowledge description.

The expressive and unified notation (i.e., the specification language), asso-
ciated to the formal method, can play the role of a pivot language for linguistic
knowledge descriptions. In addition, we can use the same language to specify, in
a unified framework, both data and processing. Consequently, we can apply the
development process associated to the retained formal method.



862 B. Gargouri, M. Jmaiel, and A. Ben Hamadou

The major problem, that we have to deal with, consists of how to represent
various linguistic knowledge descriptions, initially done with different forma-
lisms, within a unique notation. The investigation of the formal descriptions of
the main existent formalisms [13,15], led us to bring out their representations
within a unique formal language (i.e., VDM-SL) while ensuring the equivalence
between the original and the resulted descriptions.

Therefore, we propose, for simplicity and convenient reasons, to acquire lin-
guistic knowledge descriptions with the initial formalisms then to realize an au-
tomatic passage to the pivot representation by using appropriate rules as shown
by Figure 1. This facilitates the user task, since he doesn’t need to deal with the
representation of the different linguistic descriptions in the pivot language.

 Automatic application of rules

 

 Linguistic
 Formalism 1

 Pivot Representation
  of

 the linguistic formalisms

 
 
 

 …

 

 Linguistic
 Formalism 2

 

 Linguistic
 Formalism n

Fig. 1. Integration of the main existent formalisms for linguistic knowledge description

Consequently, the data and processing integration within a unique specifica-
tion, as indicated in Figure 2, can be realized once these two types of specifica-
tions were presented by the same notation. This enables to solve the dichotomy
data-processing problem.

We note that the pivot representation does not replace, at least at this level,
the use of initial formalisms for the linguistic knowledge description which remain
more convenient to manipulate. The use of the pivot representation remains
transparent to the user.

The integration of data and processing within a unified formal specification
allows to apply the development process associated with the retained formal
method, which is based on formal refinements and transformations of the requi-
rements (abstract) specification. The development process seems to be indepen-
dent of the natural language context. However, the use of some theorems related
to this context is envisaged. This enables us to bring new profits through the
use of this approach.
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 Formal specification of
linguistic  knowledge
 in the Pivot language

 Formal specification
 of processing in the Pivot

 language

 Unified formal specification:
 Pivot language

Fig. 2. Integration step of data and processing within a unified specification

4 Development Environment Using the Proposed Formal
Approach

4.1 Architecture of the Environment

The figure below, presents the architecture of the lingware development envi-
ronment based on our formal approach. It shows, notably, the acquisition of
processing specification and the linguistic knowledge descriptions, the integra-
tion of the main existent formalisms, the integration of data and processing. In
addition, it shows the application of the refinement and correctness proof pro-
cess, and presents the library of specifications and the different interfaces of the
environment.

In this environment, each partial description of linguistic knowledge (that
concerns only some aspects of natural language), initially informal, is acquired
within the appropriate formalism. A set of interfaces is available, in which each
interface is concerned with one formalism. After the input of a partial formal
description, this will be automatically transformed, applying a set of rules, into
a pivot representation. Linguistic knowledge representations, in pivot language,
will be stored in the specification library.

On the other hand, an interface is available to the acquisition of the proces-
sing specification in the pivot language. The obtained formal specification will
be stored (after validation) in the library, in order to integrate it with data de-
scriptions in a unified specification. The processing specification should refer to
linguistic data to use.

Thereafter, refinement and validation process will be applied on the obtained
unified specification. Finally, the validated and complete specification will be
stored in the library.

4.2 Linguistic Knowledge Specification

Several researches on the linguistic knowledge representation have proven the
power and the rigor of the used formalisms such that GU, GF and HPSG in
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Fig. 3. Architecture of the environment of lingware development

the description of natural language knowledge [8]. This makes the use of these
formalisms indispensable.

Our approach takes into account this fact. It maintains, consequently, the
use of the main existent formalisms for linguistic knowledge description. This
offers, in addition to rigor, a certain facility in the description, the acquisition
and the exploitation of these knowledge. Indeed, all descriptions of the natural
language knowledge will be given in the appropriate formalism via a specific
interfaces. These descriptions would be then transformed automatically (by ap-
plying appropriate rules) in the pivot language. These formal descriptions can
be , thereafter, integrated in the lingware specification and/or stored in the spe-
cification library. The acquisition of new linguistic knowledge takes into account
the content of the specification library.

4.3 Processing Specification

The processing specification will be presented directly in the pivot language. This
specification, which contains the specification of processing (subsystems, modu-
les, functions, etc.) and other kind of data description (not necessary linguistic
data), refers also to the linguistic knowledge to use.

An appropriate interface allows the acquisition and the validation (notably
syntactic verification) of the processing specification. Once this specification is
validated, it will be stored in the library and one can proceed to its integration



A Formal Approach to Lingware Development 865

with the specification of the necessary linguistic knowledge which should be
already available in the library. The new processing specification is based, among
others, on the reuse of the content of the library.

4.4 Integration of Data-Processing

The dichotomy data-processing represents an important problem of the NLP.
The integration of these two components within a unified specification allows
to solve this problem and to apply, consequently, all relative refinements and
correctness proof process of the formal method. This permits to profit, in general,
from the formal method advantages.

The integration is guaranteed thanks to the use of a unified specification lan-
guage. This expressive pivot language (i.e., VDM-SL), enables the representation
of both linguistic knowledge and processing. However, establishing a rigorous and
compatible integration method, that can provide better profits, is envisaged.

4.5 The Library of Specifications

The role of the specification library is to promote the reuse. This library contains
three kinds of specifications, namely, the linguistic knowledge, the processing,
and some modules and validated subsystems specifications (data and processing).

The design of this library depends, among others, on the pivot language and
the integration method to use. Consequently, this design will be realized later.

5 Representation of the Main Formalisms in VDM

In order to illustrate our approach, we give, in this section, a formal specifica-
tion in VDM-SL of two types of grammars : formal grammars and unification
grammars. These grammars, play a very important role in the description of
linguistic knowledge.

Indeed, formal grammars have been the firsts proposed in this area. They
were the origin of the majority formalisms. Similarly, unification grammars have
made their evidences in the linguistic knowledge description. Starting from these
grammars, several other formalisms have been proposed (i.e., GPSG, HPSG,
etc.).

5.1 Formal Grammar Representation

In this section, we propose the representation of formal grammar [3] in the
VDM-SL, precisely a free context grammar.

– Set of non-terminal characters : NTERM = {A, B, ..., Z}
– Set of terminal characters : TERM = {a, b, ..., z}
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– A context free grammar in VDM-SL is a Formal-G2 type :

Formal-G2 :: T : set of (seq of TERM)
N : set of (seq of NTERM)
S : seq of NTERM
P : set of (N −→ set of (seq of (T ∪ N)))

where inv-Formal-G2 ()
4
= ((T 6= ∅) ∧ (N 6= ∅) ∧ (T ∪ N = ∅) ∧
(S ∈ N) ∧ (P 6= ∅) ∧ (S 6= [ ]))

5.2 Representation of the Unification Grammars

To represent the unification grammars in VDM-SL, our framework was essenti-
ally based on a formal description of this formalism [11]. In this description, an
unification grammar is defined as a 5-uplet :

G = (S, (Σ, r), T, P, Z)

where
S : Set of sorts, finite and not empty
(Σ, r) : Set of function related to S composed from the

Σ letter functions and the r :−→ S∗ × S function
that gives arow(u, s) for each f symbol in Σ
The u represents the number of repetition of f in S∗

and s represents the type of the function f
T : A finite set of terminal symbols
P : A finite set of rules such : P = {A | A is a term on Σ

and a is a sequence such that a ∈ (T ∪ TΣ)∗}
where TΣ is the set of ground terms generated from Σ
Z : The start symbol which have ε repetition in (Σ, r)

VDM-SL representation

– Set of types : S : set of (seq of (A)) where A
def= {a, b, ..., z}

– The set of characters function :

fct :: set of (seq of (A))

where inv-fct()
4
= fct ∩ Sorts = ∅

– The function r : Rank ::map fct to(seq of Sorts × Sorts)
– The signature Σ :

sign :: S : Sorts
Sig : fct
r : Rank

where inv-sign()
4
= (Dom(r) = sig) ∧

rng(r) ⊆ (seq of Sorts × Sorts)

– Set of terminal : Terminal :: set of (seq of (A))
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– The start symbol:

Start :: S : Sorts

where inv-Start()
4
= (Rank(Start) = (ε, Start))

– Set of production rules associated to the signature Σ :

Rule :: PG : A
PD : B

where inv-Rule()
4
= ∀ r ∈ Rule.(mk-Rule(a, b) a ∈ TΣ ,

b ∈ seq of (T ∪ TΣ)

– A unification grammar in VDM-SL corresponds to the type GU:

GU :: Σ : sign
T : Terminal
Z : Start
P : Rule

where inv-GU ()
4
= ((T 6= ∅) ∧ (Z ∈ Sorts) ∧ (r(Z) ∈ S) ∧
(∀ r ∈ P, V =mf-P(a, b)). a ∈ TΣ ,
b ∈ seq of (T ∪ TΣ))

6 Comparison between the Proposed Formal Approach
and the Main Development Environments in NLP

Several environments and platforms of lingware development already exist such
that EAGLES [7], ALEP [14],etc. These environments manipulate, in general,
a particular family of formalisms for linguistic knowledge description (i.e., for-
malisms based on the unification) what limits the possibility to consider others
types of knowledge.

Furthermore, some of these environments allow the integration of the data
and the processing, in general using the object oriented approach, but they don’t
perform a formal correctness proofs. The effort is rather put on the reuse.

These environments propose, generally, their proper languages for the lin-
guistic knowledge description and processing. Some of these environments use
specific concepts (i.e., task, action, object and resolution for ALEP) which re-
quires a special training to their users.

Contrarily to approaches used in these environments, our formal approach
finds its originality in the next points :

– The use of a formal method that covers all the life cycle of the lingware to
develop;

– The pivot representation for the majority of description formalisms of lin-
guistic knowledge while keeping, for simlicity, the latter as interfaces with
users;

– The integration of data-processing in a unified framework;
– The reuse of provably (w.r.t. initial informal specification) correct and com-
plete specifications.
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7 Conclusion

Besides the consolidation of formal method advantages in the development pro-
cess of general software, the approach presented in this paper, offers some specific
advantages to the natural language area. These specific advantages concern the
linguistic level (i.e., linguistic knowledge representation) as well as the lingware
life cycle level. This approach promotes the contribution of several experts in
different formalisms. Similarly, it allows separated interventions of experts in
domains of natural language and software engineering without being expert in
all formalisms, profiting thus from the dichotomy data-processing .

Currently, our works are concentrate especially on the formal validation of
the different representations in VDM, the design of the specification library and
the automatic passage to the code parting from the validated specification.

References

1. Barroca L.M. and McDermid J.A.: Formal methods: use and relevance for the de-
velopment of safety-critical systems. The Computer Journal,(1992) vol.35, N.6

2. Ben Hamadou A.: Vérification et correction automatiques par analyse affixale des
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la réutilisation des spécifications de logiciels. Génie logiciel, (1997) N.45, pp.21-27

6. Dawes John: The VDM-SL reference guide. Pitman publishing, (1991)
7. Erbach, J. Dorre, S. Manandhar, and H. Uszkoreit: A report on the draft EAGLES
encoding standard for HPSG. Actes de TALN’96, (1996), Marseille, France

8. Fuchs Cathrine: Linguistique et Traitements Automatiques des Langues. Hachette
(1993)

9. Gargouri B., Jmaiel M. and Ben Hamadou A.: Intérêts des Méthodes Formelles en
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Abstract. In current literature few detailed process models for Requirements
Engineering are presented: usually high-level activities are distinguished,
without a more precise specification of each activity. In this paper the process of
Requirements Engineering has been analyzed using knowledge-level modelling
techniques, resulting in a well-specified compositional process model for the
Requirements Engineering task.

1 Introduction

Requirements Engineering (RE) addresses the development and validation of methods
for eliciting, representing, analyzing, and confirming system requirements and with
methods for transforming requirements into specifications for design and
implementation. A requirements engineering process is characterised as a structured
set of activities that are followed to create and maintain a systems requirements
document [4], [8], [9], [10] . To obtain insight in this process, a description of the
activities is needed, the inputs and outputs to/from each activity are to described, and
tools are needed to support the requirements engineering process.

No standard and generally agreed requirements engineering process exists. In [8],
[10] the following activities are expected to be core activities in the process:
� Requirements elicitation, through which the requirements are discovered by

consulting the stakeholders of the system to be developed.
� Requirements analysis and negotiation, through which requirements are analyzed

in detail for conflict, ambiguities and inconsistencies. The stakeholders agree on a
set of system requirements as well.

� Requirements validation, through which the requirements are checked for
consistency and completeness.

� Requirements documentation, through which the requirements are maintenained.

In [5] also the activity modelling is distinguished. In [9] the main activities elicitation,
specification and validation are distinguished. Other approaches in the literature
distinguish other activities, for example, requirements determination [12]. These
activities overlap with some of the activities mentioned above.
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Various knowledge modelling methods and tools have been developed [3] and
applied to complex tasks and domains. The application of a knowledge modelling
method to the domain of Requirements Engineering in this paper has resulted in a
compositional process model of the task of Requirements Engineering. In the
literature, software environments supporting Requirements Engineering are described,
but no knowledge level model is specified in detail.

      requirements engineering

1   elicitation

1.1  problem analysis

1.2  elicitation of requirements and scenarios

1.3  acquisition of domain ontology and knowledge

2   manipulation of requirements and scenarios

2.1  manipulation of requirements
2.1.1   detection of ambiguous and non-fully supported requirements
2.1.2   detection of inconsistent requirements
2.1.3    reformulation of requirements

2.1.3.1   reformulation into informal requirements
2.1.3.2   reformulation into semi-formal requirements

2.1.3.3   reformulation into formal requirements.
2.1.4    validation of requirements
2.1.5    identification of clusters of requirements

2.2  manipulation of scenarios
2.2.1   detection of ambiguous and non-fully supported scenarios
2.2.2   detection of inconsistent scenarios
2.2.3   reformulation of scenarios

2.2.3.1   reformulation into informal scenarios
2.2.3.2   reformulation into semi-formal scenarios
2.2.3.3   reformulation into formal scenarios

2.2.4   validation of scenarios
2.2.5   identification of clusters of scenarios

2.3  identification of relationships between requirements and scenarios

3   maintenance of requirements and scenarios specification

3.1  maintenance of requirements and scenarios documents

3.2  maintenance of traceability links

Fig. 1. Overview of the process abstraction levels

In the approach presented in this paper requirements and scenarios are considered
equally important. Requirements describe (e.g., functional and behavioural) properties
of the system to be built, while scenarios describe use-cases of interactions between a
user and the system; e.g., [6], [11]. Both requirements and scenarios can be expressed
in varying degrees of formality: from informal, to semi-formal (structured natural
language description), to formal (using temporal logic).

The compositional knowledge modelling method DESIRE (see [2] for the
underlying principles, and [1] for a detailed case description) has been applied to
obtain the formal process model the task of Requirements Engineering. The
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compositional process model constructed for the Requirements Engineering task is
described in Sections 2 to 5. A discussion is presented in Section 6.

2 Process Composition within Requirements Engineering

An overview of the different processes and their abstraction levels within the process
Requirements Engineering is shown in Fig. 1. For each of the processes a composition
relation has been specified which defines how it is composed of the processes at the
next lower level of process abstraction. Note that this specification only specifies the
process abstraction relations between the processes and neither the manner in which
the processes interact, nor the order in which they are performed. The latter aspects
are part of the process composition specifications which are discussed in Sections 2.1
and further. A  specification of a process composition relation consists of a
specification of the information links (static perspective) and a task control
specification (dynamic perspective) which specifies when which processes and
information links are performing their jobs (see [2]).

2.1Process Composition of Requirements Engineering

The process composition of requirements engineering is described following the
different levels of process abstraction depicted in Fig. 1. The composition relation
(static perspective) for the first two levels of process abstraction is shown in Fig. 2:
the process requirements engineering is composed of the processes elicitation, manipulation

of requirements and scenarios, and maintenance of requirements and scenarios specification.

requirements 
engineering

requirements engineering task control

maintenance of 
requirements  
and scenarios 
specification

elicitation

requirements and scenarios information to elicitation

manipulation of 
requirements  
and scenarios

requirements and 
scenarios information to 
specification maintenance

elicitation results to 
manipulation

elicitation results to 
specification maintenance

elicitaton basis material to specification maintenance

Fig. 2. Process composition of  requirements engineering: information links

Within the component requirements engineering a number of information links are
distinguished. The names of these information links reflect which information can be
exchanged through the information link between the two processes.

The process elicitation provides initial problem descriptions, requirements and
scenarios elicited from stakeholders, as well as domain ontologies and knowledge
acquired in the domain. The process manipulation of requirements and scenarios
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manipulates requirements and scenarios to resolve ambiguous requirements and
scenarios, non-supported (by stakeholders) requirements, and inconsistent
requirements and scenarios. This process reformulates requirements from informal
requirements and scenarios, to more structured semi-formal requirements and
scenarios, and (possibly) finally to formal requirements and scenarios. It also provides
relationships among and between requirements and scenarios. The process maintenance

of requirements and scenarios specification maintains the documents in which the
information requirements and scenarios are described, including information on
traceability.

Each of the processes depicted in Fig. 2 can be characterized in terms of their
interfaces (input and output information types), as shown in Table 1.

process input information type output information type

elicitation
� requirements and

scenarios information
� elicitation results

� elicitation basic material

manipulation of requirements and scenarios
� elicitation results � requirements and

scenarios information

maintenance of requirements and scenarios
specification

� elicitation results

� requirements and
scenarios information

� elicitation basic material

� elicitation results

� requirements and
scenarios information

� elicitation basic material

Table 1. Interface information types of direct sub-processes of requirements engineering

The dynamic perspective on the composition relation specifies control over the sub-
components and information links within the component requirements engineering, as
depicted in Fig. 2. Task control within requirements engineering specifies a flexible type
of control: during performance of each process it can be decided to suspend the
process for a while to do other processes in the mean time, and resume the original
process later.

2.2Knowledge Composition of Requirements Engineering

The information types described in the interfaces of the component requirements

engineering and its direct sub-components are briefly described in this section. All of
these information types specify statements about requirements and/or scenarios. In
turn a requirement is a statement that some behavioural property is required,
expressed by the object-level information types in Fig. 3. To be able to express, for
example, that a requirement is ambiguous, or that a scenario has been elicited, or that
a requirement is a refinement of another requirement, requirements and scenarios
expressed as statements on the object level, are terms at the meta-level.

The information types specified in the interfaces of the component requirements

engineering and its direct sub-components all refer to the information type requirements

meta-descriptions.
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requirements  
meta-description

semi-formal 
requirements

informal  
requirements

formal 
requirements

meta-level

object-level

informal  
requirements 

meta-description

semi-formal 
requirements 

meta-description

formal 
requirements 

meta-description

requirements

Fig. 3. Information types and meta-levels related to meta-description of requirements

The information types for scenarios are similar to the information types for
requirements. The information type requirements and scenarios information is based on
three information types: requirements information, scenarios information, and relations

between requirements and scenarios. In turn, the information type requirements information

is based on three information types: current requirements, clusters of requirements, and
relations among requirements. The information type scenarios information is based on three
similar information types: current scenarios, clusters of scenarios, and relations among

scenarios.

3 Composition of Elicitation
The first two levels of process abstraction for elicitation are shown in Fig. 4. The
processes problem analysis, acquisition of domain ontology and knowledge, and elicitation of

requirements and scenarios are distinguished within the process elicitation.

elicitation elicitation task control

elicitation of 
requirements and 

scenarios

acquisition of 
domain ontology 
and knowledge

problem description 
to acquisition

problem 
analysis

problem description to elicitation

requirements and scenario information to elicitation

acquisition 
results to 
problem 
analysis

requirements 
and scenario 
information to 

problem analysis

requirements and 
scenario information 

to acquisition

acquisition 
results to 
elicitation

acquisition results to output

problem description to output

relations 
between 

elicited and 
existing 

information

elicited 
scenarios

elicited 
requirements

Fig. 4. Process composition relation of elicitation : information links
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The three sub-processes of elicitation, as depicted in Fig. 4, are closely intertwined.
The process problem analysis extracts the (initial) perceived problem from the
stakeholders. It can also determine that requirements and scenarios are needed for
another level of process abstraction. The process acquisition of domain ontology and

knowledge acquires from stakeholders ontologies and knowledge of the domain,
possibly related to existing requirements and scenarios. The process elicitation of

requirements and scenarios elicits requirements and scenarios from stakeholders on the
basis of identified problems, existing requirements and scenarios. Each of the
processes depicted in Fig. 4 can be characterized in terms of their interface
information types, as shown in Table 2.

process input information type output information type

acquisition of domain ontology and knowledge
� requirements and

scenarios information

� problem description

� acquisition results

problem analysis
� requirements and

scenarios information

� acquisition results

� problem description

elicitation of requirements and scenarios
� requirements and

scenarios information

� acquisition results

� problem description

� elicited requirements

� elicited scenarios

� relations between elicited
and existing information

Table 2. Input and output information types of the direct sub-processes of the process
elicitation.

The dynamic perspective on the process composition within elicitation, task control,
specifies flexible control, similar to the control one process abstraction higher.

manipulation of 
requirements and 

scenarios

manipulation of requirements and scenarios task control

identification of 
relationships 

between 
requirements and 

scenarios

manipulation of 
requirements

manipulation of 
scenarios

scenarios information to identification

relations between elicited and existing information to identification

elicited scenarios,  
relations between 

elicited and existing 
information, and 

acquisition results

elicited requirements,  
relations between 

elicited and existing 
information, and 

acquisition results
requirements 
information to 
identification

requirements information to output

scenarios information 
to output

relations between 
requirements and 
scenarios to output

isolation 
information to 

scenario 
manipulation

isolation information to requirement manipulation

Fig. 5. Process composition of manipulation of requirements and scenarios: information links.
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4  Composition of Manipulation of Requirements and Scenarios
The process composition relation between the first two levels of process abstraction
for manipulation of requirements and scenarios are shown in Fig. 5. The processes
manipulation of requirements, manipulation of scenarios, and identification of relationships

between requirements and scenarios are distinguished within the process manipulation of

requirements and scenarios.
The process manipulation of requirements is responsible for removing ambiguities,

resolving non-fully supported requirements (by stakeholders), and resolving
inconsistencies, while striving for progressive formalisation of requirements. This
process also produces the relationships among requirements. The process manipulation

of scenarios is similar to the process manipulation of requirements. The process
identification of relationships between requirements and scenarios establishes which
requirements are related to which scenarios, and vice versa. Each of the processes
depicted in Fig. 5 can be characterized in terms of their interface information types, as
shown in Table 3.

process input information type output information type
manipulation of requirements

� elicited requirements

� relations between elicited
and existing information

� acquisition results

� isolation information

� requirements information

manipulation of scenarios
� elicited scenarios

� relations between elicited
and existing information

� acquisition results

� isolation information

� scenarios information

identification of relationships between
requirements and scenarios

� requirements information

� scenarios information

� relations between
requirements and
scenarios

� isolation information

Table 3. Interface information types of the processes within manipulation of requirements and
scenarios.

Also in this case the dynamic perspective on the composition relation specifies
flexible control over the sub-components of the component manipulation of requirements

and scenarios.

5 Composition of Manipulation of Requirements
The first level of process abstraction within manipulation of requirements is shown in
Fig. 6. The processes reformulation of requirements, validation of requirements, detection of

ambiguous and non-fully supported requirements, detection of inconsistent requirements, and
identification of functional clusters of requirements are distinguished within the process
manipulation of requirements.

The process detection of ambiguous and non-fully supported requirements analyses the
requirements for ambiguities and the extent of non-supportedness of requirements (by
stakeholders). The process detection of inconsistent requirements analyses the
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requirements for inconsistencies among requirements. The process reformulation of

requirements plays an important role within manipulation of requirements: problematic
requirements are reformulated into (less problematic) requirements by adding more
and more structure to requirements: from informal to semi-formal to formal. The
process validation of requirements has interaction with stakeholders to establish the
supportedness of a requirement in relation to a stakeholder, and whether pro and con
arguments exist for a requirement. The process identification of clusters of requirements

identifies clusters of requirements on the basis of clustering criteria.

manipulation of 
requirements

manipulation of requirements task control

identification of  
clusters of 

requirements

validation of 
requirements

detection of 
inconsistent 

requirements

detection of 
ambiguous and 

non-fully 
supported 

requirements

elicited 
requirements 
to ambiguity 
detection

reformulation of 
requirements

requirement alternatives

validated requirements 
information to reformulation

current requirements 
to ambiguitiy detection inconsistency 

information

current requirements and relationships 
among requirements to output

clusters of 
requirements

current requirements and relationships among 
requirements to cluster identification

current requirements and 
relationships among requirements 
to inconsistency detection

ambiguity 
information

validated 
requirements 
to ambiguity 
detection

elicited requirements and 
isolation information to 
reformulation

non-
formalisable 

requirements

unsupportedness 
information

Fig. 6. Process composition of manipulation of requirements: information links.

As before, each of the processes depicted in Fig. 6 can be characterized in terms of
their interface information types, as shown in Table 4. Also in this case, task control
specifies flexible control. The process manipulation of scenarios has a structure
similar to manipulation of requirements.

6 Discussion

The compositional knowledge modelling method DESIRE has been applied to the task
of Requirements Engineering. The resulting compositional process model has been
presented in some detail in this paper. The process model has been constructed on the
basis of studies of available literature, and the application of requirements engineering
techniques to a real-life case study: the design of a Personal Internet Assistant [7].
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process input information type output information type
detection of ambiguous and non-fully supported
requirements

� elicited requirements

� current requirements

� validated requirements
information

� non-formalisable
requirements

� ambiguity information

� unsupportedness
information

detection of inconsistent requirements
� current requirements

� relations among
requirements

� inconsistency information

reformulation of requirements
� elicited requirements

� ambiguity information

� inconsistency information

� validated requirements
information

� isolated scenarios

� current requirements

� relations among
requirements

� requirement alternatives

� non-formalisable
requirements

validation of requirements � requirement alternatives

� unsupportedness
information

� validated requirements
information

identification of clusters of
requirements

� current requirements

� relations among
requirements

� clusters of requirements

Table 4. Interface information types of processes within manipulation of requirements.

The processes have been described at different levels of process abstraction, with
descriptions of their interfaces, a static composition relation (possibilities for
information exchange) and a dynamic composition relation (‘control flow’). The static
composition relation does not prescribe a particular task control through the process
composition. The task control is formulated in terms of conditions which trigger
particular activities. The task control specification reflects the amount of flexibility
and iterative nature of sub-processes of the requirements engineering process.

The compositional process model presented in this paper has been formally
specified and provides more details and structure for the requirements engineering
process than process models described in the literature on requirements engineering.
For example, in [8], [10] the following activities are considered core activities in the
requirements engineering process: ‘requirements elicitation’, ‘requirements analysis
and negotiation’, ‘requirements documentation’, and ‘requirements validation’. The
first three of these core activities form the top level composition of the process model
introduced in this paper. In contrast to the references mentioned, in the model
introduced here a detailed specialisation of these three main processes is added. In the
process model introduced the fourth main activity, ‘requirements validation’ is
considered an integrated part of the manipulation processes both for requirements and
scenarios, and is modelled within these processes: detection of inconsistent requirements,

detection of inconsistent scenarios, validation of requirements, validation of scenarios.
To further investigate the applicability of this compositional process model,

additional requirements engineering experiments will be conducted. The formally
specified compositional process model for the task of requirements engineering can be
employed in the design of automated tools for requirements engineering (e.g., [5]),
supporting the activities of (human) requirement engineers on the basis of an agreed
shared model of the requirements engineering task.



878 D.E. Herlea et al.

References

1. Brazier F M T, Dunin-Keplicz B M, Jennings N R, and Treur J., Formal Specification of
Multi-Agent Systems: a Real World Case In: Lesser V (ed.) Proceedings First
International Conference on Multi-Agent Systems ICMAS’95 (1995) pp. 25-32 MIT
Press. Extended version in: Huhns M and Singh M (eds.) International Journal of Co-
operative Information Systems IJCIS Vol. 6 No 1 (1997) pp. 67-94.

2. Brazier, F.M.T., Jonker, C.M., and Treur, J., Principles of Compositional Multi-agent
System Development. In: J. Cuena (ed.), Proceedings of the 15th IFIP World Computer
Congress, WCC'98, Conference on Information Technology and Knowledge Systems,
IT&KNOWS'98, 1998, pp. 347-360.

3. Brazier, F.M.T., and Wijngaards, N.J.E., An instrument for a purpose driven comparison
of modelling frameworks. In: Plaza, E., and Benjamins, R. (eds.). Proceedings of the 10th
European Workshop on Knowledge Acquisition, Modelling, and Management
(EKAW’97). Sant Feliu de Guixols, Catalania, Lecture Notes in Artificial Intelligence,
vol. 1319, Springer Verlag, 1997, pp. 323-328.

4. Davis, A. M., Software requirements: Objects, Functions, and States, Prentice Hall, New
Jersey, 1993.

5. Dubois, E., Du Bois, P., and Zeippen, J.M., A Formal Requirements Engineering Method
for Real-Time, Concvurrent, and Distributed Systems. In: Proc. of the Real-Time Systems
Conference, RTS’95, 1995.

6. Erdmann, M. and Studer, R., Use-Cases and Scenarios for Developing Knowledge-based
Systems. In: Proc. of the 15th IFIP World Computer Congress, WCC’98, Conference on
Information Technologies and Knowledge Systems, IT&KNOWS’98 (J. Cuena, ed.), 1998,
pp. 259-272.

7. Herlea, D., Jonker, C.M., Treur, J. and Wijngaards, N.J.E., A Case Study in Requirements
Engineering: a Personal Internet Agent. Technical Report, Vrije Universiteit Amsterdam,
Department of Artificial Intelligence, 1999. URL:
http://www.cs.vu.nl/~treur/pareqdoc.html

8. Kontonya, G., and Sommerville, I., Requirements Engineering: Processes and
Techniques. John Wiley and Sons, New York, 1998.

9. Loucipoulos, P. and Karakostas, V., System Requirements Engineering. McGraw-Hill,
London, 1995.

10. Sommerville, I., and Sawyer P., Requirements Engineering: a good practice guide. John
Wiley & Sons, Chicester, England, 1997.

11. Weidenhaupt, K., Pohl, M., Jarke, M. and Haumer, P., Scenarios in system development:
current practice, in IEEE Software, pp. 34-45, March/April, 1998.

12. Yadav, S. et al., Comparison of analysis techniques for information requirements
determination. Communications of the ACM, vol. 27 (2), 1988.



I. Imam et al. (Eds.): IEA/AIE-99, LNAI 1611, pp. 879-888, 1999.
© Springer-Verlag Berlin Heidelberg 1999

Pieces of Mind: Component-Based Software Development
of Artificial Intelligence

Jovan Cakic1 and Vladan Devedzic2

1Visegradska 6/2, 11000 Belgrade, Yugoslavia
cakic@EUnet.yu

2Department of Information Systems, FON
School of Business Administration, University of Belgrade

POB 52, Jove Ilica 154, 11000 Belgrade, Yugoslavia
devedzic@galeb.etf.bg.ac.yu

Abstract. New phase in Object-Orientated methodology evolution, known as
component-based development, has finally opened process of industrial
software production in past few years. Potential benefits for Artificial
Intelligence are still waiting to be discovered, but it is clear that component-
based development could bring AI closer to the software industry, by bringing
easy and ready-to-use solutions. This paper will try to point in potential benefits
that component-based development could introduce into the world of AI.

Introduction

If you would like to include certain AI feature into a commercial, most likely C++,
application, you would face the fact that development of such functionality is
extremely painful and long lasting task. If knowledge and inference were not suppose
to be an essential part of your application functionality, you would be probable give-
up. An idea of interface enhancement, which would give your application certain
intelligent behavior is difficult to achieve because there is no appropriate tool on the
market letting you both:

� develop such functionality, and

� integrate it into your software

In past years, AI/ES have been developed as stand-alone systems, but the software
industry puts emphasis on integration with new and existing applications, usually
implemented in C++. AI has made a significant advancement, but “the rapid growth
path of AI/ES was truncated because many current expert systems require special
software and hardware”[David Hue]. The bridge between theory of AI and popular
programming languages has to be made for thew benefits of both AI and software
industry.

AI captured into the C++ class structure can bring to commercial programming a new
way of embedding intelligence into commercial software and a chance for AI to come
out of laboratories throughout the big door. Component-based development could do
even more.
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Benefits of C++ object-oriented development are well noun, and this paper will not
try to make a new analysis of this problem. It is a basic assumption that the need for
C++ object-oriented development in the domain of AI exists. The question is: What
next?

Strategic Question: Stay with Class-Based Development Or Go for
Software Components?

In the reality of software development today, established by market, such as:
� rapid changes of development methodology and implementation technology
� imperative on development productivity and software efficiency
there is no time and place for halfway solutions. On the other hand, on the user side,
there is a similar frustration with:
� massive offer and rapid changes
� need for efficiency and lack of time to learn how-to-use
In short, developer needs quick and flexible solutions easy to implement and user
needs software powerful and still easy to use. In that kind of game, AI must embrace
the need for change through acceptance of:
� modern object-oriented programming languages and development tools
� evolution of object-oriented methodology

Evolution of Object-Orientation over the Past Decade

Object-oriented software development achieved widespread commercial acceptance
in the late 1980s. The hallmark of object-orientation at that time was the use of
classes, which allowed developers to model state and behaviour as a single unit of
abstraction. This bundling of state and behaviour helped enforce modularity through
the use of encapsulation. In classic object-orientation, objects belonged to classes and
clients manipulated objects via class-based references. One characteristic that
dominated the first wave of object-oriented development was the use of
implementation inheritance.
To use implementation inheritance properly, a nontrivial amount of internal
knowledge is required to maintain the integrity of the underlying base class. This
amount of detailed knowledge exceeds the level needed to simply be a client of the
base class. For this reason, implementation inheritance is often viewed as white-box
reuse.
New approach to object-orientation is to only inherit type signatures, not
implementation code. This is the fundamental principle behind interface-based (or
component-based) development, which can be viewed as the second wave of object-
orientation. Interface-based programming is a refinement of classical object-
orientation, built on the principle of separation of interface from implementation. In
interface-based development, interfaces and implementations are two distinct
concepts. Interfaces model the abstract requests that can be made of an object
("what”). Implementations model concrete instantiable types that can support one or
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more interfaces ("how"). An interesting aspect of second-wave systems is that the
implementation is viewed as a black box—that is, all implementation details are
considered opaque to the clients of an object. [David Chappell]
Stay with class-based development or go for software components? This paper will
try to find an answer to that question. However, the goal of this paper is not to make a
detailed comparative analysis of class-based and component-based development, but
only to underline few, for AI most interesting, characteristics of both approaches.

Class-Based Development

Language Dependence. All class libraries are language dependent.
Platform Dependence. To accomplish platform independence with class-based
development it is necessary to publish class library in a form of source code.
Generally, this is not a very good strategic move.
White-Box Reuse. It is necessary to expose a nontrivial amount of internal knowledge,
though the source code or documentation, in order to allow developer to use
implementation inheritance properly in the design process.
Half-product. Class library is a programming language extension. This is only a
potential functionality waiting to be discovered and used. Developer needs to
understand basic domain concepts (AI in our case), read the documentation (must be
good) and try to get as much as possible during the implementation stage.
Implementation results depend on developer’s programming skills and quality of
library code and associated documentation and Help.
Quality Standards. It is very hard to establish quality standard for the written code.
Source Code Exposure. A class library can be available it two forms:

� Source code.  This solution offers a possibility for platform and compiler
independence, code customization, redesign and debugging. However, selling the
code is strategically wrong decision.

� Precompiled module (DLL file). This is platform and compiler dependent
development. Constant maintenance and upgrading is necessary, as well as
quality Help and documentation.

As a conclusion, class libraries are only the first but very important step in the in-
house software developing process. The next step should be component-based
development of the final product.

Component-Based Development

Language Independence. Language independence is built-in feature of component-
based development model. The programming language used for implementation is
unimportant for component functionality and collaboration with other programs and
components.
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Platform Independence (portability). Platform independence is supposed to be built-in
feature of component-based development model. This is not entirely true for all
component models, but it is excepted to be completely achieved in the near future.
Black-Box Reuse. All implementation details are considered opaque to the clients of
an object.
Final Product. The software components are final products, with completely
developed functionality.
Software Component Quality and Testing Standards. The reliability of the application
as a whole is separated from reliability of its components. When is constructed from
reliable components, the reliability of the application is evidently enhanced.
Additional benefits come from:
Development Specialization. Software developers will became specialist component
engineers for a particular domain, in our case AI. For the users of software
components this means easy and fast integration of AI into commercial applications,
without need for profound understanding of this specific domain.
Decoupling development of separate components. Component-based development
model strongly supports software modularity and independent component
development.
Built-in Distributed architecture (local/remote transparency). Responsibilities for
building distributed architecture are taken away from application developers as built-
in feature of component-based development model. Transparency of the network
communication allows to the client of an object to be completely unaware of their
geographic location.
Transformation and Maintainability (Plug-and-Play concept). Easy assembling,
reconfiguration and swapping components form available component libraries offers
ease of build, redesign, upgrade and repair.

Ongoing Research Framework

The idea of software components with AI is not a new one. The market already offers
a several number of ActiveX controls in the domain of AI (fuzzy logic, genetic
programming, expert systems...). The objective of our research is to make a
systematic approach to the construction of a software component library, which will
cover a wide area of intelligent systems.

Research Foundation – OBOA Class Library

The ongoing research is suppose to be next step in the developing process of an
object-oriented model of intelligent systems, called OBOA (OBject-Oriented
Abstraction) [7]. The model represents a unified abstraction of different concepts,
tools and techniques used for representing and making knowledge in intelligent
systems.
The OBOA class library has been developed in five levels of abstraction, using
object-oriented methodology and model of orthogonal software architecture. The



Pieces of Mind: Component-Based Software Development of Artificial Intelligence 883

ultimate practical goal of developing the OBOA model has been to use it as the basis
for building a set of foundation class libraries for development of intelligent systems
and their blocks and components.

Table 1. Levels of abstraction in OBOA class library

Level Objective Domain-dependence Semantics
1 Integration Domain – dependent Multiple system integration and

co-ordination.
2 System Domain – dependent Complex concepts, tasks,

problems and tools.
3 Blocks Domain – independent Representational units and

functional blocks (knowledge
and data structures and steps
and activities to solve common
classes of problems.

4 Units Domain – independent Knowledge representation
techniques and reasoning
mechanisms.

5 Primitives Domain – independent Basic data structures and
operations. Domain –
independent level

Research Framework

The research, which will include design and implementation of several software
components with AI, will be performed in the following adopted framework:
� The OBOA class library
� Component-based development in Component Object Model from Microsoft
� UML and RationalRose as CASE toolMicrosoft Visual C++ and Active Template

Library as the implementation tool
The choice of the Component Object Model and ActiveX technology from Microsoft
could be put in question by some authorities in the field, but the author opinion is that
the chosen model offers, at the moment, the best:
� development tools and documentation support
� performance, flexibility and ease of utilization
� commercial perspective
� comparing to the alternative solutions.
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Pieces of Mind: A Vision for the Future

The level of integration of AI into commercial software through usage of software
components will generally depend on requirements, but also on feasibility. Two
possible scenarios are to be distinct:

� complete integration into software during the development stage, as a task for the
future

� integration into finished software

AI Components Integration during the Development Stage

Complete and proper integration of AI into commercial software can be done only as
an integral part of overall application development process. By proper infrastructure
implementation and use of software components, the ultimate aim to accomplish is
adaptable level of AI integration during the entire life cycle of the application.

In classic, “non-intelligent” applications, user must, on his own:
� make problem (goal) formulation
� set a resolution strategy, by taking in consideration application potentials, his

domain knowledge and some given requirements
� solve the problem using the application

Instead of previous scenario, AI integration into commercial software should provide:
� expert assistance during the problem formulation
� autonomous choosing of resolution strategy by taking into account current

application potentials (in fact, self-potentials) and available domain knowledge
� resolution strategy execution and refining, error and performance control, results

analysis and visualization
At the final stage, AI package will completely take over application control from user,
and the application will become truly intelligent. The role of the user will be to set the
goals, and the application will do the rest. To accomplish such role, application
should become:
Aware of self-potentials. Because of massive offer and constant change, it is the fact
that users of today don’t have the time neither the patience to explore all functional
possibilities offered by commercial applications. Therefore, users often absorb only
the basic application’s functionality. To ease and optimize the usage, certain software
developers are introducing the automation for several predefined scenarios of
software utilization (for example Wizard concept introduced by Microsoft). This
automation is not only macro-like sequence of commands – a certain level of domain
knowledge is also applied. The reason for this automation is a reasonable assumption
that particular goals will be attained better if the application takes over the control
from the user and engages itself in an optimal way. The next step in the right direction
will be a potential for general and adaptable automation, based on user-defined goals
and application functional capabilities. If we are developing application to be open for
constant evolution, this application must be aware of its current functionality.
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Open to constant functional evolution. This is a new approach comparing to the
traditional application incremental, release-by-release, improvement process. The
application should have an infrastructure, which will allow plug-and-play usage of
software components in the way similar to the hardware components (approach well
known not only in the world of computers). That is an adaptable architecture, built:
� from the choice of software components on the market
� independently from original application developer
� according to the user’s needs

Interface Management System Component Management  System Logic Management System KBMS

Command Layer
What-to-do

Intelligence Layer
How-to-do

Execution Layer
Doing

Knowledge 
Base

Data 
Ba se

Forward 
Chaining

Backw ard 
Chai ning

Fuzzy  
Logic

Genetic 
Algorithms

Case-based
Reasono ng

Model-based
Reasono ng

...

Logic services

Graphic Calcul ations

Error Control

Import/Export Data Han dling

...

Basic Functionality

Intell igent 
Help

Int elligent 
Tutoring

Expert 
Assistance

Interface services

...

Graphic Users Interfac e

User AI Manageme nt Syst em

Fig. 1. Commercial application controlled by AI

To realize such an idea in the software world, it is necessary to adopt fundamental
industrial approach – product build of components. This approach will lead to the
software wide open to the AI integration. A concept of a possible architecture is
shown in Fig. 1.
For such an application it is expected three levels of functionality:
Command layer. This should be the top layer in the application functional hierarchy.
The primal task should be to take over the application control from user. This should
increase application productivity and improve the quality of obtained solutions.
Intelligence layer. Components on this level should take care of:

� software controls integration and management
� execution of given tasks with optimal software resources engagement
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Execution layer. This is the level of basic application functionality, as we know from
software of today.

Geographic location of software components is completely insignificant, which is one
of the key features of component-based development.

In the first development stage of proposed architecture, components from lower part
of Intelligence layer will be implemented. This include components for:

� Logic services

� Interface services

Command Layer
What-to-do

Intelligence Layer
How-to-do

Execution Layer
Doing Basic Functionality

In tellig ent 
Help

Intelligent  
Tutori ng

Expert 
Assist ance

Interface services

...

Graphic Users Interface

User

Fig. 2. Possible AI support for existing commercial application

The next development stage is implementation of components for integration,
management and control from upper part of Intelligence layer. This include
components for:
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� Interface Management System
� Component Management System
� Logic Management System
� Knowledge Base Management System (KBMS)
The final stage is implementations of Command Layer components – AI Management
System as a top level commands and control mechanism.

AI Components Integration into Finished Software

The AI integration into existing software can be accomplished via application Graphic
Users Interface. A possible case of this partial integration is shown in Fig. 2.

Application

AI Service 1

AI Service 2

AI Service 3

Artificial Intelligence GUI
(VBA + ActiveX interface control)

Fig. 3. Possible AI support for existing commercial application

Concrete example of an ActiveX control integration into an application which
supports Visual Basic for Applications (all MS Office applications, AutoCAD,
CorelDraw in the near future, ...) is shown in Fig. 3.
Interface Services set of controls is implemented as ActiveX Automation Servers and
they offer different types of AI functionality. ActiveX control inserted into the
application GUI represents predefined interface for that AI support. Also is possible
to make inserted ActiveX control invisible and let the user create his own interface for
AI support. In that case, ActiveX control will play the role of API to the available AI
services, provided by Interface Services set of ActiveX controls.
This is the way to implement different AI features, like:
� Intelligent catalogs
� Intelligent Help system
� all kinds of Expert Systems from the current application domain
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Conclusion

It is necessary for all researchers and developers in the domain of AI to accept the
technological reality of industrial software development of today if they want to enter
and stay on the software market. Actually, this includes:
� modern object-oriented programming languages and development tools
� evolution of object-oriented methodology
� need for the shortest and the fastest path from an idea to its realization

Quest for the best solutions is always an imperative for academic research programs.
In the reality of software engineering best solutions are too expensive – the focus is
on optimal solutions. For the moment, C++ and component-based development with
ActiveX technology are solutions are the choice software industry can afford.
Software components and component-based development will probably not become a
magic tool for solving all kinds of problems, but they will be certainly move AI few
steps into the right direction. I hope that the ongoing research of AI component-based
development will approve this approach.
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Abstract. This paper introduces a developed CAM system for wire-EDM to
automatically select the sequencing of the wire path considering fixation
stability. The system creates technological aspects based on geometry features.
Many of the wire cutting techniques such as trim cut, correction, taper angle,
threading & breaking points, and the standard radius are automatically added.
For small area of polygons No-Core are automatically selected. Many files such
as NC file, technology data file, position file, and job file are automatically
generated to control the cutting process. Also, the system simulates the cutting
process for verifying check, minimizes errors, and to save machine time.

1. Introduction

Electrical discharge machining, the process normally referred to as EDM, came into
industrial use shortly after World War II [1]. Its initially applications were in “tap-
busting,” the electrical erosion of broken taps in parts and die sections too valuable to
discard. It was soon discovered, however, that the process of electrical erosion could
be controlled to machine cavities and holes. After that, the wire EDM was used to
execute the through cutting of EDM [2].

Wire cutting process is widely used for making stamping dies, tools, templates,
extrusion dies, and progressive dies. It is also used for prototype production of parts to
be made later by die stamping or CNC milling [3].

A computer support as an aid to part programming was not required during the
early period of NC use in the wire-EDM. The parts to be machined were of two
dimension configurations requiring simple mathematical calculation [4]. With the
increased use of NC systems and growth in complexity of production, the manual
programming became a tedious work, time consumed. And Manual method depends
to a very great extended on the experience of the operator, which leads to many
human errors. And so, the part programmer was no longer able to calculate efficiently
the required tool path. Therefore, the use of CAM systems as an aid to part
programming became a necessity.

Many trails are achieved to develop the wire-EDM programming methods. Most
current wire-EDM CAM systems neglected some of the wire-EDM technique [5, 6].
For example, the sequence of the wire path, the generation of the standard radius, the
fixation stability, correction (wire offset), conical cutting, trim cut, No-Core cut,
calculating the threading & breaking point of the wire, etc.
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The development of a wire-EDM CAM system to overcome the previous
limitations, was the aim of this work. The results of the proposed system show a great
saving in time and the user effort. Precision & monitoring for all steps of the cutting
process are illustrated.

2. The Proposed System User Interface

When developing CAM software, one must consider how the interaction between the
user and the program will take place. The portion of the software that provides this
link is referred to as the user interface. User interfaces have become so important to
most users that it is often primary factor in determining which software package a
user ends up using. The proposed system user interface, was designed by the
Microsoft Visual Basic ver. 4.0-5.0 [7] to satisfy the following factors:

1. Control the flow of data through the program by making use of available input
devices.

2. Detect the errors and recovery as well as the ability to cancel any operation
midway through the process.

3. Providing graphical feedback to user inputs (such as blinking selected entities), and
preventing unpleasant such as program “crashes.”

3. The Proposed System Functions

The proposed system was designed to satisfy the following factors:

1. Sequencing the wire cutting motion in a way to minimize the machining cutting
time.

2. Considering the fixation stability to avoid the drop of the work piece.

3. Analyzing the part-geometry and adding special features to the contour to improve
the quality of the cutting process.

4. Optimizing the wire cutting parameters for individual part-elements according to
the part-features and technology data.

5. Graphically simulating the cutting process of the spark erosion to verify the cutting
sequence.

6. Generating NC part-programs directly from CAD geometry database.

4. The Proposed System Structure

The structure of the proposed programming system is illustrated in Fig. 1.
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4.1 Geometry Processor

The geometry processor Fig. 2 analyses the extracted part-geometrical elements, and
decides an optimized cutting sequence. The criteria for an optimized sequence are the
fixation stability for the remaining sheet and the cutting time. During this step, part
geometrical elements are processed according to the following steps:
1.  Filter part-geometrical elements by removing the overlapped elements and joining

together any close vertexes if the distance between them less than kerf width.

Fig. 2. Geometry Processor Flow Chart
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4. Sequence the cutting motion by selecting from search space list the polygon that
has the closest vertex to the previous tool (wire) position, taking into consideration
if the selected polygon includes another polygons, then skip this selection.

5. If the selected polygon includes another polygons, then all inner polygons must be
machined before the outer polygon.

6. Remove the selected polygon from search space list and repeating the step no. 4
until the end of all nesting parts. Insert standard radius for the sharp corners.

7. Calculate polygon area, perimeter, and centroid.

4.2 Technology Processor

The technology processor analyses the data stored in the wire cutting libraries, which
is available for modifying from the “Wire Option” dialogue box, and decides the
optimum cutting conditions. During this step, cutting conditions are processed
according to the following steps:
1. Search for the polygon area, if the polygon area � 3 mm, the technology processor

automatically adds the codes for No-Core cutting in the Numerical Control file
(*.cnc).

2. Add trim cut and the correction in the technology and NC files.
3. Define the threading and breaking points of the wire in the NC file, and add the

taper angle in the NC file and technology data file.
4. Make the multiple cuts and employing the dimensions (MM/Inch) in the job file.
5. Add the taper angle in the NC file and technology data file.
6. Store all cutting files, NC file, position, technology file, and job file. As shown in

Fig. 3.

4.2.1 Position File
Position file contains the command for positioning the machine head for x-y and z-
axis without wire and cutting.

4.2.2 Numerical Control File
This file contains the elements of the drawing in the ISO code format. The basic
structure of this file contains lines Ã G01, curves CCWÃ G03, curves in CWÃ G02,
stop Ã M00, etc.

4.2.3 Technology Data File
The cutting libraries use this file to define the technology functions.

2. Convert the individual geometrical elements to polygons by sorting and joining
together any two identical vertexes. Then identifying all generated polygons as
close or open polygons.

3. Generate a vertex searching space list that contains start and end vertices
coordinates of all open polygons as well as all vertexes coordinates of all close
polygons.
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4.2.4 Job File
In order to execute the erosion of a workpiece the machine needs the job file. This file
is used to call the three files position, NC, and technology file.

5. Simulation Check

The Computer simulation is the dynamic use of an electronic model that represents a
real or proposed system. Simulation aims to make the best use of resources (machine,
material, and men: called entities in simulation jargon) by helping the user to decide
what is needed, and where the best position to locate it. The proposed system uses the
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simulation check to save hours of machining through few minutes of verifying check,
and to save the machine time for the actual cutting.

6. Proposed System Application

One of the main advantages of the proposed system is the ability of machining
compound dies in one path, instead of two programs (one for blanking punch and the
other for piercing die). Figure 5 shows a compound die in the proposed system and
the wire path. The main output file of the proposed system is the NC file, position file,
technology data file, and the job file.

6.1 Sample List of NC File (example1.cnc)

$Proposed system Ver 1.01
cod(iso) ldr(6)
lit(%)
N001 G01 X+056678 Y+104772 M22
:00002 M63
N003 D01 P01 S95 T95 G43
N004 G03 X+045895 I+022948 G44
N005 G01 X-005000 G40
N006 G03 X-045353 Y+004961 I-022948 S01 T01 G44
N007 M00
N008 G03 X-000543 Y-004961 I+022405 J-004961
N009 G01 X+005000 G40
N010 G45
N011 M62

Fig. 5 Proposed system Application (example1.dxf)
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N012 G01 X+030703 Y-037406 M22
:00013 M63
N014 D02 P02 S95 T95 G43
N015 G03 X+016257 Y+002572 I-005515 J+087525 G44
N016 G01 X-000314 Y+004990 G40
N017 G03 X+008303 Y+006480 I-003266 J+012743 S02 T02
G44
N018 G03 X-001751 Y+003432 I-002057 J+001113
N019 G01 X-004649 Y+000612
…
N043 M02

6.2 Sample List of Technology Data File (example1.ted)

% I 13 12 11 00 00 00 14 (AEGDIR_3)
T00 15 05 19 002 02 02 02 002 002 02 02
S00 05 07 03 03 17 30 03 02 02 02
T01 20 30 28 002 02 05 02 002 002 02 02
S01 05 07 03 14 17 30 03 02 02 06
T02 20 30 28 002 02 05 02 002 002 02 02
S02 05 07 03 14 17 30 03 02 02 06
P01 0
P02 0
D01-228
D02+228
M02

6.3 Sample List of Position File (example1.pof)

cod( POSITION File )
lit(!)
Pos 01
 PaX+056678
 PaY+105348
 Pos 02
 PaX+030703
 PaY-037406
 !
$$    Position Without Wire     =  168.0207

6.4 Sample List of Job File (example1.job)

Dimensions COMPLETE MM
POF C:\Program Files\Microsoft Visual
Basic\pof\Example(1).pof
TEC C:\Program Files\Microsoft Visual
Basic\ted\Example(1).ted
CNC sav RETRY FROM : 9 TIMES WITH T00 TECH SKIP STP IF
NOT THREAD STOP
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CNC  C:\Program Files\Microsoft Visual
Basic\CNC\Example(1).cnc   EXEC STP EXEC WIE EXEC T01
EXEC S01 FROM 001 TO 999
FIN

7. Conclusion

The application affirms that the time saved through the proposed CAM system
starting from the initial calculation to the generation of the NC file is about 50 % or
more compared with EasyCut.

By using the proposed CAM system, sequencing the wire cutting motion in a way
to minimize the machining cutting time, can be accurately and simply performed.
Suitable wire cutting techniques are selected based on the geometry specifications.
For example, No-Core cut was selected if the contour area was < 3 mm, as stored in
the ISO code cutting library. The type of polygon (Punch/Die) is selected by an
automatic method based on the fixation stability and the geometry specification. The
location for the threading and the breaking point of the wire is selected by an
automatic method to attain the optimum location.

Adding the Standard Radius for the sharp corners of the polygon to avoid the wire
undercutting, taper angle, trim cut, and correction are achieved by an automatic
method.   
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