
Lecture Notes in Artificial Intelligence 3533
Edited by J. G. Carbonell and J. Siekmann

Subseries of Lecture Notes in Computer Science



Moonis Ali Floriana Esposito (Eds.)

Innovations
in Applied
Artificial Intelligence

18th International Conference on
Industrial and Engineering Applications of
Artificial Intelligence and Expert Systems, IEA/AIE 2005
Bari, Italy, June 22-24, 2005
Proceedings

1 3



Series Editors

Jaime G. Carbonell, Carnegie Mellon University, Pittsburgh, PA, USA
Jörg Siekmann, University of Saarland, Saarbrücken, Germany

Volume Editors

Moonis Ali
Southwest Texas State University
Department of Computer Science
601 University Drive, San Marcos, TX 78666-4616, USA
E-mail: ma04@txstate.edu

Floriana Esposito
Università di Bari
Dipartimento di Informatica
Via Orabona 4, 70126 Bari, Italy
E-mail: esposito@di.uniba.it

Library of Congress Control Number: 2005927487

CR Subject Classification (1998): I.2, F.1, F.2, I.5, F.4.1, D.2, H.4, H.2.8, H.5.2

ISSN 0302-9743
ISBN-10 3-540-26551-1 Springer Berlin Heidelberg New York
ISBN-13 978-3-540-26551-1 Springer Berlin Heidelberg New York

This work is subject to copyright. All rights are reserved, whether the whole or part of the material is
concerned, specifically the rights of translation, reprinting, re-use of illustrations, recitation, broadcasting,
reproduction on microfilms or in any other way, and storage in data banks. Duplication of this publication
or parts thereof is permitted only under the provisions of the German Copyright Law of September 9, 1965,
in its current version, and permission for use must always be obtained from Springer. Violations are liable
to prosecution under the German Copyright Law.

Springer is a part of Springer Science+Business Media

springeronline.com

© Springer-Verlag Berlin Heidelberg 2005
Printed in Germany

Typesetting: Camera-ready by author, data conversion by Scientific Publishing Services, Chennai, India
Printed on acid-free paper SPIN: 11504894 06/3142 5 4 3 2 1 0



Preface

“Intelligent systems are
those which produce

intelligent offsprings.”

AI researchers have been focusing on developing and employing strong methods
that are capable of solving complex real-life problems. The 18th International
Conference on Industrial & Engineering Applications of Artificial Intelligence
& Expert Systems (IEA/AIE 2005) held in Bari, Italy presented such work
performed by many scientists worldwide.

The Program Committee selected long papers from contributions presenting
more complete work and posters from those reporting ongoing research. The
Committee enforced the rule that only original and unpublished work could be
considered for inclusion in these proceedings.

The Program Committee selected 116 contributions from the 271 submit-
ted papers which cover the following topics: artificial systems, search engines,
intelligent interfaces, knowledge discovery, knowledge-based technologies, natu-
ral language processing, machine learning applications, reasoning technologies,
uncertainty management, applied data mining, and technologies for knowledge
management. The contributions oriented to the technological aspects of AI and
the quality of the papers are witness to a research activity clearly aimed at
consolidating the theoretical results that have already been achieved. The con-
ference program also included two invited lectures, by Katharina Morik and
Roberto Pieraccini.

Many people contributed in different ways to the success of the conference and
to this volume. The authors who continue to show their enthusiastic interest in
applied intelligence research are a very important part of our success. We highly
appreciate the contribution of the members of the Program Committee, as well
as others who reviewed all the submitted papers with efficiency and dedication.
Two reviewers evaluated each paper to assure the high quality of the accepted
papers.

The Co-chairs, Donato Malerba and Giovanni Semeraro, deserve our grati-
tude. A special thanks goes to the members of the Organizing Committee, Nicola
Fanizzi and Stefano Ferilli, as well as to Nicola Di Mauro and Teresa Basile who
worked hard at solving problems before and during the congress. We extend our
sincerest thanks to CIC Services staff for their contribution.

We wish to thank the Dipartimento di Informatica of the University of Bari
for encouraging and supporting us in organizing the event. The financial support
of the University of Bari, Italy, which partially covered the publication costs
of this book, is gratefully acknowledged. We also extend our appreciation to
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President Denise Trauth and Provost Perry Moore of Texas State
University-San Marcos for their support of this conference.

Bari, June 2005 Moonis Ali
Floriana Esposito
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Applications of Knowledge Discovery

Katharina Morik

Univ. Dortmund, Computer Science Department, LS VIII

1 Introduction

Knowledge Discovery from Databases (KDD) – also named Data Mining – is a
growing field since 10 years which combines techniques from databases, statistics,
and machine learning. Applications of KDD most often have one of the following
goals:

– Customer relationship management: who are the best customers, which prod-
ucts are to be offered to which customers (direct marketing or customer
acquisition), which customers are likely to end the relationship (customer
churn), which customers are likely to not pay (also coined as fraud detec-
tion)?

– Decision support applies to almost all areas, ranging from medicine over
marketing to logistics. KDD applications aim at a data-driven justification
of decisions by relating actions and outcomes.

– Recommender systems rank objects according to user profiles. The objects
can be, for instance, products as in the amazon internet shop, or documents
as in learning search engines. KDD applications do not assume user profiles
to be given but learns tehm from observations of user behavior.

– Plant asset management moves beyond job scheduling and quality control.
The goal is to optimize the overall benefits of production.

Of course, most of these goals existed already before KDD. They have been
achieved by human expertise, reporting on the basis of database OLAP, and to
a small degree by numerical modeling. The new situation stems from applying
learning algorithms to the huge amount of stored data which enables a data-
driven inspection – the contribution of KDD. The goals are achieved by data
analysis tasks:

– Outlier detection is a necessary part of data cleaning but can also deliver in-
teresting results. It always depends on domain knowledge whether an outlier
is due to a failure in data entry or is a finding of a surprising effect. Outliers
presuppose a general model from which they deviate.

– Subgroup detection looks for small groups that deviate significantly from the
majority.

– Frequent set mining finds frequent correlations of objects. It became famous
in basket analysis applications (which items are sold together frequently?)
but has been successfully applied to determining situation-action or action-
outcome correlations, as well, particularly in bioinformatics.

M. Ali and F. Esposito (Eds.): IEA/AIE 2005, LNAI 3533, pp. 1–5, 2005.
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– Classification is and an overwhelming number of problems can be formulated
as classification tasks. Given oberservations together with class labels, a
decision function is learned which can then be applied to new, unlabeled
data.

– Regression differs from classification in that it is not a label but a real value
which is attached to the observations and will be predicted to unlabeled,
new data.

– Clustering partitions the data without the need for any labels but based on
similarity between the observations.

When the tasks are determined which fulfil the goal of an application, the
KDD process starts. According to the CRISP model [2], the data inspection and
preparation handles failures, missing values, feature selection, and feature gen-
eration. According to a poll of KDnuggets in October 20031, 64% of data miners
use more than 61% of their time for this preprocessing. Machine learning algo-
rithms perform not only the central data mining step, i.e., the one corresponding
to a task, but also contribute to data cleaning and data preparation. For instance,
the MiningMart system offers to apply decision tree learning in order to replace
NULL values by predicted values [10]. Also feature selection is automatically
performed by some learning algorithms (e.g., decision tree learning). However,
most real-world applications benefit from selecting relevant features beforehand.
Most often, this is done in a wrapper approach where the cross-validation of
a learning algorithm’s result evaluates the feature set, and the feature set is
systematically decreased (or increased). The Yale system offers such a wrapper
loop using genetic programming as the search procedure in the space of possible
feature sets [13].

As soon as the data are well prepared and transformed adequately, the task
can be performed using one of the algorithms which are readily available. Ac-
cording to a poll of KDnuggets in February 2005, top-down induction of decision
trees are still the favorite method (14% of the votes), frequent set mining (or
association rules) with 7% and the support vector machine (SVM) with 4% have
only started to be commercially applied.

KDD can be characterised in contrast to statistical analysis by the following:

– KDD exploits given data which are collected for purposes different from
analysis. In contrast, statistics acquire data carefully by well designed ques-
tionnaires which cover the relevant features and do not ask for irrelevant
information. If data of a process are to be analysed, experiment design takes
care that relevant observations are measured from a process. Hence, feature
selection and generation is much more important in KDD than in statistics.

– KDD deals with huge numbers of observations, each characterised by a large
number of features. In contrast, many statistical studies investigate only
some hundred or thousand observations, each described by very few at-
tributes. Hence, the design of efficient algorithms for data management and
analysis is much more important in KDD than in statistics.

1 www.kdnuggets.com
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In terms of the mathematical models used, however, KDD and statistics have a
lot in common.

2 Applications

Application fields range from banking, bioinformatics and telecommunication to
scientific analysis, e.g., in medicine or astronomy. Here, two standard applica-
tions are described stressing the importance of system support for preprocessing
and the re-use of KDD cases. Both applications are from the field of telecom-
munication with the goal of enhancing customer relationship management, an
important market in Europe 2. The first application is on marketing services
of the Polish telecommunication company (NIT) to customers (goal: customer
acquisition). The task was classification of customers into those who want to
subscribe a particular service and those who don’t. The class label is derived:
the customer already subscribes the service or accepts it when it is offered by
NIT’s call center. The data stem from the customer databases and that of a
call center. The distributed data have to be integrated and a record for each
customer has to be established. The stored phone calls and the contract data of
the customers are transformed into customer profiles. For instance, frequencies
of calls at certain hours of the day, the average length of a phone call, frequencies
of calls to special numbers (long distance calls, numbers with prefixes, internet
access via phone modem) are calculated. The now labeled user profiles are used
by a decision tree learner predicting customers who most likely want to subscribe
the service. The integration of the distributed data bases and the aggregation
of user profiles was at first a tedious process, designed by a data mining expert.
Hence, re-using the steps of this process is necessary in order to speed up data
mining. For instance, the same procedure must be run about 4 times a year in
order to adapt to changes in customer behavior. These runs of the overall case no
longer require a data mining expert but should just be pressing a button. More-
over, almost the same procedure can be done for all the services of NIT. After
the first set-up of the KDD case for one service, it should be easy for non-expert
users to create these similar cases. For the re-use of cases, their documentation
in a form which is easy to understand by non-experts is most important. This
aspect is not yet taken serious enough by commercial tools 3.

The second application is also on customer relationship management, but on
customer churn. If as many customers leave their contracts as new services are
sold, the benefit does not increase. Hence, detecting which customers are about to

2 According to Marco Richeldi from TILab, Italy, the European customer rela-
tionship management market increased from 0.5 billion US dollars in 1999 to
3.5 billion US dollars in 2004 – cf. the presentation at http://www-ai.cs.uni-
dortmund.de/MMWEB/content/oneDaySeminar.html.

3 Comparing SAS and MiningMart, a study showed that case design
and case adaptation was much easier using MiningMart [3, 4]. The
MiningMart system is GNU-licensed available at http://www-ai.cs.uni-
dortmund.de/MMWEB/downloads/downloads.html.
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leave and take some initiative in keeping them, is an important goal. The task was
again classification of customers into those who are likely to stop their contract
within the next 6 months, and those who continue. Running a learner on past
data, where the customer’s behavior 6 months later is known, delivered a decision
tree which predicts customer churn for the current data set. Again, generating
the customer profiles from the raw data is a long chain of steps, creating many
new views of the database. Easing the implementation of such preprocessing
chains is an important issue. In a case study, the time of developing the case
when using the MiningMart system was compared to the time needed when
using standard commercial tools. The conceptual level at which preprocessing
is designed using MiningMart 4 effectively reduced development time (from 12
days to 2.5 days, two data miners working the full day) [12, 11]. Preprocessing
determines the quality of the learning results. Its documentation and design at
a conceptual level offers a great potential to speeding up the development and
re-use of a KDD process.

3 New Directions

KDD is a dynamic field. New application types are approaching:

– Integration of databases and documents in the WorldWideWeb has been
put forward by the database community. Now methods are demanded which
are capable of exploiting the huge collection of documents and their link
structure for enhanced mining of data such as, e.g. bank transactions or
genome data bases.

– Distributed data mining is characterized by distributed computing and dis-
tributed data, where the communication links have bandwidth constraints
and data sources are object to privacy concerns [6, 1]. A famous scenario
is the on-board computing of cars and its interaction with central services.
Travellers using their mobile phones for computing is another new scenario
which challenges data mining. Peer-to-peer networks also put new tasks on
the agenda of KDD.

– Beyond time series, there are many time phenomena which ask for a careful
analysis, e.g., classifying or clustering very large sets of time series [7], mon-
itoring streams of data [5], detecting a change of the data producing process
(concept drift), and learning episodes from time-stamped data [8].

Here, an application is sketched which again stresses the importance of prepro-
cessing5. The scenario is a meeting of some persons, each with a computer storing
music (audio data) organised in taxonomies, e.g., according to genre, preference,
casual use. Of course, the users’ taxonomies do not fit together. When the users

4 The user interactively designs the case using a graphical interface. The MiningMart
system then compiles the case down to SQL procedures.

5 This application is currently developed by Michael Wurst and me together with 9
students. The system is called Nemoz and will be published at SourceForge.
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start an ad hoc network they exchange songs according to the own preferences.
The learned classification rules for the own taxonomy nodes are applied to parts
of the taxonomies of other peers in order to find recommendable songs there.
In addition, (parts of) taxonomies of other peers can be incorporated into the
own music organisation. The enabling technique is to learn from audio data. As
raw data, nothing can be learned from such time series – the second note being
a C is not a suitable feature for personal preferences or genres. The series need
to be transformed before classification or clustering can become successful. An
automatic procedure of creating feature transformations according to a classifi-
cation task has been developed [9]. Again, the preprocessing was the key issue
in handling a new and complex application.
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Abstract. This paper traces the history of spoken language communication with 
computers, from the first attempts in the 1950s, through the establishment of the 
theoretical foundations in the 1980s, to the incremental improvement phase of 
the 1990s and 2000s. Then a perspective is given on the current conversational 
technology market and industry, with an analysis of its business value and 
commercial models.  

1   Introduction 

One of the first speech recognition systems was built in 1952 by three AT&T Bell 
Laboratories scientists [1].The system could recognize sequences of digits spoken 
with pauses between them. The pioneers of automatic speech recognition (ASR) re-
ported that […] an accuracy varying between 97 and 99 percent is obtained when a 
single male speaker repeats any random series of digits. However, the system re-
quired to be adjusted for each talker […] if no adjustment is made, accuracy may fall 
to as low as 50 or 60 percent in a random digit series. The Automatic Digit Recogni-
tion machine, dubbed Audrey, was completely built with analog electronic circuits 
and, although voice dialing was a much attractive solution for AT&T towards cost 
reduction in the long distance call business, it was never deployed commercially. 

It took more than three decades for the algorithms and the technology of speech 
recognition to find a stable setting within the framework of statistical modeling. And 
it took two more decades of incremental improvement to reach an acceptable level of 
performance.  

Only towards the beginning of this century, nearly fifty years after Audrey, did we 
witness the emergence of a fairly mature market and of a structured industry around 
conversational applications of the computer-speech technology.  The principles on 
which modern speech recognition components operate are not dissimilar to those 
introduced in the late 1970s and early 1980s. Faster and cheaper computers and the 
availability of large amounts of transcribed speech data allowed a relentless incre-
mental improvement in speech recognition accuracy.   Even though automatic speech 
recognition performance is not perfect, it offers tremendous business benefits in many 
different applications. 

There are many applications of speech recognition technology, ranging from dicta-
tion of reports on a desktop computer, to transcription of conversations between 
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agents and callers, to speech-to-speech translation. Although many applications are 
commercially exploited in different niches of the market, the industry is mostly evolv-
ing around conversational systems, aimed at customer self-service in call centers, or 
providing effective control of devices in automotive or mobile environments.  

2   A Brief History of Automatic Speech Recognition Research 

The early history of speech recognition technology is characterized by the so-called 
linguistic approach. Linguists describe the speech communication chain with several 
levels of competence: acoustic, phonetic, lexical, syntactic, semantic, and pragmatic. 
Although the precise mechanism that grants humans, among all animals, the master-
ing of a sophisticated language was, and still is, mostly inscrutable, there was a fairly 
general agreement in the scientific community that, for building speech understanding 
machines, that mechanism should be replicated. Thus, most of the approaches to the 
recognition of speech in the 1960s were based on the assumption that the speech sig-
nal needs to be first segmented into the constituent phonetic units. Sequences of pho-
netic units can then be grouped into words, words into phrases and syntactic constitu-
ents, and eventually one can reach a semantic interpretation of the message. 

Although an obvious solution, the linguistic approach never produced satisfactory 
results since the acoustic variability of speech prevented the accurate segmentation of 
utterances into phonetic units. The phonetic variability of words, mainly due to coar-
ticulation phenomena at the word junctures and speaker variability, concurrently with 
errorful strings of decoded phonetic hypotheses, caused errors in the lexical transcrip-
tions, which propagated to erroneous syntactic and semantic interpretations. 

At the end of the 1960s, practical usability of speech recognition was extremely 
doubtful, and the seriousness of the field was severely mined by the lack of practical 
results. That prompted John Pierce, executive vice-president of Bell Laboratories, 
renowned scientist and visionary in the field of satellite communications, to launch 
into a contentious attack to the whole field in an infamous letter to the Journal of the 
Acoustical Society of America [2].  

Although Pierce’s letter banned speech recognition research at Bell Laboratories 
for almost a decade, it did not arrest the enthusiasm of a few visionaries who saw the 
potential of the technology. ARPA1, the Advance Research Project Agency of the US 
Department of Defense, against the opinion of an advisory committee headed by 
Pierce, started in 1971 a $15 million 5 year research program that went under the 
name of SUR: Speech Understanding Research. At the end of the program, in 1976, 
four systems [3] were evaluated, but unfortunately none of them matched the initial 
requirements of the program—less that 10% understanding error with a 1000 words 
vocabulary in near real time. Three of the systems were based on variations of classi-
cal AI rule-based inference applied to the linguistic approach. One of them was built 
by SDC, and the other two—HWIM and Hearsay II—were developed by BBN and 

                                                           
1 The name of the research agency changed through the years. It was ARPA at its inception in 

1958; it became DARPA—D as in Defense—in 1972. President Bill Clinton changed its 
name back to ARPA in 1993. The initial D was added again in 1996. Today, in year 2005, it 
is still called DARPA. 
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CMU respectively. The fourth system, Harpy [4], built by CMU, went very close to 
match the program requirements. In fact, Harpy was capable of understanding 95% of 
the evaluation sentences, but its real time performance was quite poor: 80 times real 
time—a 3 second sentence required 4 minutes of processing on a 0.4 MIPS PDP-KA 
10.  Rather than using classical AI inference, Harpy was based on a network of 
15,000 interconnected nodes that represented all the possible utterances within the 
domain, with all the phonetic, lexical, and syntactic variations. The decoding was 
implemented as a beam-search variation of the dynamic programming algorithm [5] 
first published by Bellman in 1957. 

Harpy was not the first application of dynamic programming to the problem of 
speech recognition. A dynamic programming algorithm for matching utterances to 
stored templates was experimented first by a Russian scientist, Vintsyuk [6], in 1968, 
and then by Sakoe and Chiba [7] in Japan in 1971. However, in the hype of the AI 
years of the 1970s, the dynamic programming—or Dynamic Time Warping (DTW)—
approach was considered a mere engineering trick which was limited to the recogni-
tion of few words at the expense of a large amount of computation. It was a brute-
force approach which did not have the elegance, and the intelligence of systems based 
on rule inference. However, DTW was easier to implement—it did not require lin-
guistic expertise—and its performance on well defined speech recognition tasks was 
generally superior to the more complex rule based systems. 

In the mid 1970s Fred Jelinek and his colleagues at IBM Research started working 
on a rigorous mathematical formulation of the speech recognition problem [8] based 
on fundamental work on stochastic processes carried out a few years earlier by Baum 
at IDA [9]. The IBM approach was based on statistical models of speech—Hidden 
Markov Models, or HMM—and word n-grams. The enormous advantage of the 
HMM approach as compared with all the other methods is in the possibility of learn-
ing automatically from virtually unlimited amounts data. However, it was not until the 
early 1980s, thanks to the experimental work and tutorial paper [10] by Larry Rabiner 
and his colleagues at Bell Laboratories, that the HMM approach became mainstream 
in virtually all speech research institutions around the world.    

3   The Power of Evaluation 

In the 1980s and 1990s speech recognition technology went through an incremental 
improvement phase. Although alternative techniques, such as artificial neural net-
works, were investigated, HMM and word n-grams remained the undisputed perform-
ers. However, towards the end of the 1980s, a general disbelief about the actual appli-
cability of speech recognition to large vocabulary human-machine spoken language 
dialog was still present in the speech recognition research community. 

Automatic dictation systems of the late 1980’s and a few other industrial hands-
eyes busy applications were the only demonstrable products of speech recognition 
technology. In 1988, a company called Dragon, founded by Jim and Janet Baker, 
former IBM researchers, demonstrated the first PC-based, 8,000 words speech recog-
nition dictation system. The system was commercialized in 1990, but did not find 
much appeal in the market; the computational limitations still required users to speak 
with pauses between words. Although next generation of dictation products did not 
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require a user to pause between words, the market for this application never really 
took off, and still remains a niche  market2. 

In the second half of the 1980s most of the research centers started following the 
HMM/n-gram paradigm. However the efforts remained fragmented and it was diffi-
cult to measure progress. Around this time DARPA funded a new effort [11] focused 
at improving speech recognition performance. The major difference from the previous 
program, the 1971 SUR, was in the new focus that DARPA put in the on-going 
evaluation of speech recognition systems from the program participants. A common 
task with a fixed vocabulary, associated with shared training and test corpora, guaran-
teed the scientific rigorousness of the speech recognition performance assessment, 
which was administered through regular yearly evaluations by NIST, the National 
Institute of Standards and Technology (NIST).  The new program, called Resource 
Management, was characterized by a corpus of read sentences belonging to a finite 
state grammar with a 1000 word vocabulary. Word accuracy, a well defined standard 
metric, was used for assessing the systems and measuring progress. A controlled, 
objective, and common evaluation paradigm had the effect of pushing the incremental 
improvement of speech recognition technology. In a few years, program participants 
pushed the word error rate from 10% to a few percent.  

The Resource Management task was the first in a series of programs sponsored by 
DARPA with increasingly more complex and ambitious goals. Airline Travel Infor-
mation Systems (ATIS) [12] followed in the early 1990s, and was focused on spoken 
language understanding. The common evaluation corpus in the ATIS project included 
spontaneous queries to a commercial flight database, whereas Resource Management 
sentences were read and defined by a fixed finite state grammar. ATIS forced the 
research community to realize, for the first time, the difficulties of spontaneous 
speech. Spontaneous speech is not grammatical, with a lot of disfluencies, such as 
repetitions, false starts, self corrections, and filled pauses. Here is an example of a 
spontaneous sentence from the ATIS corpus: 

From um sss from the Philadelphia airport um at ooh the airline is United Airlines 
and it is flight number one ninety four once that one lands I need ground transporta-
tion to uh Broad street in Phileld Philadelphia what can you arrange for that.3 

With ATIS, the speech recognition and understanding community realized that classi-
cal natural language parsing based on formal context free or higher order grammars 
failed on spontaneous speech. Statistical models, again, demonstrated their superiority 
in handling the idiosyncrasies of spoken language. A new paradigm invented at 
AT&T Bell Laboratories [13] and aimed at the detection of semantically meaningful 
phrases was soon adopted, in different forms, by several other institutions and demon-
strated superior performance when compared with traditional parsing methods. 

The ATIS program, which ended in 1994, while fostering the incremental im-
provement in the speech recognition and understanding performance, did not provide 
                                                           
2 Besides providing accessibility to disabled individuals, speech recognition based dictation 

found most of the adopters within the professional community of radiologists. 
3 This sentence was judged to be the most ungrammatical spontaneous sentence among those 

recorded by the MADCOW committee in the early 1990s , during the DARPA ATIS project. 
A t-shirt with this sentence imprinted on the back was made available to program partici-
pants. 



10 R. Pieraccini and D. Lubensky 

 

a satisfactory answer to the general problem of human-machine spoken communica-
tion. ATIS dialogs were mostly user initiated: the machine was only intended to pro-
vide answers to questions posed by the user. This is not a typical situation of regular 
conversations, where both parties can ask questions, provide answers, and change the 
course of the dialog. This situation, known as mixed-initiative dialog, contrasts with 
the other extreme case, where the machine asks questions and the user can only pro-
vide answers, known as system-initiative, or directed-dialog. 

Aware of the important role of mixed initiative dialog systems in human-machine 
communication, DARPA followed the ATIS program with the launch of another 
project known as the DARPA Communicator [14]. Other programs with complex 
speech recognition tasks based on corpora, such as Switchboard (human-human con-
versational speech) and Broadcast News (broadcast speech) followed, until the most 
recent EARS4 (Effective Affordable Reusable Speech-to-text). On-going DARPA 
evaluations push researchers to invent new algorithms and focus not only on speech 
recognition accuracy but also computational efficiency.  

4   The Change of Perspective and the Conversational Market 

While in the mid 1990s the research community was improving the speech recogni-
tion performance on more and more complex tasks, two small startup companies 
appeared on the quite empty market landscape. The first was Corona, renamed suc-
cessively Nuance, a spin-off from the Stanford Research Institute (SRI). The second, 
an MIT spin-off, was initially called Altech, and then renamed SpeechWorks5. While 
the research community was focusing on complex human-like conversational dialog 
systems, SpeechWorks and Nuance took a different perspective. If the task is simple 
enough for the available speech recognition technology to attain reasonable accuracy, 
the interface can be engineered in such a way as to provide an excellent user experi-
ence, certainly superior to that offered by conventional touch-tone Interactive Voice 
Response (IVR). Simple applications, such as package tracking, where the user is 
only required to speak an alphanumeric sequence (with a checksum digit), and 
slightly more complex applications such as stock quote and flight information were 
their commercial targets.  

The notion of user-centered design, as opposed to technology driven, became the 
guiding principle. Users want to accomplish their task with the minimal effort. 
Whether they can talk to machines with the same freedom of expression offered  in 
human-human conversations, or they are gracefully directed to provide the required 
information in the simplest way, proved to be of little concern to users. Getting to the 
end of the transaction in the shortest time is the most important goal. Notwithstanding 
the efforts of the research community, free-form natural-language speech was, in the 
mid 1990s, still highly error prone. On the other hand, limiting the response of users 
to well crafted grammars provided enough accuracy to attain high levels of automa-
tion. In a way, SpeechWorks and Nuance pushed back on the dream of natural-
language mixed-initiative conversational machines, and engaged in the most realistic 

                                                           
4  http://www.darpa.mil/ipto/programs/ears/ 
5  SpeechWorks was acquired by Scansoft in 2003. 
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proposition of directed-dialog with a meticulously engineered user interface. 
SpeechWorks and Nuance’s goal was to build usable and not necessarily anthropo-
morphic systems. 

The first telephony conversational applications showed business value, and at-
tracted the attention of other players in the industry. Travel, Telecom, and Financial 
industries were the early adapters of directed dialog systems and deployed widely by 
SpeechWorks and Nuance, while the holy-grail of natural language communication 
remained in the research community. UPS, FedEx, American and United Airlines, E-
trade, and Schwab were amongst the early adapters to speech enable their non-
revenue generating lines of business.  In the late 1990s, analysts predicted that speech 
market (including hardware, software, and services) will soon become a multi billion 
dollar business.  

The concept of properly engineered directed-dialog speech applications became an 
effective replacement for touch-tone IVRs, and an enabler for customer self-service. 
A new professional figure emerged, the Voice User Interface (VUI) designer. The 
VUI designer is responsible for the complete specification of the system behavior, the 
exact wording of the prompts, and what is called the call flow, a finite state descrip-
tion of the dialog. The application development methodology was then structured 
according to classical software engineering principles. Requirement gathering, speci-
fication, design and coding, followed by usability tests, post-deployment tuning, and 
analysis, enabled speech solution providers to develop scalable, high quality, com-
mercial grade solutions with strong Return on Investment (ROI).  

In the early 2000s, the pull of the market towards commercial deployment of more 
sophisticated systems, and the push of new technology developed at large research 
centers, like IBM and AT&T Labs, prompted the industry to move cautiously from 
the directed-dialog paradigm towards more sophisticated interactions. IBM success-
fully deployed the first commercial mixed-initiative solution with T. Rowe Price, a 
major mutual funds company, using natural language understanding and dialog man-
agement technologies developed under the DARPA Communicator program [15]. 
This type of solutions is capable of handling natural language queries, such as I would 
like to transfer all of my money from ABC fund to XYZ fund as well resolving ellipti-
cal references, such as Make it fifty percent and allow users to change the focus of 
dialog at any point in the interaction. 

The technology developed at AT&T known as HMIHY (How May I Help You) 
[16], or call-routing, aims at the classification of free-form natural language utter-
ances into a number of predefined classes. Still far from providing sophisticated lan-
guage understanding capabilities, HMIHY systems proved to be extremely useful and 
effective for routing of incoming calls to differently skilled agents, and are becoming 
the standard front-end for sophisticated conversational systems. 

While the technology of speech recognition was assuming a more mature structure, 
so was the market for its commercial exploitation. Companies like SpeechWorks and 
Nuance initially assumed most of the industry roles, such as technology vendors, 
platform integrators, and application builders. At the same time, larger companies 
with a long history of research in speech recognition technologies, such as AT&T and 
IBM, entered the market. Other smaller companies appeared with more specific roles, 
such as tool providers, application hosting and professional services, and the whole 
speech recognition market started to exhibit a clear layered structure.  
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As the number of companies involved in the conversational market increased, the 
number of deployed systems rose to hundreds per year, and the need for industrial 
standards quickly emerged.  By ensuring interoperability of components and vendors, 
standards are extremely important for the industry and for growing the market. 
VoiceXML, a markup language for the implementation of dialog systems in browser-
client architectures, based on the same http transport protocol of the visual Web, was 
invented in the late 1990s and became a W3C recommendation (VoiceXML 1.06) in 
2000, followed by VoiceXML 2.07 in 2004.  Other standards followed, such as 
MRCP8 (Media Resource Control Protocol), a protocol for the low level control of 
conversational resources like speech recognition and speech synthesis engines, SRGS9 
(Speech Recognition Grammar Specification), a language for the specification of 
context-free grammars with semantic attachments, CCXML10 (Call Control Markup 
Language), a language for the control of the computer-telephony layer, and EMMA11 
(Extensible Multi Modal Annotation), a language for the representation of semantic 
input in speech and multi-modal systems. 

5   Business Cases and Business Models of Conversational Systems 

Despite of its mature appearance, the conversational solutions market is still in its 
infancy. Transactional conversational solutions have not yet reached mainstream: 
only about 5% of the IVR ports in the US are speech enabled today. Thus, the conver-
sational speech technology market is potentially very large, but penetration is still 
slow. When the technology will reach a reasonable level of market penetration, possi-
bly during the next few years, conversational access will change the dynamics of e-
commerce. Telecom, banking, insurance, travel, transportation, utilities, retail, and 
government industries are the major potential adopters of conversational technologies. 
Products and services offered to consumers have become more and more complex 
during the past few decades, requiring the above industries and businesses to develop 
sophisticated support infrastructure. While interaction with a consumer could lead to 
increased revenue opportunity, the cost of providing support for simple inquiries and 
transactions would require higher investments for infrastructure and agent wages.  In 
fact, in a typical call center, labor contributes to over 70% of the total operational 
cost. Enabling customer self-service through conversational interfaces has considera-
bly awakened the interest of the enterprises as a means to reduce operational ex-
penses. However, as excessive automation may actually reduce customer satisfaction, 
finding a good trade-off between reducing cost and maintaining the quality of cus-
tomer care is extremely important.  That requires extensive knowledge of the busi-
ness, understanding of customer needs, as well as the implementation of best practices 
in the call center transformation and voice user interface design.   

                                                           
 6  http://www.w3.org/TR/voicexml/ 
 7  http://www.w3.org/TR/voicexml20/ 
 8  http://www.ietf.org/internet-drafts/draft-shanmugham-mrcp-06.txt 
 9  http://www.w3.org/TR/speech-grammar/ 
10  http://www.w3.org/TR/ccxml/ 
11  http://www.w3.org/TR/emma/ 
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The overall market is maturing slowly, primarily due to a number of false starts 
when the technology was not ready, or with poorly engineered highly ambitious sys-
tems. That created the perception in the marketplace that speech recognition technol-
ogy is not ready, it is costly to deploy and maintain, and it’s difficult to integrate with 
the rest of the IT infrastructure. As the industry progresses with standards and more 
robust technology, these negative perceptions are becoming less valid. Successful 
industry-specific engagements and customer education can help increase the speed of 
the technology acceptance curve in the marketplace. Conversational self-service, 
unlike the Web, is still an emerging interface and as such every customer application 
is special and should be analyzed and developed carefully and methodically following 
specific best practices.  

The value proposition offered by conversational applications is mainly the return 
on investment (ROI) created by the reduced costs of services obtained through full or 
partial automation. Historically, one of the first examples of a large ROI obtained by 
speech technology is the deployment, by AT&T, of a simple routing system which 
allows choosing among different types of calls by saying collect, third party billing, 
person to person, calling card, or operator [17].  The system, which was deployed in 
1992, automated more than a billion calls per year that were previously handled by 
operators, and is said to have saved AT&T in excess of $600 million a year. 

Attainment of ROI is straightforward and easily predictable in those situations 
when speech recognition is introduced in call centers without automation or very 
limited self-service. The ROI is not always obvious when the conversational system 
replaces an existing touch tone IVR. However, even in those situations, a higher 
automation rate can be obtained by using speech technology and by a complete redes-
ign of the user interface. Furthermore, a well designed voice interface leads to higher 
customer satisfaction and retention, which alone can justify the choice.  

As far as the business model for speech technology is concerned, licensing of core 
technology is certainly the one with the highest profit margin. After the initial R&D 
investment, vendors would benefit from a steep revenue/cost function, since the num-
ber of sold licenses is loosely dependent on the revenue production costs, such as 
marketing, sales, and product improvement. As the market matures, software core 
technology may be commoditized in the presence of market competition. If perform-
ance of products from different vendors is comparable, differentiation will come in 
the form of specific content (e.g. grammars, language models, dialog modules, etc.), 
tools to support design, development, and tuning of applications, and integration of 
the software with third party IT infrastructure.  

Application builders have traditionally adopted the time-and-material model, cus-
tomers pay hourly rates for initial development of the solution and subsequent main-
tenance and upgrades  Unfortunately, the cost and the amount of specialized resources 
needed for the development of conversational systems is fairly high, and this model 
does not scale well with the increased market demand for conversational solutions. 
This situation has prompted the industry to develop the concept of pre-packaged 
applications, which are offered today by a large number of speech technology ven-
dors. Pre-packaged applications address specific vertical sectors of the industry, such 
as finance, banking, and health.  They are configurable and customizable, and since 
they are typically built and tuned on prior customer engagements, deployment risks 
are generally lower.   
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We’re now seeing an emerging trend towards a hosting model for conversational 
solutions. The trend is for small and medium size businesses as well as large enter-
prises. Hosting is also referred to as an on-demand/utility model where clients lease 
solutions, and there are many different business models for every customer budget. 

Finally, the overall optimization of contact centers is another interesting model for 
conversational solutions.  This is not a hosting, but rather an outsourcing model, 
where companies such as IBM, Accenture, and EDS, who specialize in running large 
IT organizations, manage call centers for large clients. These outsourcing deals typi-
cally achieve cost reduction through call center consolidation, and multi-channel self-
service, including Web, IVR, e-mail, and chat. Conversational solutions are viewed as 
complementary to the Web in terms of self-service, and can often outweigh the bene-
fits realized through the Web itself. 

6   Conclusions 

Automatic speech recognition research, which started more than 50 years ago, found 
commercial deployment within a structured and maturing market only during the past 
few years. The vision of building machines we can talk to as we talk to humans was 
not abandoned, but pushed back in favor of a more pragmatic use of the technology. 
What enabled the change from technology to user centered design was the realization 
that users do not necessarily need a full replication of human–like speech and lan-
guage skills; good user experience is instrumental to market adoption.  Highly engi-
neered solutions, focused on the delivery of effective transactions, and compatible 
with the performance of the current speech recognition technology proved to be key 
to the industry of conversational technology. 
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Abstract. Autonomous robot guidance in dynamic environments requires, on 
the one hand, the study of relative motion of the objects of the environment 
with respect to the robot, and on the other hand, the analysis of the depth to-
wards those objects. In this paper, a stereo vision method, which combines both 
topics with potential utility in robot navigation, is proposed. The goal of the ste-
reo vision model is to calculate depth of surrounding objects by measuring the 
disparity between the two-dimensional imaged positions of the object points in 
a stereo pair of images. The simulated robot guidance algorithm proposed starts 
from the motion analysis that occurs in the scene and then establishes corre-
spondences and analyzes the depth of the objects. Once these steps have been 
performed, the next step is to induce the robot to take the direction where ob-
jects are more distant in order to avoid obstacles. 

1   Introduction 

Perception is a crucial part of the design of mobile robots. We want mobile robots to 
operate in unknown, unstructured environments. To achieve this goal, the robot must 
be able to perceive its environment sufficiently to allow it operate with that environ-
ment in a safe way. Most robots that successfully navigate in unconstrained environ-
ments use sonar transducers or laser range sensors as their primary spatial sensor [1] 
[2] [3]. On the hand, autonomous navigation [4] can be divided up into two elements: 
self-localization, and obstacle avoidance [5] [6]. Self-localization is always necessary 
if the target cannot be guaranteed to be in the field of view of the robot's sensing de-
vice. Self-localization using vision is not the hardest part of navigation because only a 
few visual cues are required. Obstacle avoidance is a lot more difficult, because it is 
in general not possible to guarantee that an obstacle will be detected.  

There has been some work on the control strategies to be used where the required 
path is known and obstacle positions are known with some level of uncertainty [7]. 
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Most research has concentrated on using the concept of free-space [8]. A free-space 
area is a triangular region with the cameras and a fixated scene feature as its vertices. 
If the robot moves while holding the feature in fixation, a free-space volume will be 
swept out. 

The goal of the stereo vision method with application in mobile robotic is to calcu-
late depth to surrounding objects by measuring the disparity between the two-
dimensional imaged positions of the objects points in a stereo pair of images. Since a 
single 3D point will project differently onto a camera’s sensor when imaged from 
different locations, the 3D world position of the point can be reconstructed from the 
disparate image locations of these projections. Many algorithms have been developed 
so far to analyze the depth in a scene. Brown et al. [9] describe a good approximation 
to all of them in their survey article.  

Depth analysis is faced by different methods; but all of them have as a common 
denominator that they work with static images and not with motion information. In 
this paper, we have chosen as an alternative not to use direct information from the 
image, but rather the one derived from motion analysis. This alternative should pro-
vide some important advantages when working with mobile robots in dynamic envi-
ronments. Autonomous robot guidance in dynamic environments requires, on the one 
hand, the study of relative motion of the objects of the environment with respect to 
the robot, and on the other hand, the analysis of the depth towards those objects.  

In this paper, firstly a stereo vision method is proposed. Then, we present a simula-
tion of a robot that uses motion-based and correlation-based stereo vision to navigate 
and explore unknown and dynamic indoor environments. The system uses as input the 
motion information of the objects present in the scene, and uses this information to 
perform a depth analysis of the scene. After estimating the scene depth distribution, 
an algorithm, which imposes the search for maximum depth criteria to guide an 
autonomous robot, is proposed. Keeping this purpose in mind, the algorithm tracks 
those areas where depth is maximal. 

2   Motion-Based Stereovision Method 

Our argumentation is that motion-based segmentation facilitates the correspondence 
analysis. Indeed, motion trails obtained through the permanency memories [10] [11] 
charge units are used to analyze the disparity between the objects in a more easy and 
precise way.  

2.1   Accumulative Computation for Motion Detection 

The permanency memories mechanism considers the jumps of pixels between grey 
levels, and accumulating this information as a charge. This representation is also 
called accumulative computation, and has already been proved in applications such as 
moving object shape recognition in noisy environments [12] [13], moving objects 
classification by motion features such as velocity or acceleration [14], and in 
applications related to selective visual attention [15]. The more general modality of 
accumulative computation is the charge/discharge mode, which may be described by 
means of the following generic formula: 
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The temporal accumulation of the persistency of the binary property P[x,y,t] meas-
ured at each time instant t at each pixel [x,y] of the data field is calculated. Generally, 
if the property is fulfilled at pixel [x,y], the charge value at that pixel Ch[x,y,t] goes 
incrementing by increment charge value C up to reaching Chmax, whilst, if property P 
is not fulfilled, the charge value Ch[x,y,t] goes decrementing by decrement charge 
value D down to Chmin. All pixels of the data field have charge values between the 
minimum charge, Chmin, and the maximum charge, Chmax. Obviously, values C, D, 
Chmin and Chmax are configurable depending on the different kinds of applications, 
giving raise to all different operating modes of the accumulative computation.  

Values of parameters C, D, Chmax and Chmin have to be fixed according to the ap-
plications characteristics. Concretely, values Chmax and Chmin have to be chosen by 
taking into account that charge values will always be between them. The value of C 
defines the charge increment interval between time instants t-1 and t. Greater values 
of C allow arriving in a quicker way to saturation. On the other hand, D defines the 
charge decrement interval between time instants t-1 and t. Thus, notice that the charge 
stores motion information as a quantified value, which may be used for several classi-
fication purposes. In this paper, the property measured in this case is equivalent to 
“motion detected” at pixel of co-ordinates [x,y] at instant t.  
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 Initially the charge for a pixel is the minimum permitted value. The charge in the 
permanency memory depends on the difference between the current and the previous 
images grey level value. An accumulator detects differences between the grey levels 
of a pixel in the current and the previous frame. When a jump between grey levels 
occurs at a pixel, the charge unit (accumulator) of the permanency memory at the 
pixel’s position is completely charged (charged to the maximum charge value). After 
the complete charge, each unit of the permanency memory goes decrementing with 
time (in a frame-by-frame basis) down to reaching the minimum charge value, while 
no motion is detected, or it is completely recharged, if motion is detected again. Thus, 
“motion detected” may be obtained by means of the following formula: 
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which is easily obtained as a variation in grey level band between two consecutive 
time instants t and t-1. In order to diminish the effects of noise due to the changes in 
illumination in motion detection, variation in grey level bands at each image pixel is 
treated as follows: 
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where GL[x,y,t] is the grey level of pixel (x,y) at t, 
 n is the number of grey level bands, 
 GLmax is the maximum grey level value, and 
 GLmin is the minimum grey level value. 

2.2   Disparity Analysis for Depth Estimation 

The retrieval of disparity information is usually a very early step in image analysis. It 
requires stereotyped processing where each single pixel enters the computation. In 
stereovision, methods based on local primitives as pixels and contours may be very 
efficient, but are too much sensitive to locally ambiguous regions, such as occlusions 
or uniform texture regions. Methods based on areas are less sensitive to these prob-
lems, as they offer an additional support to do correspondences of difficult regions in 
a more easy and robust way, or they discard false disparities. Although methods based 
on areas use to be computationally very expensive, we introduce a simple pixel-based 
method with a low computational cost. 

In our case, the inputs to the system are the permanency memories of the right and 
left images of the stereo video sequences. When an object moves in the scene, the 
effect in both cameras is similar to the charge accumulated in the memory units. If 
little time has elapsed since an object moved, the charge will be close to the maxi-
mum value in both permanency memories, and if a lot of time has elapsed since it 
moved, the charge would be much lower or even equal to the minimum value in both 
memories. Thus, we may assume that units with equal instantaneous charge values in 
their permanency memories correspond to the same objects. 

For each frame of the sequence, the right permanency memory is fixed in a static 
way, and the left permanency memory will be displaced pixel by pixel on the epipolar 
restriction basis over it, in order to analyze the disparities of the motion trails. By 
means of this functionality, for all possible displacements of one permanency memory 
over the other, the correspondences between motion trails are checked and the dispari-
ties are assigned. In order to know up to what extent we have to displace one image 
over the other looking for correspondences, we have to take into account the disparity 
restriction. This restriction tells us that motion trails cannot raise a disparity value 
greater than a maximum permitted disparity.  

Once the last displacement according to the disparity restriction has been calcu-
lated, each unit analyzes which is the displacement value where the value of its charge 
variable has been maximal. This displacement value is assumed the most confident 
disparity value for the pixels that form the region containing the pixel. This way the 
unicity restriction is imposed, as for each processing unit the final value has only one 
unique disparity value. This is a constraint based in the geometry of the visual system 
and in the very nature of the objects of the scene. It tells us that to any pixel of the 
right image there is only one corresponding pixel on the left image. This means that, 
if there are several pixels candidates to correspondents, we have to choose the most 
confident one. Once motion trails of the moving objects that appear in the stereo se-
quence provide the correspondences, from their disparity and the system’s geometry it 
is possible to estimate the depth of the elements in the scene. 
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3   Simulation for Autonomous Robot Navigation 

For sure, the precision of the depth estimation is not too accurate due to the horizontal 
and vertical discreetization of the cameras, but the information is good enough for the 
autonomous navigation task. From this perception, a system capable of analyzing the 
depth of the situation of an object enables controlling the traction system to direct it 
towards the region more far away from the cameras. 

The robot guidance algorithm proposed starts from the motion analysis that occurs 
in the scene and then establishes correspondences and analyzes the depth of the ob-
jects, as described in the previous sections. Once these steps have been performed, the 
next step is to induce the robot to take the direction where objects are more distant, in 
order to avoid obstacles. 

The algorithms have been tested in a simulated scenario, a square corridor (see fig-
ure 1). On the external walls of the corridor, there are some square figures simulating 
windows and doors, whilst on the interior walls there are only doors. The reason for 
the inclusion of doors and windows is to have some objects moving when the cameras 
advance on the robot. In this scenario, the robot walks through the interior of the  
corridor.  

 
  

       
(a)     (b) 

Fig. 1. Corridor scenario. (a) Aerial view. (b) In the interior of the corridor 

The corridor scenario is composed of 500 image stereo frames. 125 pairs of frames 
are enough for studying a straight stretch and a turn on one corner. We have separately 
analyzed the straight stretches and the turns. The values of the main parameters used in 
this simulation were number of grey level bands n = 8, maximum charge value Chmax = 
255, minimum charge value Chmin = 0, and charge decrement interval D = 16. 

3.1   Analysis of the Turns in the Three-Dimensional Environment 

Figure 2 shows the result of applying our algorithms in the moment when the robot 
has to turn one of the corners. In column (a) some input images of the right camera 
are shown, in column (b) we have the images segmented in grey level bands, in col-
umn (c) motion information as represented in the right permanency memory is  
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    350 

    355 

    360 

    365 

    370 

    375 

   380 

(a)      (b)           (c)             (d) 

Fig. 2. Results for the turns in the corridor scenario (frames 350 to 380). (a) Input images of the 
right camera. (b) Images segmented in grey level bands. (c) Motion information in right perma-
nency memory. (d) Scene depth 
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    265 

    280 

    300 

    320 

    330 

    340 

    350 

(a)      (b)           (c)             (d) 

Fig. 3. Results for the straight stretch in the corridor scenario (frames 265 to 350). (a) Input 
images of the right camera. (b) Images segmented in grey level bands. (c) Motion information 
in right permanency memory. (d) Scene depth 
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offered, and in column (d) the final output, that is to say, the scene depth as detected 
by the robot, is presented. 

When looking at the results offered on figure 2, we may make some remarks. 
Firstly, between frames 350 and 365, as the robot is turning, all objects of the envi-
ronment appear displaced in the image, offering long trails in the permanency mem-
ory. These motion trails are analyzed to calculate the object’s depths in the output 
image. In frames around the 370, the end of the corridor appears again. This issue 
causes a great impact in the permanency memory. This effect is interpreted by the 
algorithm to provide the depth of the scene, which gives very high values as it may be 
appreciated at the output image. From frame 375 on, the corridor does not move in 
horizontal direction any more. Nevertheless, the effect of the previous turn is still 
present in the permanency memory. Thus, the depth may still be calculated easily. 
Between frames 375 and 380, the horizontal movements of the end of the corridor are 
losing strength in the permanency memory. Nevertheless, the algorithm contains 
sufficient information to estimate its depth. From frame 380 on, we are in the situa-
tion of straight stretches.  

3.2   Analysis of the Straight Stretches in the Three-Dimensional Environment 

In this case, the walking of a robot through a straight-line corridor is simulated. The 
proper movement of the robot enables considering the static objects in the scenario as 
elements moving towards the cameras. Figure 3 shows the results of applying the 
algorithms to the straight stretch in the simulated three-dimensional environment.  

In frame 265, although in the input image the first door present in the straight 
stretches of the corridors does not appear any more, its presence is still under consid-
eration in the permanency memory. This is why its depth is calculated in the output 
image. Also in the output image corresponding to frame 265, the end of the corridor 
appears with a much lower illumination due to its remoteness. Associated to frame 
280, the central smooth walls do not offer any motion information. That is the reason 
why there is no information in the permanency memory and in the output image. 
Again, in this frame the doors and the windows of the end appear in dark grey color. 
Gradually, from frame 300 to frame 350, the color of the objects at the end gets 
clearer due to the approach motion to the cameras. 

3.3   General Remarks 

From the results obtained in figures 2 and 3, there are several general conclusions and 
remarks we may consider. Firstly, motion analysis in the z-axis, obtained by accumu-
lative computation from motion detection and disparity analysis from depth estima-
tion, enables knowing which objects are approaching the cameras or moving away. 
This is really important in autonomous robot navigation, and especially for the obsta-
cle avoidance task. In second place, our system enables the generation of a sort of 
three-dimensional map of the robot’s environment. This way, objects that are static by 
nature are detected due to the relative motion of the cameras with respect to the envi-
ronment. 



24 J.M. López-Valles et al. 

 

4   Conclusions 

In this paper, we have introduced a method for robot navigation that uses motion-
based and correlation-based stereo vision to explore unknown and dynamic indoor 
environments. The method uses as input the motion information of the objects present 
in the scene, and uses this information to perform a depth analysis of the scene. For 
the purpose of autonomous robot navigation, we have chosen the alternative not to 
use direct information from the image, but rather to exploit all information derived 
from motion analysis. This alternative provides some important advantages when 
working with mobile robots in dynamic environments. The idea of stereo and motion 
computation on grouped grey level regions may be compared to the work of Matas on 
maximally extremal regions [16], which has proved to be very effective. 

Firstly, through motion information it is easier to use correspondences than by grey 
level information of the frames. The results are also more accurate and robust. This is 
due to the instantaneous motion features, such as position, velocity, acceleration and 
direction of the diverse moving objects that move around the robot. Thus, motion 
information of an object will be different from any other moving object’s one. None-
theless, when observing motion features of a concrete object in both stereo sequences 
at the same time instant, we appreciate that these features are extremely similar. This 
is the reason why it is easy and robust to establish correspondences between the mo-
tion information of an object at the right image respect to the object at the left image. 
There exist very few ambiguity possibilities. A second advantage of using motion 
information relates to the nature of static objects. A translation or turn movement of 
the proper robot makes that walls or furniture move in relation to the robot, and of 
course respect to the observing cameras. This relative motion is different if the objects 
are close to or far away from the robot. Therefore, it will be very easy to discriminate 
among objects in the scene far away or close to the robot. The method proposed takes 
the advantage of algorithms based on pixels, as its output is a dense map of dispari-
ties. Besides, it also takes the advantage of algorithms based on higher level primi-
tives by putting into correspondence complete regions of the image – see, permanency 
memories - and not only pixels.  

Acknowledgements 

This work is supported in part by the Spanish CICYT TIN2004-07661-C02-01 and 
TIN2004-07661-C02-02 grants. 

References 

1. Brooks, R.A., “A robust layered control system for a mobile robot”, IEEE Journal of Ro-
botics and Automation, vol. 2, no. 1, (1986): 14-23. 

2. Dudek, G., Milios, E., Jenkin, M. & Wilkes, D., “Map validation and self-location for a 
robot with a graph-like map”, Robotics and Autonomous Systems, vol. 26, (1997):  
159-187. 



 Motion-Based Stereovision Method with Potential Utility in Robot Navigation 25 

 

3. Nickerson, S., Long, D., Jenkin, M., Milios, E., Down, B., Jasiobedzki, P., Jepson, A., 
Terzopoulos, D., Tsotsos, J., Wilkes, D., Bains, N. & Tran, K, “ARK: Autonomous navi-
gation of a mobile robot in a known environment”, International Conference on Intelligent 
Autonomous Systems, (1993): 288-293.  

4. Jaillet, L., Siméon, T., “A PRM-based motion planner for dynamically changing environ-
ments”, Proceedings of the IEEE International Conference on Intelligent Robots and Sys-
tems, IROS 2004, (2004). 

5. Györy, G., “Obstacle detection methods for stereo vision as driving aid”, Proceedings of 
the 11th IEEE International Conferece on Advanced Robotics, ICAR 2003, (2003): 477-
481. 

6. Park, S.-K., Kim, M., Lee, C.-W., “Mobile robot navigation based on direct depth and 
color-based environment modeling”, Proceedings of the IEEE International Conference on 
Robotics and Automation, ICRA 2004, (2004). 

7. Hu, H. & Brady, M., "Dynamic planning and environment learning of an industrial mobile 
robot" , IEEE Transactions on Robotics and Automation, (1996). 

8. Rueb, K.D. & Wong A.K.C., “Structuring free space as a hypergraph for roving robot path 
planning and navigation”, IEEE Transactions on Pattern Analysis and Machine Intelli-
gence, vol. 9, no. 2, (1987): 263-273. 

9. Brown, M. Z., Burschka, D. & Hager, G. D., “Advances in Computational Stereo”, IEEE 
trans. on Pattern Analysis and Machine Intelligence, vol. 25, no. 8, (2003). 

10. Fernández, M.A., Fernández-Caballero, A., López, M.T., Mira, J., “Length-speed ratio 
(LSR) as a characteristic for moving elements real-time classification”, Real-Time Imag-
ing, vol. 9, (2003): 49-59. 

11. Mira, J., Fernández, M.A., López, M.T., Delgado, A.E., Fernández-Caballero, A., “A 
model of neural inspiration for local accumulative computation”, 9th International Confer-
ence on Computer Aided Systems Theory, Springer-Verlag, (2003): 427-435.  

12. Fernández-Caballero, A., Fernández, M.A., Mira, J., Delgado, A.E., “Spatio-temporal 
shape building from image sequences using lateral interaction in accumulative computa-
tion”, Pattern Recognition, vol.  36, no. 5, (2003): 1131-1142. 

13. Fernández-Caballero, A., Mira, J., Férnandez, M.A., Delgado, A.E., “On motion detection 
through a multi-layer neural network architecture”, Neural Networks, vol. 16, no. 2, 
(2003): 205-222. 

14. Fernández-Caballero, A., López, M.T., Fernández, M.A., Mira, J., Delgado, A.E., López-
Valles J.M., “Accumulative computation method for motion features extraction in dynamic 
selective visual attention”, 2nd International Workshop on Attention and Performance in 
Computational Vision, Springer-Verlag, (2004): to appear. 

15. Fernández-Caballero, A., Mira, J., Delgado, A.E., Fernández, M.A., “Lateral interaction in 
accumulative computation: A model for motion detection”, Neurocomputing, vol. 50, 
(2003): 341-364.  

16. Matas, J., Chum, O., Martin, U., Pajdla, T., “Robust wide baseline stereo from maximally 
stable extremal regions”, Proceedings of the British Machine Vision Conference, vol. 1, 
(2002): 384-393. 



 

M. Ali and F. Esposito (Eds.): IEA/AIE 2005, LNAI 3533, pp. 26 – 35, 2005. 
© Springer-Verlag Berlin Heidelberg 2005 

Object Tracking Using Mean Shift and Active Contours 

Jae Sik Chang1, Eun Yi Kim2, KeeChul Jung3, and Hang Joon Kim1 

1 Dept. of Computer Engineering, Kyungpook National Univ., South Korea 
{jschang, hjkim}@ailab.knu.ac.kr 

2 Scool of Internet and Multimedia, NITRI (Next-Generation Innovative Technology 
Research Institute), Konkuk Univ., South Korea 

eykim@konkuk.ac.kr  
3 School of Media, College of Information Science, Soongsil University 

kcjung@ssu.ac.kr 

Abstract. Active contours based tracking methods have widely used for object 
tracking due to their following advantages. 1) effectiveness to descript complex 
object boundary, and 2) ability to track the dynamic object boundary. However 
their tracking results are very sensitive to location of the initial curve. Initial 
curve far form the object induces more heavy computational cost, low accuracy 
of results, as well as missing the highly active object. Therefore, this paper pre-
sents an object tracking method using a mean shift algorithm and active con-
tours. The proposed method consists of two steps: object localization and object 
extraction. In the first step, the object location is estimated using mean shift. 
And the second step, at the location, evolves the initial curve using an active 
contour model. To assess the effectiveness of the proposed method, it is applied 
to synthetic sequences and real image sequences which include moving objects.  

1   Introduction 

An active contour model is a description of an object boundary which is iteratively 
adjusted until it matches the object of interest [1]. Recently, the models are success-
fully used for object detection and tracking because of their ability to effectively de-
script curve and elastic property. So, they have been applied to many applications 
such as non-rigid object (hand, pedestrian and etc.) detection and tracking, shape 
warping system and so on [2, 3, 4].  

In the tracking approaches based on active contour models, the object tracking 
problem is considered as a curve evolution problem, i.e., the initial curve, initialized 
by the object boundary of the previous frame, is evolved until it matches the object 
boundary of interest [2, 3]. Generally, the curve evolutions are computed in narrow 
band around the current curve. This small computation area induces low computation 
cost. And the initial curve near the object boundary guarantees practically that the 
curve converges to object boundary. However their tracking results are very sensitive 
to conditions of the initial curve such as location, scale and shape. Among these con-
ditions, location of the initial curve has a high effect on the results. The initial curve 
far from the object needs more heavy computational cost to converge and induces 
errors such as noises and holes which have similar feature to object boundary. More-
over, it lost the highly active objects that have large movements.  
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Accordingly, this paper proposes a method for object tracking using mean shift al-
gorithm and active contours. The method consists of two steps: object localization and 
object extraction. In the first step, the object location is estimated using mean shift.  
And the second step, at the location, evolves the initial curve using an active contour 
model. The proposed method not only develops the advantage of the curve evolution 
based approaches but also adds the robustness to large amount of motion of the ob-
ject.  

The remainder of the paper is organized as follows. Chapter 2 illustrates how to lo-
calize the object using mean shift algorithm and active contours based object detec-
tion method is shown in chapter 3. Experimental results are presented in chapter 4. 
Finally, chapter 5 concludes the paper.  

2   Object Localization 

2.1   Mean Shift Algorithm  

The mean shift algorithm is a nonparametric technique that climbs the gradient of a 
probability distribution to find the nearest dominant mode (peak) [5, 6]. The algo-
rithm has recently been adopted as an efficient technique for object tracking [6, 7].  

 The algorithm simply replacing the search window location (the centroid) with a 
object probability distribution {P(Iij|αo)}i,j=1,…,IW,IH(IW: image width, IH: image height) 
which represent the probability of a pixel (i,j) in the image being part of object, where 
αo is its parameters and I is a photometric variable. The search window location is 
simply computed as follows [5, 6, 7]: 

x = M10/M00 and y = M01/M00 , (1) 

where Mab is the (a + b)th moment as defined by 
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The object location is obtained by successive computations of the search window 
location (x,y). 

2.2   Object Localization Using Mean Shift 

The mean shift algorithm for object localization is as follows: 

1. Set up initial location and size of search window W and repeat Steps 2 
to 4 until terminal condition is satisfied. 

2. Generate a distribution over a photometric variable, object probability 
distribution, within W. 

3. Estimate the search window location using Eq. (1). 
4. (If the second iteration, modify the size of W as bounding box size of 

initial curve.) 
5. Output the window location as the object location.  

If the variation of the window location is smaller than a threshold value, then the 
terminal condition is satisfied. 
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In the mean shift algorithm, instead of calculating the object probability distribu-
tion over the whole image, the distribution calculation can be restricted to a smaller 
image region within the search window. This results in significant computational 
savings when the object does not dominate the image [5].  

2.3   Adaptation of Search Window Size 

The search window size of general mean shift algorithm is determined according to 
object size. It is efficient to track the object whose motion is smaller than the object 
size. However, in many case, objects have large motion due to their activity and low 
frame rate.  The smaller search window than the object motion fails to track the ob-
ject. Accordingly, in this paper, the size of the search window in the first iteration of 
the mean shift algorithm is adaptively determined in direct proportional to the amount 
of object’s motion, which is determined as follows:  

( )( ) widthwidth
t
x

t
xwidth BBmmW βα +−−= − 0,max 1    and 

( )( ) heightheight
t
y

t
yheight BBmmW βα +−−= − 0,max 1 , 

(2) 

where α and β is a constant and superscript of m means frame index.  

3   Object Extraction 

3.1   Active Contours Based on Region Competition  

Zhu and Yuille proposed a hybrid approach to image segmentation, called region 
competition [8]. Their basic functional is as follows: 
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where Γ is the boundary in the image, P(·) is a specific distribution for region Ri, αi is 
its parameters, M is the number of the regions, s is a site of image coordinate system, 
and µ and λ are two constants.  

To minimize the energy E, steepest descent can be done with respect to boundary 
Γ. For any  point v

! . On the boundary Γ we obtain: 
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where the right-hand side is (minus) the functional derivative of the energy E. 
Taking the functional derivative yields the motion equation for point v

! : 

∑
∈ ⎭

⎬
⎫

⎩
⎨
⎧ +−=

)(

)()()()( )|(log
2

vQk
vkkvvkvk nIPnk

dt

vd

!

!!!!
!!!

αµ , (5) 
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!  is on Γk. )(vkk ! is the curvature of Γk at point v
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! is the unit normal to 

Γk at point v
! .  
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Region competition contains many of the desirable properties of region growing 
and active contours. Indeed we can derive many aspects of these models as special 
cases of region competition [8, 9]. Active contours can be a special case in which 
there are two regions (object region Ro and background region Rb) and a common 
boundary Γ as shown in follows: 

( ) )()()()()( )|(log)|(log vobvovvovo nIPIPnk
dt

vd
!!!!!

!!!
ααµ −+−=  (6) 

3.2   Level Set Implementation 

The active contour evolution was implemented using the level set technique. We 
represent curve Γ implicitly by the zero level set of function u : ℜ2 → ℜ, with the 
region inside Γ corresponding to u > 0. Accordingly, Eq. (6) can be rewritten by the 
following equation, which is a level set evolution equation [2, 3]: 
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The curve evolution is achieved by iterative calculation of level values u(s) using 
Eq. (7). In curve evolution, the stopping criterion is satisfied when the difference of 
the number of the pixel inside curve v

!  in the successive iteration is less than a thresh-
old value. The threshold value is used a constant chosen experimentally. 

3.3   Object Extraction Using Active Contours 

The aim of the object extraction is to find closed curve that separates the image into 
object and background regions. The object to be tracked is assumed to be character-
ized by a probability distribution, an object probability distribution P(Is| αo), over 
some variable such as intensity, color, or texture. Unlike in the object region, the 
background is difficult to be characterized a simple probability distribution. The dis-
tribution is not clustered in a small area of a feature space due to their variety. How-
ever, it is spread out across the whole space uniformly for a variety of background 
regions. From that, we can assume that the photometric variable of background is 
uniformly distributed in the space. Thus, the distribution P(Is| αb) can be proportional 
to a constant value. 

Active contour model based object boundary extraction algorithm is as follows: 

1. Set up initial level values u, and repeat Steps 2 to 3 until terminal con-
dition is satisfied. 

2. Update level values using Eq. (7) within narrow band around curve, 
zero level set. 

3. Reconstruct the evolved curve, zero level set. 
4. Output the final evolved curve as the object boundary. 
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To set up the initial level values, we use a Euclidian distance mapping technique. 
Euclidian distance between each pixel of the image and initial curve is assigned to the 
pixel as a level value. In general active contours, the search area for optimal boundary 
curve is restricted to the narrow band around curve. This not only save computational 
cost but also avoid the local optima when the initial curve is near the object boundary. 
However it makes the evolving curve miss the boundary when the curve is far from 
the object. 

After updating the level values, the approximated final propagated curve, the zero 
level set, is reconstructed. Curve reconstruction is accomplished by determining the 
zero crossing grid location in the level set function. The terminal condition is satisfied 
when the difference of the number of pixel inside contour Γ is less than a threshold 
value chosen manually. 

4   Experimental Results 

This paper presents a method for tracking object which have distributions over some 
photometric variable such as intensity, color, or texture. This section focuses on 
evaluating the proposed method. In order to assess the effectiveness of the proposed 
method, it was tested with a synthetic image sequence and hand image sequences, and 
then the results were compared with those obtained using the active contours for dis-
tribution tracking proposed by Freedman et al. [2].  

Freedman’s method finds the region such that the sample distribution of the inte-
rior of the region most closely matches the model distribution using active contours. 
For matching distribution, the method examined Kullback-Leibler distance and Bhat-
tacharyya measure. In this experiment, we only have tested former. 

4.1   Evaluation Function 

To quantitatively evaluate the performance of the two methods, The Chamfer distance 
was used. This distance has been many used as matching measure between shapes 
[10]. To calculate the distance, ground truths are manually extracted from images to 
construct accurate boundaries of each object. Then, the distances between the ground 
truth and the object boundaries extracted by the respective method are calculated.  

The Chamfer distance is the average over one shape of distance to the closet point 
on the other and defined as  
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where F and G are sets of pixels on object boundary detected by the proposed method 
and manually, respectively. In Eq. (8), vi are the distance values from each point on F 
to the closet point on G and n is the number of points in the curve. The distance val-
ues vi were described in [10].  

4.2   Tracking in Synthetic Sequences 

To demonstrate the ability of the method to track textured regions, a synthetic image 
sequence is used. In the sequence, the background is composed of horizontal strips, 
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while the object is composed of diagonal strips. For photometric variable which de-
scribe the object, a simple texture vector may be chosen based on the directions of 
(nonzero) intensity gradients in the neighborhood of a pixel.  

Fig. 1 and 2 show tracking results in the synthetic sequence extracted using the 
proposed method and Freedman’s method, respectively. In the first frame, an initial 
curve was manually selected around the object, and then the curve was evolved using 
only active contours. The Chamfer distances of the two methods are shown in Fig. 3. 
In the case of the proposed method, object localization using mean shift is considered 
 as the first iteration. The distance in the proposed method decreases more dramati-
cally and the method satisfies the stopping criteria after less iteration than Freedman’s 
method. Due to it, Freedman’s method takes lager time to track the object than the 
 

   
1st frame 2nd frame 3rd frame 

   
4th frame 5th frame 6th frame 

Fig. 1. Tracking with the proposed method in synthetic images 
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Fig. 2. Tracking with the Freedman’s method in synthetic images 
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proposed method as shown in Table 1. When visually inspected, the proposed method 
produces superior detection results to the Freedman’s method. As shown in Fig. 1 and 
2, the proposed method detects object boundary accurately. On the contrary, the 
Freedman’s method produces some holes and tough boundaries. This is because ac-
tive contours detect whole local optima passed by curve during curve evolution but 
the proposed method moves the initial curve near the global optimum using mean 
shift algorithm before curve evolution. 
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Fig. 3. Comparison of two methods in term of the Chamfer distance 

Table 1. Time taken for tracking in synthetic images (sec.) 

 1st frame 2nd frame 3rd frame 4th frame 5th frame 6th frame 
Freedman’s 

method 
0.031000 0.157000 0.172000 0.281000 0.313000 0.282000 

proposed 
method 

0.031000 0.047000 0.063000 0.063000 0.093000 0.125000 

Fig. 4. Tracking in synthetic images include a large amount of motion 

   
1st frame 2nd frame 3rd frame 
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One of the problems of almost active contours is that the search areas for optima 
are limited to the narrow band around curve. Because of it, the active contours have 
difficulties to track objects that have large amount of motion. The other side, in the 
proposed method, the initial curve is moved near the global optimum before curve 
evolution. Accordingly, the method is more effective to track the objects that have 
large amount of motion. Fig.4 shows the tracking results in a synthetic sequence de-
signed to demonstrate the ability of the proposed method to track objects that have 
large amount of motion. For photometric variable which describe the object, a simple 
texture vector may be chosen RGB color value of a pixel. As shown Fig. 4, the pro-
posed method tracks the object while Freeman’s method fails to track it. 

Table 2. Time taken for tracking in hand sequence (sec.) 

 

Fig. 5. Tracking with the proposed method in hand sequence 

4.3   Tracking in Hands Images 

To assess the effectiveness of the proposed method to real image sequence, it is ap-
plied to hand tracking. For photometric variable which describe the hands, we use 
skin-color information which is represented by a 2D-Gaussian model. In the RGB 
space, color representation includes both color and brightness. Therefore, RGB is not 

 1st frame 2nd frame 3rd frame 4th frame 5th frame 6th frame 
Feedman’s 

method 
0.192000 0.360000 0.359000 0.453000 0.188000 0.438000 

proposed 
method 

0.192000 0.188000 0.187000 0.218000 0.156000 0.188000 

   
1st frame 2nd frame 3rd frame 

   
4th frame 5th frame 6th frame 
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necessarily the best color representation for detecting pixels with skin color. Bright-
ness can be removed by dividing the three components of a color pixel (R, G, B) ac-
cording to intensity. This space is known as chromatic color, where intensity is a 
normalized color vector with two components (r, g). The skin-color model is obtained 
from 200 sample images. Means and covariance matrix of the skin color model are as 
follows:  
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The hand tracking result in real image sequence is shown in Fig. 5. The proposed 
method is successful in tracking through the entire 80-frame sequence. Freedman’s 
method also succeeds in the hand tracking in the sequence, because the sequence has 
high capture rate and hand has not a large movement. However Freedman’s method 
takes lager time to track the hand than the proposed method as shown in Table 2. 

5   Conclusions 

In this paper, we have proposed an active contour model based object tracking with 
mean shift algorithm. In the approaches based on active contour models, the object 
tracking problem is considered as a curve flow problem and their results are very 
sensitive to condition of initial contour. Bad initial condition induces a heavy compu-
tational cost, low accuracy of results, and missing the object that has a large move-
ment. Accordingly, the proposed method consisted of two steps: object localization 
and object extraction. The first step finds the object location using a mean shift algo-
rithm. And at the location, the initial curve is evolved using an active contour model 
to find object boundary. The experimental results shown demonstrate that the pro-
posed method yields accurate tracking results despite low computational cost.  
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Abstract. In this paper, we propose a place recognition system which
recognize places from a large set of images obtained over time. A set or a
sequence of images provides more information about the places and that
can be used for more robust recognition. For this, the proposed system
recognize places using density matching between the estimated density
of the input set and density of the stored images for each place. In the
proposed system, we use global texture feature vector for image repre-
sentation and their density for place recognition. We use a method based
on a Gaussian model of texture vector distribution and a matching crite-
rion using the Kullback-Leibler divergence measure. In the experiment,
the system successfully recognized the places in several image sequence,
the success rate of place recognition was 87% on average.

Keywords: Place Recognition, Steerable Pyramid, Density Matching.

1 Introduction

Place recognition (or localization) is a fundamental problem in mobile robotics
and wearable computing. Most mobile robots must be able to locate themselves
in their environment in order to accomplish their task [1]. An essential function
of a wearable computing is to find the user’s location and orientation relative to
the real-world environment [2]. A number of researchers around the world have
begun to work in the mobile computing and wearable computing for solving this
kind of problem.

Place has been recognized using some methods based on computer vision
like a panorama-based method and an image sequence matching method in the
indoor environment [2], [3]. In the panorama-based method, place is recognized
using matching between input video frames and panoramic images captured
beforehand. In the image sequence matching method, place is recognized using
matching of the color information between reference frames and current frames.
These methods have shortcoming because just using the color information of
images. Therefore, the place recognition performance is decreased according to
the intensity variation and camera motion.

M. Ali and F. Esposito (Eds.): IEA/AIE 2005, LNAI 3533, pp. 36–43, 2005.
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In this paper, we propose a place recognition system which recognizes places
using textural information of images and their spatial layout [4]. A set or a
sequence of images provides more information about the places and that can
be used for more robust recognition. Therefore, the proposed system recognize
places using density matching between the estimated density of the input set and
density of the stored images for each place. In the proposed system, an image is
represented as an 80 dimensional vector. To represent the image, we use a steer-
able pyramid [5] with 4 orientations and 4 scales applied to the intensity image.
Thereafter, we would like to capture global image properties, while keeping some
spatial information. Therefore, we take the mean value of the magnitude of the
local features averaged over large spatial regions. We further reduce the dimen-
sionality using PCA. We use a method based on a Gaussian model of texture
vector distribution and a matching criterion using the Kullback-Leibler diver-
gence measure for place recognition. We consider the 15 places, and the images
are acquired while a person navigates the environment. In the experiment, the
system successfully recognized the places in several image sequence, the success
rate of place recognition was 87% on average.

2 Proposed System

2.1 Overview of the System

In the proposed system, we used wearable system which consists of a webcam, a
mobile PC and a Head Mounted Display (HMD). While user navigate a building,
a mobile PC recognizes a place through the images captured from the webcam
and the user receive a feedback which is the recognized place on the HMD. Figure
1 shows the overview of the proposed system.

Density Estimation

Webcam

Mobile PC

Texture Feature
Extraction

Dimensionality
Reduction

Place Recognition

Place Display
Image Sequence

Capture

Stored
Density

HMD

Image sequence

Recognized place

Fig. 1. System overview



38 D.J. Jung and H.J. Kim

In the proposed system, while user navigates the places like figure 2, the
system recognizes the place through images obtained from the webcam. The
images have motion-blur and saturation because images are captured during user
moving the places and the webcam performance is not good. But the proposed
system is more robust system because the system use textural information of
large set of observations.

 

Fig. 2. Example of places

In the proposed system, we extract textural information using wavelet image
decomposition. We use a steerable pyramid [5] with 4 orientations and 4 scales
applied to the intensity image. Thereafter, we would like to capture global image
properties, while keeping some spatial information. Therefore, we take the mean
value of the magnitude of the local features averaged over large spatial regions.
We further reduce the dimensionality using PCA for reducing the computation
time. We use a method based on a Gaussian model of texture vector distribution
and a matching criterion using the Kullback-Leibler divergence measure for place
recognition. We assume a parametric density form (Gaussian) with parameters
estimated from the training data.

2.2 Image Representation

In the proposed system, we use textural properties of the image and their spatial
layout for image representation [4]. Texture properties and their spatial layout
are represented by a vector but the vector has high dimensionality. Therefore,
we generate feature vector which represents an image through dimensionality
reduction using PCA for reducing computation time.

Texture Feature Extraction. While navigating an environment, image is ob-
tained the camera mounted on helmet. Therefore, the image has multi-scale and



Place Recognition System from Long-Term Observations 39

multi orientation. For considering this property, we use a wavelet image decompo-
sition to compute texture features. Each image location is represented by output
of filters turned to different orientations and scales. We use a steerable pyramid
[5] with 4 orientations and 4 scales applied to the intensity image. The steer-
able pyramid is a linear multi-scale, multi orientation image decomposition that
provides a useful front-end for many computer vision and image processing appli-
cations. Figure 3 shows the steerable pyramid of image. This particular steerable
pyramid contains 4 orientation subbands, at 2 scales. The local representation
of an image at an instant t is then given by the vL

t (x) = {vt,k(x)}k=1,..N , where
N = 16 is the number of subbands. We would like to capture global image
properties, while keeping some spatial information. Therefore, we take the mean
value of the magnitude of the local features averaged over large spatial regions
as follows:

mt(x) =
∑

x′
|vL

t (x′)|w(x′ − x), (1)

where w(x) is the averaging window. The resulting representation is down-
sampled to have a spatial resolution of M × M pixels (here we use M = 4),
Therefore, mt has size M × M × N = 256.

Fig. 3. Steerable pyramid of image

Dimensionality Reduction. PCA has been used for dimensionality reduction
and analysis the data structure of high dimensional data. This is problem which
finding the eigenvectors of data. There are two methods for solving this problem.
One is matrix calculation method and the other method is using Neural Network
(NN) recursively [6], [7].

PCA is data transform to axis which represents data better more good. Data
vector is called to Principal Components (PCs) in the transformed dimensional
space [6]. In the proposed system, we use the PCA for mapping the high di-
mensional texture pattern to low dimensional data lossless the information. In



40 D.J. Jung and H.J. Kim

the proposed system, obtained image size is 76800 (320×240) dimension and we
extract texture feature vector 256 dimension. We select 80 PCs because the eigen-
value is significantly decreased at 80 PCs. Therefore, we represent the vector of
texture space to 80 dimensional vector using PCA for reducing the computation
time.

2.3 Place Recognition Based on Density Matching

The recognition accuracy of current discriminant architectures for visual recog-
nition is hampered by the dependence on holistic image representation. The
formulation of visual recognition as a problem of statistical classification has led
to various solutions of unprecedented success in areas such as face detection, face,
texture, object, and shape recognition, or image retrieval [8]. In the proposed
system, place is recognized by comparing sets of observations. We use a method
reported in [9] for comparing sets of observations. We estimate Kullback-Leibler
divergence between densities inferred from training data (the model densities)
and densities inferred from samples under test. Because, a natural measure of
the difference between the actual and the desired probability distributions is
the relative entropy, Kullback-Leibler divergence. We use a method based on a
Gaussian model of texture vector distribution and a matching criterion using
the KL-divergence measure for place recognition. In the general case of two mul-
tivariate distributions, evaluating DKL(pk ‖ p0) is a difficult and computational
expensive task, especially for high dimensions. Therefore, we use a closed form
expression for two normal distributions pk and p0 which is reported in [10] as
follows:

DKL(p0||pk) =
1
2

log
( |∑ k|
|∑ 0|

)
+

1
2
Tr(

∑
0

∑−1
k +

∑−1
k (x̄k−x̄0)(x̄k−x̄0)T )−d

2
,

(2)

Where d is the dimensionality of the data (number of pixels in the image),x̄k

and x̄0 are the means of the training set for the kth subject and of the input
set, respectively, and

∑
k and

∑
0 are the covariance matrices of the estimated

Gaussians for the kth subject and for the input set, respectively. For using this
method, we assume a parametric density form (Gaussian) with parameters es-
timated from the training data. Moreover, we estimate the parameters of the
distribution of our test sample. Thereafter, compute DKL(p0 ‖ pk), we exchange
the indices 0 and k in equation (2).

3 Experimental Results

The experimental environment was inside building where possible noises were
existed and the lighting condition was changing. We consider the 15 places for
testing the place recognition system. The places are a corridor, 6 rooms, a sem-
inar room, a lecture room, an office, stairs, a toilet, 2 classrooms, a PC room.
Examples of representative views associated with individual places are depicted
in Figure 4.
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Fig. 4. Examples of representative views of 15 out of 15 places

Table 1. Processing time of each module
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Fig. 5. Recognition rates for different input sizes

Many different users captured the images used for the experiments described
in the paper while visiting 15 different places at different times of day. The loca-
tions were visited in a fairly random order. The proposed place recognition sys-
tem consists of three equipments: a webcam, a mobile PC, and a Head Mounted
Display (HMD). The webcam used in the system was a Smilecam Su-320 color
video camera, the HMD was cy-visor DH-4400VP, and the mobile PC performed
on Pentium 1.7GHz PC running Windows Xp. In the test, image sequence was
acquired with the size of each frame is 320 × 240 pixels. The system could be
processing about 7 frames per second on average. Table 1 shows the processing
time of each module.

To estimate the behavior of the system for different input sizes, we recently
captured test images into sets of 10, 25, 50, 150, 500 frames (0.4, 1, 2, 6, and
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Table 2. Place recognition result

Places P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14 P15

P1 174 8 5 6 8 6 4

P2 189 12 7 5

P3 2 152 15 12 5

P4 194 4 17

P5 178 7 15

P6 182 8 13

P7 174 5

P8 3 187 25

P9 14 16 172 11 5

P10 22 15 8 194 3

P11 14 19 177

P12 17 14 181

P13 22 178

P14 7 187 7

P15 3 2 11 171

P1 : Room 517, P2 : Room 519, P3 : Lecture room, P4 : Room 523,

P5 : Corridor, P6 : Toilet, P7 : Room 518, P8 : Seminar room,

P9 : Room 508, P10 : Room 510, P11 : Stairs, P12 : PC room,

P13 : Office 411, P14 : Class room 415, P15 :Class room 418.

20 seconds), respectively. According to the input size, performance is different.
The input size 50 frames show the best result and a large number of input sets
generate poor performance. Figure 5 shows the recognition rates for different
input sizes.

For the test, while navigating the places with wearable system, we obtained
20 image sequences and counted the recognized place. The success rate of place
recognition was 87% on average. In the table 2, the success count of the each
place recognition was as shown.

4 Conclusions

Place recognition is one of critical issues to be solved in the research field of
wearable computing and robot navigation and manipulation. Accordingly, in
this paper, a place recognition system is proposed to identify familiar places.
While navigating in an environment, a user (or a robot) can receive augmented
information about where it is from a wearable computer. Without any auxiliary
devices, the proposed system utilizes only computer vision technique, and the use
of textural information over long period of time which make the proposed system
more reliable. Our system for recognition from a set of observations is based on
classifying a model built from the set, rather than classifying the individual
observations. We used global texture feature for image representation and their
density for place recognition. We used a method based on a Gaussian model of
texture vector distribution and a matching criterion using the Kullback-Leibler
divergence measure. The proposed place recognition system recognizes the place
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in the image sequence obtained from the webcam and display the recognized
place on the HMD. In the proposed system, we considered the 15 places inside
the building. In the experiment, the system successfully recognized the place,
the success rate of place recognition was 87% on average. Although the system
working on the mobile PC, it could be processing the 7 frames per second in real
time. Further, we will test the proposed system on a PDA phone and we will
test with much more places.
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Abstract. Detecting, locating, and tracking people in a dynamic envi-
ronment is important in many applications, ranging from security and
environmental surveillance to assistance to people in domestic environ-
ments, to the analysis of human activities. To this end, several methods
for tracking people have been developed using monocular cameras, stereo
sensors, and radio frequency tags.

In this paper we describe a real-time People Localization and Tracking
(PLT) System, based on a calibrated fixed stereo vision sensor. The sys-
tem analyzes three interconnected representations of the stereo data (the
left intensity image, the disparity image, and the 3-D world locations of
measured points) to dynamically update a model of the background; ex-
tract foreground objects, such as people and rearranged furniture; track
their positions in the world.

The system can detect and track people moving in an area approxi-
mately 3 x 8 meters in front of the sensor with high reliability and good
precision.

1 Introduction

Localization and tracking of people in a dynamic environment is a key building
block for many applications, including surveillance, monitoring, and elderly as-
sistance. The fundamental capability for a people tracking system is to determine
the trajectory of each person within the environment.

In recent years this problem has been primarily studied by using two different
kinds of sensors: i) markers placed on the person to transmit their real world
position to a receiver in the environment; ii) video cameras. The first approach
provides high reliability, but is limited by the fact that it requires markers to be
placed on the people being tracked, which is not feasible in many applications.

There are several difficulties to be faced in developing a vision-based peo-
ple tracking system: first of all, people tracking is difficult even in moderately
crowded environments, because of occlusions and people walking close each other
or to the sensor; second, people recognition is difficult and cannot easily be in-
tegrated in the tracking system; third, people may leave the field of view of
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the sensor and re-enter it after some time (or they may enter the field of view
of another sensor) and applications may require the ability of recognizing (or
re-acquiring) a person previously tracked (or tracked by another sensor in the
network of sensors).

Several approaches have been developed for tracking people in different ap-
plications. At the top level, these approaches can be grouped into classes on
the basis of the sensors used: a single camera (e.g. [17, 18]); stereo cameras (e.g.
[4, 6, 2, 3]); or multiple calibrated cameras (e.g. [5, 13]).

Although it is possible to determine the 3-D world positions of tracked objects
with a single camera (e.g. [18]), a stereo sensor provides two critical advantages:
1) it makes it easier to segment an image into objects (e.g., distinguishing people
from their shadows); 2) it produces more accurate location information for the
tracked people.

On the other hand, approaches using several cameras viewing a scene from
significantly different viewpoints are able to deal better with occlusions than
a single stereo sensor can, because they view the scene from many directions.
However, such systems are difficult to set up (for example, establishing their geo-
metric relationships or solving synchronization problems), and the scalability to
large environments is limited, since they may require a large number of cameras.

This paper describes the implementation of a People Localization and Track-
ing (PLT) System, using a calibrated fixed stereo vision sensor.

The novel features of our system can be summarized as follows: 1) the back-
ground model is a composition of intensity, disparity and edge information; and
is adaptively updated with a learning factor that varies over time and is different
for each pixel; 2) plan-view projection computes height maps, which are used to
detect people in the environment and refine foreground segmentation in case of
partial occlusions; 3) plan-view positions and temporal color-based appearance
models are integrated in the tracker and an optimization problem is solved in
order to determine the best matching between the observations and the current
status of the tracker.

2 System Architecture

The architecture of the PLT System, shown in Figure 1, is based on the following
components:

– Stereo Computation, which computes disparities from the stereo images ac-
quired by the camera.

– Background Modelling, which maintains an updated model of the back-
ground, composed of intensities, disparities, and edges (see Section 3).

– Foreground Segmentation, which extracts foreground pixels and image blobs
from the current image, by a type of background subtraction that combines
intensity and disparity information (see Section 3).

– Plan View Projection, which projects foreground points into a real world (3-
D) coordinate system and computes world blobs identifying moving objects
in the environment (see Section 4).
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Fig. 1. PLT System Architecture

– People Modelling, which creates and maintain appearance models of the peo-
ple being tracked (see Section 5).

– Tracker, which maintains a set of tracked objects, associating them with world
blobs by using an integrated representation of people location and appearance
and a Kalman Filter for updating the status of the tracker (see Section 6).

The stereo vision system is composed of a pair of synchronized fire-wire cam-
eras and the Small Vision System (SVS) software [10], which provides a real-
time implementation of a correlation-based stereo algorithm. We assume that
the stereo camera has been “calibrated” in three ways: correcting lens distortion
(done by the SVS software), computing the left-right stereo geometry (also done
by the SVS software) and estimating the sensor’s position and orientation in the
3-D world (done by standard external calibration methods). Given this calibra-
tion information, the system can compute several important things, such as the
location of the ground plane and the 3-D locations of all stereo measurements.

For best results in the localization and tracking process, we have chosen to
place the camera high on the ceiling pointing down with an angle of approxi-
mately 30 degrees with respect to the horizon. This choice provides for a nice
combination of tracking and person modelling.

In the following sections we describe in further details the components of our
system, except for the Stereo Computation module, whose description can be
found in [10].

3 Background Modelling and Foreground Segmentation

When using a static camera for object detection and tracking, maintaining a
model of the background and consequent background subtraction is a common
technique for image segmentation and for identifying foreground objects. In order
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to account for variations in illuminations, shadows, reflections, and background
changes, it is useful to integrate information about intensity and range and to
dynamically update the background model. Moreover, such an update must be
different in the parts of the image where there are moving objects [17, 16, 8].

In our work, we maintain a background model including information of inten-
sity, disparity, and edges, as a Gaussian probability distribution. Although more
sophisticated representations can be used (e.g. mixture of Gaussians [16, 8]), we
decided to use a simple model for efficiency reasons. We also decided not to use
color information in the model, since intensity and range usually provide a good
segmentation, while reducing computational time.

The model of the background is represented at every time t and for every pixel
i by a vector Xt,i, including information about intensity, disparity, and edges
computed with a Sobel operator. In order to take into account the uncertainty
in these measures, we use a Gaussian distribution over Xt,i, denoted by mean
µXt,i and variance σ2

Xt,i
. Moreover, we assume the values for intensity, disparity,

and edges to be independent each other.
This model is dynamically updated at every cycle (i.e., for each new stereo

image every 100 ms) and is controlled by a learning factor αt,i that changes over
time t and is different for every pixel i.

µXt,i = (1 − αt,i)µXt−1,i + αt,i Xt,i

σ2
Xt,i

= (1 − αt,i)σ2
Xt−1,i

+ αt,i (Xt,i − µXt−1,i
)2

The learning factor αt,i is set to a higher value (e.g. 0.25) for all pixels in
the first few frames (e.g. 5 seconds) after the application is started, in order
to quickly acquire a model of the background. In this phase we assume the
scene contains only background objects. Notice that the training phase can be
completely removed and the system is able to build a background model even
in presence of foreground moving objects since the beginning of the application
run. Of course it will require a longer time to stabilize the model.

After this training phase αt,i is set to a lower nominal value (e.g. 0.10) and
modified depending on the status of pixel i. In regions of the image where there
are no moving objects, the learning factor αt,i is increased (e.g. 0.15) speeding
up model updating. While in the regions of the image where there are moving
objects this factor is decreased (or set to zero) In this way we are able to quickly
update the background model in those parts of the image that contain stationary
objects and avoid including people (and, in general, moving objects) in the back-
ground. The numerical values used for αt,i depend on the characteristics of the
application and can be used to tune the reactivity of the system in background
model update.

In order to determine regions of the images in which background should not
be updated, the work in [8] proposes to compute activities of pixels based on
intensity difference with respect to the previous frame. In our work, instead, we
have computed activities of pixels as their difference between the edges in the
current image and the background edge model. The motivation behind this choice
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is that people produce variations in their edges over time even if they are standing
still (due to breathing, small variations of pose, etc.), while static objects, such as
chairs and tables, do not. However, note that edge variations correctly determine
only the contour of a person or moving foreground object, and not all the pixels
inside this contour; therefore, if we consider as active only those pixels that have
high edge variation, we may not be able to correctly identify the internal pixels
of a person. For example, if a person with uniform color clothes is standing still
in a scene, there is high probability that the internal pixels of his/her body have
constant intensity over time, and a method for background update based only
on intensity differences (e.g., [8]) will eventually integrate these internal pixels
into the background.

To overcome this problem we have implemented a procedure that computes
activities of pixels included in a contour with high edge variation. This com-
putation is based on first determining horizontal and vertical activities Ht(v)
and Vt(u), as the sum over the pixels (u, v) in the image, of the variation be-
tween current edge E and edge component of the background model µE , for each
row/column of the image.

Ht(v) =
∑

u

|Et,(u,v) − µE,t,(u,v)| Vt(u) =
∑

v

|Et,(u,v) − µE,t,(u,v)|

Then, these values are combined in order to assign higher activity values to
those pixels that belong to both a column and a row with high horizontal and
vertical activity:

At(u, v) = (1 − λ)At−1(u, v) + λHt(v)Vt(u)

In this way, the pixels inside a contour determined by edge variations will
be assigned a high activity level. Note also that, since the term Ht(v)Vt(u)
takes into account internal pixels for people with uniformly colored clothes, the
learning factor λ can be set to a high value to quickly respond to changes. In our
implementation the learning factor λ used for updating activities is set to 0.20.

The value At(u, v) is then used for determining the learning factor of the back-
ground model: the higher the activity At(u, v) at each pixel i = (u, v) the lower
the learning factor αt,i. More specifically, we set αt,(u,v) = αNOM (1 − ηAt(u, v)),
where η is a normalizing factor.

Foreground segmentation is then performed by background subtraction from
the current intensity and disparity images. By taking into account both intensity
and disparity information, we are able to correctly deal with shadows, detected
as intensity changes, but not disparity changes, and foreground objects that
have the same color as the background, but different disparities. Therefore, by
combining intensity and disparity information in this way, we are able to avoid
false positives due to shadows, and false negatives due to similar colors, which
typically affect systems based only on intensity background modeling.

The final steps of the foreground segmentation module are to compute con-
nected components (i.e. image blobs) and characterize the foreground objects in
the image space. These objects are then passed to the Plan View Segmentation
module.
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4 Plan View Segmentation

In many applications it is important to know the 3-D world locations of the
tracked objects. We do this by employing a plan view [3]. This representation
also makes it easier to detect partial occlusions between people.

Our approach projects all foreground points into the plan view reference
system, by using the stereo calibration information to map disparities into the
sensor’s 3-D coordinate system and then the external calibration information to
map these points from the sensor’s 3-D coordinate system to the world’s 3-D
coordinate system.

Fig. 2. a) Foreground segmentation (1 image blob); b) Plan View Projection (2 world

blobs); c) Plan View Segmentation 2 person blobs

For plan view segmentation, we compute a height map, that is a discrete map
relative to the ground plane in the scene, where each cell of the height map is
filled with the maximum height of all the 3-D points whose projection lies in
that cell, in such a way that higher objects (e.g., people) will have a high score.

The height map is smoothed with a Gaussian filter to remove noise, and
then it is searched to detect connected components that we call world blobs (see
Fig. 2b where darker points correspond to higher values). Since we are interested
in person detection, world blobs are filtered on the basis of their size in the plan
view and their height, thus removing blobs with sizes and heights inconsistent
with people. The Plan View Segmentation returns a set of world blobs that could
be people moving in the scene.

It is important to notice that Plan View Segmentation is able to correctly deal
with partial occlusions that are not detected by foreground analysis. For exam-
ple, in Figure 2 a situation is shown in which a single image blob (Fig. 2a) covers
two people, one of which is partially occluded, while the Plan View Segmentation



50 S. Bahadori et al.

process detects two world blobs (Fig. 2b). By considering the association between
pixels in the image blobs and world blobs, we are able to determine image masks
corresponding to each person, which we call person blobs. This process allows
for refining foreground segmentation in situations of partial occlusions and for
correctly building person appearance models.

5 People Modelling

In order to track people over time in the presence of occlusions, or when they
leave and re-enter the scene, it is necessary to have a model of the tracked
people. Several models for people tracking have been developed (see for example
[7, 15, 12, 9]), but color histograms and color templates (as presented in [15]) are
not sufficient for capturing complete appearance models, because they do not
take into account the actual position of the colors on the person.

Following [7, 12], we have defined temporal color-based appearance models of a
fixed resolution, represented as a set of unimodal probability distributions in the
RGB space (i.e. 3-D Gaussians), for each pixel of the model. Computation of such
models is performed by first scaling the portion of the image characterized by a
person blob to a fixed resolution and then updating the probability distribution
for each pixel in the model. Appearance models computed at this stage are used
during tracking for improving reliability of data association process.

6 Tracking

Tracking is performed by maintaining a set of tracked people, updated with the
measurements of person and world blobs (extracted by the previous phases). We
use a probabilistic framework in which tracked people Pt = {N(µi,t, σi,t) | i =
1..n} and measurements Zt = {N(µ′

j,t, σ
′
j,t) | j = 1..m} are represented as multi-

dimensional Gaussians including information about both the person position in
the environment and the color-based person model. The update step is performed
by using a Kalman Filter for each person. The system model used for predicting
the people position is the constant velocity model, while their appearance is up-
dated with a constant model. This model is adequate for many normal situations
in which people walk in an environment. It provides a clean way to smooth the
trajectories and to hold onto a person that is partially occluded for a few frames.

With this representation data association is an important issue to deal with.
In general, at every step, the tracker must make an association between m ob-
servations and n tracked people. Association is solved by computing the Maha-
lanobis distance di,j between the predicted estimate (through the Kalman Filter)
of the ith person N(µi,t|t−1, σi,t|t−1) and the jth observation N(µ′

j,t, σ
′
j,t).

An association between the predicted state of the system Pt|t−1 and the
current observations Zt is denoted with a function f , that associates each tracked
person i to an observation j, with i = 1..n, j = 1..m, and f(i) �= f(j), ∀i �= j.
The special value ⊥ is used for denoting that the person is not associated to
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any observation (i.e. f(i) = ⊥). Let F be the set of all possible associations of
the current tracked people with current observations. The best data association
is computed by minimizing

∑
i di,f(i). A fixed maximum value is used for di,f(i)

when f(i) = ⊥.
Although this is a combinatorial problem, the size of the sets Pt and Zt on

which this is applied are very limited (not greater than 4), so |F| is small and
this problem can be effectively solved.

The association f∗, that is the solution of this problem, is chosen and used
for computing the new status of the system Pt. During the update step a weight
wi,t is computed for each Gaussian in Pt (depending on wi,t−1 and di,f(i)), and
if such a weight goes below a given threshold, the person is considered lost.
Moreover, for observations in Zt that are not associated to any person by f∗ a
new Gaussian in entered in Pt.

The main difference with previous approaches [2, 11, 13] is that we integrate
both plan-view and appearance information in the status of the system, and by
solving the above optimization problem we find the best matching between ob-
servations and tracker status by considering in an integrated way the information
about the position of the people in the environment and their appearance.

7 Applications and Experiments

The system presented in this paper is in use within the RoboCare project
[1, 14], whose goal is to build a multi-agent system that generates services for
human assistance and develops support technology which can play a role in al-
lowing elderly people to lead an independent lifestyle in their own homes. The
RoboCare Domestic Environment (RDE), located at the Institute for Cogni-
tive Science and Technology (CNR, Rome, Italy), is intended to be a testbed
environment in which to test the ability of the developed technology.

In this application scenario the ability of tracking people in a domestic envi-
ronment or within a health-care institution is a fundamental building block for
a number of services requiring information about pose and trajectories of people
(elders, human assistants) or robots acting in the environment.

In order to evaluate the system in this context we have performed a first set
of experiments aiming at evaluating efficiency and precision of the system. The
computational time of the entire process described in this paper is below 100 ms
on a 2.4GHz CPU for high resolution images (640x480)1, thus making it possible
to process a video stream at a frame rate of 10 Hz. The frame rate of 10 Hz is
sufficient to effectively track walking people in a domestic environment, where
velocities are typically limited.

For measuring the precision of the system we have marked 9 positions in the
environment at different distances and angles from the camera and measured
the distance returned by the system of a person standing on these positions.
Although this error analysis is affected by imprecise positioning of the person on

1 Although some processing is performed at low resolution 320x240.
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the markers, the results of our experiments, averaging 40 measurements for each
position, show a precision in localization (i.e. average error) of about 10 cm, with
a standard deviation of about 2 cm, which is sufficient for many applications.

Furthermore, we have performed specific experiments to evaluate the integra-
tion of plan-view and appearance matching during tracking. We have compared
two cases: the first in which only the position of the people is considered during
tracking, the second in which appearance models of people are combined with
their location (as described in Section 6). We have counted the number of as-
sociation errors (i.e. all the situations in which either a track was associated to
more than a person or a person is associated to more than a track) in these two
cases. The results of our experiments have shown that the integrated approach
reduces the association errors by about 50% (namely, from 39 in the tracker
with plan-view position only to 17 in the one with integrated information, over
a set of video clips with a total of 200,000 frames, of which about 3,500 contain
two people close each other).

8 Conclusions and Future Work

In this paper we have presented a People Localization and Tracking System that
integrates several capabilities into an effective and efficient implementation: dy-
namic background modelling, intensity and range based foreground segmenta-
tion, plan-view projection and segmentation for tracking and determining object
masks, integration of plan-view and appearance information in data association
and Kalman Filter tracking. The novel aspects introduced in this paper are:
1) a background modelling technique that is adaptively updated with a learning
factor that varies over time and is different for each pixel; 2) a plan-view segmen-
tation that is used to refine foreground segmentation in case of partial occlusions;
3) an integrated tracking method that considers both plan-view positions and
color-based appearance models and solves an optimization problem to find the
best matching between observations and the current state of the tracker.

Experimental results on efficiency and precision show good performance of the
system. However, we intend to address other aspects of the system: first, using a
multi-modal representation for tracking in order to better deal with uncertainty
and association errors; second, evaluating the reliability of the system in medium-
term re-acquisition of people leaving and re-entering a scene.

Finally, in order to expand the size of the monitored area, we are planning
to use multiple tracking systems. This is a challenging problem because it em-
phasizes the need to re-acquire people moving from one sensor’s field of view
to another. One way of simplifying this task is to arrange an overlapping field
of view for close cameras; however, this arrangement increases the number of
sensors needed to cover an environment and limits the scalability of the system.
In the near future we intend to extend the system to track people with multiple
sensors that do not overlap.



Real-Time People Localization and Tracking Through Fixed Stereo Vision 53

Acknowledgments

This research is partially supported by MIUR (Italian Ministry of Education,
University and Research) under project RoboCare (A Multi-Agent System
with Intelligent Fixed and Mobile Robotic Components). Luca Iocchi also ac-
knowledges SRI International where part of this work was carried out and, in
particular, Dr. Robert C. Bolles for his interesting discussions and useful sug-
gestions.

References

1. S. Bahadori, A. Cesta, L. Iocchi, G. R. Leone, D. Nardi, F. Pecora, R. Rasconi, and
L. Scozzafava. Towards ambient intelligence for the domestic care of the elderly. In
P. Remagnino, G. L. Foresti, and T. Ellis, editors, Ambient Intelligance: A Novel
Paradigm. Springer, 2004.

2. D. Beymer and K. Konolige. Real-time tracking of multiple people using stereo.
In Proc. of IEEE Frame Rate Workshop, 1999.

3. T. Darrell, D. Demirdjian, N. Checka, and P. F. Felzenszwalb. Plan-view trajectory
estimation with dense stereo background models. In Proc. of 8th Int. Conf. On
Computer Vision (ICCV’01), pages 628–635, 2001.

4. T. Darrell, G. Gordon, M. Harville, and J. Woodfill. Integrated person tracking
using stereo, color, and pattern detection. International Journal of Computer
Vision, 37(2):175–185, 2000.

5. D. Focken and R. Stiefelhagen. Towards vision-based 3-d people tracking in a
smart room. In Proc. 4th IEEE Int. Conf. on Multimodal Interfaces (ICMI’02),
2002.

6. I. Haritaoglu, D. Harwood, and L. S. Davis. W4S: A real-time system detecting
and tracking people in 2 1/2D. In Proceedings of the 5th European Conference on
Computer Vision, pages 877–892. Springer-Verlag, 1998.

7. I. Haritaoglu, D. Harwood, and L. S. Davis. An appearance-based body model
for multiple people tracking. In Proc. of 15th Int. Conf. on Pattern Recognition
(ICPR’00), 2000.

8. M. Harville, G. Gordon, and J. Woodfill. Foreground segmentation using adaptive
mixture models in color and depth. In Proc. of IEEE Workshop on Detection and
Recognition of Events in Video, pages 3–11, 2001.

9. J. Kang, I. Cohen, and G. Medioni. Object reacquisition using invariant appearance
model. In Proc. of 17th Int. Conf. on Pattern Recognition (ICPR’04), 2004.

10. K. Konolige. Small vision systems: Hardware and implementation. In Proc. of 8th
International Symposium on Robotics Research, 1997.

11. J. Krumm, S. Harris, B. Meyers, B. Brumitt, M. Hale, and S. Shafer. Multi-
camera multi-person tracking for easyliving. In Proc. of Int. Workshop on Visual
Surveillance, 2000.

12. J. Li, C. S. Chua, and Y. K. Ho. Color based multiple people tracking. In Proc.
of 7th Int. Conf. on Control, Automation, Robotics and Vision, 2002.

13. A. Mittal and L. S. Davis. M2Tracker: A multi-view approach to segmenting and
tracking people in a cluttered scene using region-based stereo. In Proc. of the 7th
European Conf. on Computer Vision (ECCV’02), pages 18–36. Springer-Verlag,
2002.



54 S. Bahadori et al.

14. Robocare project. http://robocare.istc.cnr.it.
15. K. Roh, S. Kang, and S. W. Lee. Multiple people tracking using an appearance

model based on temporal color. In Proc. of 15th Int. Conf. on Pattern Recognition
(ICPR’00), 2000.

16. C. Stauffer and W. E. L. Grimson. Adaptive background mixture models for
real-time tracking. In IEEE Conf. on Computer Vision and Pattern Recognition
(CVPR’99), pages 246–252, 1999.

17. Christopher Richard Wren, Ali Azarbayejani, Trevor Darrell, and Alex Pentland.
Pfinder: Real-time tracking of the human body. IEEE Trans. on Pattern Analysis
and Machine Intelligence, 19(7):780–785, 1997.

18. T. Zhao and R. Nevatia. Tracking multiple humans in crowded environment. In
IEEE Conf. on Computer Vision and Pattern Recognition (CVPR’04), 2004.



 

M. Ali and F. Esposito (Eds.): IEA/AIE 2005, LNAI 3533, pp. 55 – 58, 2005. 
© Springer-Verlag Berlin Heidelberg 2005 

Face Recognition by Kernel Independent Component 
Analysis 

T. Martiriggiano, M. Leo, T. D’Orazio, and  A. Distante 

CNR- ISSIA via Amendoda 122/D-I,  
70126 BARI, Italy 

{leo, dorazio, martiggiano, distante}@issia.ba.cnr.it 

Abtract. In this paper, we introduce a new feature representation method for 
face recognition. The proposed method, referred as Kernel ICA, combines the 
strengths of the Kernel and Independent Component Analysis approaches. For 
performing Kernel ICA, we employ an algorithm developed by F. R. Bach and 
M. I. Jordan. This algorithm has proven successful for separating randomly 
mixed auditory signals, but it has never been applied on bidimensional signals 
such as images. We compare the performance of Kernel ICA with classical al-
gorithms such as PCA and ICA within the context of appearance-based face 
recognition problem using the FERET database. Experimental results show that 
both  Kernel ICA and ICA representations are superior to representations based 
on PCA for recognizing faces across days and changes in expressions.  

1   Introduction 

Face recognition has become one of most important biometrics technologies during 
the past 20 years. It has a wide range of applications such as identity authentication, 
access control, and surveillance. 

Human face image appearance has potentially very large intra-subject variations 
due to 3D head pose, illumination, facial expression, occlusion due to other objects or 
accessories (e.g., sunglasses, scarf, ect.), facial hair, and aging. On the other hand, the 
inter-subject variations are small due to the similarity of individual appearances. This 
makes face recognition a great challenge. Two issues are central: 1) what features to 
use to represent a face and 2) how to classify a new face image based on the chosen 
representation. This work focuses on the issue of feature selection. The main objec-
tive is to find techniques that can introduce low-dimensional feature representation of 
face objects with enhanced discriminatory power. Among various solutions to the 
problem (see [1] for a survey), the most successful are the appearance-based ap-
proaches, which generally operate directly on images or appearances of face objects. 

Principal Component Analysis (PCA), Linear Discriminant Analysis (LDA) and  
Independent Component Analysis (ICA) are three powerful tools largely used for data 
reduction and feature extraction in the appearance-based approaches [2] [3] [4].  

Although successful in many cases, linear methods fail to deliver good perform-
ance when face patterns are subject to large variations due to 3D head pose, illumina-
tion, facial expression, and aging. The limited success of these methods should be 
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attributed to their linear nature. As a result, it is reasonable to assume that a better 
solution to this inherent nonlinear problem could be achieved using non linear meth-
ods, such as the so-called kernel machine techniques [5]. 

Yang [6], Kim et al. [7] investigated the use of Kernel PCA and Kernel LDA for 
learning low dimensional representations for face recognition. Experimental results 
showed that kernel methods provided better representations and achieved lower error 
rates for face recognition. 

2   Overview of Present Work  

In this paper, motivated by the success that ICA, Kernel PCA and Kernel DLA have 
in face recognition, we investigate the use of Kernel Independent Component Analy-
sis (Kernel ICA) for face recognition. Kernel ICA combines the strengths of the Ker-
nel and ICA approaches. Here, we employ an algorithm developed by F. R. Bach and 
M. I. Jordan [8]. This algorithm has proven successful for separating randomly mixed 
auditory signals. We use Kernel ICA to find a representation in which the coefficients 
used to code images are statistically independent, i.e., a factorial face code. Barlow 
and Atick discussed advantages of factorial codes for encoding complex objects that 
are characterized by high-order combinations of features [9], [10]. 

3   Experimental Results  

The face images employed for this research are a subset of the FERET face database. 
The FERET dataset contain images of 38 individuals. There are four frontal views of 
each individual: a neutral expression and a change of expression from one session, 
and a neutral expression and change of expression from a second session that oc-
curred three weeks after the first. Examples of the four views are shown in fig. 1. 

    

Fig. 1. Example from the FERET database of the four frontal image viewing conditions: neutral 
expression and change of expression from session 1; neutral expression and change of expres-
sion from session 2. Reprinted with permission from Jonathan Phillips 

The algorithms are trained on a single frontal view of each individual. The training 
set is comprised of 50% neutral expression images and 50% change of expression 
images. The algorithms are tested for recognition under three different conditions: 
same session, different expression (Test Set 1); different day, same expression (Test 
Set 2); and different day, different expression (Test Set 3). 

Face recognition performance is evaluated by the nearest neighbor algorithm. Co-
efficient vectors b in each test set were assigned the class label of the coefficient vec-
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tor in the training set that was most similar as evaluated by the Euclidean distance 
measure eucδ  and the cosine similarity measure cosδ , which are defined as follows:  

( ) ( )∑ −=
i

traintesttraintesteuc ii
bbbb 2,δ , ( )

traintest

train
T

test
traintest bb

bb
bb

⋅−=,cosδ  

where .  denotes the norm operator.  

Figures 2 and 3 report the face recognition performances with the Kernel ICA, ICA 
factorial code representations (for performing ICA, we employ the FastICA algorithm 
developed by A. Hyvärinen [12] ) and PCA representations (the eigenface representa-
tion used by Pentland et al. [2]). In figure 2 and 3 the performances have been evalu-
ated with the 

Eucδ  and the cosδ  similarity measures, respectively.  
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Fig. 2. Recognition performance of the Kernel ICA, ICA factorial code representations and 
PCA representations corresponding to the 
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Fig. 3. Recognition performance of the Kernel ICA, ICA factorial code representations and 
PCA representations corresponding to the cosδ  similarity measure 
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There is a trend for the Kernel ICA and ICA representation to give superior face 
recognition performance to the PCA representation. The difference in performance is 
statistically significant for Test Set 2 and Test Set 3, when the test and training images 
differ not only in expression but also in lighting, scale and the date on which they 
were taken. Therefore, the high-order relationships among pixels, estimated by Kernel 
ICA and ICA, improve notably the performance when the face recognition is more 
difficult. 

The lack of a substantial difference between the performances of the Kernel ICA 
and ICA algorithms, as found in their mono-dimensional applications, is probably due 
to the PCA preprocessing which is necessary in order to reduce the dimensionality of 
the data. In our opinion, the  new orthogonal representation of the data provided by 
PCA precludes the kernel methods to improve their ability of represent the knowl-
edge. In other words the evaluation of ICA produces the same results if it is applied 
directly after PCA or after a further transformation of PCA in a non-linear space 
(kermel method). 
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1   Introduction 

Head detection is a relatively well studied problem in computer vision. Several methods 
for head detection are proposed such as motion based method [6], disparity map [7], 
skin color method [8] and a head-shoulder contour [9]. Those methods are mainly based 
on stereo vision and color information for detecting the head. Our application domain is 
the telematics, especially within the car. In such environment, the illumination level is 
very variable. Moreover, we may need to use infrared illumination to capture the occu-
pant in the night. Therefore, it is difficult to utilize the color information.  

In this paper, we propose a new algorithm that can detect occupant’s head in a car 
by using head-shoulder contour model and support vector machines (SVM) classifier. 
The position of the head provides diverse information about the occupant, such as 
pose, size, position, and so on. So, that information could be critical for the smart 
airbag system in deciding whether to deploy it or not, and controlling intensity of 
deployment. Our system has a simple single camera and consists of two parts: the first 
is to extract a head-shoulder contour model [4] of occupant from an accumulative 
difference image, and the second part detects the head by using SVM classifier.  

2   Head Detection Algorithm 

In our application, since the occupant sometimes could move very little, it is often 
difficult to extract the motion of the occupant by using the common difference image. 
To sidestep such problem, a new scheme is adopted, namely the accumulative differ-
ence image. Difference images are accumulated until the difference value is greater 
than the predefined threshold. In this way, the motion information of the occupant can 
be acquired regardless of an amount of the occupant’s motion. An example of it is 
shown in Fig. 1(b).  

As shown in Fig. 1(b), the difference image often contains small holes or gaps. To 
fill in those small holes and gaps, the binary morphological operations such as dila-
tion and erosion [5] are necessary. A silhouette image is obtained after those opera-
tions as illustrated in Fig. 1(c). At this time we have down-sampled the image to re-
duce the processing time. And for extracting feature points from a silhouette, we first 
search a center of gravity point of blob in the silhouette image. And then, draw sev-
eral lines from the center of the blob by intervals of 2.5 degrees, and extract cross 
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points of a line and the contour of blob as feature points. Here, the feature points 
indicate the sampled points at the fixed interval along the contour. This feature points 
are illustrated in Fig. 1(d). 

 

Fig. 1. A procedure from input sequential images to contour(a) a sample image in sequence ; 
(b) a  accumulative difference image;(c) a silhouette image; (d) feature points of contour 

The head-shoulder contour models can be derived from the feature points. Since 
the size of the head is varied according to the distance from the camera, we decide to 
adopt three different models to cover diverse cases. Notice that each model is made 
up of different number of feature points, 97, 81 and 65, respectively, from large to 
small model. 

To detect the head using SVM, it has to be trained using the correct head model and 
the incorrect head mode. Once the machine is trained, the feature points of the contour 
are feed to it, and the input contour is matched to the head model as shown in Fig. 2. 
When the input comes in, the system checks whether it matches to the large model. If 
not match well, then it goes to the regular one. Finally, it matches to the small model. 
The central point of the contour is regarded as the center of the detected head. 

 

Fig. 2. The head detection procedure using SVM 

3   Results and Conclusions 

The performance of the head detection algorithm is evaluated with our image database, 
which consists of sequential image sets captured within a car at 15fps. And the public 
domain implementation of SVM, called Lib SVM, and two standard kernels (i.e., poly-
nomial kernel and radial basis function (RBF) kernel) [3] were used for this study. 

Correct detection rate (CDR) and false detection rate (FDR) are used to evaluate 
head detection performance. The CDR is the percentage of the heads detected cor-
rectly as head when head detection occurs after making contour, and the FDR is the 
percentage of the frames where non-heads are detected as head when contour is made. 
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Result suggests that CDR for the simple pattern was 100% and FDR was zero. How-
ever, CDR for the complex pattern was remained at 100%, and yet FDR was in-
creased to 5.71% because that pattern contained diverse arm movements. We found 
no distinctive difference between polynomial and radial basis function kernel. The 
result images of the experiment are shown in Fig. 3. 

 

Fig. 3. Three different cases of head detection 

We describe a new method to detect the head of the car occupant. Given the vari-
able illumination conditions within the car, the color information for detecting the 
head (or face) is not sufficient. Our method is based upon using only the grey image, 
since the infrared illumination could be utilized in the night. Although it is known that 
SVM could be useful for detection the face, such method can be slower when the size 
of the training set images is increased to cover diverse pose and size variation of the 
face. Since the contours in our study are lighter than the conventional face images in 
terms of SVM processing, it fits to the embedded system installed in the car. On the 
assumption that the occupant is alone in a car, this method is promising. 
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Abstract. Many different path planning methods have been proposed
over recent years, although there are only a few that deal with computer
vision techniques. In this work we implement a path planning algorithm
which takes into account a vision processing system. Thus, we develop
a method that uses Mathematical Morphology to provide near-optimal
paths throughout an environment. The experiments show that our path
planning algorithm is able to locate good solution paths after a train-
ing process, which is necessary to fix some parameters. This will make
possible its adaptation to a practical robot system.

1 Introduction

In recent years, an increasing amount of robotic research has focused on the
problem of planning and executing motion tasks autonomously, i.e., without
human guidance [1], [2]. Enabling a robot to navigate autonomously opens the
door to develop powerful robotic products. As a consequence, vision-based path
planning provides a more practical approach to robot control.

In relation to this, Mathematical Morphology (MM) has proven to be useful
for a variety of image processing problems (e.g., shape and size extraction, noise
removal) [3], [4]. This paper shows a method to implement path planning tasks
for a robot by using MM techniques. To do this, a method to develop collision-
free paths using MM operations is described in Section 2. Then, in Section 3 the
experimentation verifies the accomplishment of our research objectives. Finally,
we conclude with some important remarks in Section 4.

2 A Vision-Based Path Planning Algorithm

In this section we propose a MM-based path planning algorithm. First, a map
that separates obstacles from free-space is obtained, as shown below:

� This work has been supported by the Spanish MCYT, project DPI200204434C0401
and by the Generalitat Valenciana, projects GV04B685,GV04B634.
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1. Apply a Gaussian smoothing to the original image.
2. Create a set of symbols for each pixel (from the gradient and the variance).
3. Merge the results by means of the creation of a new image, where lower in-

tensity pixels represent a higher probability of being classified as an obstacle.
4. Binarize the image.
5. Repeat the following steps:

– Implement a morphological dilation (3 × 3 square structuring element).
– Change black tones to a grey tone, with increasing intensity.

6. Obtain a map where higher intensity pixels constitute obstacle-free zones.

As soon as this map is obtained, the algorithm chooses the pixel with the
lowest probability of collision in a 3 × 3 neighborhood. Hence, the selection of
the next pixel in the path will be completed by using a normalized weight wi

which ensures that the new pixel has the lowest probability of collision:

wi = exp{a ∗ (distold − distnew)} . (1)

where distold is the Euclidean distance from the current pixel to the destina-
tion one, distnew is the Euclidean distance from the selected new pixel to the
destination one and a is a real constant, so that 0 ≤ a ≤ 1.

As a consequence, the robot will move to the pixel with the highest weight
wi; this operation will be repeated until it arrives to the destination or there is
some failure due to a collision with non-detected obstacles. Therefore, factor a
provides the best weights wi to complete the path planning task.

3 Experimentation

Let us consider now the results of some experiments for our model. First, Fig. 1
(a) shows a world created for the robot to wander throughout it and Fig. 1 (b)
shows the resulting map after the initial processing method.

(a) (b)

Fig. 1. The environment for path planning: (a) World 1 (b) A morphological map

From this map, a path is followed after estimating the weights wi; in addition,
factor a should be defined. In Fig. 2 some example paths (where factor a varies
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(a) (b) (c)

Fig. 2. Some paths followed in the environment: (a) a = 1.0 (b) a = 0.1 (c) a = 0.05

from 0.05 to 1.0) are shown. Note that ‘i’ refers to the initial point of the path,
and ‘f ’ indicates the final point of the path.

From these examples, if a has a high value (Fig. 2 (a)), the algorithm will
select a path that easily reaches the destination point, although it is not collision-
free. On the contrary, when a has a low value (Fig. 2 (c)), the robot may stop
before completing its task, since it is preferred not to move close to the obstacles.
As a consequence, a has a better behavior when the robot follows a semi-optimal
path that keeps it away from collision (in this example, a = 0.1, see Fig. 2 (b)).
Nevertheless, the choice of an appropriate factor will depend mainly on the map
of the environment resulting from the initial method.

4 Conclusions

The research work in this paper aims to address the path planning problem
and contribute to the development of practical planning systems. Throughout
the document, we have developed a vision-based algorithm for the generation
of a map in unknown environments using MM operations. The experimentation
shows that the main goals of our research task have been accomplished. As a
future work, we found it necessary to consider a real robot system that make
possible a more accurate designing method so that the robot internal hardware
and software could be efficiently implemented.
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Abstract. We present an example-based learning approach for detecting a 
partially occluded human face in a scene provided by a camera of Automated 
Teller Machine (ATM) in a bank. Gradient mapping in scale space is applied on 
an original image, providing human face representation robust to illumination 
variance. Detection of the partially occluded face, which can be used in 
characterization of suspicious ATM users, is then performed based on Support 
Vector Machine (SVM) method. Experimental results show that a high 
detection rate over 95% is achieved in image samples acquired from in-use 
ATM. 

1   Introduction 

The need for the video surveillance system which can distinguish the suspicious users 
from normal users only by users’ face images has been raised up for ATM 
application. If ordinary face detection algorithms are used in the  application, it will 
have high possibility that both the normal face and the face with sunglasses, the mask, 
and/or the muffler, i.e. the partially occluded face are detected as the normal face. 
There are several issues to solve this problem and make the surveillance function 
feasible for the ATM. One is illumination variation. The illumination environment 
which encompasses ATM varies time to time, and place to place, because normally 
ATM is located toward a window or a road. The surveillance system may 
misconceive the normal face taken in a back light condition as the partially occluded 
face and generate a false alarm. Another problem is computational load. The 
surveillance system in ATM usually uses a personal computer inside of the ATM. 
This computer can share its computing power only when it is not working on 
transactional activity. This fact regulates the time limitation for the surveillance 
system to detect the occluded face within few hundred milliseconds, from ATM-card-
in signal to first transactional key input. The key factor to solve the problem is 
reduction of classification processing time.  
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In the paper, we introduce the noble SVM based classification algorithm which 
specifically distinguishes the partially occluded face from the normal face or non 
facial images. It overcomes the illumination variation problem by adopting 
illumination robust representation method such as gradient map represented in scale 
space. In addition, we use Principle Component Analysis (PCA) method to reduce 
computational burden for the classification. Consequently, the system is able to detect 
the partially occluded face in real time and in various illumination conditions.  

2   System Framework 

The flow diagram of the surveillance system for ATM using occluded face detection 
technology is shown in Fig. 1.  

 

Fig. 1. Flow diagram for the proposed system. The left upper diagram describes training flow 
and the right diagram describes detection flow 

Since the surveillance system for ATM should endure large illumination variance 
and the edge representation is known to be robust to the illumination variation, we 
developed a gradient map method for face representation. The gradient map is 
obtained by gradient operators, which are defined as follows [1][2][3]. However, the 
drawback still exists. The illumination variation against the occluded face with 
sunglasses in the gradient map is larger than that in the intensity image, because the 
characteristic of the gradient map is discrete, not continuous. This is why we 
introduced another representation method in addition to the gradient map. The 
representation in scale space is known to be making smoother and abstractive 
expression of the image. Especially the smoothing effect of the gradient map image 
represented in scale space is greater than that of intensity image. In addition, the  
gradient mapped face image in scale space is even more robust to illumination 
change. Once the full face is presented in the gradient map in scale space, we 
separated the face image into two parts; i.e. an upper part and a lower part. To extract 
the feature from the separated images, PCA has been used because of its simplicity 
and efficiency [4]. The central idea of PCA is to find a low dimensional subspace 
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which captures most of image variation and therefore allows the best least square 
approximation. After obtaining the PCA features, we constructed the SVM training 
set.  SVM implicitly maps the data into a dot product space via a nonlinear mapping 
function. Thus SVM learns a hyper-plane which separates the data by a large margin. 
We included position, scale and rotation varying images of the occluded face in the 
training image set.  

3   Experiment Results 

The proposed system was tested in two databases. One is Purdue University’s AR DB 
[5] and the other is SAIT DB which is obtained from the real ATM environment 
allowing natural illumination change. Two criteria are selected for performance 
measure; i.e. a detection rate and a false alarm rate. The detection rate is the ratio of 
the positively-detected occluded faces over total occluded faces. The false alarm rate 
is the ratio of falsely-detected occluded faces over positively-detected occluded faces.  

3.1   Results in AR DB 

AR DB is the image database obtained from the restricted indoor environment where 
the light condition is controlled and the pose is fixed. 1560 frontal face images were 
used in the training for both the face region detection SVM and the classification 
SVM. Table I shows the performance of the system in AR DB. Table 1  is the 
experiment result when the trained images are used for the test and Table 2 is the 
experiment result when the untrained 636 images are used for the test. 

Table 1. Experiment results in AR DB when the trained images are used for occluded face 
detection  

 Detection rate False alarm rate 
Upper part 99.21 % 0.41 % 
Lower part 99.41 % 0.12 % 

Table 2. Experiment results in AR DB when the untrained images are used for occluded face 
detection  

 Detection rate False alarm rate 
Upper part 97.28 % 1.2 % 
Lower part 97.96 % 0.41 % 

3.2   Results in SAIT DB 

In order to confirm whether the proposed system can be commercialized, the system 
was tested in SAIT DB. Totally 4819 images were collected for both the face region 
detection SVM training and the classification SVM training. Table 3 and Table 4 
show the performance of the system in SAIT DB. Table 3 is the experiment result 
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when the trained images are used for the test and Table 4 is the experimental result 
when the untrained 1500 images are used for the test. 

Table 3. Experiment results in SAIT DB when the trained images are used for occluded face 
detection 

 Detection rate False alarm rate 
Upper part 98.99 % 0.10 % 
Lower part 98.56 % 0.44 % 

Table 4. Experiment results in SAIT DB when the untrained images are used for occluded face 
detection  

 Detection rate False alarm rate 
Upper part 95.50 % 1.08 % 
Lower part 96.20 % 2.76 % 

4   Conclusion 

We proposed an occluded face detection method based on a noble face representation 
that can reasonably work for the application requiring high illumination variance 
robustness and short computation time. This system could be improved further in 
several aspects based on field observations. One is high false alarm rate of the mask, 
compared with the muffler or the sunglasses. This happens because the training 
patterns of the mask are simple and often cause imprecise localization. The other 
problem is the high reflective sunglasses case. Sometimes the eye-like pattern appears 
on the high reflective sunglasses which the system misconceives as real eyes. In 
commercialization process, decreasing the threshold value for SVM classifiers can 
deal successfully with this problem. However, the training patterns that cover more 
field cases and more reliable representation method for complex patterns will lead 
better detecting performance. 
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Abstract. Colour, shape, geometry, contrast, irregularity and rough-
ness of the visual appearance of vocal cords are the main visual features
used by a physician to diagnose laryngeal diseases. This type of exami-
nation is rather subjective and to a great extent depends on physician’s
experience. A decision support system for automated analysis of vocal
cord images, created exploiting numerous vocal cord images can be a
valuable tool enabling increased reliability of the analysis, and decreased
intra- and inter-observer variability. This paper is concerned with such
a system for analysis of vocal cord images. Colour, texture, and geomet-
rical features are used to extract relevant information. A committee of
artificial neural networks is then employed for performing the catego-
rization of vocal cord images into healthy, diffuse, and nodular classes.
A correct classification rate of over 93% was obtained when testing the
system on 785 vocal cord images.

1 Introduction

The diagnostic procedure of laryngeal diseases is based on visualization of the
larynx, by performing indirect or direct laryngoscopy. A physician then identifies
and evaluates colour, shape, geometry, contrast, irregularity and roughness of the
visual appearance of vocal cords. This type of examination is rather subjective
and to a great extent depends on physician’s experience. Objective measures of
these features would be very helpful for assuring objective analysis of images of
laryngeal diseases and creating systematic databases for education, research, and
everyday life decision support purposes. In addition to the data obtained from
one particular patient, information from many previous patients—experience—
plays also a very important role in the decision making process. Moreover, the
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physician interpreting the available data from a particular patient may have a
limited knowledge and experience in analysis of the data. In such a situation,
a decision support system for automated analysis and interpretation of medical
data is of great value. Recent developments in this area have shown that physi-
cians benefit from the advise of decision support systems in terms of increased
reliability of the analysis, decreased intra- and inter-observer variability [12].

This paper, is concerned with an approach to automated analysis of vocal
cord images aiming to categorize diseases of vocal cords. We treat the problem
as a pattern recognition task. To obtain an informative representation of a vocal
cord image that is further processed by a pattern classifier, a set of texture,
colour, and geometrical features are used. The choice of the feature types was
based on the type of information used by the physician when analyzing images
of vocal cords.

A very few attempts have been made to develop computer-aided systems for
analyzing vocal cord images. In [9], a system for automated categorization of
manually marked suspect lesions into healthy and diseased classes is presented.
The categorization is based on textural features extracted from co-occurrence
matrices computed from manually marked areas of vocal cord images. A correct
classification rate of 81.4% was observed when testing the system on a very small
set of 35 images.

2 Data

Vocal cord images were acquired during routine direct microlaryngoscopy em-
ploying a Moller-Wedel Universa 300 surgical microscope. A 3-CCD Elmo colour
video camera of 768 × 576 pixels was used to record the laryngeal images. This
study uses a set of 785 laryngeal images recorded at the Department of Otolaryn-
gology, Kaunas University of Medicine during the period from October 2002 to
December 2003. The internet based archive—database—of laryngeal images is
continuously updated.

2.1 Ground Truth

We used a ”ground truth” taken from the clinical routine evaluation of patients. A
rather common, clinically discriminative group of laryngeal diseases was chosen
for the analysis i.e. mass lesions of vocal cords. Visual signs of vocal cord mass
lesions (colour, shape, surface, margins, size, localization) are rather typical,
clinically evident and descriptive.

Mass lesions of vocal cords could be categorized into six classes namely, poly-
pus, papillomata, carcinoma, cysts, keratosis, and nodules. This categorization is
based on clinical signs and a histological structure of the mass lesions of vocal
cords. In this initial study, the first task was to differentiate between the healthy
(normal) class and pathological classes and then, differentiate among the classes
of vocal cord mass lesions. We distinguish two groups of mass lesions of vocal
cords i.e. nodular—nodules, polyps, and cysts—and diffuse—papillomata, ker-
atosis, and carcinoma—lesions. Thus, including the healthy class, we have to
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Fig. 1. Images from the nodular (left), diffuse (middle), and healthy (right) classes

distinguish between three classes of images. Categorization into the aforemen-
tion six classes will be the subject-matter of further research. Amongst the 785
images available, there are 49 images from the healthy class, 406 from the nodu-
lar class, and 330 from the diffuse class. It is worth noting that due to the large
variety of appearance of vocal cords, the classification task is difficult even for a
trained physician. Fig. 1 presents characteristic examples from the three decision
classes considered, namely, nodular, diffuse, and healthy.

3 The Approach

To obtain a concise and informative representation of a vocal cord image that is
further categorized by a pattern classifier, a set of texture, colour, and geometri-
cal features is used. A committee of artificial neural network serves as a pattern
classifier categorizing the obtained representation of a vocal cord image.

3.1 Colour Features

Since we measure distances in a colour space, we use an approximately uniform
L∗a∗b∗ colour space for representing colours. The Euclidean distance measure
can be used to measure the distance (∆E) between the two points representing
the colours in the colour space:

∆E = [(∆L∗)2 + (∆a∗)2 + (∆b∗)2]1/2 (1)

We characterize the colour content of an image by the probability distribution
of the colour represented by the 3-D colour histogram of N = 4096 (16×16×16)
bins and consider the histogram as a random N -vector. Most of bins of the
histograms were empty or almost empty. Therefore, to reduce the number of
components of the N-vector, the histograms built for a set of training images were
summed up and the N -vector components corresponding to the bins containing
less than Nα hits in the summed histogram were left aside. Hereby, when using
Nα = 10 we were left with 491 bins. To obtain an even more compact description
of the histogram, the N -vector is projected onto a set of basis vectors and only
first K � N projection coefficients are used in the description. A metric taking
into account the underlying properties of the colour space is used to calculate
the basis vectors. To define the underlying properties of the colour space, we use
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a symmetric, positive definite matrix A = [aij ], characterizing the colour-based
similarity of histogram bins. The entry aij expressing the similarity between
colours of bins i and j—the mean points of the bins—is given by

aij = 1 − (dij/dmax)β (2)

where dij is the Euclidean distance between the colour i and j, given by Eq. (1)
and β is a constant. To be able to exploit the matrix A for the calculation of the
basis vectors, the matrix is factored into A = UT U and the set of basis vectors
used to extract colour features is then obtained in the following way [13].

First, having a set of vocal cord images, the eigenvectors ψk of the matrix
ΣA = E(UhChT

CUT ), where hC is the histogram N -vector and E(.) stands for
the expectation, are computed. The basis vectors ϕk are then given by ϕk =
U−1ψk and the kth colour feature ξCk is computed as

ξCk = hT
CAϕk (3)

Using only the first KC basis vectors a histogram vector hC is approximated
by ̂hC =

∑KC

k=1 ξCkϕk.

3.2 Extracting Texture Features

There are many ways to describe image texture. Gabor [1] as well as wavelet [14]
based filtering, Markov random fields, co-occurrence matrices [8], run length ma-
trices [7], and autoregressive modelling [10] are the most prominent approaches
used to extract textural features. The multi-channel two-dimensional Gabor fil-
tering, co-occurrence matrices, run length matrices, and the singular value de-
composition (SVD) are the approaches employed to extract texture features in
this work.

An image z(x, y)—L∗(x, y), a∗(x, y), or b∗(x, y)—filtered by a Gabor filter of
frequency f and orientation θ is given by

zgf,θ(x, y) = FFT−1[Z(u, v), Gf,θ(u, v)] (4)

where FFT−1 is the fast inverse Fourier transform, Z(u, v) is the Fourier transform
of the image z(x, y), and Gf,θ(u, v) stands for the Fourier transform of the Gabor
filter gf,θ(x, y). Using the three filtered components zLgf,θ(x, y), zagf,θ(x, y), and
zbgf,θ(x, y), an average filtered image

zgf,θ(x, y) = [zLgf,θ(x, y) + zagf,θ(x, y) + zbgf,θ(x, y)]/3 (5)

is then obtained and a 40-bin histogram of the image zgf,θ is calculated. Thus,
having Nf frequencies and Nθ orientations, Nf × Nθ of such histograms are
obtained from one vocal cord image. The first two bins and the bins correspond-
ing to those containing less than Nβ hits in the histogram accumulating all the
training images are left aside. The remaining bins are concatenated into one long
vector hG. The kth Gabor feature ξGk is then computed as

ξGk = hT
Gϑk (6)
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where ϑk is the eigenvector corresponding to the kth largest eigenvalue of the
correlation matrix E(hGhT

G) estimated from the training set of vocal cord im-
ages. Only the first KG Gabor features are utilized. We used Nβ = 1000 in this
study.

To extract the SVD based features, the three image bands L∗, a∗, and b∗

are concatenated into a matrix of 3V × H size, where V and H is the image
size in the vertical and horizontal direction, respectively. The kth SVD based
feature ξSk is then given by the kth singular value of the matrix. Only the first
KS singular values have been utilized in this study.

In the co-occurrence matrix based approach, we utilized the 14 well known
Haralick’s coefficients [8] as a feature set. The coefficients were calculated from
the average co-occurrence matrix obtained by averaging the matrices calculated
for 0◦, 45◦, 90◦, and 135◦ directions. The matrices were computed for one, ex-
perimentally selected, distance parameter. Seven features, short-run emphasis,
long-run emphasis, grey-level non-uniformity, run-length non-uniformity, run per-
centage, low grey level run emphasis, and high grey level run emphasis [7] have
been extracted based on the run-length matrices. Since red colour dominates in
the vocal cord images, the a∗(x, y) (red-green) image component has been em-
ployed for extracting the co-occurrence and run-length matrices based features.

  

Fig. 2. Vocal cord images coming from the nodular (left) and the healthy (right) classes

along with two lines used to calculate the geometrical feature ξG1

3.3 Geometrical Features

Currently we use only two geometrical features, which are mainly targeted for
discriminating the healthy class from the other two. To extract one of the fea-
tures, a vocal cord image is first segmented into a set of homogenous regions.
Two lines, ascending in the left-hand part and descending in the right-hand part
of the image are then drawn in such a way as to maximize the number of seg-
mentation boundary points intersecting the lines. Fig. 2 presents two examples
of the segmentation boundaries found and the two lines drawn according to the
determined directions. The first geometrical feature ξG1 is then given by the sum
of the squared number of the boundary points intersecting the two lines. The
second geometrical feature ξG2 is obtained in the same way, except that colour
edge points are utilized instead of the segmentation boundary points.
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We segment vocal cord images by applying the mean shift procedure [4] in
the concatenated 5-dimensional spatial-range space. There are two dimensions—
x, y—in the spatial and three—L∗a∗b∗—in the range space.

3.4 Pattern Classifier

Three alternatives have been investigated in this work for classifying vocal cord
images, namely the k nearest neighbour (k − NN) rule, a committee of neural
networks and a committee of committees of networks. We used the k − NN
classifier as a basic classifier, since it is known that provided k → ∞ and k/n → 0,
where n is the number of samples, the expected error probability of the k−NN
rule approaches the Bayes error probability [5]. In this work, the Euclidean
distance measure has been utilized and the number of the nearest neighbours
k providing the best performance was determined experimentally. The rationale
behind using the committee of committees structure is as follows.

Numerous previous works on classification committees have demonstrated
that an efficient committee should consist of networks that are not only very
accurate, but also diverse in the sense that the network errors occur in different
regions of the input space [15]. Manipulating training data set [16, 17], employing
different subsets of variables and different architectures are the most popular ap-
proaches used to achieve the diversity of networks. In this work, three techniques,
namely, manipulating training data set, training from different initial weights,
and employing different subsets of input variables are jointly used for achieving
the diversity. To build a neural classifier, usually a neural network is trained
several times using different initial weights and only the network providing the
best performance is utilized. Instead of leaving aside all the other outcomes, we
aggregate them into a committee. To build different committees, we manipulate
training data set and input variables. Thus the committee of networks exploits
the diversity of the different training outcomes, while a committee of commit-
tees benefits from the diversity due to the use of different training sets and input
variables.

L-fold training data set partitioning, Bootstrapping [2], AdaBoosting [6],
Pasting Votes [3] are the most prominent techniques used for manipulating train-
ing data set. In this work, we resorted to the simple L-fold random data set par-
titioning into training and test sets. We used a single hidden layer perceptron as
a committee member with the number of hidden nodes found by cross-validation.

A variety of schemes have been proposed for combining multiple neural net-
works into a committee [18]. In this study, we employed two simple aggregation
approaches, namely, the weighted averaging and the majority voting rule. The
aggregation weights for weighted averaging approach were obtained based on the
classification accuracy estimated on the training set. Let us assume that pi is
the correct classification rate of the ith network. The aggregation weight wi is
then given by wi = pγ

i , with γ being a parameter. The same combination rules
have been applied for both committees and committees of committees.
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4 Experimental Investigations

After some experiments, we have chosen to use Nf = 7 frequencies and Nθ = 6
orientations for extracting Gabor features. The distance parameter d used to
calculate co-occurrence matrices was found to be d = 5. Values of the parameter
γ used to calculate the aggregation weights ranged from 10 to 15, being larger
for larger committees. Since we used I = 13 different initializations, such was the
committee size. The size of the committee of committees was specific for each
input pattern x analyzed. To classify x, all the committees that have not used
the x in their training sets were aggregated. In all the tests, we have used 100
different random ways to partition the data set into Training–Dl and Test–Dt

sets. Thus, 100 different committees were build for a particular feature set. The
cross-validation experiments performed have shown that 11 hidden nodes was
the appropriate network size for all the feature sets tested.

The mean values and standard deviations of the test set correct classification
rate presented in this paper for the k − NN classifier and the committee of
networks were calculated based on those 100 trials. Ten trials have been used to
estimate those statistics for the committee of committees case. Out of the 785
images available, 650 images were assigned to the set Dl and 135 to the test
set Dt. We used the Bayesian inference technique to train neural networks [11].
Although training of the system is rather time consuming, the computational
complexity in the operation mode is not high, since usually only one image needs
to be processed at a time.

4.1 Classification Results

Table 1 summarizes the test data set correct classification rate obtained using
different classifiers and single types of features. In the parentheses, the standard
deviation of the correct classification rate is provided. In the table, ”Classifier”
stands for the type of classifier, ”Features” for the feature set used, and ”Com-
mittees” means committee of committees. Numbers in the parentheses next to
the denotations of the feature sets stand for the size of the feature sets. In all
the tests, the results of which are presented in Table 1, the majority voting
aggregation rule has been applied.

The upper part of Table 1 is for the case when first nine colour, Gabor and
SVD features were used. This approximate number was determined using a single
neural network. No significant reduction in classification error rate was observed
when using larger number of those features. Observe, that the first nine features
of the aforementioned types have been employed. All the co-occurrence and run
length matrices based features have been utilized in this test.

The middle part of Table 1 presents the results obtained using features se-
lected by the k − NN classifier. The sequential forward selection procedure has
been utilized to select the features. The procedure starts with one feature and
adds one feature at a time—the one providing the highest increase in correct
classification rate. All the co-occurrence and run length matrices based features
and the first 25 features of the remaining types were involved in the selection
procedure. The feature subset chosen was that providing the highest correct clas-
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Table 1. The average test data set correct classification rate for different classifiers

and feature sets

N# Features\Classifier k − NN Committee Committees

1. Colour (9) 70.32 (3.25) 84.07 (2.71) 87.77 (1.10)
2. Co-occurrence (14) 67.39 (3.38) 79.85 (2.84) 82.93 (0.84)
3. Gabor (9) 64.33 (3.35) 71.64 (3.22) 75.29 (0.96)
4. Run Length (7) 54.39 (3.98) 60.41 (3.03) 62.68 (0.76)
5. SVD (9) 60.64 (4.29) 65.11 (3.27) 68.54 (0.87)

6. Colour (14) 80.25 (3.39) 87.50 (2.25) 90.06(0.79)
7. Co-occurrence (9) 71.72 (2.86) 78.32 (2.64) 80.76 (0.88)
8. Gabor (14) 69.17 (3.28) 74.43 (2.79) 78.73 (0.69)
9. Run Length (2) 58.09 (4.23) 56.59 (3.42) 58.22 (0.87)
10. SVD (11) 65.48 (4.04) 64.55 (3.08) 68.28 (1.16)

11. Colour (8) + Gabor (6) + Geom (2) 75.92 (3.28) 88.36 (2.70) 90.96 (1.10)
12. Colour (14) + Gabor (8) + Geom (2) 84.33 (3.49) 88.56 (2.55) 90.57 (0.95)
13. Colour (14) + Gabor (6) 82.68 (3.46) 87.83 (2.54) 90.83 (0.68)
14. Colour (15) + Co-oc (5) + Geom (2) 83.31 (3.49) 89.29 (2.13) 90.83 (0.94)
15. All (14+3+4+2+3+2=28) 85.61 (3.02) 89.34 (2.01) 91.97 (0.70)

sification rate. If several subsets exhibited approximately the same performance,
the smallest one was chosen.

The lower part of Table 1 presents classification results obtained when simul-
taneously utilizing features of the different types for training neural networks or
calculating the distance in the k − NN classifier. The first 8 colour, 6 Gabor,
and 2 geometrical features were utilized in alternative N# 11. For the other al-
ternatives, 12-15, the features were selected using the k−NN classifier. The first
25 colour, the first 25 Gabor and the geometrical features have been utilized to
select features for alternative N# 12. The only difference between alternatives
N# 12 and N# 13 is that the geometrical features were excluded from the set of
available features in the latter case. In alternative N# 14, all the co-occurrence
matrix based features were used instead of the Gabor ones. In the last case, the
selection was made amongst the first 25 colour, 25 Gabor, 25 SVD and all fea-
tures of the other types. There were selected 14 colour, 3 co-occurrence 4 Gabor,
2 run length, 3 SVD, and 2 geometrical features in this test.

As it can be seen from Table 1, when used alone, the colour features provided
the highest correct classification rate amongst all the types of features tested.
The co-occurrence matrix based features clearly outperformed the other types
of texture features. The k − NN classifier was much more sensitive to feature
selection results than a committee or a committee of committees. The classifier
specific feature selection improved the performance of the k−NN classifier con-
siderably. Though the colour features possess the largest discrimination power,
the texture features also contribute to reducing the classification error. The geo-
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Table 2. The average test data set correct classification rate obtained when combining

committees trained on different feature types

Rule\N# 1-2 1-3 1-5 1-5, 11, 12 11, 12, 14

Voting 88.28 (0.97) 88.54 (1.03) 88.66 (1.00) 92.23 (0.65) 92.36 (0.57)
Average 88.54 (0.52) 88.66 (0.65) 88.92 (0.64) 93.12 (0.72) 92.23 (0.45)

metrical features increase the correct classification rate even further, mainly due
to an improved differentiation between the healthy and the other classes. Fig. 2
illustrates the position of two lines found when calculating ξG1 for the images
coming from the nodular and healthy classes. As it can be seen from Fig. 2, the
lines are quite well aligned with the cord edges, in the healthy class case.

Table 2 presents the average test data set correct classification rate obtained
when combining committees trained on different feature types. As it can be seen
from Table 2, combining committees trained on various sets of input variables
enables further boosting of the classification accuracy. Two aggregation alterna-
tives are considered in this test, namely, the majority voting and weighted aver-
aging. The weighted averaging aggregation approach provided a slightly higher
correct classification rate. Bearing in mind the high similarity of the decision
classes, the obtained over 93% correct classification rate is rather encouraging.

5 Conclusions

This paper is concerned with an automated analysis of vocal cord images aiming
to categorize the images into the healthy, nodular, and diffuse classes. To obtain a
comprehensive representation of the images, features of various types concerning
image colour, texture, and pattern geometry are extracted. The representation
is then further analyzed by a pattern classifier performing the categorization.
Amongst the four alternatives tested for extracting texture features, namely
the co-occurrence matrices, Gabor filtering, singular value decomposition, and
the run length matrices, the texture features obtained from the co-occurrence
matrices proved to be the most discriminative ones. As expected, when used
alone, the colour features provided the highest correct classification rate amongst
all the types of features tested.

The k nearest neighbour (k − NN) rule, a committee of neural networks
and a committee of committees of networks have been employed for solving the
classification task. The k − NN classifier was much more sensitive to feature
selection results than a committee or a committee of committees. A committee
of committees trained on various sets of input variables proved to be the most
accurate classification scheme. Three techniques, namely, manipulating training
data set, training from different initial weights, and employing different subsets
of input variables were jointly used for obtaining diverse networks aggregated
into a committee of committees. A correct classification rate of over 93% was
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obtained when classifying a set of unseen images into the aforementioned three
classes. Bearing in mind the high similarity of the decision classes, the correct
classification rate obtained is rather encouraging.
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1   Introduction 

A lot of printed documents and books has been published and saved as a form of 
images in digital libraries. Searching for a specified query word on document images 
is a challenging problem. The OCR software helps the images to be converted to the 
machine readable documents to search a full context [1]. Another approach [1, 2] is 
image-based one, in which both the document images and word information are saved 
in a database. The searching procedure is accomplished through comparing the fea-
tures of query word image with the word images extracted from document images in 
the database. In this paper, we propose an accurate and fast keyword spotting system 
for searching user-specified keyword in Hangul document images by a two-level 
image-to-image matching method. 

2   Proposed System 

The character segmentation is based on projection analysis, constrained by the prior 
knowledge. The bounding box of Hangul character usually has a shape of square, and 
the width of the box is nearly invariant. From this prior knowledge, we estimate the 
number of characters in a word image by the value of the width of the image divided 
by the height.  

Query

Generated 

query 

image

Part of the docum ent im age

 

Fig. 1. User interface for the the proposed system 
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The query word image is generated by the system in a font appearing most fre-
quently in the document images. Whenever the user types a character, the system 
creates a character image.  

We normalize a character image into 32×32 size before extracting the features. 
Three types of features are applied in the paper. First, to use a mesh feature we define 
a N×M mesh grid. The element of feature is the number of black pixels in each mesh 
grid. Second, the four profiles are obtained by counting the white pixels in the four 
directions-rightward, downward, leftward and upward respectively, until the black 
pixels are encountered. Each profile is represented as an one-dimensional array with 
32 values. By averaging the 32 values, a 4-dimensional feature set is obtained. Third, 
we calculate the wavelet coefficients by using a standard two-dimensional Harr wave-
let in a 5-level decomposition. Since the coefficient which has large absolute value 
are more significant in representing the image, we calculate the index and the value of 
coefficients in descending order of the absolute value, and use these as the feature of 
the character image.  

In a matching procedure we compare a character of a query image with one of a 
word image in a database. Two characters are considered as similar when the distance 
(Manhattan distance) between the two is lower than a character threshold value and 
then the next pair of characters is compared in the same manner. Finally, we deter-
mine two images as a similar pair when the mean of the character feature vectors' 
distance is lower than a word threshold. 

To speed up, we use two-level matching strategy. In the 1st matching level, the fea-
ture vector should be selected to raise the recall rate and speed. To increase the speed, 
a low dimensional feature is used. In the 2nd matching level, the system should get the 
high recall and precision rate even though the speed is lower than that of the first 
stage. We use the high dimensional feature vector to raise the recall and precision 
rate, while preserving the searching speed. 

3   Experimental Result 

For the experiment 8 document images are downloaded from the website of Korea 
Information Science Society [3] and the font size of a character is 8 or 10 in the docu-
ment images which were scanned at 300 DPI. We distill only the Hangul word images 
out of the document images to get the 1600 experiment word images. 30 query images 
are used. We implemented the proposed system using a Visual C++ programming 
language on a Pentium-4 2.80GHz PC. 

To analysis the performance of the system using the 4, 8, 16, and 30-dimensional 
feature vectors extracted from mesh, profile, and wavelet in each dimension, we ob-
served the recall and precision rate with the growing of a threshold value. 

The system has higher precision rate and speed where the profile feature is used in 
each low dimension. With using 30-dimensional mesh feature, the proposed system 
gets higher recall and precision rate, and searches more 27,000 words than using 32-
dimensional profile feature. Hence we select the low dimensional profile features and 
30-dimensional mesh feature for the 1st and 2nd matching stage respectively.  
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Table 1 shows the performance of using combinations of low dimensional profile 
feature and 30-dimensional mesh feature. We used the 4-dimensional profile and 30-
dimensional mesh features for the proposed system. 

Table 1. Performance of various combinations of features 

Combination 
The 1st stage The 2nd stage 

Recall  
(%) 

Precision 
(%) 

Speed  
( words / second ) 

4D profile 89.69 89.84 519,951 
8D profile 89.86 89.71 467,673 
16D profile 

 
30D mesh 

90.02 90.16 447,640 

22 character segmentation errors occur among 1600 word images (accurate rate of 
98.56%). There are two types of errors in the searching stage: False Acceptance Ra-
tio(FAR) and False Rejection Ratio(FRR) which are 0.13(63/47379)% and 
10.31(64/621)% respectively. FRR is depending on font styles and pixels whose in-
formation is changed, and FAR is caused in the case that the feature can't represent 
the difference of two images. 

4   Conclusion 

We have proposed a system that provides better performance than those of conven-
tional keyword spotting systems on Hangul document images. The proposed system 
has a recall rate of 89.69%, a precision rate of 89.84% and a searching speed of 
519,951 words a second. The experimental results show that the proposed system 
provides better performance than that of conventional keyword spotting systems on 
Hangul document images.  

Acknowledgement 

This research was supported by the Program for the Training of Graduate Students in 
Regional Innovation which was conducted by the Ministry of Commerce, Industry 
and Energy of the Korean Government.  

References 

[1] Doermann, D.: The indexing and retrieval of document images: a survey, Computer Vision 
and Image Understanding, vol. 70, no. 3, pp. 287-298, 1998. 

[2] Oh, I.S., Choi, Y.S., Yang, J.H., and Kim, S.H.: A keyword spotting system of korean 
document images, Proc. 5th International Conference on Asian Digital Libraries, Singa-
pore, p. 530, Dec. 2002. 

[3] http://www.kiss.or.kr/ 



 

M. Ali and F. Esposito (Eds.): IEA/AIE 2005, LNAI 3533, pp. 82 – 84, 2005. 
© Springer-Verlag Berlin Heidelberg 2005 

Robust Character Segmentation System 
for Korean Printed Postal Images 

Sung-Kun Jang1, Jung-Hwan Shin1, Hyun-Hwa Oh2, 
Seung-Ick Jang3, and Sung-Il Chien1 

1 School of Electronic and Electrical Engineering, Kyungpook National University, 
Daegu, 702-701 South Korea 

{skjang, jhshin, sichien}@ee.knu.ac.kr 
2 Samsung Advanced Institute of Technology, Yongin, 449-901 South Korea 

hyunhwa.oh@samsung.com 
3 Electronics and Telecommunications Research Institute, Daejon, 305-350 South Korea 

sijang@etri.re.kr 

Abstract. This paper proposes a character segmentation system for Korean 
printed postal images. The proposed method is composed of two main proc-
esses, which are robust skew correction and character segmentation. Experi-
mental results on real postal images show that the proposed system effectively 
segments characters to be suitable for the input of OCR system. 

Keywords: Postal automation system, character segmentation, skew correction, 
character components. 

1   Introduction 

The development of electronic business, which uses more efficient and cost-effective 
forms of communications, has contributed to creating a more paperless society. In 
fact, everyday physical post letter is largely being replaced by electronic mail. Con-
trary to our expectations, the number of postal matters is rising steadily due to adver-
tising matters, bills, etc., and most of them are printed by machine for reasons for the 
convenience of users. In order to cope effectively with the increase of postal matters, 
many researches are focused on address image recognition system for postal automa-
tion system [1]. The postal automation system includes five main modules: destina-
tion address block location, text line separation, character segmentation, character 
recognition, and finally address interpretation. Specifically, the performance of char-
acter segmentation significantly affects the accuracy of character recognition. 

Character segmentation for Korean printed image [2-4] is complex due to the 
inherent feature of the Korean character, which represents a syllable and has a 2-
dimensional composition of one or more consonants and a vowel, which is horizontal, 
vertical, or their composite. Unlike the document image, postal image is difficult to 
segment characters from character strings due to a variety of fonts and their sizes. 
Furthermore, in the up-to-date fashion of Korean fonts, the composites of a vowel and 
consonants are densely formed to meet the aesthetical demand. This trend causes the 
appearance of touching patterns and makes it difficult to segment characters. And, it 
is quite probable that the envelope may be misaligned during the scanning process. 
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Such skew may cause problems in subsequent procedures of character segmentation 
and character recognition. Therefore, robust skew correction algorithm is proposed 
for better character segmentation. 

2   Character Segmentation System 

In this paper, a robust character segmentation system to extract Korean characters 
from a skewed postal image is proposed. The proposed system is composed of two 
main modules for skew correction and character segmentation (see Figure 1). In pri-
mary skew correction, in order to see the direction of character strings in a skewed 
input image, two or more adjacent characters in the identical character string are 
merged and resulted in a region by the horizontal dithering. To determine a major 
skew angle, we form an accumulator array. For the skew angle of each region, the 
relevant elements of the accumulator array are incremented by the weighted value 
with respect to the size of the region. The peak-valued element in the accumulator 
array is averaged and that value corresponds to the major rotation angle of the input 
image. After applying the primary skew correction, the secondary skew correction is 
needed. To estimate a correct skew angle in case the adjacent character strings are 
osculated, the skew angle estimation method based on the base line of a character 
string is found to be more robust. In addition, the skew angle is calculated by the 
same procedure used for the primary skew correction. Then, the character strings, 
which are enclosed by rectangles, are segmented using connected component analysis 
and horizontal projection profile.  

To ensure the robust performance of a character segmentation system, two steps of 
operation are employed. First, character components are extracted from the character 
strings in the skew-corrected image by using connected component analysis and verti-
cal adjacency analysis. The character components of Korean fonts are classified into 
two types, which are over-segmented character, such as a consonant, a vowel, a part 
of a consonant or vowel, and character itself, such as a digit or Korean character. 
Then, the character components are merged into reasonable characters by the pro-
posed character-component merging algorithm. In the proposed algorithm, many 
merging-path candidates, which are possible combinations of the character compo-
nents using shape information of characters and a digit recognizer based on multilayer 
perceptron (MLP) [5], are evaluated and then character candidates are determined by 
selecting eight best merging-paths according to the evaluated merging score. 

Character Segmentation System

Primary skew 
correction

Skewed postal image

Secondary 
skew correction

Character component 
extraction

Character-component
merging algorithm

Character 
candidates

Skew correction module

Character segmentation module

 

Fig. 1. The structure of character segmentation system 
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3   Experimental Results and Conclusions 

To evaluate the performance of the proposed character segmentation system, five 
hundred postal images (9688 words) were randomly selected as the test samples from 
5000 postal images, which are standard postal images called ETRI DB, which are 
gathered by ETRI in Korea and used as a reference DB for postal image processing 
among Korean researches. 

The performance of our proposed system was evaluated by checking whether cor-
rectly segmented characters exist within the determined eight best merging-path can-
didates, the first place to the eighth place. Especially, we counted the number of the 
words, which are composed of successfully segmented characters only. In other 
words, the words are excluded even if they contained an incorrect segmented charac-
ter. As shown in Table 1, within the third place, the proposed method successfully 
segments 9425 words (97.28%) from the test images. Moreover, within the eighth 
place, it segments 98.50% of words successfully. Compared to the result of the 
system without a digit recognizer, the correction rate has improved 3.57% within the 
third place, 3.63% with in the fifth place, and 2.67% within the eighth place.  

Considering the characteristics of postal images containing many digits, we in-
creased the success rate of character segmentation by adding a digit recognizer on to 
the proposed system. In addition, we expect that the proposed system will be quite 
useful for enhancing the performance of the character recognizer. 

Table 1. Number of correctly segmented words from test postal images with and without digit 
recognizer 

 
Proposed system 

with digit recognizer 
Proposed system 

without digit recognizer 
Within 3rd place 9425 (97.28%) 9079 (93.71%) 
Within 5th place 9514 (98.20%) 9162 (94.57%) 
Within 8th place 9543 (98.50%) 9284 (95.83%) 
Out of 8th place 145 (1.50%) 404 (4.17%) 

Total number of words 9688 
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Abstract. The question of detecting pertinent information about an
individual from properties of their speech is not a new one. Much re-
search has been done to explore the manifestation of emotions in voice.
The work presented in this paper proposes to apply these efforts in the
domain of depression assessment using Case Based Reasoning. Cases are
constructed using the recordings of responses to a questionnaire from
English speaking Males and Females, and Spanish speaking Males and
Females. We apply the exemplar and instance approach to classify new
test cases. Experimental results show that the construction of cases us-
ing sound waveform statistics can be utilized by a case based reasoner
to classify new instances correctly.

Keywords: Case-Base Reasoning, Speech recognition, Decision Sup-
port.

1 Introduction

Case Based Reasoning (CBR) is an approach that has been successfully applied
to the medical domain as a tool to assist in the diagnosis and search for solutions
or treatment [7]. The flexibility this approach provides makes it specially useful
for depression assessment. Given that no two people or patients are exactly
alike, no two cases will be exactly alike. CBR makes it possible to apply inexact
comparisons and still have a useful result. In our work cases are constructed
from subjects’ responses to a depression survey recorded as wave (.wav) files
that are given a score indicating whether or not the subject exhibits symptoms
of severe depression. To identify the effectiveness of the cases we used two basic
case based reasoning approaches: exemplar and instance. Exemplar returns the
most similar case from the historical database and offers that as the solution
to the new case. Instance retrieves multiple cases from the historical database
that meet predefined parameters and the most common solution is offered as the
solution to the new case [8], [9].

Building the cases from the recordings (.wav files) from real subjects moti-
vated the investigation of approaches utilized in analyzing voices, and in par-
ticular emotion. Most of these approaches involve the statistical analysis of fea-
tures in three categories: acoustic, prosodic, and language. Acoustic features
deal with the nature of sounds, such as wavelength and frequency of the sound,
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and speech rate. prosodic features include attributes pertaining to the energy
of speech, voice quality, speech rate, articulation, flow of syllables, stress, and
pronunciation. Language features relate to the word choices themselves.

Among the different methods used to analyze acoustic and prosodic features
are maximum likelihood Bayes classifier (MLB), kernel regression (KR), linear
discriminant classifier and k nearest neighbor (KNN). Lee et. al. [1] used a 10-
feature set based on pitch and energy of the speech variables, distinguishing
male and female test data. This set consisted of the mean, median, standard
deviation, maximum of both the pitch and energy, and the minimum of pitch
and the range of energy. The features chosen for our research are based on the
latter because we are interested in distinguishing between female and male voices
and its effects in the classification results.

The addition of language information shows significant improvement of emo-
tion detection over the acoustic information only. Lee uses two training sets for
evaluation of linguistic data. A salience measure was applied to the utterances
to identify words related to the emotional content of speech. While the results
achieved with the combination and linguistic information are significant, they
did not apply directly to our work. The speech data we analyzed does not contain
emotionally salient language because the recordings are of numerical responses
to the questionnaire. The acoustic results in isolation verify the usefulness of the
sound statistics of pitch (max, median, mean, standard deviation) and energy
(max, min, median, mean, standard deviation).

In the following sections we present our case-based reasoning system for clas-
sification of new cases, i.e., new wave (.wav) files represented as statistical vec-
tors,describe the construction of these vectors, describe the application of the
exemplar and instance approach, describe experiments and results, and conclude
with a discussion of the results produced.

2 Case-Based Reasoning System

Extensive research has been done into the study and identification of emotion
in voice through evaluation of sound. Such studies have shown that elements
such as pitch, timbre, rate and even stress placed upon syllabus can be used to
determine the emotion of the speaker. Lee et. al. [1] showed that there exists a
significant difference between even male and female speakers with respect to the
accuracy of detection of emotion. Feature selection has indicated the importance
of the statistics of pitch and energy , or fundamental frequency and sound level
respectively, as containing valid information pertinent to emotional content [2],
[3]. The fact that assessing measurements collected from voice data suggests the
possibility that using the same or related statistical data can reveal information
about a person’s mental state. Though a possible indicator of depression, the
measured emotional content in voice data, as previously described, cannot be
used to measure depression directly. Depression is not an emotional state in it-
self, but may manifest in any subset of possible emotions. While work has been
done using computers in the assessment of depression, the research has been
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Table 1. Training and test sets

Language Category Database Cases Test Cases

English Female 60 11
English Male 48 11
Spanish Female 41 11
Spanish Male 26 11

directed to the domain of speech content. A Voice Interactive Depression As-
sessment Study (VIDAS) [4] has explored the validity of applying the approach
of waveform analysis in the limited domain of depression assessment, while ignor-
ing the subjective speech content of the waveform file itself. The emphasis of our
work has been not on what is said, rather in how it is said. Data obtained from
the analysis of waveforms was used to generate cases, and case based reasoning
was applied to evaluate the potential for depression in the given subject.

The question we attempted to answer is whether it is possible to categorize
wave (.wav) files, recorded from people being assessed for depression, in such a
way that we are able to build cases to be used by a case based reasoner, and
classify new instances correctly. The construction of cases was done to assess
whether the pitch and energy statistics contain usable information for the de-
pression assessment task; the case based reasoning component focused on the
two primary classical case based reasoning functions namely, retrieval of cases
and reuse of solutions [5], [9].

2.1 Case Structure

For our analysis, we obtained data originally collected in the VIDAS study,
which consisted of 20 recorded responses and a total score for each subject.
Voice recordings were stored as wave (.wav) files, a type of digital sound stor-
age. The wave (.wav) files were analyzed using SFSWin [10]. The sound data
was normalized, next the fundamental frequency waveform (FF) and amplitude
envelope tracks (AE) were generated using 1 ms time frames. The normaliza-
tion of the wave (.wav) files adjusts the volume to a standard volume level, we
used such normalization as a baseline to compare recordings made at different
times, under different circumstances. The maximum, minimum, median, mean,
and standard deviation of the pitch (FF) and energy (AE) of the sound wave-
forms were read directly from the graphs. This generated 4380 sets of statistics,
or 219 cases consisting of 20 questions.

The 219 cases were then divided according to the designated language cate-
gories. We randomly selected 30% of each category as test cases (test set). The
remainder constituted the historical database (training set). The final distribu-
tion of the records is shown in Table 1.

Then a vector was created for further analysis containing thirteen values in-
cluding: Question#, Pitch (max,min,median,mean std dev) in Hz, Energy
(max,min, median,mean std dev) in Db, Survey Score, Category (scale),
Patient Id.
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The max, min, median, mean, and standard deviation of both pitch (fun-
damental frequency) and energy of the sound wave were chosen because they
offered the best chance to identify emotional content in voice [2]. A complete
case then consists of twenty vectors, one for each question in the survey. A case
example follows (pitch statistics are measured in Hz and energy statistics are
measured in Db).

Pitch Statistics
Q# Max Min Med Mean StdD
1 146 55 130 114.9 30.9

Energy Statistics
Max Min Med Mean StdD Score Cat Id
77.0 32.4 59.8 60.6 10.1 16 2 g13

...

Pitch Statistics
Q# Max Min Med Mean StdD
20 302 65 160 161.4 55.8

Energy Statistics
Max Min Med Mean StdD Score Cat Id
79.0 45.3 66.8 66.3 7.9 16 2 g13

Because of the differences in the identification performance between male and
female voices shown in the Introduction section, we postulated that there was
also likely to be a vocal distinction between native Spanish and English speakers.
The rhythms and syllable stress patterns are two such language distinctions.
Therefore, each case was placed into one of four similar groups, as determined
by the gender of the speaker and the language spoken (English or Spanish).

For this reason, all of the historical cases were stored in knowledge databases
grouped by language and gender; English speaking female, English speaking
male, Spanish speaking female, and Spanish speaking male.

Although the basic concept behind case-based reasoning is using the specific
to extrapolate a solution for another specific, some generalization techniques
have been successfully applied in a case-based reasoning context [6]. Therefore,
in addition to examining the twenty vectors that come from a patient’s response
to the CES-D questionnaire, we also made a more general voice analysis. Instead
of twenty separate vectors, the statistical waveform data was combined into a
single twelve-feature vector for each patient including.

Pitch(max,min,median,mean std dev of means of individual questions, and
avg std dev of individual std dev) in Hz
Energy (max,min,median,mean std dev of means of individual questions,
and avg std dev of individual std devs) in Db
Survey Score, Category (scale), Patient Id

An example of a single-vector case for Patient d28 with Score = 42, Category =
3 is shown below.

Pitch Statistics Energy Statistics

Max Min Med Mean StdD Avg StdD Max Min Med Mean StdD Avg StdD
442 50 204 179.41 31.87 48.40 99.98 31.57 79.56 78.19 3.43 9.1

2.2 Scale

The classification of the historical cases and the correctness of the test cases clas-
sification was determined by the score given in the original VIDAS study. The
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score is a numerical value, which, if above certain threshold, indicates “symp-
toms of severe depression”. The original threshold as defined by the CES-D
questionnaire was 15; any score above 15 indicates severe depression. However
the researchers involved in the depression study considered this as an oversim-
plification of the diagnosis process. That is, there was a “gray area” within the
scale depending on social, cultural, and economic circumstances. Based upon the
new scale, the scores were divided into three categories: 1) 0-15 no symptoms of
depression, 2) 16-24 further evaluation necessary, 3) > 24 severe symptoms of
depression.

Every case was assigned a category value based upon the patient’s score.
The category was used as the means by which the classification results were
evaluated.

3 Reasoning and Retrieval

In this section we discuss the implementation of the case-based reasoning system.
Since our problem is a classification problem we applied both exemplar and
instance approaches [8], which have been identified by Aamodt and Plaza [5] as
being appropriate for this type of examination.

In a case-based reasoning system, a test case is input to the reasoner, the
reasoner retrieves cases from the database for further analysis to suggest a so-
lution. The exemplar approach retrieves from the historical database the case
that most closely resembles the test case. This case is then offered as a solution.
Application of the exemplar approach in our work consisted of comparing cases
feature by feature and calculating a difference as a percentage. Such percentage
was then used to select the case that most closely resembled the given test case.
The case with the least percentage difference was returned as the solution.

The instance approach examines the historical database and returns a selec-
tion of cases meeting specific requirements based upon predefined metrics. In
our work, the metric range is based upon the standard deviation of each feature
category per question within each language category and depression group. The
selection of historical cases returned is then used by the case-based reasoner to
suggest a solution based upon the most popular solution therein. The popular
solution is the one that occurs most often within the returned historical cases.
If cases have been retrieved, but no majority vote is obtained, i.e., a tie occurs,
a secondary evaluation is performed on the cases retrieved. If no cases are re-
trieved, an error condition is returned. For our implementation, the exemplar
approach was applied as the secondary evaluation.

Given that our research is focused on the initial possibility of building useful
cases for depression assessment with waveform analysis statistics, error condi-
tions do not prevent the successful classification of new cases. The exemplar and
instance approaches perform better with larger databases [5], but due to the lim-
ited number of cases available with which to construct the historical databases
we expected our system would return a certain number of results as the error
condition.
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3.1 Implementation

Our system for the twenty-vector implementation included four database files,
four test case files, and four twenty-vector metric files, one for each language
group. There was also a separate metric file that contained all four language
group single-vector metrics. The system generated four output files: a temporary
storage file and three results files. The former was created for the cases retrieved
in the instance approach. The latter included one file for the exemplar approach
results, and two for the instance approach results. Of the two instance approach
results files, one was for the twenty-vector cases with the twenty-vector metric
and the other was for the twenty-vector cases with the single-vector metric. The
solution for the most similar case in the exemplar approach was stored within
the program variables.

The single-vector implementation included a historical database file and test
case file for each language group; a single metric file contained all four language
group single-vector metrics. Three output files were created, one temporary stor-
age file for the instance approach, and two result files,one for the exemplar ap-
proach results and one for the instance approach results.

The results files for both the exemplar and the instance implementations con-
tained the score assigned by VIDAS and the depression category recommended
by the case-based reasoning system for each patient in the test groups. We
analyzed these results and calculated the percentages of correct classification
presented in the Experimental Results section.

3.2 Evaluation

The basis for evaluation of emotion on voice research is human recognition rates
(see Introduction section). human subjects were able to correctly identify emo-
tion present in both real and laboratory recordings about 70% of the time. The
goal of most automated systems is to emulate their human equivalent. However,
assessment of depression is a complex task involving many tools, and expert
knowledge. The goal of the work presented was to explore the possibility of de-
veloping a new tool to aid in depression assessment by analyzing the patient’s
voice. We have not found a baseline for comparing and evaluating our results.
Thus, patterns and consistencies in the classification rates, and performance
above random classification are used to evaluate the success of our hypothesis.
By assigning depression categories at random in the original scale, 1 or 2, the
probability of correct classification is 50%. In using the new scale a random as-
signment of one of these scores to a patient would give a probability of 33%
correct classification rate.

4 Experimental Results

In this section we describe in detail experiments using the exemplar and instance
approaches.
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Table 2. Multiple result solution

Percentage Patient Solution
Difference Id Category

145.97 A24 3
145.97 P06 3
145.97 D17 2

Majority Solution: 3

4.1 Exemplar Approach

The exemplar approach [5] compares the input, i.e., the unclassified test case,
with the historical cases in the database. The historical case that most closely
matches the test case is returned as the solution, i.e., output. The unclassified
patient’s statistical vector is compared element by element to each case, repre-
sented as a vector, in the database. The percentage difference between the two
vectors is then evaluated to identify the most similar case(s). This is the similar-
ity measure utilized in our experiments for both the twenty-vector cases and the
single-vector cases. The category of the historical case with the lowest percentage
difference with the test case is returned. This approach always returns at least
one result. If multiple historical cases are returned, a majority vote is taken. For
instance, Table 2 shows the results of comparing the vector representing the test
case for patient A70 with the cases, represented as vectors, in the training set.

The historical cases, i.e., vectors for patient A24, patient P06, and patient
D17 were returned as the nearest matches. All of them with the same percentage
difference 145.9 with respect to the test case vector representing patient A70.
The most popular solution category among those returned, in this case “3”,
is offered as the classification solution to the test case. If the majority vote is
inconclusive, then the case is determined to be inconclusive.

Results Exemplar Approach. Tests were run on 11 test cases represented
as single-vectors and represented as twenty-vectors. Single-vector twelve-feature
cases are the result of combining the twenty sets of feature statistics into a
single set (see Case Structure subsection above), while attempting to preserve
the integrity of the original cases. Max and min remained true by selecting the
absolute max and min of each feature. Median and mean were altered slightly by
taking the median and mean of each category, the results show that the difference
would ultimately be statistically insignificant. Combining the standard deviation
information proved to be more complex. We took the standard deviation of
the mean category as well as the average of the origianl generated standard
deviations. The salience of each of these methods was evaluated by comparing
these results to one another.

The results obtained for both the twenty-vector cases and the single-vector
representation show that using the original scale resulted in the best perfor-
mance, while explorations of the standard deviation features proved inconclusive.
The latter present no definite trend in either the positive or negative direction.
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Table 3. Correct classification results

Twenty-Vector Cases Combination Single-Vector Cases

All Stats Avg StdD StdD Mean
Scale: Original New Original New Original New Original New
English Female 72.73% 45.45% 72.73% 36.36% 63.64% 45.45% 54.55% 18.18%
English Male 54.55% 36.36% 45.45% 36.36% 45.45% 27.27% 45.45% 27.27%
Spanish Female 45.45% 45.45% 72.73% 63.64% 45.45% 27.27% 54.55% 36.36%
Spanish Male 54.55% 45.45% 54.55% 27.27% 72.73% 36.36% 63.64% 27.27%

The original scale achieved or surpassed the random classification rate of 50% in
69% of the tests. Using the new scale, classification scales above the random 33%
rate were achieved 63% of the time. The correct classification of the test cases,
i.e., new instances of patient sound data for the twenty-vector and single-vector
representations are presented in Table 3.

4.2 Instance Approach

We used the same test cases and historical database as the exemplar approach, so
that direct comparison of the results can be made. The test cases were inputted
into the system one at a time, then compared element by element to each case of
the historical database. All cases that matched the test case within a specified
range for each element, called a metric (cf. similarity measure), were set aside for
further processing. Once all cases in the historical database were compared, the
reasoner looked for the majority category from those cases it previously set aside.
If a majority was found then it was the recommended solution. If no majority
was found, the exemplar approach was applied to the cases that were set aside.
If no cases were set aside an error was returned.

Results Instance Approach. Two metrics were developed for use with this
approach, a twenty-vector ten-feature metric and a single-vector twelve-feature
metric. For the twenty-vector metric, the historical database questions were
grouped according to language category, depression category, and question num-
ber. Then the standard deviation was calculated for each feature in these groups,
resulting in three metric values for each question in each depression and language
category. As no clear pattern emerged from these data, the median was chosen
as the initial metric range. This resulted in a twenty-vector metric with a range
for every element in the twenty-vector case. Partial twenty-vector metric statis-
tics for the English Speaking Female group are presented in Table 4 that shows
Q# the question number, cat the depression category, and the pitch and energy
statistics, bold indicates the ranges selected. The same method was applied to
the single-vector representation.

Overall, using the original scale resulted in the best performance, while ex-
plorations of the standard deviation features proved inconclusive, presenting no
definite trend in either the positive or negative direction. The original scale
achieved or surpassed the random classification rate of 50% in 70% of the tests.
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Table 4. Partial statistics English Speaking Female group

Pitch Statistics Energy Statistics

Q# Grp Max Min Med Mean StdD Max Min Med Mean StdD

1 1 98.73 41.90 39.97 40.09 23.93 5.12 8.65 5.87 5.46 1.68
1 2 103.32 33.63 53.70 25.99 35.97 9.07 10.23 12.32 11.06 1.76
1 3 105.08 42.50 44.68 36.31 30.85 4.87 9.81 6.71 5.45 2.5

2 1 99.19 56.22 29.40 35.19 27.11 5.14 6.70 5.58 4.96 2.04
2 2 111.25 16.70 62.95 52.27 25.05 9.16 6.91 7.58 8.26 2.47
2 3 105.09 40.50 38.94 27.67 33.39 5.85 8.04 5.53 5.47 2.16

3 1 103.07 48.43 41.47 36.44 28.04 4.51 7.04 5.56 5.08 1.54
3 2 117.09 33.91 49.54 33.34 34.25 8.73 12.68 10.38 10.27 1.88
3 3 101.87 55.88 42.28 34.35 32.23 5.21 8.92 6.18 5.94 2.06

Table 5. Correct classification results original and new scale

Twenty-Vector Cases

Original Scale New Scale
median std std sqrt ln stdD Dev/2 Dev/4 (stdD) (stdD)

stdD Dev/2 Dev/4 (stdD) (stdD) stdD Dev/2 Dev/4 (stdD) (stdD)
Eng. Female 72.7% 63.6% 45.4% 27.2% 36.3% 45.4% 45.4% 18.1% 27.2% 9.0%

Eng. Male 81.8% 72.7% 54.5% 63.6% 63.6% 54.5% 45.4% 36.3% 54.5% 45.4%
Span. Female 45.4% 54.5% 45.4% 63.6% 54.5% 27.2% 45.4% 45.4% 54.5% 54.5%

Span. Male 72.7% 72.7% 72.7% 45.4% 54.5% 45.4% 45.4% 45.4% 45.4% 36.3%

Using the new scale, classification rates above the random 33% rate were achieved
80% of the time. The correct classification of test cases for the twenty-vector test
case using the original and the new scale is shown in Table 5.

The reasoner failed to return a result in 20% for sqrt(stdD) and in 34% for
ln(stdD) of the total test cases. These errors will likely be reduced or eliminated
by expanding the historical database.

5 Discussion

In all the tests performed the original scale was shown to consistently have per-
formed better, which was not surprising given the richness in the categories.
Exploration of the metric range proved very helpful. The original application of
the median standard deviation with each field proved to be too broad. In the case
of the single-vector combination cases, the solution returned was often simply
the majority solution with the database. The narrowing of the scope of the met-
ric provided mixed results. Using the twenty-vector cases, narrowing the scope
caused a decrease in the classification rate of the English Female group, and an
increase in the Spanish Female group. The rates of the English Male and Spanish
male groups remained relatively steady. Using the combination, or single-vector
cases, a slight increase was observed in the English Female and Spanish Female
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groups. The others, remained steady. The scores using the twenty-vector metrics
were generally higher in both the exemplar and instance approach. However,
some difficulty arises from the lack of general trend or pattern in them. A first
approach to exploring the problem further would be to evaluate these cases with
a larger knowledge base as a possible source for these difficulties may be due to
the sample size.

While the results were lower with the combination statistics, than with the
twenty-vector statistics, a potentially constructive pattern did emerge. With the
Instance approach, the English speaking female data was consistently classified
at better rate than the other language groups. This could be attributed, in part,
to having more of these cases in the database, which is consistent with the
original description of the Instance approach; as it is intended for use with a
large knowledge base. It remains to be tested whether increasing the size of the
knowledge base will in fact increase the positive classification rate.

We can conclude from the experiments carried out that the construction of
cases using sound waveform statistics can be utilized by a case based reasoner to
classify new instances correctly in clinical assessment, increasing the knowledge
base should increase the successful classification rate. Further experiments using
speech data in other domains would allow us to determine whether the approach
described is general enough.
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Abstract. This paper presents a system for automatically generating linguistic 
questions based on a feature table. Such questions are an essential input for 
tree-based state tying, a technique which is widely used in speech recognition. 
In general, in order to utilize this technique, linguistic (or more accurately pho-
netic) questions have to be carefully defined. This may be extremely time con-
suming and require a considerable amount of resources. The system proposed in 
this paper provides a more elegant and efficient way to generate a set of ques-
tions from a simple feature table of the type employed in phonetic studies. 

1   Introduction 

Tree-based state tying technique is widely used to cluster HMM states into classes 
and tie all states in the same class in order to reduce the data sparseness problem [1]. 
The requirement for this technique is only a set of phonetic questions. While this 
strategy is good, poorly-defined phonetic questions may lead to lower accuracy in the 
resulting system. In order to use this approach to its full advantage, the phonetic ques-
tions must be defined by an expert who is familiar with the units and has a strong 
linguistic background. This may slow down the implementation of speech recognition 
systems since manual definition of phonetic questions is a time consuming task and, 
unless the data is thoroughly cross-checked, may be inconsistent and contain errors 
which may lead to degradation in the system.  

Many researchers aware of this problem and have investigated alternative ways to 
generate questions automatically without any human intervention [2], [3]. The basic 
idea is to determine phone classes according to the database in a data-driven manner. 
However, the disadvantage of a data-driven approach is they might generate poor 
quality questions if the corpus is not of an appropriate quality.  

To deal with the shortcomings of the manual and data-driven approaches simulta-
neously, we suggest a separation of the question generation procedure into 2 different 
steps, namely feature tagging and feature co-occurrence tagging. Feature tagging is 
the process of examining the relationship between a unit (in this case, phone) and its 
corresponding features. This process has two possible outputs: classes of units defined 
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according to their features or units tagged with their respective features. Feature co-
occurrence tagging is the process of examining how features overlap (or co-occur) 
and defining classes of units which model the co-occurring features. For example, in 
English, a lip rounding feature can co-occur with a vocalic manner feature but not 
with a stop manner feature. The feature co-occurrence tagging step is carried out 
automatically given the tagged feature set. By doing this, the requirement for linguis-
tic experts for phonetic questions is certainly reduced; in some cases the linguistic 
expert may not even be necessary because feature tagging is quite common in linguis-
tics and thus tagged feature sets are already available for many languages in the form 
of feature tables [4], [5]. This novel approach addresses the shortcomings mentioned 
above since feature tagging is based entirely on linguistic knowledge and hence ro-
bust to bad quality corpora.  

2   Feature-Table-Based Automatic Question Generation 

Due to space limitations, the algorithm will not be fully explained here but interested 
reader can find it from [6]. In [6], we generate all possible feature co-occurrence 
classes and prune linguistically ill-formed classes later. This is considered to be com-
putational inefficiency because many linguistically ill-formed classes have to be con-
structed. In this paper, we introduce another tree-based clustering to generate feature 
co-occurrence classes. This allows us to prune out some classes while they are con-
structed. Moreover, when a node is pruned, its entire child nodes are also pruned thus 
reducing system complexity.  

The tree is constructed in a left-to-right, top-down fashion. All of the nodes on a 
particular level are expanded before moving down to the next level. For the purposes 
of this paper, we assume that each node of a decision tree is a feature co-occurrence 
class and every leaf node is a linguistically well-formed class. The depth of a tree is 
equal to the number of tiers (i.e. a particular level in the tree represents a specific tier) 
and the number of branches for each node is equal to the number of features on the 
next tier. The tree expansion continues until tier N is reached and nodes which remain 
at tier N are assumed to be linguistically well-formed classes.  

It is important to note that this tree is not the same as tree-based state clustering. 
Tree-based state clustering forms a phone set according to the probability score and 
a question at each node is chosen in maximum likelihood sense. Our tree clusters  
a phone set orderly according to a feature table. In tree-based state tying, a question 
(phone class) for a child node is a subset of its parent node question, i.e. liquid ! l, 
etc. In our system, a phone class of a node does not have to be a subset of its  
parent node. This allows our tree to construct feature co-occurrence phone class  
automatically.  

Actually, the phone recognition results from the algorithm in this paper and [6] are 
the same. The difference is just time for building phonetic questions. Phonetic ques-
tions can be constructed much faster than the ones in [6]. Therefore, we expanded our 
feature table to include gender tier. With this gender tier, we can expand our acoustic 
model to be gender-dependent. This increases phone recognition accuracy from 
71.14% to 72.49%. 
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3   Conclusion 

This paper has proposed a novel way to generate a set of questions for tree-based state 
tying. This strategy requires only a simple feature table which is likely to available in 
many languages since these are commonly used for phonetic and phonological stud-
ies. This system is very convenient where a speech recognition system has to be de-
veloped. 

Since an extra tree clustering is introduced in this paper, phonetic questions can be 
generated faster and more efficient. This allows us to include gender information in 
our feature table and model gender-dependent acoustic model. This gender-dependent 
model and our phonetic questions show better phone recognition accuracy. 
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Abstract. In speech recognition huge hypothesis spaces are generated.
To overcome this problem dynamic programming can be used. In this pa-
per we examine ways of speeding up this search process even more using
heuristic search methods, multi-pass search and aggregation operators.
The tests showed that these techniques can be applied together, and
their combination could significantly speed up the recognition process.
The run-times we obtained were 22 times faster than the basic dynamic
search method, and 8 times faster than the multi-stack decoding method.

In speech recognition enormous hypothesis spaces arise. To handle them we
can use dynamic programming, where we can avoid calculating the same values
several times, which leads to a dramatic speed-up of a speech recognizer system.
But this is not enough for real-world applications, hence we have to look for
other ways of making improvements while preserving the recognition accuracy.
Here we carry out experiments using search heuristics, aggregation operators
and multi-pass search, and apply ideas for speeding up the heuristic search.

1 The Speech Recognition Problem

We have a speech signal given by a series of observations A = a1 . . . at, and a
set of phoneme sequences W . We look for the word ŵ ∈ W = arg max P (w|A)
which, via Bayes’ theorem, is equivalent to ŵ = arg max(P (A|w) ·P (w))/P (A).
P (A) is the same for all w, so ŵ = arg max P (A|w)P (w). Let w be o1o2 . . . on, as
oj is the jth phoneme of w. Let A1, . . . , An be non-overlapping segments of A. We
assume that the phonemes are independent, i.e. P (A|w) can be obtained from
P (A1|o1), . . . , P (An|on). To calculate P (A|w), we can use aggregation operators
at two levels: g1 supplies the P (Aj |oj) values as g1(P (atj−1 |oj), . . . , P (atj |oj)),
while g2 is used to construct P (A|w) as g2(P (A1|o1), . . . , P (An|on)).

Instead of a probability p we will use a cost c = −ln p. g1 will be the addition
operator. A hypothesis is a pair of phoneme series and segment series. The dy-
namic programming method uses a table with the ai speech frames indexing the
columns and the phoneme-sequences indexing the rows. A cell holds the lowest
cost of the hypotheses having its phoneme-sequence and ending at its frame.
To compute the value of a cell we take the value of an earlier frame and its
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phoneme-sequence without its last phoneme, and add up the cost of this last
phoneme on the interleaving frames. The result is the minimum of these sums.

2 Speeding Up the Recognition Process

The dynamic programming search technique, despite its effectiveness, tends to
be quite slow. In this section we discuss some methods that speed it up while
keeping the recognition accuracy at an acceptable rate.

Heuristic Search Methods. These techniques fill only a part of the table.
So the result will not always be optimal, but we can get a notable speed-up
with little or no loss in accuracy. The multi-stack decoding algorithm fills a
fixed number (stack size) of cells (the ones with the lowest costs) for a row. The
Viterbi beam search fills the cell with the best value, and the cells close to it
defined by a beam width parameter. Here we used the multi-stack approach.

Speed-Up Improvements. In earlier works [1] we presented some speed-up
ideas for the multi-stack decoding algorithm, which we also want to use here.

i) One possibility is to combine multi-stack decoding with a Viterbi beam
search. At each column, belonging to one time instance, we fill only a fixed
number of cells, and also discard those which are far from the best-scoring value.

ii) Another approach is based on the fact that the later the time instance, the
fewer hypotheses (and filled cells) are need. Thus we filled s ·mi cells belonging
to the ai frame, where 0 < m < 1 and s is the original stack size parameter.

iii) Actually, we need to fill more cells at those speech frames close to pro-
nounced phoneme bounds. We trained an ANN to estimate whether a given
time instance was a phoneme bound or not. Then we constructed a function
that approximates the stack size based on the output of this ANN.

Multi-pass Search. Multi-pass methods work in several steps: in the first pass
the worse hypotheses are discarded because of some condition requiring low
computational time. We reduced the number of phoneme groups for this reason.
In later passes only the remaining hypotheses are examined, but with a more
detailed phoneme grouping. The last pass (P0) uses the original phoneme set.
To create the phoneme-sets first a distance function of the original ph1, . . . , phm

phonemes is defined: d(phi, phj) is based on the ratio of phi-s classified as phj

and vice versa. We can use the higher value (d1) or the average (d2) as the metric.
The distance between phoneme-groups can be the minimum distance between
their phones (Dmin), or the maximum (Dmax) [2]. The recognition steps using
the resulting phoneme-sets were P1 and P2.

3 Tests and Results

The train database consisted of 500 speakers, each uttering 10 sentences via
telephone. In the test database the 431 speakers uttered the name of a town.
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Table 1. Recognition results. The basic dynamic search method resulted in 431,607.07

phoneme-identifications, while the Viterbi beam search produced 131,791.63

Phoneme Passes Used Improvements
group P0 P1 P2 – i iii ii

standard • ◦ ◦ 169,330.43 72,199.19 58,735.97 55,702.61

d1

• • ◦ 110,300.97 32,382.85 30,727.94 30,103.32
Dmin • ◦ • – – – –

• • • – – – –
• • ◦ 111,047.41 26,591.38 20,769.16 19,306.91

Dmax • ◦ • 135,975.42 62,053.11 53,021.70 51,019.48
• • • 170,505.40 70,249.03 61,114.36 59,737.51

d2

• • ◦ 111,042.23 26,920.40 20,857.46 19,327.69
Dmin • ◦ • – – – –

• • • – – – –
• • ◦ 91,889.07 47,328.51 38,515.23 36,914.01

Dmax • ◦ • 217,525.55 98,423.11 78,825.82 76,961.10
• • • 216,652.05 107,467.50 88,106.10 87,416.17

The HTK system [3] yielded 92.11% here. We first improved the recognition rate
with aggregation operators [1], then the multi-stack decoding algorithm was used
with the lowest stack size that kept the optimal accuracy. Next, multi-pass tests
were applied. After we used the speed-ups in the sequence described in [1]. The
speed of a configuration was the lowest one with accuracy above 92%, and was
measured in average phoneme-identifications normalized to the last pass. We see
that only those multi-pass configurations including P2 were unsuccessful. Using
both the multi-stack decoding algorithm and the Viterbi beam search (improve-
ment i) resulted in a 48-76% reduction in running times. Improvement iii reduced
running times by 20%, and improvement ii also produced a slight speed-up.

4 Conclusion

In this paper we examined a dynamic search method, and some ways of speeding
up this search process. We employed several tools like heuristic search, aggrega-
tion operators, multi-pass search and other ideas, which resulted in a dramatic
speed-up with the same level of accuracy. In the end our method proved to be 22
times faster than the dynamic search algorithm, 6 times than the Viterbi beam
search, and 8 times faster than the multi-stack decoding method.
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Abstract. This paper presents a clear-cut definition of consciousness of humans, 
consciousness of self in particular. The definition “Consistency of cognition and 
behavior generates consciousness” explains almost all conscious behaviors of 
humans. A “consciousness system” was conceived based on this definition and 
actually constructed with recurrent neural networks. We succeeded in implementing 
imitation behavior, which we believe is closely related to consciousness, by applying 
the consciousness system to a robot. 

1   Introduction 

Consciousness is currently studied in many areas of neuroscience, psychology, 
philosophy, etc. In the robot area, in particular, where these studies are integrated, a 
revolution is imminent in the research of consciousness.  

J. Tani and his colleagues at RIKEN, who are engaged in the study of self and 
consciousness of self, contrived a system for understanding and forecasting the 
environment[1]. Y. Nakamura and his team at the University of Tokyo implement 
imitation behavior using a humanoid robot of the Hidden Markov Model[2]. 

The humanoid robot DB of M. Kawato and his colleagues at ATR acquires specific 
behaviors through learning by imitation[3]. And also, A.Billard conducted an 
experiment about imitative robot by DRAMA system. But he did not explain the 
relation between imitation behavior and consciousness[4]. 

Consciousness and imitation are actively studied in robotics but no paper has ever 
presented a good model explaining human consciousness. This paper presents a new 
definition of consciousness and shows the validity of our theory. We devised a 
consciousness-generating model based on the new definition and conducted 
experiments in which the robots implement imitation behavior using the model. 

The next chapter introduces the consciousness system and explains why it is 
necessary for the consciousness model to implement imitation behavior. 

2   General Description of the Consciousness System 

2.1   Definition of Consciousness and the System 

Consciousness is basically a state in which the behavior of self and others is 
understood. The behavior resultant from cognition is a part of consciousness. 
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We therefore define consciousness as being generated by consistency of cognition 
and behavior. Consciousness system is defined as the system for generating 
consciousness. Figure 1 shows a model diagram of the consciousness system that we 
propose. This chapter describes the structure of the consciousness system, compares it 
with conventional cognition and behavior systems and demonstrates the validity of the 
definition. 

Fig. 1. Model of Consciousness System      Fig. 2. Mechatronics Model 

2.2   Structure of the Consciousness System 

In Fig. 1, the consciousness system comprises (a) cognition system,  (b) behavior 
system, (c) primary representation, a common area for the cognition and behavior 
system, and (d) symbolic representation, (A) input and (B) output. 

Cognition.  External information enters the consciousness system at Input (A), passes 
p1 and reaches the Cognition System (a). This information, together with the 
information from BL of Symbolic Representation (internal information) derived from 
p6, is used for neural computation. The derived information is transmitted to RL of 
symbolic representation via p5. When BL and RL are in agreement, we define the 
system as being cognizant of the condition existent on the symbolic representation. 

RL is a language label for cognized information. BL is dependent on RL and internal 
energy (internal information such as Kansei). BL is a language label for the 
next-expected behavior. The language labels of symbolic representation have different 
areas for understanding the condition of self and others. Accordingly, this 
consciousness system will distinguish between self and others. 

Self and others are given externally to the consciousness system by supervised 
learning to facilitate understanding of the experiments. These functions may be 
generated internally by self-organization in the future. 

Behavior.  The behavior information from BL passes to the Behavior System (b) via 
p6. This information is added to input information and somatosensory information 
from p1 and p4 by neural computation. The resultant information is transmitted to 
Output (B) via p2 to implement a behavior. 

Common.  The primary representation, the common area for the cognition and 
behavior system, is the most important feature of the information flow in our 
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consciousness system. The presence of the primary representation allows behavior 
learning during cognition and, conversely, cognition learning during behavior. The 
primary representation contains information on both cognition and behavior and each 
piece of information is correctly related to language labels of symbolic representation. 
Accordingly, the consciousness system brings a process of artificial thoughts as the 
process of information circulation through p5 and p6. That is, even in the absence of an 
input, the language labels can be triggered through the circulation route of p5 and p6. 
The circulation further allows the consciousness system to have expectations. For 
example, when information arrives from a language label of symbolic representation to 
primary representation via p6, information on cognition and behavior relevant to the 
language label is obtained. This information is considered an expectation because it 
refers to cognition and behavior of the next-arriving time. 

Lastly, Output B is copied to B’ via p3. Output B’ enters the cognition system via p4, 
then the somatic sensation of self is used for cognition. 

Example.  The above information flow is explained below using the human language 
function as an example. Assume a conversation between self and other. The input hears 
the speech of both self and the other, cognizing that self and the other are talking. The 
symbolic language label behaves as such. Somatic sensation that self is talking (known 
from the motion of the lips, etc.) is fed back as input. This helps in the cognition that 
self is talking. Behavior of a new language label triggered by the p4-p5 circulation 
route gives rise to conversation through thinking and expectations. It may even be 
possible to offer new topics for conversation. 

2.3   Comparison with Mechatronics Model 

Conventional artificial intelligence and robots capable of cognition and behavior are 
mostly mechatronics models, such as that shown in Fig. 2. A mechatronics model 
comprises cognition system (a), behavior system (b), decision system (c), input (A) and 
output (B). Information from the input runs through p1, (a), p2, (c), p3, (b) and p4, 
eventually reaching the output. This means that cognition and behavior are 
implemented serially; there is no area similar to primary representation (d) of the 
consciousness system that we propose. Consistency of cognition and behavior is totally 
missing. The critical default of these behaviorist models is the complete inability to 
explain human consciousness. Imitation is impossible due to the lack of a common area 
for cognition and behavior. Absence of circulation routes makes it impossible for the 
robot to think and expect. 

Our consciousness system provides for feedback of somatic sensation, and is better 
than mechatronics models just considering the cognition aspect alone. 

2.4   Related Cases About Imitation 

The consciousness system that we propose is superior to conventional mechatronics 
models in various aspects with regard to human consciousness as described above. We 
define consciousness as being born from consistency of cognition and behavior. Man 
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has developed, evolved and generated consciousness through imitation behaviors as 
attested to by the various events introduced below. 

2.4.1   Mirror Neuron 
Mirror neurons are a special type of neuron discovered by Prof. G. Rizzolatti at the 
University of Parma, Italy, in the brain of monkeys[5]. The neuron fires when 
implementing a certain behavior by itself. It also fires upon observing others with the 
same behavior. This unique function is not limited to monkeys but exists in the human 
brain as well. This discovery led us to generating the new paradigm of “Consistency of 
Cognition and Behavior”. 

The primary representation in our consciousness system is the common area for 
cognition and behavior, which is equivalent to the mirror neuron. It is possible in our 
consciousness system to cognize the behavior of others and to learn it as our own 
behavior, or to imitate, because of the presence of this primary representation. 

2.4.2   Mimesis Theory 
From the mimesis theory, our ancestors must have existed without communication 
through language[6]. It is generally accepted that imitation was used as a means of 
communication. We call this mimesis communication, which is an information 
processing function to arbitrarily generate and cognize signals. To serve the purpose, 
people used their own and other people’s bodies and the brain, as well as models of the 
external world to circulate information interactively. 

In our consciousness system, imitation occurs while information circulates through 
primary and symbolic representation. The primary representation includes information 
derived from the cognition system and behavior system. This means that external 
information is integrated in the primary representation. The symbolic representation 
turns the external information into language labels. As previously stated, circulation of 
information through external models and one’s own brain is necessary in mimesis 
communication. Circulation of information in primary and symbolic representation in 
our consciousness system is equivalent to this circulation of information in mimesis 
communication. Validity of our consciousness system can thus be shown by this 
mimesis theory. 

2.5   Conclusion on Definition of Consciousness 

The above discussion leads to the fact that imitation is an act of consistent cognition 
and behavior. It is also necessary that self and others be distinguished. Imitation means 
cognizing a behavior of others and instantly transferring it to self. Imitation is a 
function for understanding the conditions of self and others and cleverly integrating 
them. This is the source of consciousness. We therefore define that consciousness is 
born from consistency of cognition and behavior. 

It is important, as the first stage of the study of consciousness, to distinguish between 
self and others and implement imitation behavior in the consciousness system. We 
believe that artificial consciousness shall be generated in a robot by further developing 
the consciousness system. 
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The following chapters describe learning in an actually constructed consciousness 
system and the experiments on imitation by robots using the consciousness system. 

3   Learning in the Consciousness System 

3.1   Purpose 

In the experiment on imitation behavior, two robots learn imitation behavior through 
simulation on a PC using the consciousness system that we propose. The consciousness 
system is prepared in C language. It is a kind of recurrent neural network (Fig. 3). This 
chapter provides a detailed description of NN, a brief description of the flow of learning 
and the results of learning. 

 
Fig. 3. NN of Consciousness System 

3.2   Features of NN in the Consciousness System 

NN has two structural features to implement consistency of cognition and behavior. 
One is recursiveness in which output M is copied to M’ and returns to the circuit. 
Somatic sensation of behavior of self is fed back to enhance learning efficiency. The 
other feature is the presence of a common area (H) for cognition and behavior and data 
circulation through the circuit of H, (e), R, (f), B, (g) and H. This allows imitation 
learning and cognition of behavior of self and others at R. 

3.3   Structure of NN in the Consciousness System 

Sensor (S) is the input. There are five input patterns. Bit strings corresponding to 
patterns are written in S. The five patterns are:  

(1) One of the two robots advances and approaches the other (001),  
(2) Both advance (000),  
(3) Both stop (010),  
(4) One of the two robots backs up and moves away from the other (100), and  
(5) Both back up and move away(111). 
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These five patterns were selected because the differential value of the quantity of 
reflected light on the IR sensor of the robot differs in these cases. Bit strings 
corresponding to the level of differential value measured by the IR sensor are input to 
NN. 

The output is M (motor). The bit strings that correspond to advance(00), stop(01) 
and back up(11) are written. The value of output M is instantly copied to M’. 

R receives the bit strings that correspond to the behavior of self and others(advance 
(00), stop(01) and back up(11)) that are neural-computed by S, M’ and B. R has 4 bits. 
Two bits at r1 indicate behavior of self. The other two at r2 indicate behavior of others 
(Fig. 3). The B-value dictates the command for the next behavior from other superior 
consciousness system in the other cases. Naturally, S, M, R and B can be as interface 
channels of to the other consciousness systems for the purpose of making more 
complicated conscious system. It determines the next behavior to happen. To 
implement imitation behavior in this case, the R-value is copied to B. H is an 
intermediate layer for data circulation and is responsible for consistency of cognition 
and behavior. 

3.4   Flow of Information in the Consciousness System 

The flow of data in NN of the consciousness system is described below.  
Bit strings of S, M’ and B run the route of (a), (d) and (g), respectively, and the value 

of H is calculated. H follows the route of (b) and (e) and the values of M and R are 
calculated, respectively. Imitation behavior M is determined and implemented based on 
sensor value S (differentiated value), M’ (condition of behavior of self) and B 
(condition of self and others cognized the previous time). This is equal to cognition of 
condition R of self and others at the present time. Lastly, the value M is copied to M’ 
via (c) and R is copied to B via (f). Repeating this data flow, the consciousness system 
implements imitation behavior. 

3.5   Learning Method of NN 

Options for imitation learning by robots in the simulation were limited to three kinds of 
behavior: advance, stop and back up. This limitation was necessary because the small 
robot Khepera II report, to be actually used in the post-simulation experiment, has 
limited performance. The measuring range of the IR sensor built into Khepera II is 
approximately 5 cm; complex motion is difficult for detection. Imitation behaviors of 
advance, stop and back up, which are considered relatively simple, were selected for 
simulation. 

The back up propagation (BP) method of supervised learning was used for NN 
learning through simulation. The weight of each arc was corrected by repeated learning 
until the error value was less than 0.01. 

3.6   Result of Learning and Observations 

Learning was actually conducted. Error convergence is shown in Fig. 4. 
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Both error_M (errors of M) and error_R (errors of R) converge when the order 
(number of learning) reached approximately 400. This convergence with a relatively 
small order attests to the good NN learning efficiency of the consciousness system, 
assisted by a small number of patterns in learning and a low error threshold value (0.01 
or less). 

Errors converged after approximately 40,000 times in a simulation with an increased 
threshold value of 0.0001. For the experiment, we selected the data that was learned 
with a 0.01 threshold value to save time in learning on the Khepera II. 
 

 

 

 

 

 

 

 

 

 

 

Fig. 4. Results of Imitation Learning 

The above simulation showed that learning of imitation behavior would converge in 
the consciousness system with self and others distinguished. We were therefore 
confident that imitation behavior would be implemented if we conducted robot 
experiments using the learning method described in this chapter. 

4   Robot Experiments 

4.1   Purpose 

Imitation behavior was experimented using two robots. The purpose of the experiment 
was to confirm that the robots installed with the consciousness system would 
implement imitation behavior correctly. The other purpose was to determine whether 
the corresponding R-values were correct, or whether the robots cognized the condition 
of self and others correctly at different times. 

4.2   Description of Robots 

Khepera II robots of 6 cm in diameter, as shown in Fig. 5, were used in the experiment. 
The robot is provided with four LED lamps on the IOturret to display four bits of R. 
The condition that Khepera cognizes, or the language label, is visible at a glance.  
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Fig. 5. Khepera II 

4.3   Procedure of Experiment 

One robot (A) imitates the behavior of the other (B). The robot (B) repeats forward and 
backward motions automatically in the order of advance, stop and back up. Each 
motion lasts 0.5s. Robot (A) is expected to imitate the forward and backward motion of 
robot (B). In concrete terms, NN of the consciousness system learns in the same way as 
in the computer simulation on Khepera II. According to the built-in program, a quantity 
of reflected light of the IR sensor enters NN; the R-value is used to light the LED to 
display the information cognized; and the NN output value is transmitted to the motor.  

4.4   Results of Experiments and Observation 

Experiments were conducted using the above-mentioned program. Figure 6 shows the 
change in bit strings for R (condition of self and others).  

0 10 20 30 40 50 60 70 80 90 100 110 120 130

count

self(A) other(B)

 

Fig. 6. Change of Bit Strings at R 

In the graphs for self and others, the lowest represents ‘advance,’ the middle ‘stop’ and 
the highest ‘back up.’ COUNT shows the number of executions. Robot A cognizes 
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forward and backward motion of Robot B and imitates its motion. Sometimes, the graph 
is instable and the smooth flow of cognition is disturbed. This is due to disturbance from 
the IR sensor; it is not a problem of the consciousness system. The graph further shows 
that behavior of self is slightly delayed compared to that of other. This time lag is because 
Robot A starts imitation after cognizing the behavior of Robot B. 

This experiment showed that the consciousness system is able to distinguish 
between self and others and implement imitation behavior. We experimented only the 
advance, stop and back up imitation behavior using the Khepera II. We believe that our 
consciousness system is able to implement more complex imitation behavior in 
experiments conducted with a higher-level robot of the sensor system. 

5   Conclusion 

Believing that consciousness is born from consistency of cognition and behavior, we 
define the consciousness system as being a system to generate consciousness. The 
structure of the consciousness system was described to show that it is superior to 
mechatronics models of conventional cognition and behavior systems. 

Mirror neurons and mimesis theory were discussed to prove the assertion that 
imitation behavior is closely related to the development of human consciousness. We 
also showed the validity of the definition that “consistency of cognition and behavior” 
generates consciousness and the consciousness system. Implementation of imitation 
behavior is important as the first stage of study of consciousness. 

For simulation, Learning of imitation behavior converged on NN of the 
consciousness system after successfully distinguishing between self and others. Robot 
experiments were conducted using NN of the learned consciousness system. 
Distinction between self and others and imitation behavior were actually implemented 
in the experiment. Due to the restricted specifications of Khepera II, the robots imitated 
only the advance, stop and back up motions in the experiment. We believe that the 
consciousness system is capable of implementing all kinds of imitation behaviors. 
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Abstract. Research on human-robot interaction is getting an increasing amount
of attention. Because almost all the research has dealt with communication be-
tween one robot and one person, quite little is known about communication be-
tween a robot and multiple people. We developed a method that enables robots
to communicate with multiple people by selecting an interactive partner using
criteria based on the concept of proxemics. In this method, a robot changes ac-
tive sensory-motor modalities based on the interaction distance between itself
and a person. Our method was implemented in a humanoid robot, SIG2, using a
subsumption architecture. SIG2 has various sensory-motor modalities to interact
with humans. A demonstration of SIG2 showed that the proposed method works
well during interaction with multiple people.

1 Introduction

Studies of human-robot interaction with the robots Robita [1], Robisuke [2], SIG [3],
ASIMO [4], AIBO [5], Robovie [6], and Kismet [7] have gotten much attention. Because
almost all of them have dealt with only one-on-one communication between a robot
and a person, quite little is known about the methodology for communications between
a robot and multiple people. Robots must be able to interact effectively with multiple
people at the same time if a human support robot is going to be developed. We present
a design method for such human-robot communication.

The distance between a robot and each person is one of the most important issues in
interaction with multiple people. If people are far away from the robot, their sound level
is low. Since the robot usually hears a mixture of sounds, separating speech from the
mixture and recognizing the separated sound is difficult. If the robot speaks to distant
people, they will mistakenly think that the robot can hear them. Therefore, it should not
speak but use gestures. On the other hand, if people are very close to the robot, it should
speak. In addition, tactile sensors, such as skin sensors, may be used. Appropriate be-
haviors and sensory devices should be selected based on the interaction distance. We
call this modality sensory-motor modality human-robot interaction.

This research was partially supported by the Ministry of Education, Culture, Sports, Science
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Program of Informatics Research Center for Development of Knowledge Society Infrastructure.
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Robita is a conversation robot that can participate in group discussion [1]. Two
people sitting on a chair interact with each other and Robita. Robita obtains auditory
inputs through a headset microphone worn by each participant. Therefore, its interac-
tion model does not depend on the interaction distance and uses the fixed sensory-motor
modality. SIG tracks multiple people who are either talking or not talking by integrat-
ing visual and auditory localization [3]. It can performe various kinds of visual and
auditory scene analyses including face localization and recognition, sound source lo-
calization and separation, and automatic speech recognition. Although it has various
sensory-motor modalities, its behaviors are only passive; it can track and turn toward a
speaker.

Basically, robots cannot communicate with multiple people at the same time except
when the people can be regarded as one unit, such as an audience at a lecture. People
select an interactive partner dynamically, based on various criteria such as “intimacy”.
People also change their interaction strategy of sensing and their behavior according to
the situation. For example, if the distance between two people is small, they can identify
the other individual easily, and speech recognition and facial expressions are effective
for communication. If the distance between them is great, they would use gestures,
etc. Thus, people’s personal space, or interaction distance, is an important criterion for
selecting appropriate sensory-motor modalities.

We design a method of human-robot dynamic communication in which the robot
selects an interactive partner from multiple people by assigning priority based on the
interaction distance. In this method, the robot refines its recognition and behavior by
selecting appropriate sensory-motor modalities based on the interaction distance. The
rest of the paper is orgranized as follows: In Section 2, we introduce proxemics, a social
psychology theory, as the basic concept of our method and describe the details of our
method. In Section 3, we explain the humanoid robot used in this study, and in Section
4, we present the implementation of the subsumption architecture used. In Section 5, we
give some examples of the robot’s behavior when communicating with multiple people.
Section 6 concludes this paper.

We adopted proxemics [8] to design a methodology for a robot to interact appropriately
with each person in a group of people based on the distance between the robot and each
person. Proxemics is a social psychology theory which posits that two humans interact
at an appropriate physical distance from one another based on their relationship. In this
theory, an interaction distances are roughly classified into four groups, as follows:

– Intimate distance (approx. 50 cm): people can communicate via physical interaction
and express strong emotions.

– Personal distance (approx. 50–120 cm): people can talk intimately.
– Social distance (approx. 120–360 cm): people maintain this distance when they are

talking but do not know each other well.
– Public distance (approx. 360 cm or more): people who have no personal relation-

ship with each other can comfortably coexist.
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Table 1. Relationship between distance and function

Intimate distance Personal distance Social distance Public distance
Modalities 50 cm or less 50 cm–1.2 m 1.2 m–3.6 m 3.6 m or more
Input tactile sensor
devices face detection face detection
or speech recognition speech recognition
sensors face localization face localization face localization face localization

sound localization sound localization sound localization sound localization
Output normal speaker normal speaker normal speaker normal speaker
devices sound spotlight sound spotlight

tracking tracking tracking tracking
gesture gesture gesture gesture
hug

approach approach

The distance values shown in parentheses are just typical examples. They depend
on a person’s personality and cultural background.

We divided the various functions of the humanoid robot into four groups based on the
distances listed in Table 1. For input sensors, tactile sensors can be used within the reach
of people. If a target person is standing far from the robot, the robot cannot use either
speech recognition or face recognition because these functions require highly reliable
sensory information. For output devices, normal loud speakers are not appropriate at
long distances, because they deliver sounds to all the people around the robot. A sound
spotlight based on a parametric loud speaker is used to deliver sounds to the people
in a particular direction. The detailed sensory-motor modalities are explained later by
giving concrete examples.

Another factor in determining behaviors is intimacy. Proxemics suggests that the more
intimate the communication, the nearer the target person stands. The parameter of in-
timacy is introduced to reflect the relationship between a robot and humans. The robot
uses this parameter to determine communication priority among multiple in a situation,
and then behaves according to its relationship with each person.

The parameter of intimacy, I , ranges from 0 to 1. It represents the intimacy of the
relationship between a robot and a human. Since I changes dynamically during the
communication, its level changes according to the following equations:

I(0) = P, (1)

dI

dt
=

(
I + P

2

)
· D − I ·

(
P · I + 1

2

)
+ Sk. (2)
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(a) ear
(b) tactile sensor (c) directional speaker

Fig. 1. SIG2 and its parts; (a) ear, (b) piezo tactile sensor, and (c) directional loud speaker

The parameter of the distance, D, is defined as 0.04 and 0.02 for intimate and personal
distances, respectively. For the other distances, D is defined as 0.0.

The term I is defined as the summation of the friendliness of the robot and intimacy
of its relationship with a given person. If the robot recognizes the person as someone it
is intimate with, I increases, and if the robot recognizes the person as someone it is not
intimate with, I decreases. The second term of Equation (2) is a damping factor. If the
robot has no communication with the person for a while, I converges to 0. The term S k

is a parameter of the influence of stimuli. It changes I based on the human’s behavior.

3 Humanoid SIG2 and Its Capabilities

We used the humanoid robot, SIG2, shown in Figure 1. SIG2 has one microphone on
each side of its head. Each microphone is embedded in the eardrum of a model of a
human outer ear made of silicon (Figure 1-a). Its head and upper body are covered
with soft skin-like material containing 19 patches of tactile sensors (Figure 1-b). A
directional parametric speaker is located at its waist (Figure 1-c).

3.1 Tactile Sensors and Face Localization and Recognition

Each tactile sensor, which consists of piezo elements covered by silicon, can detect the
pressure velocity of its patch. It can recognize three kinds of contact: touch, rub, and
hit. Its velocity versus time for a hit and a rub are shown in Figure 2.

SIG2 can measure the distance to its partner using stereovision, which uses two
cameras in its head. Since its visual processing detects multiple faces, then extracts,
identifies, and tracks each face simultaneously, the size, direction, and brightness of
each face changes frequently. We use MPIsearch [10] to attain robust face detection, as
shown in Figure 3.

After an extracted face is identified, it is projected into the discrimination space, and
its distance, d, from each registered face is calculated [3]. Since this distance depends on
the degree (L, the number of registered faces) of the discrimination space, it is converted
to a parameter-independent probability, Pv:

The term P is a constant parameter defined a priori as the robot personality. The
first term or the right-hand side of Equation (2) shows the influence of the distance.

114 T. Tasaki et al.



-40

-30

-20

-10

 0

 10

 20

 30

 40

 0

V
o
lt
a
g
e
 (

m
V

)

Time (ms)
200 400 600

(a) hit

-40

-30

-20

-10

 0

 10

 20

 30

 40

 0

V
o
lt
a
g
e
 (

m
V

)

Time (ms)
200 400 600

(b) rub

Fig. 2. Responses of tactile sensor

Fig. 3. Face localization and recognition
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Fig. 4. Sound source localization and separation
system

A discrimination matrix is created in advance or on demand from a set of variations of
the face with an ID (name) using online linear discriminant analysis.

3.2 Sound Source Localization and Separation

Sound source localization is performed analogously to human perception; SIG2 uses
two microphones embedded in its head (Fig 1-a). To localize sound sources with the
two microphones, first, a set of peaks are extracted for the left and right channels. Then,
identical or similar peaks of the left and right channels are identified as pairs and each
pair is used to calculate interaural phase difference (IPD) and interaural intensity dif-
ference (IID).

Because auditory and visual tracking involves motor movements, which cause mo-
tor and mechanical noises, audition should suppress or at least reduce such noises. In
human-robot interaction, when a robot is talking, it should suppress its own speech.
Nakadai and Okuno presented the active audition for humanoids to improve sound
source tracking by integrating audition, vision, and motor controls [3]. They used their
heuristics to reduce internal burst noises caused by motor movements.

Epipolar geometry with scattering theory is used to calculate the direction of a sound
source from its IPD and IID [12]. The key ideas of Nakadai and Okuno’s real-time active
audition system are twofold; one is to exploit the property of the harmonic structure

Pv =
∫ ∞

d2
2

e−t t
L
2 −1dt. (3)
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3.3 Sound Source Separation ADPF

SIG2’s sound source separation system uses an active direction-pass filter (ADPF),
which separates out sound originating from a specified direction [11]. The architec-
ture of the ADPF is shown in the lower dark area in Figure 4. The ADPF separates
sound sources using a spectrum of input sound, the IPD and IID of the input sound, and
the direction of the sound source. The details of the ADPF algorithm are as follows:

1. The pass range, δ(θs), of the ADPF is specified by the pass range function, δ. Its
minimum value is straight in front of SIG2, because the ADPF has its maximum
sensitivity there. The function δ has a larger value at the periphery because of its
lower sensitivity.

2. From a sound’s direction, the IPD, ∆ϕE(θ), and IID, ∆ρE(θ), are estimated for
each sub-band (i.e., FFT point) using auditory epipolar geometry.

3. The sub-bands are collected if the IPD and IID satisfy the pass-range conditions.
4. A wave consisting of collected sub-bands is constructed.

3.4 Speech Recognition for Separated Sound

We used automatic speech recognition (ASR) with multiple acoustic models to recog-
nize sounds separated by the ADPF. In other words, the ADPF was used as front-end
processing for ASR. Because making speech recognition robust against noises is one of
the hottest topics in the speech community, approaches have been developed, such as
multi-condition training and missing data [14, 15], that are, to some extent, efficient at
recognizing speech with noise. However, these methods are of less use when the signal
to noise ratio is as low as 0 dB, as occurs with a mixture of speech from different voices.

The Japanese automatic speech recognition software “Julian” was used for ASR.
For acoustic models, words played by B&W Nautilus 805 loud speakers were recorded
by SIG2’s pair of microphones. The speakers were installed in a 4 m × 6 m room, and
the distance between SIG2 and each speaker was 1 m. The training datasets were created
based on the data separated from mixtures of two or three simultaneous speeches, using
the ADPF. One loud speakers placed at 0◦ and one or two at every 10◦, from -90◦ to 90◦,
were used to play two or three simultaneous utterances. Because there are 17 directions
from -90◦ to 90◦ and we used three speakers, 51 training datasets were obtained.

In speech recognition, 51 ASRs with one of the resulting 51 acoustic models are
processed against an input in parallel. Then the system integrated all the results of ASRs
and output the most reliable result among them [11].

Our method dynamically determines the priority of various modalities of the sensory
and motor systems, based on the interaction distance (Table 1).

(fundamental frequency, F0, and its overtones) to find a more accurate pair of peaks in
the left and right channels. The other is to search for the direction of the sound source
by combining the belief factors of IPD and IID using the Dempster-Shafer theory.
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– Personal distance — Besides the functions mentioned above, SIG2 separates sound
sources and recognizes speech and faces.

– Intimate distance — Besides the functions mentioned for personal distance, SIG2
recognizes three kinds of contact: touch, rub, and hit.

SIG2 has four degree-of-freedom in movement. Its movement functions include
nod, incline, rotation of its neck, rotation of its body, movement using its cart, and
utterance enabled by the two kind of speakers (directional and omnidirectional). Based
on the distance to a person, SIG2 selects movement functions:

– Intimate distance — SIG2 uses the omni-directional (normal) loud speaker for ut-
terances.

– Personal distance — Besides using the omni-directional loud speaker for utter-
ances, speakers are tracked and gestures are facilitated by four motors.

– Social distance — Besides the functions used in personal distance, the directional
loud speaker is used to talk to a person standing far away from SIG2.

– Public distance — Besides the functions used in social distance, SIG2 can use the
cart to get close to the target person or people.

A subsumption Architecture (SA) [9] is used to implement our method using the hier-
archal structure in Table 1. This enables SIG2 to process sensor information efficiently.
All sensor information is sent to all action modules. Each action module processes in-
put information in parallel to output results. The output of upper modules suppresses or
inhibits that of lower modules to subsume the output of action modules. The top mod-
ule, which inhibits the outputs of lower modules based on the interaction distance, is
implemented to achieve dynamic modality-selection (see Figure 5).

5 Two Experiments to Check Effectiveness

5.1

In this experiment, SIG2 interacted with two people who spoke from different distances,
far and near, by changing input modalities. SIG2 urged the farthest person from itself to
approach. The structure of the SA used in this section is shown in Figure 6.

Step 1 Person A said “Hello, SIG2,” at a social distance.
After localizing the sound, SIG2 turned to Person A (turnFaceToSound), and after
localizing the face, it continued looking at him (lookAtFace). It detected that he
was positioned at a social distance by using the stereovision. Consequently, calling
Person A’s name (greetWithName) and replying with a greeting (replyGreet) were
inhibited.

Step 2 Person B approached with in an intimate distance and said “Hello, SIG2.”
After localizing the sound and face, SIG2 turned to Person B and continued look-
ing at him. Because Person B was positioned at an intimate distance, SIG2 bowed
slightly (item salute), called Person B’s name, and greeted Person B.

– Public and social distances — SIG2 can locate humans using skin color information
from the vision system and can locate sound sources.

Distance-Based Dynamic Interaction of Humanoid Robot 117

4.1 Implementation Using Subsumption Architecture

Scenario 1: Selecting Sensory Modalities Based on Distance



Distance

Intimacy

Speech recognition

Sound localization

Face localization

Face recognition

Touch recognition

Module

Action

Suppress
or
Inhibit

Fig. 5. System Overview

Distance measurement

Face recognition

Speech recognition

IsSocialDistance

greetWithName

replyGreet

ask

callToNear

turnFaceToSound

salute

lookAtFace Behavior

Sound localization

Face localization

I

I

I

I

I

S

SSS

Intimate distance

Social distance

Fig. 6. Implemented Modules for Scenario 1

Step 1 Step 2 Step 3

Fig. 7. Shapshots of Scenario 1

updateIntimacy

turntoIntimatePerson

greetWithName

replyGreet

lookAtFace

salute

turnFaceToSound

avoidHostilPerson

IsSocialDistance

Behavior

Distance measurement

Face recognition

Speech recognition

Sound localization

Face localization

Intimacy

Tactile sensation

S S

S

S

I

I

I

I

I

Intimate distance

Personal distance

Social distance

Fig. 8. Modules implemented for Scenario 2

Step 1 Step 2

Step 3 Step 4

Step 4’ Step 5

Fig. 9. Snapshots of Scenario 2

Step 3 Person A called to SIG2.
After localizing the sound and face, SIG2 turned to Person A and continueed look-
ing at him. Greeting Person A was inhibited by the history of Person A’s behav-
ior. SIG2 requested that Person A approach (callToNear). Asking about Person A’s
business (ask) became active, but was inhibited because of the social distance.

Step 4 Person A followed the instructions and approached SIG2.
After localizing the face, SIG2 continued looking at Person A. SIG2 detected that
Person A was positioned at an intimate distance. Then it asked Person A’s business.
Requesting that Person A approach was inhibited.

5.2

In this experiment, SIG2, between two people, changed its conversation partner based
on intimacy. The SA used in this section is shown in Figure 8.
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Step 1 Person A greeted SIG2 from an intimate distance.
After localizing the sound and face. SIG2 turned to Person A and continued look-
ing at him. SIG2 bowed slightly, called Person A’s name, and replied to Person A
because of their intimate distance. Its intimacy with Person A increased.

Step 2 Person B greeted SIG2 from a social distance.
After localizaing the sound and face, SIG2 turned to Person B and continued look-
ing at him. Calling his name and offering a greeting was inhibited because of the
social distance. SIG2 compared the intimacy it experienced with Persons A and B,
and then returned to Person A, with whom it had higher intimacy (turnToIntimate-
Person).

Step 3 Person A rubbed SIG2.
The intimacy with Person A increased (updateIntimacy).

Step 4 Person B called to SIG2 from a social distance.
After localizing the sound, SIG2 turned to Person B with increasing frequency.
However, SIG2 continued looking at Person A because the intimacy with Person A
was over the threshold value(turnToIntimatePerson).SIG2 didnot reply to Person B.

Step 5 Person A hit SIG2.
The intimacy with Person A decreased, and SIG2 began avoiding him (avoidHos-
tilePerson).

5.3 Discussion

The effects and observations of our method are summarized below:
(1) Efficiency of design and operation By selecting sensory modalities using dis-

tance information, we designed robot behaviors without considering all combinations
of all modalities. Our method is also very efficient at computing costs compared to the
method of selecting behavior in consideration of all possible modalities.

(2) Efficiency of communication We made a robot that avoids incorrect recogni-
tion by selecting sensors and behavior using distance information; therefore, it commu-
nicated exact information. This reduced the number of interactions and enabled efficient
communication.

(3) Priority based on interaction distance The experiments with the humanoid
robot showed that our method enables the robot to select an appropriate target person in
communication using intimacy that dynamically changes. Demonstrations described in
this paper would be natural styles for communication of a human support robot in the
future.

6 Conclusion and Further Work

We presented a model of robot intimacy that interaction distance to determine the com-
munication priority of multiple people. This method was implemented in a humanoid
robot called SIG2 using an SA. The demonstrations of SIG2 showed the effectiveness
of basing the design on proxemics.

Future work shoud focus on three main areas. First, the reliability of sensory in-
formation should be considered. Because the robot simply selects a sensor modality
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using our method, the unselected sensors are not used at all. The heterogeneous sensors
should be integrated according to how reliable they generate appropriate robot behav-
ior. Second, the definition of intimacy should be refined. The intimacy measure in our
method completely depends on interaction distance. However, intimacy should be influ-
enced by variations in communication. Last but not least, a methodology of evaluation
for this kind of human-robot communication should be established. Most conventional
studies of robot communication with a person have used subjective impressions de-
rived from questionnaires as evaluation criteria. However, dealing with such subjective
impressions of multiple people in a complete evaluation is quite difficult. We should
consider methods of analysing of the dynamic transition of communication between a
robot and multiple people.

The original SIG2 was developed by the JST Kitano Symbiotic
Systems Project. The authors thank Dr. Kazuhiro Nakadai of HRI-Japan and Dr. Hiroaki
Kitano of the JST Kitano Project for their collaborations.
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Abstract. Prediction is an important task in robot motor control where
it is used to gain feedback for a controller. With such a self-generated
feedback, which is available before sensor readings from an environment
can be processed, a controller can be stabilized and thus the performance
of a moving robot in a real-world environment is improved. So far, only
experiments with artificially generated data have shown good results. In
a sequence of experiments we evaluate whether a liquid state machine in
combination with a supervised learning algorithm can be used to predict
ball trajectories with input data coming from a video camera mounted on
a robot participating in the RoboCup. This pre-processed video data is
fed into a recurrent spiking neural network. Connections to some output
neurons are trained by linear regression to predict the position of a ball
in various time steps ahead. Our results support the idea that learning
with a liquid state machine can be applied not only to designed data but
also to real, noisy data.

1 Introduction

The prediction of time series is an important issue in many different domains,
such as finance, economy, object tracking, state estimation and robotics. The aim
of such predictions could be to estimate the stock exchange price for the next day
or the position of an object in the next camera frame based on current and past
observations. In the domain of robot control such predictions are used to stabilize
a robot controller. See [1] for a survey of different approaches in motor control
where prediction enhances the stability of a controller. A popular approach is
to learn the prediction from previously collected data. The advantages are that
knowledge of the internal structure is not necessarily needed, arbitrary non-
linear prediction could be learned and additionally some past observations could
be integrated in the prediction.
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Fig. 1. Comparison of the architecture of a feed-forward (left hand side) with a recur-

rent neural network (right hand side); the grey arrows sketch the direction of compu-

tation

Artificial Neural Networks (ANN) are a common method used for this compu-
tation. Feed-forward networks only have connections starting from external input
nodes, possibly via one or more intermediate hidden node processing layers, to
output nodes. Recurrent networks may have connections feeding back to earlier
layers or may have lateral connections (i.e. to neighboring neurons on the same
layer). See Figure 1 for a comparison of the direction of computation between a
feed-forward and a recurrent neural network. With this recurrency, activity can
be retained by the network over time. This provides a sort of memory within
the network, enabling it to compute functions that are more complex than just
simple reactive input-output mappings. This is a very important feature for net-
works that will be used for computation of time series, because a current output
is not solely a function of the current sensory input, but a function of the cur-
rent and previous sensory inputs and also of the current and previous internal
network states. This allows a system to incorporate a much richer range of dy-
namic behaviors. Many approaches have been elaborated on recurrent ANNs.
Some of them are: dynamic recurrent neural networks, radial basis function net-
works, Elman networks, self-organizing maps, Hopfield nets and the “echo state”
approach from [2].

Recently, networks with models of biologically more realistic neurons, e.g.,
spiking neurons, in combination with simple learning algorithms have been pro-
posed as general powerful tools for the computation on time series [3]. In Maass
et. al. [4] this new computation paradigm, a so called Liquid State Machine
(LSM), was used to predict the motion of objects in visual inputs. The visual
input was presented to a 8x8 sensor array and the prediction of the activation of
these sensors representing the position of objects for succeeding time steps was
learned. This approach appears promising, as the computation of such prediction
tasks is assumed to be similar in the human brain [5]. The weakness of the ex-
periments in [4] is that they were only conducted on artificially generated data.
The question is how the approach performs with real-world data. Real data, e.g.
the detected motion of an object in a video stream from a camera mounted on
a moving robot, are noisy and afflicted with outliers.



Movement Prediction from Real-World Images Using a Liquid State Machine 123

In this paper we present how this approach can be extended to a real world
task. We applied the proposed approach to the RoboCup robotic-soccer domain.
The task was movement prediction for a ball in the video stream of the robot’s
camera. Such a prediction is important for reliable tracking of the ball and for
decision making during a game. The remainder of this paper is organized as
follows. The next section provides an overview of the LSM. Section 3 describes
the prediction approach for real data. Experimental results will be reported in
Section 4. Finally, in Section 5 we draw some conclusions.

2 The Liquid State Machine

2.1 The Framework of a Liquid State Machine

The “liquid state machine” (LSM) from [3] is a new framework for computations
in neural microcircuits. The term “liquid state” refers to the idea to view the
result of a computation of a neural microcircuit not as a stable state like an
attractor that is reached. Instead, a neural microcircuit is used as an online
computation tool that receives a continuous input that drives the state of the
neural microcircuit. The result of a computation is again a continuous output
generated by readout neurons given the current state of the neural microcircuit.

Recurrent neural networks with spiking neurons represent a non-linear dy-
namical system with a high-dimensional internal state, which is driven by the
input. The internal state vector x(t) is given as the contributions of all neurons
within the LSM to the membrane potential of a readout neuron at the time
t. The complete internal state is determined by the current input and all past
inputs that the network has seen so far. Hence, a history of (recent) inputs is
preserved in such a network and can be used for computation of the current
output. The basic idea behind solving tasks with a LSM is that one does not
try to set the weights of the connections within the pool of neurons but instead
reduces learning to setting the weights of the readout neurons. This reduces
learning dramatically and much simpler supervised learning algorithms which
e.g. only have to minimize the mean square error in relation to a desired output
can be applied.

The LSM has several interesting features in comparison to other approaches
with recurrent circuits of spiking neural networks:

1. The liquid state machine provides “any-time” computing, i.e. one does not
have to wait for a computation to finish before the result is available. Results
start emitting from the readout neurons as soon as input is fed into the liquid.
Furthermore, different computations can overlap in time. That is, new input
can be fed into the liquid and perturb it while the readout still gives answers
to past input streams.

2. A single neural microcircuit can not only be used to compute a special out-
put function via the readout neurons. Because the LSM only serves as a
pool for dynamic recurrent computation, one can use many different read-
out neurons to extract information for several tasks in parallel. So a sort of
“multi-tasking” can be incorporated.
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3. In most cases simple learning algorithms can be used to set the weights of
the readout neurons. The idea is similar to support vector machines, where
one uses a kernel to project input data into a high-dimensional space. In
this very high-dimensional space simpler classifiers can be used to separate
the data than in the original input data space. The LSM has a similar effect
as a kernel: due to the recurrency the input data is also projected to a
high-dimensional space. Hence, in almost any case experienced so far simple
learning rules like e.g. linear regression suffice.

4. Last but not least it is not only a computational powerful model, but it is
also one of the biological most plausible so far. Thus, it provides a hypothesis
for computation in biological neural systems.

The model of a neural microcircuit as it is used in the LSM is based on
evidence found in [6] and [7]. Still, it gives only a rough approximation to a
real neural microcircuit since many parameters are still unknown. The neural
microcircuit is the biggest computational element within the LSM, although
multiple neural microcircuits could be placed within a single virtual model. In a
model of a neural microcircuit N = nx · ny · nz neurons are placed on a regular
grid in 3D space. The number of neurons along the x, y and z axis, nx, ny and
nz respectively, can be chosen freely. One also specifies a factor to determine
how many of the N neurons should be inhibitory. Another important parameter
in the definition of a neural microcircuit is the parameter λ. Number and range
of the connections between the N neurons within the LSM are determined by
this parameter λ. The probability of a connection between two neurons i and j

is given by p(i,j) = C · exp−
D(i,j)

λ2 where D(i,j) is the Euclidean distance between
those two neurons and C is a parameter depending on the type (excitatory or
inhibitory) of each of the two connecting neurons. There exist 4 possible values
for C for each connection within a neural microcircuit: CEE , CEI ,CIE and CII

may be used depending on whether the neurons i and j are excitatory (E) or
inhibitory (I). In our experiments we used spiking neurons according to the
standard leaky-integrate-and-fire (LIF) neuron model that are connected via
dynamic synapses. The time course for a postsynaptic current is approximated
by the equation v(t) = w · e− t

τsyn where w is a synaptic weight and τsyn is the
synaptic time constant. In case of dynamic synapses the “weight” w depends
on the history of the spikes it has seen so far according to the model from
[8]. For synapses transmitting analog values (such as the output neurons in
our experimental setup) synapses are simply modeled as static synapses with a
strength defined by a constant weight w. Additionally, synapses for analog values
can have delay lines, modeling the time a potential would need to propagate
along an axon.

3 Experimental Setup

In this section we introduce the general setup that was used during our experi-
ments to solve prediction tasks with real-world data from a robot. As depicted
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in figure 2, such a network consists of three different neuron pools: (a) an input
layer that is used to feed sensor data from the robot into the network, (b) a pool
of neurons forming the LSM according to section 2 and (c) the output layer con-
sisting of readout neurons which perform a linear combination of the membrane
potentials obtained from the liquid neurons.

Fig. 2. Architecture of our experimental setup depicting the three different pools of

neurons and a sample input pattern with the data path overview. Example connections

of a single liquid neuron are shown: input is received from the input sensor field on

the left hand side and some random connection within the liquid. The output of every

liquid neuron is projected onto every output neuron (located on the most right hand

side). The 8x6x3 neurons in the middle form the ”liquid”

For simulation within the training and evaluation the neural circuit simulator
CSim1 was used. Parameterization of the LSM is described below. Names for
neuron and synapse types all originate from terms used in the CSim environment.
Letters I and E denote values for inhibitory and excitatory neurons respectively.

To feed activation sequences into the liquid pool, we use External Input Neu-
rons that conduct an injection current Iinject via Static Analog Synapses (Inoise

= 0nA, wmean = 3 ∗ 10−8 (EE) or 6 ∗ 10−8 (EI), delaymean = 1.5ms (EE) or
0.8ms (EI) with CV =0.1) into the first layer of the liquid pool. EE, EI, IE and II
denote connections between the two types of neurons. Inspired from information
processing in living organisms, we set up a cognitive mapping from input layer
to liquid pool. The value of Iinject depends on the value of the input data, in
this case the activation of each single visual sensor.

The liquid consists of Leaky Integrate And Fire Neurons (Cm = 30nF, Rm =
1MΩ, Vthresh = 15mV, Vresting = 0mV, Vreset uniform distributed in the inter-
val [13.8mV 14.5mV], Vinit uniform distributed in the interval [13.5mV 14.9mV],
Trefract = 3ms (E) or 2ms (I), Inoise = 0nA, Iinject uniform distributed in the

1 The software simulator CSim and the appropriate documentation for the liquid state
machine can be found on the web page http://www.lsm.tugraz.at/
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interval [13.5nA 14.5nA]), grouped in an 8 · 6 · 3 cuboid, that are randomly con-
nected via Dynamic Spiking Synapses (Umean = 0.5, 0.05, 0.25, 0.32, Dmean =
1.1, 0.125, 0.7, 0.144; Fmean = 0.05s, 1.2s, 0.02s, 0.06s; delaymean = 1.5ms, 0.8ms,
0.8ms, 0.8ms with CV = 0.1; τsyn = 3ms, 3ms, 6ms, 6ms; for EE, IE, EI, II), as
described above. The probability of a connection between every two neurons is
modeled by the probability distribution depending on a parameter λ described
in the previous section. Various combinations of λ (connection probability) and
mean connection weights Ω (connection strength) were used for simulation. 20%
of the liquid neurons were randomly chosen to produce inhibitory potentials. C
was chosen to be 0.3 (EE), 0.4 (EI), 0.2 (IE) and 0.1 (II). Figure 2 shows an
example for connection within the LSM.

The information provided by the spiking neurons in the liquid pool is pro-
cessed (read out) by External Output Neurons (Vinit, Vresting, Inoise are the
same as for the liquid neurons), each of them connected to all neurons in the
liquid pool via Static Spiking Synapses (τsyn = 3ms (EE) or 6ms (EI), w =
−6.73 ∗ 10−5 (e.g., set after training), delaymean = 1.5ms (EE) or 0.8ms (EI)
with CV = 0.1). The output neurons perform a simple linear combination of
inputs that are provided by the liquid pool.

We evaluate the prediction approach by carrying out several experiments
with real-world data in the RoboCup Middle-Size robotic soccer scenario. The
experiments were conducted using a robot of the “Mostly Harmless” RoboCup
Middle-Size team [9]. The task within the experiments is to predict the movement
of the ball in the field of view a few frames into the future. The experimental
setup can be described as follows: The robot is located on the field and points
its camera across the field. The camera is a color camera with a resolution of
320 times 240 pixel. The ball is detected within an image by simple color-blob-
detection leading to a binary image of the ball. We can use this simple image
preprocessing since all objects on the RoboCup-field are color-coded and the ball
is the only red one. The segmented image is presented to the 8 times 6 sensor
field of the LSM. The activation of each sensor is equivalent to the percentage
of how much of the sensory area is covered by the ball.

We collect a large set of 674 video sequences of the ball rolling with differ-
ent velocities and directions across the field. The video sequences have different
lengths and contain images in 50ms time steps. These video sequences are trans-
fered into the equivalent sequences of activation patterns of the input sensors.
Figure 3 shows such a sequence. The activation sequences are randomly divided
into a training set (85%) and a validation set (15%) used to train and evalu-
ate the prediction. Training and evaluation is conducted for the prediction of
2 timesteps (100ms), 4 timesteps (200ms) and 6 timesteps (300ms) ahead. The
corresponding target activation sequences are simply obtained by shifting the
input activation sequences 2, 4 or 6 steps forward in time.

Simulation for the training set is carried out sequence-by-sequence: for each
collected activation sequence, the neural circuit is reset, input data are assigned
to the input layer, recorders are set up to record the liquid’s activity, simula-
tion is started, and the corresponding recorded liquid activity is stored for the
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Fig. 3. Upper Row: Ball movement recorded by the camera. Lower Row: Activation of

the sensor field

training part. The training is performed by calculating the weights2 of all static
synapses connecting each liquid neuron with all output layer neurons using linear
regression.

Analogous to the simulation with the training set, simulation is then carried
out on the validation set of activation sequences. The resulting output neuron
activation sequences (output sequences) are stored for evaluating the network’s
performance.

4 Results

We introduce the mean absolute error and the correlation coefficient to eval-
uate the performance of the network. The mean absolute error is the positive
difference between the activation values of target and output sequences of the
validation set divided by the number of neurons in the input/output layer and
the length of the sequence. This average error per output neuron and per image
yields a reasonable measure for the performance on validation sets with different
length. Figure 4 shows an example for a prediction and its error.

Fig. 4. Sensor activation for a prediction one timestep ahead. Input activation, target

activation, predicted activation and error (left to right)

A problem which arises if only the mean absolute error is used for evaluation
is that also networks with nearly no output activation produce a low mean

2 In fact also the injection currents Iinject for each output layer neuron is calculated.
For simplification this bias is treated as the 0th weight
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absolute error - because most of the neurons in the target activation pattern
are not covered by the ball and therefore they are not activated leading to
a low average error per image. The correlation coefficient measures the linear
dependency of two variables. If the value is zero two variables are not correlated.
The correlation coefficient is calculated in similar way as the mean absolute
error. Therefore the higher the coefficient the higher the probability of getting a
correlation as large as the observed value without coincidence involved. In our
case a relation between mean absolute error and correlation coefficient exists. A
high correlation coefficient indicates a low mean absolute error.

In Figure 5 the mean absolute errors averaged over all single images in the
movies in the validation set and the correlation coefficients for the prediction
one timestep (50ms) ahead are shown for various parameter combinations. The
parameter values range for both landscapes from 0.1 to 5.7 for Ω and from 0.5
to 5.7 for λ. If both Ω and λ are high, there is too much activation in the liquid.
Remember, λ controls the probability of a connection and Ω controls the strength
of a connection. We assume that this high activity hampers the network making
a difference between the input and the noise. Both values indicate a good area if
at least one of the parameters is low. Best results are achieved if both parameters
are low (e.g. Ω=0.5, λ=1.0). The figure clearly shows the close relation between
the mean absolute error and the correlation coefficient. Furthermore, it shows
the very good results for the prediction as the correlation coefficient is close to
1.0 for good parameter combinations.
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Fig. 5. Mean absolute error landscape on the left and correlation coefficient on the

right for a prediction one time step ahead. Ω(wscale) [0.1,5.7], λ [0.5,5.7]

We also compare the results achieved with two (100ms) and four (200ms)
time steps predicted. In order to compare the results of both predictions for
different parameter combinations, we use again a landscape plot of the correla-
tion coefficients. Figure 6 shows the correlation coefficient for parameter values
range from 0.1 to 5.7 for Ω and from 0.5 to 5.7 for λ. The regions of good results
remain the same as in the one timestep prediction. If at least one parameter - Ω
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Fig. 7. Sensor activation for a prediction two timesteps ahead. Input activation, target

activation, predicted activation and error (left to right). Parameter: Ω=1.0, λ=2.0

or λ - is low the correlation coefficient reaches its maximum (about 0.7 at two
timesteps and about 0.5 at four timesteps). With increasing Ω and λ, the correla-
tion coefficients decrease again. We believe that the too high activation is again
the reason for this fact. Not surprisingly the maximum correlation compared
to the one step prediction is lower because prediction gets harder if the pre-
diction time increases. Nevertheless, the results are good enough for reasonable
predictions.

Figure 7 shows an example for the activations and the error for the prediction
of two timesteps ahead. It clearly shows that the center of the output activation
is in the region of high activation in the input and the prediction is reasonable
good. The comparison to Figure 4 also shows that the activation is more and
more blurred around its center if the prediction time increases.

Furthermore we confronted the liquid with the task to predict 300ms (6
timesteps) without getting a proper result. We were not able to visually identify
the ball position anymore. We guess this is mainly caused by the blur of the
activation.

5 Conclusion and Future Work

In this work we propose a biologically more realistic approach for the compu-
tation of time series of real world images. The Liquid State Machine (LSM),
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a new biologically inspired computation paradigm, is used to learn ball predic-
tion within the RoboCup robotic soccer domain. The advantages of the LSM
are that it projects the input data in a high-dimensional space and therefore
simple learning methods, e.g. linear regression, can be used to train the readout.
Furthermore, the liquid, a pool of inter-connected neurons, serves as a memory
which holds the current and some past inputs up to a certain point in time (fad-
ing memory). Finally, this kind of computation is also biologically more plausible
than other approaches like Artificial Neural Networks or Kalman Filters. Pre-
liminary experiments within the RoboCup domain show that the LSM approach
is able to reliably predict ball movement up to 200ms ahead. But there are still
open questions. One question is how the computation is influenced by the size
and topology of the LSM. Moreover, deeper investigation should be done for
more complex non-linear movements, like balls bouncing back from an obstacle.
Furthermore, it might be interesting to directly control actuators with the out-
put of the LSM. We currently work on a goalkeeper, which intercepts the ball,
controlled directly by the LSM approach.
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Abstract. This paper developed a robot competition system using a gesture 
based interface. The used interface recognizes a gesture as meaningful 
movements from a fixed camera and controls a robot by transforming gesture 
commands. In the experiment, the used robot is RCB-1 robot and the 
experimental results verify the feasibility and validity of the proposed system. 

1   Introduction 

Recently, there are significant amount of research on gesture recognition and its 
application to the robot control. Common robot control systems are controlled using 
additionally input devices like a joystick, remote control or sensor glove. However, 
theses methods are not only indirect and unnatural between a human and a robot, 
but also expensive and uncomfortable. Hence it is desirable to develop more 
intuitive and effective interface between the human and robot, without the 
additional tools [1-2].  

For this, we developed a robot competition system using a gesture based interface. 
To assess the validity of the proposed system, we applied a real mobile robot, KHR-1. 
The results show that the proposed system can provide a convenient and intuitive 
interface and it has a potential to apply for the robot control. 

2   Robot Competition System 

Fig. 1 shows the proposed robot competition system in which the users control their 
robot using gestures. In our system, each camera, which is fixed on the desk, is 
connected to each robot, then the robot is controlled by processing the user's gestures 
obtained from the camera. In Fig.1, ‘A’-user controls ‘A’-robot through ‘A’-interface 
using captured images from ‘A’-camera. ‘B’-user is also same as a case of ‘A’-user.  

The system controls mobile robots via the following 13 gestures: STAND UP, 
HOOK, TURN LEFT, TURN RIGHT, WALK FORWARD, BACK PEDAL, SIDE 
ATTACK, MOVE TO LEFT, MOVE TO RIGHT, BACK UP, BOTH PUNCH, 
LEFT PUNCH, RIGHT PUNCH. These gesture commands are basic commands for 
moving a robot.  
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Fig. 1. The proposed robot competition system 

3   Gesture Based Interface 

The proposed system controls a robot using gesture-based interface. Fig.2 shows the 
outline of the gesture-based interface in our system. 

 

Fig. 2. The outline of the gesture based interface in the proposed system 

A certain gesture in our system is represented by a pose symbol streaming, where a 
pose indicates the position of these body parts at a specific time. A pose symbol is 
represented as a vector P = (Fx, Fy, Lx, Ly, Rx, Ry), where each element represents x-
coordinate and y-coordinate of face, and left and right hands, respectively. Therefore, 
such poses are firstly extracted from input frames. The pose extraction step is 
performed by four steps: (1) we extracted skin-color regions using skin-color model 
that represented by 2-D Gaussian model, (2) the results are filtered using connected-
component labeling, (3) positions of face, left hand, and right hand are obtained from 
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1st momentum of the respective components, (4) the extracted position vector is 
classified into a pose symbol by a template matching. After pose extraction step, the 
pose symbol streaming are recognized as gestures by the HMM which developed in 
[3]. The HMM processes a continuous stream as the input then segments and 
recognizes simultaneously. Thereafter, the recognized gestures are translated into 
commands to control a robot.   

4   Experimental Results 

The proposed system is implemented on Pentium IV using visual C++ language. The 
test images are captured at a frame rate of 10 (Hz) and the size of each color image 
was a 320 × 240. 

For the experiments, each gesture was performed 100 times by 10 different 
individuals. The results show reliability of about 98.95% with false recognition of 
1.05%. It is more interesting and friendly to control robot using a user movements 
than using additional input devices like a joystick or keyboard.  

Consequently, the proposed system has a great potential to a variety of multimedia 
application as well as robot control.  

5   Conclusions 

In this paper, a robot competition system with a gesture-based interface has been 
successfully implemented on the mobile robot, KHR-1. The used gesture-based 
interface provides a more convenient and intuitive to control a mobile robot. Thus the 
user can form an intimacy with robot also feel more interests in controlling robot, by 
using the user gestures. 
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Abstract. This paper presents an agent system ASGARD-0, that pro-
vides monitoring for the success or failure of Grid jobs in a High Energy
Physics application. This application area is one where use of the Grid is
extremely well motivated as processes are both data and computation-
ally intensive. Currently however there is no mechanism for automated
monitoring of jobs and physicists must manually check to see whether
the job has completed and whether it has done so in a successful manner.
ASGARD-0 provides some initial services in this area and is also a proof
of concept for a much more ambitious agent support system.

Keywords: Intelligent Agents, Intelligent Interfaces, Grid Support Ser-
vices, Systems for Real Life Applications.

1 Introduction

This paper describes work done by the RMIT Intelligent Agents group in col-
laboration with the High Energy Physics (HEP) group at The University of
Melbourne. The HEP group is keen to exploit the advantages offered by grid
computing, but has been limited by the uninformative, immature nature of
the underlying grid implementation: the current grid middleware provides no
scheduling system or even an effective tool to split jobs across multiple machines.
Compounding the problem is the lack of job progress monitoring provided.

This paper and the project in general looks at ways in which agents can assist
with these problems, as well as assisting in other areas such as data discovery.
Ultimately we aim to provide a fully-fledged system to allow an opaque interface
to the grid that will allow physicists to perform experiments across various grid
nodes. We refer to this future system as ASGARD (Agent Support for Grid
Application Research and Development).
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The initial implementation, ASGARD-0, focuses upon providing the HEP
community with feedback regarding the status of a job that has been or is
currently running on a grid node, as currently they have no way of knowing
whether their job has been successfully run or has failed.

2 The Application

One of the main challenges for High Energy Physics is to answer longstanding
questions about fundamental particles and the forces acting between them. In
particular the goal is to explain why some particles are much heavier than others,
and why particles have mass at all.

The answer could reside in an all-pervading presence called the Higgs field,
but at the moment there is no evidence of its existence. The University of Mel-
bourne HEP group is participating in the BELLE experiment at the Japanese
KEK-B asymmetric electron-positron collider, which generates huge amounts
of B-meson decay data in search of evidence for the Higgs field. It is a highly
collaborative project where multiple, geographically dispersed groups are using
parts, or skims, of this dataset simultaneously.

There are two types of experiments conducted by the HEP group: simulations
and analysis. A simulation, or Monte Carlo simulation, is essentially a data gen-
eration step. It is used to test and calibrate analysis code before running it on the
actual BELLE data. An analysis is an experiment in which physicists look for par-
ticles of interest in a simulated or real dataset. Usually they are interested in a par-
ticular decay chain or particle and will perform data cuts or queries on the data to
select the events of interest. The subsets of the full data set, containing only events
exhibiting the decay chain being studied, are called skims.

Through the construction of increasingly sensitive and precise detectors,
physicists have overcome to a large extent, the problem of generating useful data.
Unfortunately this has led to an unresolved issue of how to extract meaningful
information out of the resulting petabyte data collections. Filtering and querying
of enormous magnitude is performed upon these massive datasets, leading to a
bottleneck in terms of computational time and space.

Compounding the issue is that of the highly dispersed nature of the dataset.
There are many organisations around the world involved in this project, each
generating their own simulation data and skims from events collected by the
BELLE detector. It is essential that the various organisations are able to share
this data effectively.

The conventional single processor computational paradigm has proved inade-
quate in terms of both computational power and resource management/storage.
Cluster-based computing, where a number of computers are devoted to the anal-
ysis takes advantage of the fact that it is possible to split these files into smaller
sub files and perform independent analyses in parallel.

However, the data intensive nature of the HEP experiments, combined with
the widely distributed scientific community, make availability of a grid resource
highly desirable.
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2.1 Problems

Grids clearly offer massive benefits to large projects such as the BELLE experi-
ment. They allow data and resource sharing on an unprecedented level, leading to
important collaborative work. However grids are also characterised by a number
of problems:

– Heterogeneity: The programs and environment at each of the grid nodes are
likely to be different.

– Network Unreliability: The network connection(s) between a local node and
a remote host may go down during the execution of a job.

– Network Cost: It is costly to transmit large amounts of data.
– Security: Extra security and authentication procedures are required in order

to guarantee computational integrity and authorise resource access.
– Dispersed administration: While having no central administration and mon-

itoring facility is essential in some regards, it leads to the nodes on the grid
being unreliable. Users submitting jobs to grid nodes may not know if that
node is functioning correctly or at all.

All these can lead to a high failure rate of jobs that have been submitted
to a grid. Our challenge is to reduce this failure rate by introducing an agent
system capable of pre-empting failure through intelligent scheduling and submis-
sion, and intelligent recovery and resubmission following the failure of a node to
successfully complete the job. Our initial implementation demonstrates an agent
tool capable of detecting failure and reporting this in a meaningful way to the
user.

2.2 Globus

The interest and need in grid computing has led to attempts to develop middle-
ware capable of supporting grid applications. Globus [4] has become the most
accepted (and indeed the default) standard for providing these services, although
there are others (such as Legion [6]). The European Data Grid (EDG) has been
developed as an extension of Globus, and is itself being extended to the “Large
Hadron Collider” Grid (LCG) for a new set of experiments, known as ATLAS.
The HEP group at the University of Melbourne has a test grid using the Globus
Toolkit.

Globus defines an open source toolkit of low-level services for security, com-
munication, resource location and allocation, process management and data ac-
cess.

There are two major issues or problems that grid middleware, including
Globus, have yet to address:

– Lack of monitoring: Globus allows an end user to check the status of a sub-
mitted job. Unfortunately this capability proved relatively primitive. There
is no differentiation between failed and successfully completed jobs.
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– Lack of scheduling: When a job is submitted to a Globus grid, the machine
name of the remote host must be specified. An explicit mechanism for sub-
mitting to hosts is far from the goal of a system that has abstracted the
underlying grid from the user.

These two problems do not mean that the Globus Toolkit is not useful, but
emphasise the fact that the Toolkit is only a building block upon which devel-
opers can construct useful applications.

ASGARD has been built to use the Globus toolkit, but it should be readily
adaptable to EDG and LCG, when physicists inevitably migrate, due to their
similarities.

3 Agents for the Grid

Agents have been increasingly used in complex and dynamic applications [5].
Their proactive autonomous nature, combined with the ability to react to chang-
ing situations, makes them very suitable for grid environments , which are likely
to be highly dynamic.

BDI (Belief Desire Intention) agent systems [1, 9] are particularly suitable due
to their fault tolerant behaviour, and their commitment to continue to pursue a
goal. These systems typically provide a number of plans with which an agent can
attempt to achieve a given goal. This enables the agent to choose dynamically
the most suitable plan for the given situation. If the plan unexpectedly fails, an
alternative plan can be chosen in an attempt to achieve the goal. They can also
monitor the environment and adapt the choice of plans accordingly. To encode
this behaviour in a traditional system would be difficult at best, and probably
result in a complex, brittle application, whereas it is innate in BDI style agent
systems.

We have chosen to use JACK Intelligent AgentsTM [2] as our BDI platform,
as it is a well developed and robust system which is easily integrated into larger
applications and provides extensive functionality.

A number of research groups are also working on agent support for the Grid.
ARMS is a scheduling system for grid computing that uses the A4 design method-
ology and the PACE toolkit for internal resource scheduling. The A4 methodol-
ogy describes each agent as a representative of a local grid resource.

AgentScape [7] provides middleware support (AOS) for developing agent ap-
plications via a virtual machine distributed across a WAN with heterogeneous
hosts.

Both AgentScape and ARMS rely on the Grid having these systems installed
on all Grid nodes. Our approach on the other hand does not rely on installing
our agent system on all nodes. Rather the agent system operates at a local node,
while communicating with the Grid infrastructure. This can be seen as a disad-
vantage and also an advantage. On the one hand a system such as AgentScape,
with an AOS at every node has the potential to provide a great deal of infor-
mation about the state of the grid, the network, and all the nodes in the grid.
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However installing virtual machines across every node in the Grid is unlikely
to be achievable in the near future as nodes are generally under varied insti-
tutional control. In this immature grid environment we believe our ASGARD
architecture is more practical.

4 Overview of ASGARD Architecture and Design

ASGARD-0 has been designed using the Prometheus agent system design
methodology [8] and the Prometheus Design Tool (PDT), then implemented us-
ing the JACK Development Environment (JDE) for JACK Intelligent AgentsTM

[2] a multi-agent development environment based on the BDI model.
ASGARD devlivers intelligent support from outside the Grid. Thus it will

eventually be able to monitor the commandline and act on the user’s behalf.
Normally, after submitting a job to the BelleTestBed, the user would receive

a jobID and manually check the BelleTestBed until the job appears DONE, then
use the jobID to obtain the outputs from the experiment and visually inspect
for signs of failure. Given that jobs can take hours or days to complete, this is
an onerous task and is not efficient. ASGARD-0 abstracts this task of failure
detection and diagnosis away from the user and returns the status of the job,
along with the location of the data (if any).

 
Input Managing Filtering 

Send RUNME  to filter 

Output Managing Job Analysing Output Analysing 

Return Job Type 

Get job data 

Send Job Status 

Process RUNME 

Filter RUNME 

Report Job Status 

Send filtered data for Job Analysis 

Send Job Data  to filter 

Send  filtered data for Output 

Determine 

Job Type 

Configure Filter 

Get Job Output streams 

Determine 

Job Status 

Filter Job Output 

Standard Output 

Standard Error 

Job Specific Data 

RUNME 

Grid System 

Fig. 1. Message flow within and between the ASGARD-0 agents and their capabilities
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In our early experiments, we have concentrated on reasoning about specific
problems which arise when using the BelleTestBed, rather than more general
problems when connecting via Globus. Initial development was done using sam-
ple result files from previous executions on the BelleTestBed.

The system comprises two BDI agents. The I/O Manager agent is responsible
for facilitating input and output exchanges with the environment and for filtering
the data sent to the Analyser, which is responsible for reasoning about the job:
before, during and after its execution (see Figure 1).

The I/O Manager agent acts to decouple the Analyser from the outside world,
by controlling the manner in which inputs are obtained and forwarding only
relevant material, as well as delivering any responses to the user. The filtering
can be actively configured by the Analyser in response to the job description as
well as during execution. The output can be reported in various forms including
console messages, text reports, XML reports etc.

The I/O Analyser agent is responsible for determining the job type as well as
reasoning about the job in order to determine the job status. The two distinct
analysis phases, or aspects of the agent, are split into separate capabilities: Job
Analysing and Output Analysing, also illustrated in Figure 1.

The Job Analysing capability receives the filtered job description data which
helps the agent reason and determine the job type. Once the job type is de-
termined a message is sent to the I/O manager agent in order to configure the
filter.

The Output Analysing capability is the most important module of the system
as its task is to determining the job status. It is discussed in more detail in the
next section.

5 Output Analysis

This capability is the heart of the system, and requires the collection of input
data, detection of potential errors and reporting of the job status upon successful
termination of input. These tasks are delegated to the following sub-capabilities:
Input Scanning, Error Handling, and Termination Handling, as shown in Fig-
ure 2.

The Input Scanning capability receives as input filtered job data from the
standard output, standard input and other job specific files (if any) and stores
this information about what it has seen as a set of beliefs, implemented as the
JACK beliefset JobOutputData shown in Specific messages received may generate
diagnosis goals which require further evaluation.

If potential error messages are encountered then a diagnosis goal causes plans
to be chosen to try and ascertain the cause of the error These plans are part of
the Error Handling capability to reason about the error and generate appropriate
status messages. Similarly, if job termination messages are encountered then a
goal is generated to determine whether or not the job has terminated successfully.
The relevant plans then reason about the successful/unsuccessful termination of
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the job and report the status back to the I/O Manager agent. These plans are
part of the Termination Handling capability.

The purpose of the Error Handling capability is to identify and analyse errors
as and when they are encountered and to report the reasons responsible for them
being generated. The goal which triggers this capability is AnalyseError (see
Figure 2). Depending on the content of the message associated with a particular
instance of this goal, different plans are chosen to reason about possible causes,
or to monitor for future messages which may provide information about the
cause.
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Fig. 2. Analyser capabilities, beliefsets and plans. Note that all plans have read access

(not shown) to the beliefset, but only the StoreOutputData plan modifies the beliefset

(as shown)

An example of a particular error is the “Timeout” error. In this case, the
content of the message associated with the AnalyseError goal starts with the
string "FPDAGRID: ERROR - Timeout". There are three plans which attempt to
find a cause for this error:

– AE TimeoutLookBothWays (AE stands for Analyse Error),
– AE TimeoutLookBackOnly, and
– AE TimeoutNoInfo

These plans are all applicable for the situation where the error encoun-
tered is a timeout error. They are tried in the order shown above, where the
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AE TimeoutNoInfo plan is simply a default plan which provides (to the I/O
Manager) the information that a timeout error has occured but the cause has
not been determined while each of the first two plans look for certain messages
in the beliefset that could have led to the timeout error being generated.

The first plan, AE TimeoutLookBothWays, handles the most common situ-
ation. It does the following steps:

– wait until “event server” error message is encountered.
– Access belief set data to look for additional information on reasons for the

error.
– Report Error with details.

Once the “event server” error message has been encountered, the plan can
be certain that a “Timeout” error has occurred and can then, based on the
information obtained, look in its beliefset for further information as to the cause.
Items such as file availability messages and any corresponding errors that may
be generated , provide further information about the sequence of events that
have contributed to the “Timeout” error being generated.

TIMEOUT error messages are generated by low level library routines at the
grid level and they indicate the possibility of an error. The “event server” mes-
sages are generated from an application interfacing with the grid and they pro-
vide details about the error. However there is a possibility that an “event server”
error message may not be received, even though a TIMEOUT error has occurred.
In this case, if EOF is encountered (in any of the input sources) prior to an
“event server” message being received, the first plan fails, and the agent will try
the AE TimeoutLookBackOnly plan in order to achieve the goal of analysing
the “Timeout” error. This plan tries to look through the beliefset to find any
evidence confirming the generation of a “Timeout” error, and associated in-
formation regarding causes. This is quite similar to the first plan but initially
lacks conclusive evidence to help guide the further search for reasons. Once the
evidence is gathered this plan then also tries to find further details of the error.

This plan tries to look for items such as server error responses in the belief-
set. If such a message has occurred more than once then the plan succeeds at
confirming the timeout error. The error detail (erroneous filename) is retrieved
by looking up the Grid URL message and is reported back to the user.

In the unlikely event of the AE TimeoutLookBackOnly plan failing as well as
the AE TimeoutLookBothWays plan, the AE TimeoutNoInfo plan is executed.
It simply reports that a “Timeout” error was observed but that no further in-
formation has been obtained. It reports only the detection of the error rather
than diagnosing and specifying the details about it.

As new ideas on what to look for to try and diagnose each kind of error
message are provided, these can readily be mapped to self contained plans which
capture the analysis process.

Job Termination is handled by the Termination Handling capability. The
goal is to determine the successful completion of the job upon job termination.
This goal is represented by the DetermineTermination event (see Figure 2).
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This capability has two alternative plans to achieve this goal. DetermineTer-
mination Successful and DetermineTermination Incomplete in order of priority.
These plans are considered if the following context conditions are both true:

– The agent has seen an EOF message from stdout (Job Status Message =
EOF and Message Source = stdout).

– The agent has seen an EOF message from stderr (Job Status Message =
EOF and Message Source = stderr).

If in addition the agent has seen the job status messages "FPDAGRID: User

Cleanup" and "Processing End....... Removing IPC.......... done" then the
DetermineTermination Successful plan is chosen as appropriate and a successful
execution message is reported back to the user via the I/O Manager agent.

If the job status messages "FPDAGRID: User Cleanup" and "Processing

End....... Removing IPC.......... done" have not been seen by the agent (i.e.
it is not the case that the beliefset contains these messages), then the Deter-
mineTermination Incomplete plan is appropriate and it simply reports an ab-
normal termination and execution incomplete status.

6 Conclusions and Future Work

ASGARD-0 is an initial but useful first step in providing intelligent agent as-
sistance for grid computing, in the context of the HEP application. Being able
to detect failures and reason about them (if not handle them) is useful, but our
longer term aims are to provide more comprehensive support. Importantly we
have demonstrated that it is possible to provide useful agent support services for
the grid, without having the agents embedded tightly into the internal infras-
tructure of every grid node. In future work we hope to align with and make use of
both our own and others’ work within the world wide web research community.

The semantic grid is an extension of the semantic web, where the grid (or web)
is defined as a service-oriented architecture in which services are provided to and
from entities using an advertised contract system. These services are “advertised”
through the use of standard Service Description Languages (SDLs). The Open
grid Service Infrastructure (OGSI [10]) defines these WSDL specifications for use
consistent with grid-based architectures. The ability to recognise and provide
information about computation services on the grid is one aspect of the future
development of ASGARD.

HEP analyses are typically very long processes, dealing with massive amounts
of data. It is however possible that someone has already performed the analysis
or simulation. If matching data exists somewhere on the grid, then it may make
sense to locate and use this data, rather than reproduce it. An ASGARD agent
could locate this data, by viewing the existing data as a service offered by grid
nodes and avoid duplication.

If the analysis itself is viewed as a service, then it may be possible to further
augment the BELLE process using ASGARD through semantic optimisation.
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According to the physicists, “80% of computation is duplicated” with the early
stages of many experiments being identical. However there is no way of getting
access to other people’s intermediate data. The cost of storage is the primary
reason for this – it is completely infeasible to store even the output of a large
number of experiments, much less the intermediate data. ASGARD could poten-
tially recognise that two (or more) analyses were aligned in at least part of their
process (more likely the earlier parts of the analysis) and run them as one single
analysis, diverging them at the appropriate point. In the discourse of service
composition: computation could be seen as the service, something supported by
OGSI. Having each particular experiment advertise the type of analysis currently
being undertaken, it may be possible to merge scheduled experiments.

The method we have used for providing intelligent agent services to grid
applications indicates that this is an effective and relatively straightforward ap-
proach, as there is no necessity to obtain agreement from all nodes before the
approach can be trialled. Even if it is desired at a later stage to integrate the
services more fully within the grid infrastructure, the approach of having loosely
attached agents in order to trial and refine such services is very promising.
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Abstract. Trust is an important issue in trade. For instance in food trade, mar-
ket actors have to rely on their trade partner’s quality statements. The roles of 
trust and deception in supply networks in various cultural and organisational 
settings are subject of research in the social sciences. The Trust And Tracing 
game is an instrument for that type of study. It is a game for human players. 
Conducting experiments is time-consuming and expensive. Furthermore, it is 
hard to formulate hypotheses and to test effects of parameter changes, as this 
requires many participants. For these reasons the project reported in this paper 
investigated the feasibility of multi-agent simulation of the game and delivered 
a prototype. This paper briefly describes the game and introduces the process 
composition of the agents. The prototype uses simple, but effective models. The 
paper concludes with directions for refinement of models for agent behaviour. 

1   Introduction 

The Trust and Tracing game is a research tool designed to study human behaviour in 
commodity supply chains and networks. The issue of trust is highly relevant to the 
field of supply chain and network studies. In their paper founding the field, Diederen 
and Jonkers [3] list six core sources of value improvement for supply chains and net-
works. For four out of six sources trust is a major aspect in the way people deal with 
each other about these issues (transaction, property rights and value capture, social 
structure, and network externalities). For each of these four sources case studies have 
been done describing the importance of human relationships ([1], [13]). 

Meijer [11] describes the appropriateness of using simulation games to facilitate 
the six sources of value improvement. The Trust and Tracing game is an example of 
such a game. This tool places the choice between relying on trust versus relying on 
complete information in trade environments at the core of a social simulation game. In 
research conducted, the game has been used both as a data gathering tool about the 
role of reputation and trust in various types of business networks, and as tool to make 
participants feed back on their own daily experiences in their respective jobs. 

There are several disadvantages to playing games with human players for research 
purposes. Firstly it is impossible to control all parameters, as any person has social re-
lationships and cultural bias [2]. Furthermore it is expensive and time-consuming to 
acquire enough participants [4], so the number of games that can be played in varying 
configurations is limited. A simulation model could prove useful for: 
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1. Validation of models of behaviour induced from game observations 
2. Testing of hypotheses about system dynamics of aggregated results in relation to 

parameter changes in individual behaviour 
3. Selection of useful configurations for games with humans (test design) 

A multi-agent approach of the simulation is obvious because the weak notion of 
agency as formulated by Jennings and Wooldridge [8] applies to the players. The 
players pursue individual goals and take decisions individually (autonomy), they can 
react on offers of others (responsiveness), they plan their actions according to their 
private needs and preferences (pro-activeness), and they are aware of the identity of 
other players, negotiate with them, and maintain beliefs about them (social ability). 

A brief description of the Trust And Tracing game will be given here. An extensive 
description is available in [10]. The focus of study is on trust in stated quality of 
commodities. The game needs a group of 12 up to 25 persons that play roles of pro-
ducers, middlemen, retailers, or consumers (Fig. 1). The goal of producers and traders 
is to maximise profit. The consumers’ goal is to maximise satisfaction. 

 
 
 producers consumers retailersmiddlemen 

satisfaction profit profit profit 
 

Fig. 1. Commodity flow and player’s goals 

Each player receives (artificial) money. Producers receive envelopes representing 
lots of commodities. Each lot is of a certain type of product and of either low or high 
quality. High quality products give more satisfaction points than low quality products. 
A ticket covered in the envelope (so it is not visible) represents quality. The producers 
know the quality. Other players have to trust the quality statement of their suppliers, 
or request a product trace at the cost of some money and some damage to the relations 
with their suppliers. The game leader acts as a tracing agency and can on request de-
termine product quality. In case of deception the game leader will trace transactions 
and punish deceivers with a fine and public disgrace. 

This paper describes the design of a prototype for the multi-agent simulation. Sec-
tion 2 describes the design of the agents and their process composition and informa-
tion exchange. Section 3 describes the simple models of behaviour implemented in 
this prototype and an example of simulation results. Section 4 discusses the feasibility 
of multi-agent simulation and directions for refinements of the behavioural models.  

2   Agent Design 

This section first introduces the agents and the information flow between agents. Af-
ter the introduction it focuses on the internal structure (process composition and in-
formation flow) of the trading agents. 
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The types of agents acting in the game are the trading agents (producers, middle-
men, retailers and consumers) and the tracing agency. Fig. 2. depicts the information 
exchange between the agents. 

 
 

 
trading 
agent 
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agent 

product delivery 

propose/accept/ 
break off 

advertise/retract 

advertisement 
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tracing request 
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propose/accept/ 
break off 

product delivery 

 
Fig. 2. Information exchange between agents 

We choose to use a simple model for partner selection for the prototype. Trading 
agents may offer their products by advertising on a bulletin board. The agent offering 
may retract its advertisements. All agents can read all advertisements. An agent inter-
ested in buying a product proposes negotiations by sending a proposal to the offering 
agent. Agents negotiate by exchanging proposals until one of them accepts the last of-
fer made or breaks the negotiation cycle. After a successful negotiation the product 
can be delivered. Together with the product the history of the lot arrives. The history 
contains the real quality and quality as stated by previous sellers as hidden attributes, 
which can be revealed by the tracing agent solely. A buying agent may request a 
trace. The tracing agent reveals hidden information for the requestor and informs the 
seller that a trace has been requested. In case of deception the tracing agent punishes 
all deceivers with a fine. Table 1 shows the attributes of the information exchanged.  

The remaining part of this section is devoted to the trading agents. Producers, mid-
dlemen, retailers, and consumers have different roles in the market. However, they 
may be thought of as having similar process composition. Fig. 3 presents a model for 
process composition and internal information links in trade agents. The processes will 
be briefly described. 
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Table 1. Attributes of information exchanged between agents 

Message Attributes 
Advertise reference to offering agent; product quality; asking price 
Retract reference to offering agent; product quality; asking price 
advertismt. read reference to offering agent; product quality; asking price 
Propose ref. to proposing agent; product quality; proposed price 
Accept ref. to accepting agent; product quality; accepted price 
break off reference to agent breaking off negotiations 
product delivery ref. to selling agent; stated product quality; real quality 

(hidden); list of [reference to selling agent; stated quality 
(hidden)] containing data about previous deliveries 
(hidden attributes to be revealed only by tracing agent) 

tracing request ref. to requesting agent; reference to product delivery 
tracing report reference to product delivery; real quality 
tracing notice reference to requesting agent; if applicable: fine 

The central process is need determination. It sets the priorities for buying or selling 
products. It uses information about the current levels of stock and financial resources. 
It sends orders to the processes supplier search and customer search to initiate buying 
or selling of products. 

The customer search process advertises products, using market price beliefs to 
make product offers. It advertises and stops search or advertising if no response oc-
curs within a reasonable time, or if a proposal has been received through the negotia-
tion process. It will report expiration of advertisements to the seller’s beliefs mainte-
nance process. 

The supplier search process reads advertisements and uses asking prices and part-
ner belief information from the buyer’s beliefs maintenance process to select the most 
promising candidate for negotiations. If it succeeds in selecting a potential supplier it 
forwards the advertisement to the negotiation process to make a proposal. If not, the 
failure is reported to buyer’s belief maintenance. 

The negotiation process exchanges proposals with negotiation partners. It informs 
the customer search process as soon as it has received a reply on an advertisement. It 
uses beliefs about market price from a buyer’s point of view or seller’s point of view, 
depending on its role. It has limited patience and will break off negotiations if no 
agreement has been reached in a preset time. The outcomes of negotiations will be 
sent to buyer’s beliefs maintenance or seller’s beliefs maintenance.  

The buyer’ beliefs maintenance process maintains beliefs about the market (maxi-
mal prices from a buyer’s point of view), each of the trade partners (ease of bargain-
ing, reliability with respect to quality statements), and the agent itself (patience, con-
fidence, and risk-attitude). Based on experience from supplier search, negotiation, 
and tracing reports the beliefs may be updated, e.g. negotiation outcomes lead to up-
dates of patience or price beliefs and tracing reports lead to updates of trust in the 
supplier. In response to product delivery, the buyer’s trust in the supplier is used in 
the trust or trace decision. In case of a negative tracing report stock update messages 
will be sent to the stock and cash beliefs maintenance process to adjust the beliefs 
about the products in stock. 
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Fig. 3. Process composition and information links in trade agents 

 



150 S. Meijer and T. Verwaart 

 

The trust or trace decision process evaluates the pros and cons of tracing. There is 
a tracing fee and tracing does damage to the interpersonal relation with the supplier if 
he is not deceiving. On the other hand the seller should not get the idea that the buyer 
is an easy prey. Also the seller might be deceived and deliver bad products in good 
faith. The decision depends mainly on the subjective estimate of seller's reliability and 
the buyer's confidence and reserve with respect to showing suspicion and buyer’s 
willingness to take risk. 

The seller’s beliefs maintenance process maintains beliefs about the market (mini-
mal prices from a sellers point of view), each of the trade partners (ease of bargaining, 
tracing frequency), and the agent itself (patience, honesty, and risk-attitude). Based on 
experience from customer search, negotiation, and tracing reports the beliefs may be 
updated, e.g. honesty may decay over time and be increased in response to a punish-
ment; failing negotiations may lead to updates of patience or price beliefs. The 
seller’s beliefs maintenance process forwards successful negotiation results to the de-
livery process, along with information about the relation with the buyer and honesty 
parameters. 

The decision to deceive or to be truthful will be taken in the delivery process which 
sends product delivery information to the buyer. It can use the information provided 
by the seller’s beliefs maintenance process to determine the intention to deceive, and 
information about stock and cash position to determine the opportunity to deceive. 

The stock and cash beliefs maintenance process accumulates changes in cash and 
stock positions reported by the buyer’s and seller's beliefs maintenance processes. 
The beliefs about quality of products in stock may be incorrect. 

The next section presents a prototype that partially implements these processes, 
along with an example of simulation results.  

Table 2. Traits and beliefs of TradeAgent in the prototype 

Trait/Belief Type Range Comments 
patience Integer [1,∞) Maximum number of time cycles an agent will 

take to achieve a result 
m  Double [0,1] Lower bound for honesty 

(1: completely honest; 0: liar) 
honesty  Double [m,1] Actual honesty, with experience based update 
target  Integer [0,∞) Target number of products to get in  stock, set  

for both product qualities 
stock  Integer [0,∞) Target number of products to get in stock, 

maintained for both product qualities 
cash  Integer (-∞,∞) Amount of money in cash 
minSel  Integer (0, ∞) Belief about the minimal price for selling, 

maintained for both product qualities 
maxBuy  Integer (0, ∞) Belief about the minimal price for selling, 

maintained for both product qualities 
trust  Integer [0,100] Maintained for every other agent individually;  

< 50: unreliable, >50: reliable, 50: don’t know 
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3   Prototype Implementation and Results 

In this project we tested the feasibility of multi-agent simulation models for study of 
social aspects of supply chains and networks. We developed a prototype using the 
Swarm simulation environment [15]. The prototype partially implements the proc-
esses described earlier. This section presents the implementation and simple models 
for agent behaviour. The section concludes with an example of simulation results.  

The agents are implemented as Java objects. The class TradeAgent has subclasses 
Producer, Middleman, Retailer, and Consumer, which differ in the type of partners 
they select for trading. Table 2 presents traits and beliefs of TradeAgents. 

Swarm is a simulation environment based on time-cycles. In each time-cycle all 
agents are activated once by sending them the “step” message. Agents must imple-
ment a step-method that directs their activities. The prototype is based on three cycles, 
depicted in Fig. 4. Depending on the state of the agent the step-method executes one 
of the cycles, until it gets in a wait-state for next time-step. 
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Fig. 4. TradeAgent: need-cycle, buy-cycle, and sell-cycle 

In the need-cycle the agent checks for a reply to a current advertisement. If so, it 
will enter the sell-cycle. If an advertisement has been open for more cycles than the 
agent’s patience, it will retract the advertisement and update beliefs (decrease mini-
mum selling price and increase patience). If there is no advertisement, the agent has to 
decide to buy or sell. Only if stock is at target level for all qualities, an agent adver-
tises a product of randomly selected quality (price=1.5*minSel) and waits for reply. 
Otherwise the agent will try to buy. 
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After the decision to buy, the agent searches a partner with best reliability advertis-
ing the desired quality. In case of success he makes a proposal (price=maxBuy/1.5). 
In the buy- and sell-cycles agents use a simple price negotiation model. If an agent 
runs out of patience he will break off and update price belief and patience. If an agree-
ment is made in a number of time-steps half or less of patience, price belief and 
patience is updated in the opposite direction.  

After an agreement has been reached, the selling agent has to deliver. If agreed 
product quality is high, and trust in partner < 55, and a random number in [0, 1] ex-
ceeds the current honesty, and it has cash to pay for the fine, it will cheat. The buying 
agent has to trust or trace. It will trace if product quality is high, and trust in partner < 
55, and it has cash for the tracing fee. Table 3 summarises updates of honesty and 
trust that result from the decisions taken.  

Table 3. Honesty and trust updates (trust limited in [0, 100]; honesty limited in [0, 1]) 

Event Seller’s trust Seller’s honesty Buyer’s trust 
Successful negotiation +1 0 +1 
No trace requested 0 -0.02 0 
Trace: truthful -1 0 +3 
Trace: deception -5 +0.1 -5 

The effect of reliable delivery on product flow is demonstrated in two simulations 
depicted in Fig. 5.  

 

Fig. 5. Effect of honesty in the supply network. In the left hand run the honesty is set to 0.9 for 
all agents. Commodities flow rapidly from producers to consumers. In the right hand run hon-
esty is set to 0.1. Hardly any products get to the consumers 
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4   Conclusion and Directions for Future Development 

This research delivered a design and a working prototype based on simple models of 
agent behaviour in a Trust and Tracing game environment. The prototype captures the 
most characterising aspects of the human game [10], with bargaining, cheating, and 
deciding whether to trust or not. ‘Trust’ has been modelled as an opinion of the buyer 
about the chance a supplier will cheat. Multi-agent simulations of supply chains usu-
ally focus on techno-economic cooperation between agents. This prototype adds opin-
ions about other agents to the economic reasoning implemented in other models (for 
instance [5], [6], [12]). 

Initial experiments show that manipulation of the basic configuration parameters 
leads to attenuations in agent behaviour. The example given in this paper shows a 
faster trade when agents are honest. This is similar to observations in the real game 
and in real world business cases. We tested several other manipulations like increase 
of cheating behaviour, increase of supply and increase of honesty and found the simu-
lation to react in a direction we expected from real game experiences. 

Because of the limited detail in the models this prototype does not allow valid con-
clusions for the research purpose as the magnitude of changes has not been tested, nor 
modelled realistically. However, the prototype demonstrates the feasibility of multi-
agent simulation for the Trust and Tracing game. The prototype proved sensitivity to 
manipulation of the major variables and showed similar changes in behaviour as ob-
served in the human game. 

The three contributions a multi agent simulation can make presented in the intro-
duction (validation of models, testing of hypotheses and selection of useful game con-
figurations) are yet unfulfilled. Future research should focus on more sophisticated 
models of behaviour in the game. The dimension of trust deserves special attention, as 
the human notion of trust and the agent definition will differ. The agent is not a social 
being, living in a complex society and culture. Furthermore, the current prototype im-
plements a simple price negotiation model. Multi-attribute negotiation models like the 
one proposed by Jonker and Treur [9] support negotiation about price, quality, guar-
antee conditions, etc. simultaneously. Utility functions should involve risk assessment 
and trust. The cheating and trust or trace decisions should involve transaction cost 
economics [14]. For realistic modelling of beliefs maintenance Hofstede’s synthetic 
cultures [7] can be used. 

In a more sophisticated model of the Trust and Tracing game, the validation phase 
will require special attention. The complexity of human relationships cannot be 
caught fully in the simulation. Therefore the model should focus on theoretically cor-
rect outcomes. The validation phase will show where real humans differ from the 
theoretically correct agents. 

The contribution of this research in the field of supply chain and networks research 
is a better insight in the working of trust on economic performance of chains and net-
works. Camps et al [1] show that long-term human relationships are of major impor-
tance in successful chains and networks. An empirically tested model of trust in long-
term chain relationships will help understanding what happens in real world chains 
and networks and will facilitate design of the economic institutions. 
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Abstract. Characterised by geographical, temporal, functional and/or semantic 
distribution, today’s enterprise models engage multiple design teams with 
heterogeneous skills cooperating together in order to achieve global optima in 
design. The success of this distributed design organization depends on critical 
factors such as the efficient management of the design related information 
circulated in the distributed environment and the support for the necessary 
cooperation process among participants dispersed across the enterprise. This 
paper proposes a multi-agent design information management system to support 
the synthesis and presentation of information to distributed teams for the 
purposes of enhancing design, learning, creativity, communication and 
productivity. Autonomous software agents and information ontologies enable 
the proposed system facilitating interoperation among distributed resources as 
well as knowledge sharing, reuse and integration. 

1   Introduction 

Emerging as a response to market demands and competitive pressures, distributed 
engineering design involves multidisciplinary teams of engineers dispersed over the 
computer network and requiring concurrent access to multiple system resources [1, 2]. 
These engineers have to collaborate in a distributed design environment in order to 
achieve the ‘optimal’ solution to the current design problem. Key aspects of this 
organization of engineering design that need to be addressed include the support of 
the cooperation process among participants dispersed across the enterprise and the 
efficient management of the design related information structures circulated within 
the distributed design environment. 

This paper proposes a multi-agent architectural framework called IDIMS 
(Intelligent Multi-Agent Design Information Management System) to support the 
distributed engineering design organization by facilitating interoperation among 
distributed resources and knowledge sharing, reuse and integration. It is proposed to 
engage multi-agent systems, an important and fast growing area of Artificial 
Intelligence [3, 4], to cope with the inherent distribution of data, information, 
knowledge and expertise in the enterprise model of engineering design. In order to 
efficiently manage not only design data and information but also knowledge and 
make it readily available across the enterprise, ontologies have been employed to 
support the IDIMS architecture. 
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2   Distributed Engineering Design 

Distributed engineering design brings together participants with heterogeneous skills 
[5], who, on sharing their skills, expertise and insight, create what is known as 
distributed cognition [1]. Enabled by distributed cognition, collaborative designs 
generally result in work products which are enriched by the multiple personalities of 
the designers engaged in the design task. Moreover, distributed engineering design 
aims to achieve benefits such as savings in project life-cycle and costs, added value to 
team efforts, access to a comprehensive knowledge-based system, reliable 
communication among design teams and members, flexible access and retrieval of 
information and timely connectivity with global experts [6, 7]. 

2.1   Distributed Engineering Design Characteristics 

The main characteristics of distributed engineering design can be summarised as 
follows: 

• The human and physical resources involved in the design process can be 
geographically, temporally, functionally and semantically distributed over the 
enterprise [2, 8, 9]. 

• The (teams of) human designers are highly heterogeneous (they may have different 
intent, background knowledge, area of expertise and responsibility) [5]. 

• Teamwork is playing a significant role in design projects becoming increasingly 
large, complex and long in duration [6, 7]. 

• The cooperation process among distributed teams of people is crucial for the 
successful location of the ‘optimal’ design solution [7, 10]. 

• The role of the computer for distributed design is that of a medium facilitating 
cooperation among distributed designers and also supporting the design process 
through various applications [11]. 

Characterised by distribution, cooperation, teamwork and being computer supported, 
distributed engineering design is an information intensive activity depending on the 
cooperation process of dispersed and multidisciplinary design teams with the aim of 
achieving a global ‘optimal’ design solution. 

2.2   Problematic Aspects of Distributed Engineering Design 

The potential benefits of distributed engineering design are often marginalized by the 
problems inherent in the process [12]. The big volume and dispersion of design data, 
information and knowledge [13] makes the design management process more difficult 
and impacts on the relevance of the information required for different design tasks 
[14]. Furthermore, the cooperation process in a distributed design environment is 
burdened by the inherent distribution and multidisciplinarity of the design teams 
involved in a project and by the heterogeneity of the resources supporting the decision 
making process [7, 15]. Another problematic aspect of distributed engineering design 
refers to the limited awareness and understanding of other designers and their work 
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within the same project [16, 17]. Also, information and knowledge sharing among 
dispersed participants to the design process is difficult in a heterogeneous 
environment [11, 17]. Finally, current supporting software infrastructure of 
distributed design adds another dimension to the complexity of the problematic 
aspects of collaborative design due to their high heterogeneity and low integration [7, 
18, 19]. 

It should be noticed that these problems are highly interconnected by the 
distributed design data, information and knowledge that needs to be managed, shared 
and understood by humans and machines within a collaborative environment. 
Computational design support is needed for communications and accessibility to 
design knowledge, past records and histories. 

3   The Intelligent Multi-agent Design Information Management 
System (IDIMS) Architecture 

Intended to address the main problems designers have when collectively working in a 
distributed environment in order to achieve global ‘optima’, the proposed IDIMS 
system aims to support the optimisation of the solution space of the collective 
dispersed design team. The requirements of the IDIMS system can be summarised as 
follows: 

• The system should efficiently manage the design information circulated in a 
distributed environment by providing content related support in order to aid the 
designer in finding, accessing and retrieving required information. 

• The system should aid distributed and multidisciplinary design teams to establish 
and maintain cooperation through an effective use of communication, co-location, 
coordination and collaboration processes. 

• The system should address the integration of heterogeneous software tools used by 
designers by enabling the flow of information in the distributed environment. 

In order to address these requirements, the design of the IDIMS architecture is 
supported by emerging technologies particularly those advanced in the Distributed 
Artificial Intelligence field. Traditional approaches such as the development of 
integrated sets of tools and the establishment of data standards cannot address the 
multifaceted problematic aspects of distributed engineering design [19]. Emphasizing 
the need for intelligent forms of technological support for distributed design, many of 
the relevant research studies [7, 15, 18] indicate that the complex activity of 
distributed engineering design may be effectively supported by the provision of a 
collection of interacting autonomous software components incorporating Artificial 
Intelligence specific problem-solving mechanisms. Moreover, software agents and 
multi-agent systems represent an effective method for providing support for the 
various tasks of distributed design [10, 19-21]. Considering knowledge sharing and 
reuse, ontologies [22-24] have been identified as the other supporting technological 
element of the proposed IDIMS system. These two emerging technologies are 
envisioned to form the next distributed computational environment, capable of 
managing inherent complex and inherent distributed systems. 
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3.1   Software Agents and Multi-agent Systems 

Considered an important new direction in software engineering [4, 25], agents and 
multi-agent systems represent techniques to manage the complexity inherent in 
software systems and appropriate to domains in which data, control, expertise 
and/or resources are inherently distributed [4, 26, 27]. Although there is no 
universally accepted agent definition [3, 4, 25-28], most researchers agree that a 
software agent is a computer system situated in an environment (and able to 
perceive that environment) that autonomously acts on behalf of its user, has a set of 
objectives and takes actions in order to accomplish these objectives [3, 4, 25]. 
Autonomy is the most important property of an agent without which the notion of 
agency would not exist. Autonomous agents can take decisions without the 
intervention of humans or other systems based on the individual state and goals of 
the agent. Furthermore, many researchers consider that an agent should also be 
characterised by reactivity, pro-activeness, cooperation, learning, mobility and/or 
temporal continuity [3, 25-28]. The agents within a multi-agent system must 
coordinate their activities (to determine the organisational structure in a group of 
agents and to allocate tasks and resources), negotiate if a conflict occurs and be able 
to communicate with other agents [4]. Ideal for solving complex problems with 
multiple solving methods, perspectives and/or problem solving entities, multi-agent 
systems present many potential advantages including robustness, efficiency, 
flexibility, adaptivity, scalability, inter-operation of multiple existing legacy 
systems, enhanced speed, reliability and extensibility [4, 25, 27]. 

3.2   Ontologies 

Ontologies specify content specific agreements to facilitate knowledge sharing and 
reuse among systems that submit to the same ontology/ontologies by the means of 
ontological commitments [22-24]. They describe concepts and relations assumed to 
be always true independent from a particular domain by a community of humans 
and/or agents that commit to that view of the world [22]. A merge of Gruber [24] and 
Borst et al [29] definitions is generally accepted by researchers, as follows: 
“Ontologies are explicit formal specification of a shared conceptualization” [23], 
where explicit means that “the type of concepts used, and the constraints on their use 
are explicitly defined”, formal means that “the ontology should be machine readable, 
which excludes natural language”, shared “reflects the notion that an ontology 
captures consensual knowledge, that is, it is not private to some individual, but 
accepted by a group” and conceptualization emphasizes the “abstract model of some 
phenomenon in the world by having identified the relevant concepts of that 
phenomenon” [23]. 

3.3   The IDIMS Architecture 

From a high-level view, the proposed IDIMS architecture consists of two planes, i.e. 
the Ontological Plane and the Multi-Agent Plane (see Fig. 1). The Ontological Plane 
specifies the hierarchy of ontologies (i.e. Ontology Library) defining the concepts, 
relations and inference rules that compose the machine-enabled framework in which 
the system’s information resources are circulated and stored. It also includes 
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engineering knowledge instantiated according to the rules specified by the Ontology 
Library. The Multi-Agent Plane specifies the types and behaviours of the software 
agents required to enable the IDIMS functionality. It facilitates the access, retrieval, 
exchange and presentation of design information to distributed teams through agent 
systems such as the Object Interface Agents, the Instance Interface Agents and the 
Information Management Centre. 

 

 

Fig. 1. A bi-plane view of the IDIMS architecture 

A detailed view of the Multi-Agent Plane of the IDIMS architecture (see Fig. 2) 
shows exactly how multi-agent systems support distributed users within the 
collaborative environment during the design process. 

The Information Management Centre (IMC) stays at the core of the IDIMS 
architecture coordinating all the other agent systems by handling requests generated 
by the Object Interface Agents and generating requests for the Instance Interface 
Agents. It consists of a set of mobile agents, supervised by one or more coordinator 
agents, that manage the request-response process. 

The Object Interface Agents integrate the engineering design components to the 
IDIMS system. The Application Interface System Agent (AISA) is a set of 
autonomous agents that capture application specific information (e.g. part name, 
assembly name, material, dimensions regarding a product model managed with a 
CAD tool) and then appends it with the help of IMC and MA in a format that is 
consistent with the specific model ontology from the IDIMS Ontology Library. The 
User Interface System Agent (UISA) deals with any user specific aspect within a 
distributed design environment e.g. collaboration with other designers by providing 
an interface to the Collaborative Virtual Environment (CVE), captures of/requests for 
design knowledge. They are tailored and should be able to model themselves through 
learning according to specific user needs and preferences. 
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Fig. 2. Multi-agent Plane View of the IDIMS architecture 

The Instance Interface Agents control the ontology-compliant data, information 
and knowledge instances managed within the IDIMS system. The Middle Agents 
(MA) manage the distributed data/information/knowledge hierarchy e.g. storing, 
structuring (according to the Ontology Library), correcting, updating, maintaining, 
retrieving and consistency checking of data, information and/or knowledge. This 
management activity is a bi-directional one, i.e. MA can extend the knowledge base 
from input data or information and can also identify and extract appropriate data and 
information from knowledge. The Information Agents (IA) exploit the vast amount of 
information available in wide area networks and retrieve specific required 
information. These agents will reach their true potential when the web will be 
semantically1 enabled. 

Adding further support to the distributed designer, the Semantic Web Portal (SWP) 
provides secured web access to the comprehensive IDIMS knowledge base and 
supports collaboration within the CVE through services such as instant messaging, 
audio/video conference, document repository and whiteboard. The Web Interface 
System Agent (WISA) serves the web portal by managing all user requests through a 
direct semantic link to the IDIMS Ontology Library. 

                                                           
1 Semantic Web is envisioned to form the next generation of web wide computational 

environment where information will be defined and linked in such a way that it can be used 
by people and processed by machines (http://www.semanticweb.org). 
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4   The IDIMS Prototype 

The IDIMS architectural description informs the implementation of the IDIMS 
prototype presented in this section. The Ontology Library is stored and managed 
using the RDF/RDFS2 model through the Protégé 20003 editor tool. Fig. 3 exemplifies 
the ontological plane of the IDIMS prototype with the product model ontology. 

 

Fig. 3. Protégé ontology interface displaying class tree structure (Assembly class) 

The Multi-Agent Plane implementation is supported by the Java programming 
language and the Java Agent DEvelopment Framework (JADE)4. All agents within 
the IDIMS multi-agent system submit to the Ontology Library facilitating knowledge 
sharing and reuse. The AISA system captures CAD model information (currently 
from the ProEngineer application). The UISA system assists the distributed design 
process by supplying services (e.g. search a specific instance base, browse the 
structure of product, initiate a chat session) for its clients or users. Upon activation, 
each UISA agent (identified with username:AgentName) sends a request message to 
IMC. Based on the received username, IMC retrieves the available services for this 
particular agent and sends them back to the UISA agent. In accordance with the 
returned messages, the UISA agent activates its GUI and waits for the user to request 
services. Fig. 4 presents an example of an UISA agent. 

When the user requests one of the advertised services, the UISA agent finds 
through IMC an agent system that provides the requested service and sends out a 
REQUEST message. For example, if the user wishes to browse the Material 
ontological instances, IMC (supported by MA) will serve the REQUEST message 
sent by the UISA agent by creating a mobile agent that activates its GUI containing 
the requested information on the client machine (see Fig. 4 right). 

 

                                                           
2 Resource Description Framework Schema (http://www.w3.org/rdf) 
3 http://protégé.stanford.edu 
4 Compliant with the FIPA (Foundation for Intelligent Physical Agents) specifications, JADE is 

a software framework fully implemented in Java that facilitates the development of multi-
agent systems (http://jade.cselt.it). 
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Fig. 4. The GUI of the UISA agent cami:MyAgent (for username cami). This agent provides 
the services of browsing and searching through materials, products, fasteners and resources 
(left). The Material Browser GUI presented to the requester (right) 

Supported by Java Servlets technology (i.e. Apache Tomcat), the implementation 
of the WISA system offers dynamic creation of web pages into the Semantic Web 
Portal containing up-to-date information when requested by the designer. An example 
is presented in Fig. 5. 

 

Fig. 5. Searching for specific parts with the Semantic Web Portal 

Hidden to the user, the MA and IMC agent systems support and control the well 
functioning of the other agent systems within IDIMS through autonomous, proactive, 
cooperative and, where necessary, mobile software agents. 

5   Conclusions and Future Work 

Specified based on a careful analysis of distributed engineering design, the IDIMS 
ontological and multi-agent based system is intended to facilitate the management of 
the data-information-knowledge value chain efficiently in order to optimise 
engineering design operation and management. Providing robustness and efficiency, 
multi-agent systems coupled with ontologies are a potential solution for distributed 
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design issues such as integration of heterogeneous software tools, interdisciplinary 
cooperation among distributed designers and exchange of design data, information 
and knowledge. 

Current and future work focuses on completing the development of the ontology 
library and the implementation of the multi-agent system within the proposed 
architecture. The testing and validation of the implemented system is considered a 
crucial phase and links are currently formed with industrial companies to support this 
evaluation process. 
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Abstract. A persistent publish/subscribe messaging model allows the creation 
of an application-independent fault-tolerant layer for multi-agent systems. We 
propose a layer which is capable of supporting heterogenous agent platforms 
from different vendors. This layer is a three-tier application, which is accessible 
from multi-agent systems via web-services or a persistent publish/subscribe 
messaging system. We describe the design of the fault-tolerant layer, its 
messaging system, as well as the algorithm of fault-recovery procedure in the 
case of agent and/or host death. We also present performance analysis of the 
proposed solution, to justify its use in systems which demand different levels of 
reliability. 

Keywords: autonomous agents, distributed problem solving, multi-agent 
osystems, reliability, fault-tolerance. 

1   Introduction 

Agents, as autonomous software entities which perform activities in a dynamic 
environment, can effectively be used in certain applications. They are able to sense 
their environment and conduct a set of activities to achieve the goals for which they 
were developed. Their social and coordination skills can help them solve problems 
which are too complex to be solved by a single agent. Mobility is a feature that allows 
agents to move between hosts and perform their activities locally, at a data source. 
Hosts provide agents with execution contexts, services and resources needed for task 
accomplishment. 

Even though agents can be simple, their cooperation in multi-agent systems can 
form complex relationships. Multi-agent systems have proven their effectiveness in 
the areas of e-commerce, pervasive computing, artificial intelligence, 
telecommunications etc. However, they are also prone to weaknesses of their most 
unreliable components. We have to achieve a satisfactory level of multi-agent system 
reliability in order to be able to justify their application. A reliable system is able to 
perform its tasks under conditions which exist in its environment, even if those 
conditions cause software or hardware faults.  
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The main contribution of this paper, the proposed External Fault-Tolerant Layer 
(EFTL), is able to improve the reliability of supported multi-agent systems. It is an 
application and domain independent solution supporting heterogenous multi-agent 
systems based on agent platforms from different vendors. It is capable of supporting 
multiple agent systems simultaneously. Its support is negotiable, and the acceptance 
of its support depends on the estimated support costs. The EFTL fault-recovery 
procedures produce minimal overheads due to the use of context-aware messaging 
components, which conform to the persistent publish/subscribe Java Message Service 
(JMS) standard. EFTL is capable of solving the problems caused by agent and host 
death, agent unresponsiveness, agent migration faults, certain communication 
problems and faults caused by resource unavailability.  

This paper is organized as follows: firstly, we present related work from the area of 
multi-agent system reliability. Then, we describe the architecture of EFTL. The fourth 
section focuses on the EFTL messaging system design, while the fifth section 
describes a recovery procedure used in the case of agent and/or host death. The last 
sections of this paper will present a performance analysis of EFTL, the conclusions 
and motivations for future work. 

2   Related Work 

We identify relevant groups of approaches which handle the sources of system 
failures. The biggest group is the one that handles the reliability of an agent as an 
individual entity. Some authors proposed checkpointing as a procedure which saves 
agent states to a persistent storage medium at certain time intervals. Later, if an agent 
fails, its state can be reconstructed from the latest checkpoint [2]. This approach 
depends on the reliability of hosts because we have the so-called blocking problem 
when the host fails. The agents which have been saved at a particular host can be 
recovered only after the recovery of that host [9]. The second approach that tries to 
ensure an agent’s reliability is replication. In this approach, there are groups of agents 
which exist as replicas of one agent, and can be chosen to act as the main agent in 
case of its failure. In order to preserve the same view to the environment from all the 
members of the replica group, the concept of a group proxy has been proposed in [4]. 
A group proxy is the agent that acts as a proxy through which all the interactions 
between the group, and the environment, have to pass. When the proxy agent 
approach is broadened with the primary agent concept, as in [12, 13], then the primary 
agent is the only one which does all the computations until its failure. After the 
failure, all the slaves vote in another primary agent from their group.  

In order to watch the execution of an agent from an external entity, some authors 
proposed the use of supervisor and executor agents [3, 8, 11]. The supervisor agents 
watch the execution of the problem-solving agents and detect all the conditions which 
can lead to, or are, the failures, and react upon detected conditions. Hosts can also be 
used as the components of fault-tolerant systems, as in [1]. Basic services which are 
provided by hosts can be extended by some services which help the agents achieve a 
desirable level of reliability. Depending on the implementation of the fault-tolerant 
system, it cannot cope with all kinds of failures. In order to determine the feasibility 
of the recovery, Grantner et al. proposed the use of fuzzy logic [5]. 
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An approach that is also a type of execution monitoring is presented in [6]. 
Kaminka and Tambe focused on the monitoring of multiple agents using a centralised 
approach, with a single monitor agent, or a distributed approach, where problem-
solving agents monitor each other. These authors introduced Socially Attentive 
Monitoring, where they detected irregularities in agent relationships, not in the 
fulfilment of their goals.  

The benefits of the publish/subscribe messaging model in mobile computing have 
been presented in [10]. Their approach specifically concentrates on context-aware 
messaging, where an agent can subscribe to receive only the messages which satisfy 
its subscription filter. This solution leads us to a highly effective notification 
mechanism for the mobile agents. 

Klein and Dellarocas introduced a fault-tolerant application-independent solution 
in [7]. They made a clear distinction between the problem-solving and the exception-
handling agents. Their solution can be applied to any application domain with only 
small changes in the problem-solving agents, and is based on exception-handling 
services. These agents have to implement a set of interfaces in order to cooperate with 
the exception-handling agents. They also have to register their normal behavioural 
patterns with the fault-tolerant layer. Then the fault-tolerant layer is able to locate 
these behavioural patterns in its exception knowledge database. 

3   EFTL Design 

3.1   The EFTL Conceptual Architecture 

EFTL’s main design goal is to improve the reliability of multi-agent systems. Its 
messaging system is supposed to effectively reduce the messaging overheads. EFTL 
is capable of providing its services to more than one system at the same time. In its 
current state of development, EFTL improves reliability of systems implemented in 
the JADE1 and Grasshopper2 agent platforms. 

Since every fault-tolerant solution is also prone to faults, we designed EFTL to 
work in an environment in which it would be able to inherit scalability and robustness 
of underlying J2EE application, HTTP web and messaging servers. In this paper, the 
term J2EE application server is used for a server program which hosts Enterprise Java 
Beans (EJBs) and provides a range of services to client applications. In order to 
provide the system with reliable communications and not to restrict agent autonomy, 
EFTL uses our altered persistent publish/subscribe messaging model which 
guarantees the exactly-once consumption of messages. In addition, EFTL’s support to 
multi-agent systems is negotiable. An application can decide if the EFTL support 
costs are acceptable and can sign a support contract with EFTL. All the negotiations 
are performed via the EFTL web-services interface. The following sections of the 
paper describe some of the EFTL components, while the overall diagram of the 
system is presented in Fig. 1. 

                                                           
1 http://jade.cselt.it 
2 http://www.grasshopper.de 
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Fig. 1. Architecture of EFTL 

3.2   The EFTL Components 

The Fault-Tolerant System Manager (FTSM) is a component identified as the central 
functioning unit of EFTL. We developed it as a group of EJBs which are deployed in 
a J2EE application server. FTSM regularly checks whether certain conditions are 
being met in supported multi-agent systems, and reacts upon the discovery of any 
events which may be important for system reliability. It issues commands which must 
be performed by agents in order to improve the reliability of the system to which they 
belong. FTSM is a statefull component which saves all the data that describes multi-
agent systems to the EFTL database. 

The Reliable Agent Layer (RAL) is a platform-dependent component and a 
mandatory layer of each agent that is supported by EFTL. We have developed RAL 
for the JADE and Grasshopper agent platforms. This layer depends upon the 
properties which describe the data needed for this layer to cooperate with the rest of 
EFTL. Since one instance of FTSM is able to control more than one agent platform, 
both from the same and from different vendors, RAL provides FTSM with the data 
used to differentiate between those platforms. RAL performs activities at agent level, 
and they are initiated in order to improve the reliability of a particular agent or other 
agents in the system. 

Our Messaging System Management Module (MSMM) is another component 
which is deployed in a J2EE application server. It is used to connect directly to a 
messaging server and to perform the creation or removal of messaging system users. 
When a new user is created, its credentials are forwarded to an agent’s RAL. Then, 
the agent can make a durable subscription to the messaging topic of interest, and 
communicate with FTSM. 

The Platform Listener’s purpose is to detect the system-wide events which are 
important from a reliability viewpoint. These events can be the changes in an agent’s 
life cycle: start-up, transfer, suspension, blocking, death etc. Following the detection 
of these events, the Platform Listener notifies FTSM about them. FTSM can then 
decide if any of the events are faults or can lead to faults, and can react by ordering 
agents to perform certain recovery activities. 
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4   The EFTL Messaging System Design 

The publish/subscribe messaging model is common for performing asynchronous 
communication between publishers and subscribers, in a distributed system. A 
publisher sends its message to a specific JMS topic, at a message broker which in turn 
forwards the message to all the topic subscribers.  

The persistent publish/subscribe messaging model guarantees the delivery of 
messages to mobile agents, since all the messages are saved to a persistent storage 
medium before they are being forwarded to subscribers. This model employs a retry 
scheme for the undelivered messages. In the case of a mobile agent, all the messages 
sent to it during its travel between hosts, would be forwarded to it as soon as the agent 
arrives at a new destination and reconnects to a message broker. 

In EFTL, a lightweight messaging component that performs all the connecting and 
disconnecting agent activities to and from message brokers, in coordination with 
agent life-cycle changes, is called a Mobile Connector. Since agent platforms usually 
provide application level detection of life-cycle changes, it is not hard to disconnect 
an agent from a message broker before the next migration step, and to reconnect it 
after arrival at a new destination. 

 

Fig. 2. Publish/subscribe messaging system 

Any reliable agent, as well as the components of FTSM which are implemented as 
EJBs, can subscribe to a JMS topic, as in Fig. 2a. A subscription message, or a 
message selector, describes the rules which all the messages, which are forwarded to a 
subscriber, have to obey. In EFTL, every message, sent from FTSM, has a header 
with embedded information about the message recipient(s).  

A message selector is a string which has a structure similar to the SQL-92 
standard’s ‘where’ statement. If a messaging system provides clients with the 
possibility of message selection at its broker, as in the case of EFTL, then the clients 
can be context-aware. In that case, not all the messages published to a specific JMS 
topic would be sent to all subscribers, but only to those whose message selectors are 
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satisfied, as is the case with Agent 1 in Fig. 2b. This functionality is very important 
for EFTL because it decreases the messaging overheads of the proposed fault-tolerant 
solution. 

A JMS-compliant persistent publish/subscribe messaging system guarantees 
delivery of messages, but not within the exactly-once property. For example, a 
message receipt acknowledgement from an agent might not arrive at a message 
broker, due to a link failure. Then, the message broker will attempt to re-send the 
message to the agent. To prevent the multiple consumption of the same message, 
EFTL issues each message with a unique number. Agents keep track of the consumed 
message numbers and can simply discard the messages which are delivered to them 
more than once. 

5   Recovery Procedure in the Case of Agent and/or Host Death 

As an example of cooperation between agents and EFTL during fault-recovery, we 
present the procedure used in the case of agent and/or host death. Agent and/or host 
death is a common type of fault in multi-agent systems. An agent and/or a host can 
die due to a software or hardware fault. Other agents may not notice the 
disappearance of the failed agent and will be able to continue with the execution of 
their tasks. However, this type of fault can sometimes greatly affect the functioning of 
the whole system. The failed agent might have had to undertake an important task 
whose effects would be reflected in the overall system goal. Moreover, other agents 
might not be able to perform their activities without cooperation with the failed agent. 

RAL periodically, before each migration, and after a resource update, saves local 
checkpoints of its agent. If a host does not support checkpointing, which can be a 
common case with handheld devices, RAL can send a compressed checkpoint, via the 
EFTL messaging system, to FTSM which saves it to the EFTL database. New 
checkpoints of a particular agent, at a host, overwrite its earlier checkpoints if they 
exist at that host. If the Platform Listener detects agent or host death, it informs FTSM 
about it. When a host dies, it causes the death of all the agents that resided in it. The 
failed agents cannot be recovered from the persistent storage medium of the failed 
host until that host is recovered. The problem of blocking is present when we have to 
wait for the recovery of a host, before we are able to recover agents. EFTL uses the 
algorithm described by the following pseudo-code to address this problem: 

 
if(agent1 died at host1) 
begin 

destination_host = host1; 
if(host1 is dead) 
begin 

list1 = hosts with resources most similar to   
        host1; 
list2 = alive and reachable hosts from list1; 
if(list2 is not empty) 
begin 

list3 = sort list2 by the utilisation, in  
        descending   order; 

destination_host = the first host from list3; 
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enod-if 
else 
begin 

destination_host = location of agent1’s   
        latest available checkpoint; 

end-else; 
end-if; 
agent2 = the closest agent to the location of   

        agent1’s latest available checkpoint; 
FTSM sends command to agent2 to recover agent1 from  
 the checkpoint; 
FTSM orders agent1 to move to destination_host; 
FTSM resends all the messages sent to agent1 from  
 the moment of its latest available checkpoint  
 to the moment of its recovery; 

end-if; 

6   Performance Analysis 

The reliability of multi-agent systems has to be measured differently from the 
reliability of other types of distributed systems. Multi-agent systems can be described 
with characteristics such as component autonomy, mobility and asynchronous 
execution. Therefore, system availability, as the measure of reliability, cannot be 
applied to them. We have to use another reliability model that can describe the events 
which can cause multi-agent system failures and allow us to evaluate our research 
proposals. As described in [8], reliability in multi-agent systems can be evaluated by 
measuring the reliability of each individual agent. An agent can either successfully 
complete its tasks or fail to do so. Therefore, the reliability of the whole system 
depends on the percentage of agents managing to achieve their goals. Lyu and Wong 
proposed that the agent tasks should be defined as scheduled round-trips in a network 
of agent hosts. Only the mobile agent which managed to visit all the functioning hosts 
in the network, and to arrive at the final host, can be considered a successful finisher. 
Consequently, the reliability can be calculated using the following expression: 

[%]100⋅=
M

F
R  (1) 

R – reliability 
F – No. of successful finisher agents 
M – No. of all mobile agents. 

 

In the first group of experiments, which were conducted in JADE, the number of 
mobile agents and the number of JADE containers (hosts) were variable (10-100 
agents, 5-20 containers). The mobile agents were created by a stationary agent that 
was not prone to failure. At the time of instantiation, the mobile agents queried the 
Agent Management System for the locations of all the containers registered within a 
platform. The containers were distributed to three different servers, connected to a 
local area network. We used AMD Athlon 1.67 GHz machines, each with 256 MB of 
RAM. The agents attempted to visit every JADE container present in their itineraries. 
They had to stay idle for five seconds in each of the visited containers. Their death 
rates were changed during the course of the experiment, but the times of failure 
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occurrences were random. The agents were not prone to failures while they were in 
the initial and final hosts. In this experiment, the containers were not prone to failures, 
as we assumed that the probability of container death is much lower than the 
probability of agent death.  

The average results of these experiments are presented in Fig. 3. The area filled 
with a line pattern represents the reliability of a system which is not supported by 
EFTL. On the other hand, the solid grey area in Fig. 3 represents reliability 
improvement of the same system when it is supported by EFTL. We can conclude that 
EFTL considerably improves the reliability of multi-agent systems. The trend of 
reliability improvement shows, approximately, uniform development. It does not 
depend on numbers of agents and hosts, and application domain. Levels of reliability 
achieve their maximum values in conditions where frequency and extent of faults is 
not high. Reliability slightly decreases when unfavourable events occur more often. 

 

Fig. 3. Reliability improvement 

The EFTL system entities are distributed across networks, and because of their 
communication, the evaluation of the costs, with which reliability improvement 
comes, has to include messaging overheads. To calculate messaging overheads, we 
conducted the experiments in the same environmental conditions as when we 
evaluated reliability improvement, except that the numbers of agents and JADE 
containers were constant (50 agents, 12 containers). These conditions allowed us to 
see if there was any relationship between messaging overheads and frequency of 
faults. We measured the overall size of messages exchanged via the publish/subscribe 
messaging system, because it is the only messaging infrastructure that EFTL uses. 
However, there was no dependence between messaging overheads and fault 
frequency. This is due to small EFTL message size and the low number of commands 
issued by FTSM in the case of agent and/or host death. 

Another set of experiments included a variable number of mobile agents present in 
the system, and a constant agent death rate of one death per 10 seconds. Fig. 4 shows 
that the messaging overhead per agent declines as the number of agents in a system 
increases. FTSM disperses its commands to the agents which are most suitable to 
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perform them. As the number of agents in a system becomes higher, the set of agents, 
which can execute EFTL commands, also becomes larger. Consequently, FTSM can 
choose to which agents it is going to send its commands. In that case, many of the 
agents never receive any sort of command or notification from FTSM, and the 
messaging overhead per agent drops. 

 

Fig. 4. Messaging overhead per agent 

7   Conclusion and Future Work 

The proposed system, called EFTL, allows negotiable fault-tolerant support, based on 
its costs. This solution significantly improves the reliability of supported systems. The 
implemented persistent publish/subscribe messaging model guarantees the exactly-
once consumption of messages. The EFTL messaging system performs message 
filtering, based on agent subscriptions, at message brokers. Therefore, it reduces 
messaging overheads by introducing context-aware messaging in fault-tolerant multi-
agent systems. Our future work will focus on the performance improvement of EFTL. 
A goal of supporting as many popular agent platforms as possible will determine our 
efforts to create a recognisable fault-tolerant system which improves the reliability of 
multi-agent systems. 
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Abstract. Agent-mediated electronic commerce has recently com-
manded much attention. Bidding support agents have been studied very
extensively. We envision a future in which many people can trade their
goods by using a bidding support agent on Internet auctions. In this
paper, we formalize a situation in which people are trading their goods
on Internet auctions and employing bidding support agents. Then, we
prove that people who use a bidding support agent can successively win
trades. Also, we prove that the situation in which every people use a
bidding support agent can satisfied strategy proofness and Pareto opti-
mality. Further, we present in the situation, unsupported bidders do not
make a positive benefit.

1 Introduction

Agent-mediated electronic commerce has recently commanded much
attention[7]. Software agents can act autonomously and cooperatively in
a network environment on behalf of their users. There have been several
agents that can support users to attend, monitor, and make bids at multiple
auctions simultaneously, e.g., BiddingBot[8][9], Anthony’s agent[1], and Preist’s
agent[14].

We envision a future in which many people trade their goods by using a bid-
ding support agent on Internet auctions. In this paper, we formalize a situation
in which goods are traded via Internet auctions and each user uses a bidding
support agent in order to make reasonable contracts.

The question(or problem) is “if there are a lot of such bidding support agents,
can people make trades reasonably ?” We try to answer “yes” in this paper. To do
so, we assume the following situation and prove that people can make reasonable
trades if they use a bidding support agent under the situation. In the assumed
situation, all people use a bidding support agent. In particular, we prove that
this situation, as a whole, can be seen as an strategy-proof mechanism. In a
strategy-proof mechanism, the best strategy for each agent is to submit a true
bid, i.e, to tell a truth. This means that by employing bidding support agents,
we can realize a strategy-proof mechanism.

M. Ali and F. Esposito (Eds.): IEA/AIE 2005, LNAI 3533, pp. 175–184, 2005.
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Computational mechanism designs [3][10][11][12] have recently commanded
much attention. One of the main issues in the computational mechanism design
is to construct strategy-proof and efficient mechanism. The situation we present
in this paper is naturally seen as a such strategy-proof and efficient mechanism.
In general, mechanisms constructed in these fields are very complex. However,
the situation we present in this paper is very simple. The only thing people do
is to employ a bidding support agent.

An auction consists of an auctioneer and bidders. In an auction, the auction-
eer wants to sell an item and get the highest possible payment for it, while each
bidder wants to purchase the item at the lowest possible price. The certain value
of the utility that a user receives from an item is called its value to him. The
user’s estimate of its value is called the user’s valuation[15]. English auction has
been adopted by many online auction sites. In the English auction, each bidder is
free to revise her bid upwards. When no bidder wishes to revise her bid further,
the highest bidder wins the item and pays the price that she had bid[15].

The Vickrey auction[17] is one of the important auction protocols. In the
Vickrey auction, the winner is the bidder who submitted highest bid. The win-
ner’s price for the auctioned item is the second highest price among submitted
bids. The protocol is very simple but there is a significant advantage. The Vick-
rey auction can be satisfy strategy-proofness and Pareto optimality. Thus, in the
mechanism design field, the Vickrey auction has gathered much attention.

In this paper, we focus on bidding support agents that can support users to
monitor, attend, and make bids in multiple auction sites. Some auction sites
offer users a simple proxy bid program. This proxy bid program resides on the
auction site, and bids on a user’s behalf. Users enter the maximum price that
they can pay into this program, and it automatically submits the lowest possible
bid to the auction site. Such proxy bid programs cannot participate in multiple
auction sites.

In the current real world, if all participants in a single English auction site
(e.g. eBay.com) use proxy programs, the situation is equivalent to Vickrey auc-
tion. This situation is a simple case of our situation presented in this paper.
When a participant uses a proxy program, he inputs his maximum price to pay
into the program. Then, the proxy program automatically increase his bid. In
this case, the price that the winner needs to pay is the second price Psecond + α.
α is a minimum price to increase. If we ignore α, the price to pay is the second
price. When we use the Vickrey auction, the winning price is the second price.
This means that, if all participants employ proxy programs in an English auc-
tion, the result is almost same as the result in Vickrey auction. In this paper, we
extended the above case to multiple auction sites and more sophisticated proxy
programs (agents).

The aims of this paper is to present that bidding support agents can as-
sist an user to successibly win a trade, and the situation in which every peo-
ple use a bidding support agent satisfies Pareto optimality and incentive
compatiblity.
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The paper consists of five sections. In section 2, we define the basic terms used
in this paper. Then, we formalize an electronic commerce model in which people
trade their good via multiple auction sites by using bidding support agents. In
Section 3 we present Pareto optimality and strategy-proofness in terms of the
situation described, and robustness against unsupported bidders. In Section 4,
we discuss the other characteristics of the situation. In Section 5, we show the
difference between our work and related work. Finally, we make some concluding
remarks.

2 An E-Commerce Model Based on Multiple Auctions

2.1 Preliminaries

Below, we define the basic terms used in this paper.

Private Value Auctions: In this paper, we concentrate on private value auctions
[13]. In traditional definitions[13], in private value auctions, each agent knows
its own evaluation values of a good, which are independent of the other agents’
evaluation values. Agent i’s utility ui is defined as the difference between the
true evaluation value bi of the allocated good and the monetary transfer ti for
the allocated good ( −ti can be called the payment). Namely, ui = bi − ti. Such
a utility is called a quasi-linear utility.

Pareto Optimality: We say an auction protocol is Pareto optimal when the sum
of all participants’ utilities (including that of the auctioneer), i.e., the social sur-
plus, is maximized in a dominant strategy equilibrium. In a more general setting,
Pareto efficiency does not necessarily mean maximizing the social surplus. In an
auction setting, however, agents can transfer money among themselves, and the
utility of each agent is quasi-linear; thus the sum of the utilities is always maxi-
mized in a Pareto optimal allocation. If the number of goods is one, in a Pareto
efficient allocation, the good is awarded to a bidder having the highest evaluation
value corresponding the quality of the good.

Dominant Strategy: The strategy s is a dominant strategy if it is a player’s
strictly best response to any strategies the other players might pick, in the sense
that whatever strategies they pick, his payoff is highest with s. In addition,
strategy s′ is weakly dominated if there exists some other strategy s′′ for player
i which is possibly better and never worse, yielding a higher payoff in some
strategy and never yielding a lower payoff[15].

Strategy-proof: In a definition [13], an auction protocol is a strategy-proof, if
bidding the true private values of goods is the dominant strategy for each agent,
i.e., the optimal strategy regardless of the actions of other agents. For example,
in the Vickrey auction, for each bidder, truth telling is the dominant strategy.
We can say the Vickrey auction is strategy proof.
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Bidding Support Agents: Bidding support agents are intelligent softwares that
can support an user to monitor, attend, and make bids on multiple auction sites.
Several bidding support agents have been proposed and developed. BiddingBot
[8][9] we developed is one of bidding support agents that can support a user
in simultaneous multiple English auction sites. Figure 1 shows the concept of
BiddingBot.

Fig. 1. The Concept of Bidding Support Agents

2.2 The Model

In this section, we define the model, several terms, and notations.

– A set of buyers is represented by B = {b1, . . . , bn}.
– Buyer bi’s reservation price is represented by Pbi .
– Each buyer has a bidding support agent abi

.
– A bidding support agent abi exactly find the user’s desired good and exactly

submit a bid in the auction site that price is the lowest among multiple
auction sites. Further, a bidding support agent abi does not make a bid
higher than the user’s reservation price.

– A set of auction is represented by S = {s1, . . . , sm}.
– Each auction site employs English auction.
– We assume the starting time of all auction sites is the same time.
– We assume the deadline time of all auction sites is the same time. This

assumption is important for distinguishing the real situation with the ideal
situation. If the deadlines are different, bidder support agents who have a
good price prediction mechanism can tend to win auctions. In the ideal
situation, we do not assume the price prediction mechanism.

– We assume the increasing price for each auction site is a small number α.
– We assume that |B| − |S| ≥ 1. Namely, the number of bidders is larger than

the number of auction. If |B|− |S| ≤ 1, all buyers can succeed to win a good
since supply is larger than demand.
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3 The Characteristics of the Situation Where Multiple
Bidding Support Agents Exist

3.1 Strategy Proofness and Pareto Optimality Under the Ideal
Situation

In this section, we demonstrate that the ideal situation can satisfy strategy
proofness and Pareto optimality.

Assumption 1. In the ideal situation, all people employ a bidding support agent.

Theorem 1. Under the condition described in Section 2, the best strategy for
each bidder is submitting a true value. Namely, participant’s dominant strategy
is telling a truth. Thus, we can say the situation based on the condition described
in Section 2 is strategy proof.

Proof. (Outline) As we can show in the example in Section 2, the awarding
price is determined based on the price that is the highest among participants
who failed to win a good. Concretely, in the Example in Section 2, the price for
b1 and b2 is determined based on the b3’s price. b3 failed to win a good. This is
because all of auction sites employs the English auction protocol. Namely, since
winners’ prices do not depend on their bids, participant’s dominant strategy is
submitting a true value. The details are almost same as the proof for Vickrey
auction protocol[15].

Theorem 2. Under the condition described in Section 2, the situation satisfied
Pareto optimality.

Proof. Obviously, the goods are awarded to the bidders in order of the evalua-
tion values submitted. Namely, the bidder who submitted higher value can be
awarded.

Situation 1 to Situation 4 in Figure 2 show an example of multiple bidders in
multiple auctions. Here, we assume three bidders, B = {b1, b2, b3}, two auction
sites, S = {s1, s2}, and α = 10. Reservation prices are Pb1 = 300, Pb2 = 200, and
Pb3 = 100. Situation 1 shows an initial state. “Current price” means the bidder’s
current price of the bid. “Current site” means the site in which the bidder has the
highest bid. If a bidder does not have the highest bid in an auction site, “Current
site” is “none”. Situation 2 shows a situation in a certain time. Situation 3 also
shows a situation where b3 reached the reservation price. Situation 4 shows a
final state. Here, b3’s bid was out-bided by b1’s bid that price is 110. The main
point is that both of b1’s final price and b2’s final price is determined based on
b3’s final price.

3.2 Robustness Against Unsupported Bidders

In this section, we relax the assumption in terms of the ideal situation. Here,
we assume there exist bidders who do not employ bidding support agents. In
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Fig. 2. An Example of Multiple Bidders in Multiple Auctions

this paper, while bidders who use bidding support agents are called ”supported
bidders” bidders who do not use bidding support agents are called ”unsupported
bidders”.

Assumption 2. In the semi-ideal situation, there are supported bidders and
unsupported bidders. While supported bidders employ bidding support agents,
unsupported bidders do not employ bidding support agents.

The best strategy (dominant strategy) for unsupported bidders is to tell a
true evaluation value since each auction is now same as Vickrey auction. We
can prove that these unsupported bidders do not make a positive benefit in this
situation.

Theorem 3. If the unsupported bidder is rational, the unsupported bidder does
not make a positive benefit in our situation.

Proof (Outline). When the number of the selling item S is larger than the num-
ber of bidders B, i.e., |S| ≥ |B|, then unsupported bidders play Vickrey auctions
for each item while supported bidders can make bids to the items that can not
be found by the unsupported bidders.

When the number of bidders B is larger than the number of the selling item
S, i.e., |B| > |S|, then unsupported bidders pay the price that is higher than or
same as that of the supported bidders. If there exist two or more unsupported
bidders for a certain item, it is same as that they play a Vickrey auction. Thus,
there is no benefit for them to tell false evaluation values. The price is the second
price for their bids. This price can be higher than supported bidders. Even if
there exist only one unsupported bidder for a certain item, he just participates
in a Vickrey-like auction. Thus, even if he tell a false evaluation value, there is
no benefit for him. The price can be same as the other supported bidders.

Figure 3 shows an example of the situation in which unsupported bidders
exist. Here, we assume three bidders, B = {b1, b2, b

′
3, b

′
4}, two auction sites,
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Fig. 3. An Example of the Situation in which Unsupported Bidders Exist

S = {s1, s2, s3}, and α = 10. Reservation prices are Pb1 = 300, Pb2 = 100,
Pb3 = 200, and Pb4 = 250. Suppose there are 4 bidders, b1, b2, b

′
3, and b′4. Here

b1 and b2 are supported bidders. b′3 and b′4 are unsupported bidders. b1 and b2

know items s1, s2, and s3 that are being auctioned. On the other hand, b′3 and
b′4 know only item s3. For example, in Situation 2, b1 and b2 make bids, $10, to
s1 and s2, respectively. Then, in Situation 3, b′3 makes a bid, $10, to s2. Here,
b2 know no one bid to s3. Thus, b2 change the item from s2 to s3, and make a
bid, $10, to s3. Afterwards, in Situation 4, b1 and b2 do not need to make higher
bids. On the other hand, since b′3 and b′4 know only s2, they need to compete on
s2. Thus, in Situation 5, for example, b1 and b2 can win the items, s1 and s3,
and b′4 win the item s2 at the price $250.

4 Discussion

4.1 Different Deadlines

We assumed the deadlines are same so far. However, when we assume every
people employ bidding support agents, and the bidding support agent do not
predict prices, change the item, etc. after the deadline, then strategy-proofness
and Pareto optimality can be satisfied. However, for bidding support agents, the
prediction function on the deadline is actually very important, and there can
be several strategies for prediction. Thus, the assumption that bidding support
agents do not predict prices, change the item, etc. after the deadline is too strong
to discuss the property of this situation.



182 T. Ito et al.

4.2 Robustness Against Irrational Bidders

Irrational bidders do not select their dominant strategies. This means that ir-
rational bidders do not make a true bid, i.e., tell a truth. In the situation we
proposed here, even if there are irrational bidders, these irrational bidders do
not make benefits. Further, even when all bidders are irrational, we can say they
can not make a benefit by being irrational. Namely, while irrational players can
make an negative utility, rational players do not make negative utility if they
choose their dominant strategies, i.e., telling a truth. We clarify the above claim
by presenting examples.

Figure 4 shows an example of all bidders are irrational. Resevation prices
that are underlined are their true evaluation value. On the other hand, prices
that are not underlined in reservation prices are their false bids. In this case, b1

and b3 can win the items. However, they can not get positive utilities.

Fig. 4. An Example of All bidders are irrational

If b1 makes a truthful bid, i.e., his dominant strategy, according to the the-
orem, he does not make any negative utility. Figure 5 shows an example of the
situation in which only one bidder is rational. In this case, although b1 does not
win the item, the other bidders gets a negative utility by making false bids. On
the other hand, b1 does not suffer any loss.

5 Related Work

One of the most popular software agents is ShopBot[4]. ShopBot helps users to
find desired shops or goods from the Internet. Jango[5] is an advanced ShopBot,
and helps a user decide what and where to buy. The main function of ShopBot
is to find a web site or a description of goods based on the user’s preference.
Greenwald[6] analyzed a future situation in which there are many ShopBots,
and proposed PriceBot in order to enable sellers to price dynamically. However,
ShopBot can not make a bid to multiple auctions. ShopBot mainly retrieve
information from shop sites. Contrary, we focus on bidding support agents that
can make bids to multiple auctions. Furthermore, while Greewald[6]’s analysis
is based on a lot of information gathering agents, i.e., ShopBot, our analysis is
based on a lot of bidding support agents.

The following related works handle multiple auction sites by using agent
technology. In papers [1, 14], the authors discuss about the use of one single
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Fig. 5. Only one bidder is rational. The others are irrational

agent which monitors and submits bids in multiple auctions. The features of
works [1, 14] are (a) the aim is to automate bidding: An agent is completely
autonomous, (b) they assume one single agent, and (c) paper [1, 2] assumes a
virtual auction world that consists of English auctions, Vickrey auctions, and
Dutch auctions. Paper [14] assumes a virtual auction world that consists of
modified English auctions. It is not known whether their methods can be used
in real multiple Internet auctions. The above work does not have any insight on
the situation we proposed in this paper.

6 Conclusions and Future Work

In this paper, we formalized a situation in which people are trading their goods
on Internet auctions and employing bidding support agents. Then, we proved
that in the above situation all participants need to submit true bids. This means
that as a whole this situation can be seen as an strategy-proof and a Pareto
optimal mechanism.

One of the main issues in the traditional mechanism design is to construct
strategy-proof and efficient mechanism. The situation we present in this paper
is naturally seen as a such strategy-proof and efficient mechanism. In general,
mechanisms constructed in these fields are very complex. However, the situation
we present in this paper is very simple. The only thing people do is to employ a
bidding support agent.

As future work, we plan to relax the assumptions we described in Section 2.
Namely, we assumed the starting time is same time, the increasing price is only
α, and bidding support agents do not fail to win a good if he can win. In the
real world, these bidding support agent may fail to make a bid due to something
like noise or network jam. Thus, we plan to model such a situation and conduct
some computer simulations.
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Abstract. In this paper, we present SWATS which supports task-oriented 
automated teleoperation of Web-based devices. The proposed system employs 
Semantic Web Services technology and AI planning technique to achieve op-
erational automaticity. 

1   Introduction 

Internet-based teleoperation systems are mainly focused on remote control of net-
worked devices, such as mobile robots or digital appliances through the Internet. In 
recent years, several attempts have been made to develop Internet-based teleoperation 
systems using the Web technology: i.e. USC’s teleoperated excavation system Mer-
cury and CMU’s indoor mobile robot Xavier. In such systems, each control command 
generally provides a behavior-level control over the device with or without built-in 
autonomy. That is, to achieve a desired task, a human operator monitors remote de-
vices through Web-cams or sensors, and manually sends a sequence of appropriate 
control commands and parameters with a Web browser as shown in Fig. 1-a. 

      
a) b) 

Fig. 1. Comparison of a) Traditional Web-based teleoperation and b) SWATS approach 

In this paper, we propose SWATS (Semantic-Web-service-based Automated 
Teleoperation System) which supports task-oriented automated teleoperation of Web-
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based devices. As shown in Fig. 1-b, SWATS employs Semantic Web Services tech-
nology [3] and automated planning to provide operational automaticity. That is, se-
mantics of behaviors and interfaces for Web-based devices and sensors are encoded in 
OWL-S (Web Ontology Language for Services) [4] as Web services, so that operator 
agents can automatically plan operation processes for the requested tasks by reasoning 
about their semantics in OWL-S. And then the operator agents can achieve requested 
task goals by communicating with the devices and sensors through SOAP (Simple 
Object Access Protocol) messaging according to the operation processes. 

2   Architecture of SWATS 

Fig. 2 shows the architecture of SWATS. The OA, as an intelligent planning and 
service requester agent, plays the major role of automated teleoperation in SWATS 
architecture. A teleoperator inputs operation task as a goal to achieve and optionally 
initial operation contexts with the User Interface. Based on the input task and initial 
contexts, the Task Planning Module discovers required knowledge for planning 
through the Semantic Discovery Module and automatically generates a feasible task 
plan based on HTN (Hierarchical Task Network) planning [2]. To search the OKR for 
planning knowledge described in OWL-S, the Semantic Discovery Module generates 
appropriate semantic queries based on the input task description and sends them to the 
OKR. The Process Execution Module translates the task plan into the BPEL [1] proc-
ess and executes the process through the Web services communication stack. 

 

 

Fig. 2. The architecture of SWATS consists of three major components, which are Operator 
Agent (OA), Device Control Agent (DCA) and Operation Knowledge Repository (OKR) 

The DCA is implementation of behavior control Web services for a device includ-
ing monitoring services for sensor and camera devices. Each DCA can have Control 
Service Objects for one device or multiple devices which may work cooperatively, for 
instance an air-conditioning device and temperature sensors. And the DCA also has a 
Web services communication stack to communicate with an OA. The OKR contains 
KBs for task domain, device behaviors and interfaces which are used in automated 
task planning and process execution. The Domain KB stores OWL-S ontology of 
composite processes and internal data flows describing task domain knowledge. The 
Device KB stores OWL-S ontology of atomic processes and corresponding grounding 
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descriptions as device service descriptions. The OKR includes the Discovery Service 
Object to handle knowledge discovery queries with semantic predicates. It uses the 
OWL Inference Module to reason about the semantic predicates. The OKR also in-
cludes a Web services communication stack because it works as a Web service itself. 
Fig. 3 shows automated teleoperation procedure of SWATS. 

 

Fig. 3. Automated teleoperation procedure of SWATS consists of knowledge discovery, opera-
tional task planning and process execution phases 

3   Implementation of SWATS 

The prototype implementation of SWATS is shown in Fig. 4. The prototype DCA 
contains control service objects, i.e. MoveTo, GetImage, SendImage and etc, for the 
mobile robot. For an experiment, we generate OWL-S descriptions of the control 
services and task domain knowledge for home telesecurity services, i.e. Re-
portHomeStatus service which automatically operates a mobile robot to move to the 
specified place in the house, take a picture and send the picture to the outdoor user. 

 

Fig. 4. The SWATS prototype implementation for automated home telesecurity services 
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Abstract. Today’s system administrator is forced to perform individual 
configuration and maintenance tasks (i.e. installation, reconfiguration, update) 
on numerous systems, in various formats. These tasks are time-consuming and 
labor intensive. Several research projects have attempted to resolve these issues 
with the development of an integrated, centralized management system. 
However, many tasks are still left to the system administrator for manual 
handling. A customized configuration system that reflects comprehensive 
context has not yet been fully realized. This paper proposes a context aware 
self-configuration system by employing multi-agents to collectively gather 
contextual information based on the system resources and user’s system usage 
patterns. This proposed system, then analyzes the collected information and 
performs automatic configuration as and when required. This system will allow 
not only enable automation of the previously manual tasks, but also allow, in 
effect, a more customized configuration. 

1   Introduction 

While the performance capacity of computing devices is increasing with respect to the 
recent rapid development of IT technology, the price of these computing devices have 
been continuously declining. Coupled with the advent of Ubiquitous Computing, there 
has been an influx of more diverse computing devices in the market, hence an 
increase in the number of subjects to be managed as well as mounting complexity [1]. 

In these expanding computing environments, it is becoming increasingly 
challenging to handle and manage the expanding number of computing devices. Take 
for example a system managing and operating several hosts. In this case, each host 
requires installation of distinct software and also must bear the cost of time and the 
availability of human resources required to maintain these software application result 
in tremendous constraints. Novice end-users who are unfamiliar with their role often 
fail to conduct critical maintenance procedures such as OS patches or vaccine 
program updates, a negligence that often leads to system defects. In order to solve this 
resource management issue, technology to reduce the workload and automatic updates 
are being applied by various institutions. These technologies have arisen from studies 
regarding the centralized integration of management for distributed resources, and 
unattended installation [2][3]. However, these studies focus mainly on ‘automation’, 
which simply replaces the tasks currently processed manually. However, in this paper, 
we propose an adaptable self-management system that collects system resources, user 
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information, and usage patterns as contextual information and automates a large 
portion of the configuration tasks such as; installation, reconfiguration, and update 
the system, reducing the system maintenance burden on users. This paper is organized 
as follows. Section 2 describes the characteristics of the proposed system. Section 3 
discloses the study’s conclusion. 

2   Proposed System 

This paper defines configuration as the installation of necessary components that need 
to be managed, subsequently reconfiguring these components for specific tasks. The 
configuration process can be more specifically defined as follows: 

- Installation: new installation of necessary components (OS, software, etc.) 
- Reconfiguration: reconfiguration of installed components to fit unique 

situations 
- Update: version management of applications or modification of components 

to correct defects. This also includes re-installation when parts of the 
configuration files have been corrupted due to virus attack or system error. 

1) Installation  
The proposed system will automatically write customized response files and specific 
preference values based on stored user data (user preferences gleaned from personal 
information, preference data of existing programs, and usage patterns).  

For instance, when installing a new word processing program, the proposed system 
automatically sets default fonts as those, which are frequently selected by the user in 
similar applications. (The Ontology server stores the different expressions with 
identical meanings for each application and uses the data to identify preferences for 
other applications.) The system identifies automatic backup preferences from other 
applications to apply to the newly installed word processing application. User-specific 
preferences such as declining the creation of application icons on Windows and other 
GUI OS desktops are also reflected in the automated installation for newly installed 
applications. The proposed system identifies user preferences by analyzing preference 
values of similar applications and performing a customized installation process by 
directly writing and distributing an automated script or preference value, as described 
above.  The system also observes user activity on a continual basis to see whether 
such settings are altered and if so, performs Reinforcement learning [5] by adjusting 
its policies following such negative feedback. It is also capable of generating a script 
to automatically select a minimal installation when sufficient space is not available, 
through gathered context data on system resources. The user is alerted and final 
decisions made, through which, the system learns and then reflects onto future tasks.  

2) Reconfiguration  
The proposed system gathers continually varying memory capacity as a contextual 
resource in order to adjust the application settings based on pre-defined rules, this 
continually refines service quality. This capability offers enhanced stability features 
for mobile devices and other devices in the domain of limited performance 
environments. The rules and information for adjusting the options for each application 
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is sent to the subject along with the application upon installation and is managed by 
the Component Agent that is embedded within the client device. 

The Component Agent shuts down processes with high resource usage and restarts 
the process when sufficient resources become available. The processes are listed 
according to identified priority, based on application usage frequency and their 
correlation with other applications. These are updated on a regular basis to establish 
optimal rule sets through interaction with the Configuration System.  

3) Update  
The update priority is determined by monitoring the frequency of the components, 
through which the system facilitates the various tasks efficiently if the remaining 
storage or the time required for updating, is insufficient. Reflecting the Astrolabe [4] 
structure, each host organizes the components into zones, and these zones are 
organized hierarchically. A representative host of each zone collects a list of files on 
the individual hosts while a host requiring the file requests the location of a near host 
holding the file from the representative host. The host requiring the file receives it 
using peer-to-peer transmission. From this model, each host reduces the load of the 
centralized server, effectively increasing resistance to various difficulties, and quickly 
copies the required files. The update files copied within the zone are checked for 
consistency through comparing file sizes.  

3   Conclusion 

The proposed system provides a function of context adaptive self-configuration that 
collects system resources, user information, and usage patterns as contextual data. It 
has been applied to system installation, reconfiguration, and update. From the 
experiments, we can verify its effectiveness in terms of resource management by the 
ability to minimize human assistance, therefore decreasing workload. Peer-to-Peer 
communications is a solution to the inherent weaknesses of centralized distribution 
systems. This decreases central server load and simultaneously allows faster file 
distribution, resulting in more efficient updates. This system, along with the above 
described self-configuration features, offers a differentiated configuration process that 
employs both system and user contextual information. These features are expected to 
enhance usability and user satisfaction, relieving system administrators of the load 
they bear in this ubiquitous environment, offering enhanced computing convenience. 
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Abstract. Agent Technology has become very popular in the last few years as a 
new approach to developing software systems. Multi Agent Systems (MAS), a 
term used to describe the incorporation of multiple types of agents into various 
systems, is a way of designing and implementing a system with the advantages 
of agent entities. We chose to use agents as a decision support tool for use in a 
Retail Inventory Management System. Since the management of inventory is 
crucial to the success of most companies, and since we see a potential major 
role for agents in the business process management MAS seems a likely choice 
for a decision support platform. This work stems from our prior work in 
simulating a MAS inventory system, then implementing the system for 
production use. 

Keywords: Decision Support Systems, Autonomous Agents, Multi-agent 
systems, Applications to Business. 

1   Introduction 

In this paper, we describe our approach in designing and implementing a Decision 
Support System for Inventory Management System with Agents. We discuss the 
advantages and disadvantages of incorporating Agents into such a system and whether 
it is beneficial or not. This work is an outgrowth of a system we developed to simulate 
multi agents in an inventory system.  

Our production system can be used in two modes: completely autonomous mode 
(where agents perform all the inventory analysis, planning and ordering) or in human 
in the loop mode where the agents perform the pre-mentioned activities except 
ordering, which is the domain of the human manager or department head. 

All agents will be given specific duties, which will be run at the local level.  The 
agent itself will make all decision making for each agent’s application. All agents are 
equal in their tasks. 

The current scope of the inventory decision support system is the store itself, not 
the actual supply chain or any component of the supply chain. The current system 
uses agents to develop an optimal inventory plan (this would include lag time, 
warehousing and all aspects of the supply chain, which we make some simple 
assumptions about). 
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The architecture for this project is currently based on an agent hierarchy.  There are 
the actual “physical agents” who represent real world objects or people and are static, 
and there are “logical agents” who are used to supply the “physical” agents with all 
information and materials they need to complete their tasks and are dynamic. This 
architecture seems to work very well, and keeps the decision-making local and allows 
the agents to keep their own individual tasks small.  

2   Inventory Management 

Inventory Management has three major parts [2]: Demand Forecasting, Inventory 
Control, and Replenishment; which we will discuss in detail in the next sub-sections.  
Our decision support system incorporates all three parts using agents. 

2.1   Forecasting Inventory Demand 

Forecasting calculates how much inventory is needed and when it will be needed.  Its 
primary goal is to have the right products in the right positions at the right time. A 
forecasting system includes four elements: (1) an underlying model; (2) data, 
exploratory analysis, and calibration; (3) updates to the model; and (4) measurement 
of forecasting errors. [1] 

2.2   Inventory Control 

Inventory control does the basic record keeping that is the basis of which more 
complex decisions are made in the forecasting and replenishment modules. It involves 
the creation of inventory records, the practices dealing with the maintenance of these 
records, and the counting or auditing of inventory. It also deals with inventory 
administration, methods of valuating inventory, and evaluating inventory 
performance. 

2.3   Replenishment of Inventory 

The economic order quantity (EOQ) model is one technique used to determine the 
optimal quantity to order. The optimal ordering quantity, Q, can be found analytically. 
It occurs where the total annual holding cost equals the total annual ordering cost. [2] 

3   Agents 

Agents and multi-agent systems demonstrate a new way to analyze data and solve 
complex problems. With agent-based systems comes an entirely new vocabulary that 
describes how agents operate. The use of the word “agent” is so broad that some 
people argue that it can be made to mean almost anything. However, we focus on the 
unique characteristics that agents possess, and thus, we define agents based on these 
characteristics. We will see how agents work and what kinds of problems they are 
useful in solving. 
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4   How Agents Could Help Inventory Management Systems 

“We see a potential major role for them (collaborative agents) in business process 
management.” [6] 

An Inventory Management System is extremely. Another issue is that the 
information the system manages needs to be accessed by many sources that could 
range from headquarters to the department level. An application needs to have two 
characteristics to be a suitable for a multi-agent system implementation: distribution 
and intelligence. [5] An inventory management system has both these characteristics. 
It needs to be distributed over the company’s network where all managers, 
departments, etc. need access to it. And it also needs to be able to learn from past 
inventory histories, forecast histories, and replenishment histories. And it then applies 
what it learns by acting upon anything that it sees needs to be changed: such as 
changing the forecast technique and constants, changing the inventory control 
constants, changing the replenishment techniques and constants, and also to make 
sales on certain items when necessary. Since the system meets these two major 
requirements, it is a good candidate for a multi-agent system. 

5   Our Decision Support System Using MAS 

5.1   Specification 

The decision support inventory management system using MAS is designed to 
manage the inventory of a retail store that sells only finished goods such as a chain of 
clothing stores. Effective inventory management includes forecasting, determining 
replenishment information, and controlling inventory levels. Agents will be used to 
carry out these functions are: 

• Forecasting Agent: Forecasts demand using a simple moving average (MA) 
of the last n periods, depending on which n-month gives the least errors in 
the past. 

• Inventory Control Agent: Record keeping agent that updates inventory when 
an item is sold or replenished.  

• Replenishment Agent: determine the EOQ (Economic Order Quantity: how 
much to order and when) based on the demand forecast. 

• Department Agent: there is one for each department and it controls the 
Forecast, Inventory Control, and the Replenishment agents.  

• Manager Agent: One Manager Agent for each store to monitor the 
Department Agents. 

6   Running the Inventory Management System 

The overall system uses Java to construct the GUI, simulation and the report 
mechanism. As we mentioned, we constructed a simulation of this system [8], which 
modeled the actual system at the time. This motivated us to create the actual 
production system for the store. We implemented the system two modes. The first is 
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an autonomous mode, which means the agents analyze the data database, inputs and 
generate the inventory plan. The second mode in the human in the loop mode, which 
means the agents create the inventory plan, but the management roles are humans and 
thus can override/modify any agent plan.  In both modes, the system is capable of 
maintaining a database of inventory plans. We do this for future learning and analysis. 
This is most important for human in the loop mode, where the system can use the case 
in the future when a similar circumstance arises. We noticed increased efficiency in 
both inventory control (defined as minimizing the effect of too little or too much 
inventory) and perceived customer appreciation (defined as availability of goods due 
to size, color, style) when compared to traditional inventory control method. The 
reason for this is due to the gents learning ability and dynamic adjusting ability. 

7   Conclusion 

Agents can help design an Inventory Management System that is reliable, more 
accurate, intelligent, distributed, scalable, faster, and simpler in design. Such a system 
is very much needed in this time and in the future especially with the growing 
economy and the growth of the Internet. The future of such systems lies in creating a 
component that can negotiate online orders for restocking inventory with online 
suppliers. Our current decision support system is limited to the inventory system 
(excluding supply chain activities) for a medium sized department store in the United 
States. We plan to add to this system a simulation of the store’s supply chain (or at 
least some part of it) to test how the inventory system will behave in a more dynamic 
scenario (i.e. testing various supply chain situations). 

References 

1. J.F. Robeson, W.C. Copacino and R.E. Howe, The Logistics Handbook. (NY: The Free 
Press, 1994).  

2. E.A. Silver, D.F. Pyke, and R. Peterson, Inventory Management and Production Planning 
and Scheduling. (NY: John Wiley & Sons, 1998).  

3. R.B. Chase, N.J. Aquilano, and F.R. Jacobs, Production and Operations Management. 
Eighth Edition. (Boston: Irwin McGraw-Hill, 1998).  

4. N. R. Jennings and M. J. Wooldridge, Agent Technology. (Berlin: Springer, 1998).  
5. R. Aylett, F. Brazier, N. Jennings, M. Luck, H. Nwana, and C. Priest, 1998. “Agent 

Systems and Applications”.  
6. H. Nwana and D. Ndumu, 1996. “An Introduction to Agent Technology”.  
7. Collis and J. Ndumu, Zeus Agent Building Toolkit Manuals, Intelligent Systems Research 

Group, BT Labs.  
8. R. Signorile and M. Rawashdeh, “Inventory Management Simulation with Agents”, 

Proceedings of HMS2000, Oct. 2000 
9. R. Signorile and K. Lester, “Multi Agent Simualtion”, Proceedings of SCI200 

10. N. Jennings, K. Sycara, and M Wooldridge. A Roadmap of Agent Research and 
Development. Kluwer Academic Publishers, Boston, MA, 1998. 

11. Signorile, R, and Segritch A., ”Distributed Intelligent Agents for a Collaborative Web-
based Simulation”, In the Proceedings of WEBSIM2000, San Diego, CA, January, 2000 



196 R. Signorile 

 

12. Signorile R. and McNulty, M., “Simulating the Use of Intelligent Agents in an Automated 
Distributed Multi-Constrained Scheduling System”, In Proceedings of the 11th European 
Simulation Symposium (Germany), SCS 

13. Signorile, R. “A Framework for Distributed Intelligent Agents in the Simulation of 
External Logistics of an Enterprise”, In the Proceedings of the HMS1999, Genova, Italy, 
Oct. 1999. 

14. Rosaria Conte, Jaime S. Sichman,G. Nigel Gilbert,  Proceedings of the Multi-Agent 
Systems and Agent-Based Simulation : First International Workshop, Mabs '98, Paris, 
France, July 1998  



Amedeo Cesta and Simone Fratini�

Institute for Cognitive Science and Technology
Italian National Research Council

Viale Marx 15, I-00137, Rome, Italy
name.surname@istc.cnr.it

Abstract. This paper presents a framework for planning and scheduling integra-
tion based on a uniform constraint-based representation. Such representation is
inspired to time-line based planning but has the unique characteristic of conceiv-
ing both resource and causal constraints as abstract specifications that generate
segments of temporal evolution to be scheduled on the time-line. This paper de-
scribes the general idea behind this type of problem solving, shows how it has
been implemented in a software architecture called OMP, and presents an exam-
ple of application for the generation of mission planning commands for automat-
ing the management of spacecraft operations.

1 Introduction

While planning and scheduling have been traditionally distinct research areas, both
can be seen as an abstraction of well known real-world problems. Solving a planning
problem means finding how to achieve a given goal, that is, computing a sequence of
actions which achieve the goal. Relevance is given to the logical reasoning on “what is
needed for” without giving emphasis to time and resource constraints. The generation
of a sequence of moves in the Blocks World domain is a typical example of planning
problem. Solving a scheduling problem means determining when to perform a set of
actions consistently with time and resource constraints specified within the domain. In
a satellite domain for example, this could be the problem of deploying over time a set
of downlink data operations from on-board a satellite to the on-ground station fulfilling
constraints on visibility windows, channel data rates and on-board memory capacity.

Several planning architectures produced over the past two decades (see for instance
O-PLAN [7], IxTeT [13], HSTS [14], RAX-PS [11], or ASPEN [6]) have already suc-
cessfully included capabilities from both Planning and Scheduling (P&S) among their
features. In particular, all these architectures have emphasized the use of a rich repre-
sentation language to capture complex characteristics of the domain including time and
resource constraints.

The particular perspective we are following is based on the observation that a P&S
architecture should allow to model domains from a double perspective: (a) planning
with scheduling features: in some domains the key factor is the representation of a

� Ph.D. student in Computer Engineering at DIS, University of Rome “La Sapienza”, Italy.

,
,

Controlling Complex Physical Systems Through
Planning and Scheduling Integration

M. Ali and F. Esposito (Eds.): IEA/AIE 2005, LNAI 3533, pp. 197–207, 2005.
c©Springer-Verlag Berlin Heidelberg 2005



causal description typical on planning reasoning with some additional scheduling re-
quirements (i.e., actions require to share several resources to be executed, or should
satisfy complex temporal relations); (b) scheduling with planning features: within a
typical scheduling problem it is necessary to synthesize new activities (e.g., when a
resource serves a certain activity, a specific process for producing additional resource
should be generated). We report here examples from a space system because of our di-
rect experience. In particular we describe a generic scenario where a spacecraft have to
achieve some goals with its payloads, like taking pictures with a camera or gathering
some specific data with other instruments. From a planning point of view this could
be a typical domain where the modeler first describes which actions can be performed,
then specifies some goals (object that have to be captured) and finally looks for a plan
(a sequence of actions) that, when performed, allows the physical system to achieve
the goals. In the reality this domain contains several restrictive constraints not easy to
model from a pure planning perspective: for instance the case of a finite capacity for
on-board memory or the fact that several communication channels have a pre-specified
transmission rate that are used to download data to Earth. These situations are easier to
capture in a scheduling framework, where you can model memory and channels as re-
sources, then a solving process looks for a temporal sequence of upload and download
operations that assure resources are never over-used. From the scheduling perspective
you cannot simply describe the domain like a set of resources and activities, because it
is not possible to allocate these activities over resources without considering that each
activity needs some not trivial action combination to be performed: for instance when
you allocate a download activity over a communication channel you need to be sure
that the spacecraft is pointing to Earth and maybe you need to force the satellite to
slew toward Earth by planning some actions for this purpose. The same perspective can
be applied in general in those cases where complex physical systems should be con-
trolled so the approach described is quite general and can also be used outside the space
domain.

In the rest of the paper we first describe the constraint reasoning perspective our
view on P&S integration is based on, and second present a problem solving architecture
called OMP that makes such ideas operational. The spacecraft domain will be used as a
running example throughout the paper.

2 Scheduling with a Causal Domain Theory

Our approach is grounded on constraint reasoning so we recall here the basic definition
of a Constraint Satisfaction Problem (CSP) [15]. A CSP consists in a set of variables
X = {X1, X2, . . . , Xn} each associated with a domain Di of values, and a set of
constraints C = {C1, C2, . . . , Cm} which denote the legal combinations of values for
the variables such that Ci ⊆ D1×D2×· · ·×Dn. A solution consists in assigning to each
variable one of its possible values so that all the constraints are satisfied. The resolution
process can be seen as an iterative search procedure where the current (partial) solution
is extended on each cycle by assigning a value to a new variable. As new decisions are
made during this search, a set of propagation rules removes elements from the domains
Di which cannot be contained in any feasible extension of the current partial solution.

198 A. Cesta and S. Fratini



Several approaches to P&S integration pursue the idea of stretching the planning
domain definition language, and hence the reasoning capability of planners, to include
temporal and resource reasoning [9]. We follow a rather opposite direction: starting
from our background in CSP-based scheduling (see for example [5]), we focus on
causal reasoning as a distinguishing factor between planning and scheduling and try
to understand how a form of causal reasoning can be integrated in a CSP-based sched-
uler. The pursued idea is to have planning and scheduling reasoning working together
in a common constraint-based environment.

In a typical scheduling problem a plan is given in advance composed by a set of ac-
tivities that require different amount of resources, each with its own capacity, in order to
be executed. Additionally a set of temporal constraints is imposed between these activi-
ties – usually constraints are specified from duration to simple precedence, and minimal
and maximal quantitative separation between pairs of activities. The problem is to find
when to start each activity in order to ensure the temporal constraints are satisfied and
resources are never over or under used. Such problem can be represented in a CSP
framework choosing temporal events (e.g., start and end of activities) as variables with
a finite temporal horizon as domain. This CSP can be implemented in a constraint data-
base in which the temporal constraints are represented as a Simple Temporal Problem
(STP [8]), while resource constraints are reasoned upon with specialized data-structures
on top of the STP. In Fig. 1(a) there is a sketchy abstract representation of the process
behind all this for the case of a scheduling problem with a single resource: the prob-
lem’s activities can be seen as a central layer connected in a precedence graph (Activity
Network in the figure); all the temporal constraints are represented in the Temporal
Network that is the lower layer of representation; at a higher level there are special-
ized representations for resource consumption over time called Resource Profiles. A
solver for this problem “reasons” on this data-base and takes decisions. For example
in a Precedence Constraints Posting (PCP) approach [5] reasoning on resource profiles
it is possible to deduce a set of additional precedence constraints between activities
that, when posted, ensure resource constraints are never violated. The same abstract
schema can be used for implementing the resource propagation rules proposed in [12].
In these approaches the STP is polynomially propagated after each decision step. The
schema can be “easily” extended to multiple resources by considering on top of a unique
STP network several resource profiles. This equates to reasoning upon multiple activity
networks that evolve over time as concurrent threads (see the three rectangles in the
middle layer of Fig. 1(b) as an example). It is worth noting that such threads are each
other independent until a single activity does not require more than one resource to be
executed.

As said in the introduction, our aim is to go a bit further with respect to a pure
scheduling problem and to model problems that also specify, for example, that sched-
uled activities need, in some cases, to satisfy causal relationships and in so doing require
a generative reasoning step to add new activities to the plan. To allow the specification
of such “causal laws” we use a domain specification paradigm first proposed in HSTS
[14] and studied also in subsequent works [4, 11, 10]. It considers the relevant com-
ponents of a domain as continuously evolving temporal automata that specify which
sequences of states are logically allowed for any of such components. These sub-parts
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Fig. 1. Extending a scheduler with causal reasoning

in the world by assuming sequences of values over a temporal interval as temporally
ordered sequences of state transitions. Our current effort aims at reasoning upon such
components, that we refer to as “causal components”, similarly to the CSP resource
reasoning sketched above. One main difference resides in the effects of activities: on
resources effects are additive (a cumulative numeric consumption function is computed
over time – see the two temporal profiles on to top layer of Fig. 1(b)) while on state vari-
ables decisions cause a state transition (so over time they assume sequences of states as
temporal evolutions – see the last temporal function on the top layer of Fig. 1(b)).

We refer now to the basic example domain to clarify the idea of causal components
and its associated temporal automata1. In the spacecraft domain if a certain activity
consists of pointing a precise celestial body, the knowledge specification system may
allow to specify such constraints to the problem solver. We formalize the different parts
that compose the spacecraft physical system either as resources (same concept as in
scheduling) or state variables (sub-parts whose temporal sequences are subject to tran-
sition laws formalized as “causal constraints”). For instance the on-board mass memory
can be formalized as a multi-capacity resource, while a camera as a payload can be for-
malized, simplifying a similar example used in [14], as a causal component that may as-
sume one of the states {Wait,WarmUp, Ready, TakeP icture}. Similarly the space-
craft pointing-system may assume values in the set {Unlocked, Locked, Locking}. In
order to perform experiments or to send data, the satellite have to be stably pointing
toward a direction (state Locked), while to move from one stable target to another it as-
sumes the state Locking. Unlocked is an idle state. While for “resource components”
we directly use the maximum and minimum capacity constraint specification, for causal
components some additional formalism is needed to write down the legal transitions
from state to state in order to obtain correct temporal evolutions. In our approach as a
compact specification language for causal constraints we use temporal automata where
labels are used to specify duration constraints for both states and transitions.

Why we choose to represent the domain causal laws as state transition systems in-
stead of referring to 〈precondition → effect〉 rules as in classical approaches to plan-
ning? Of course state variables can compactly represent the state of a domain, but this
can be adopted also in classical planning representation as shown in [1]. We are inter-

1 For an earlier treatment of this aspects the reader may refer to [3].
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ested in this approach based on components firstly because it allows to localize changes



in domain definition and refinement and secondly because it permits an easy integration
of P&S in a CSP approach. Let us consider again the isomorphism between causal and
resource components shown in Fig. 1(b). The figure sketches what we describe in detail
in the rest of this paper: resources and state-variables are different types of concurrent
threads represented on-top of a unique STP temporal network. Each concurrent thread
(middle layer in the figure) can be thought of as a set of partially ordered activities. The
additional constraint for the state-variables is that in any feasible solution they may as-
sume a linear sequence of values (i.e., any legal sequence of states recognized by their
own temporal automata specification).

OMP is an integrated constraint-based software architecture for planning and schedul-
ing that is fully based on the ideas sketched in the previous section. Our design and
implementation efforts has focused on two main directions: (1) a domain definition lan-
guage that allows the user to naturally define the resource and causal components and
their connected constraints; (2) an open layered software architecture that runs a CSP
solver over different constraint based sub-systems that have to work together to solve
an integrated planning and scheduling problem.

This paper shows the expressiveness of OMP by modeling a realistic scenario taken
from the MARS-EXPRESS mission, a program of the European Space Agency that
is currently operational around Mars. Our group has conducted a study for MARS-
EXPRESS to develop MEXAR [2] an automated solver for synthesizing the downlink
operations that allow Earth-bound transmission of the on-board telemetry (data pro-
duced by payload activities and by different on-board devices which monitor the condi-
tions of the spacecraft) during downlink connections. The example domain we use here
is grounded on knowledge of the spacecraft elicited during that study. While MEXAR

solves a specific scheduling problem we are considering the domain from a wider per-
spective. In particular, here we try to cope with the whole life-cycle of mission planning,
from deciding to schedule a certain payload operation, to addressing the associated data
return problem. In this scenario the goal is to allocate over time (to plan) a set of ob-
servations, taking care of the fact that data they produce could be safely downloaded
later (an associated scheduling problem because data are first stored on the on-board
memory then transmitted to Earth). Reasoning only on which observation have to be
performed without contextually taking into consideration the data download can easily
generate data loss, while afford only the download problem means to work with a fixed
set of activity without any way to perform a global optimization on the whole “mission
control → satellite → observation → store → download” problem cycle. It is worth
noting that also the pure planning problem is not trivial here because to some extent it
requires to model the physics of the spacecraft in order to produce meaningful operative
procedures.

3.1 The OMP Knowledge Modeling Language

In OMP the domain theory is described using DDL.2 as domain description language.
This language, fully described in [3], extends a previous proposal called DDL.1 [4] by
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inserting resources as first citizen components in a domain specification. In DDL.2 a
domain theory is specified to the solver by identifying resource and causal components
for the domain. Then the relevant constraints that circumscribe the temporal evolution
of such components should be defined. The solver goal is to synthesize a temporal
evolution for each of the components that meets all the constraints specified in the
domain theory.

Before modeling the MARS-EXPRESS domain further details on the causal com-
ponent constraint specification are needed. Such components, called state variables,
should satisfy a set of constraints that, to facilitate compactness, are expressed by defin-
ing a timed automata for the component. This means that a set of possible states, called
state-var values, the state variable may assume over time is given, and the possible tran-
sitions between pair of states are defined. Each state-var value is specified with a name
and a list of static variable types. As a consequence, in DDL.2 the possible state-var
values consist of a discrete list of predicate instances of type P(x1, . . . , xm). For each
state variable it is possible to specify: (1) a name that uniquely indicate this kind of
component; (2) a domain of predicates P(x1, . . . , xm) and (3) a domain for each static
variable xj in the predicate.

The MARS-EXPRESS life-cycle problem can be represented in our framework us-
ing two resources, Memory and Channel, a state variable Satellite representing the main
pointing status as previously sketched, a set of state variables model on board instru-
ment, {Inst 1, . . . , Inst n}, and some particular state variables that describe visibil-
ity windows to both Earth ground stations and Mars interesting targets. The variables
Inst i may assume values Observe(Target,Data) and DownloadMemory(Data). The
variables VisibilityEarth, VisibilityMars assume a specific role, because their behavior
is entirely specified by the user like a set of goals. The variable VisibilityEarth assumes
as values NotVisible and Visible(GroundStation) while the variable VisibilityMars as-
sumes NotVisible and Visible(Target). These components, also called uncontrollable
state variable, are used to model aspects that are not under control of the problem
solver. The time intervals in which an uncontrollable state variable assumes the value
Visible depend on decision of flight dynamics team (e.g., the particular orbits decided
for the spacecraft). They are additional input to initialize a domain model description.

SV Satellite (Unlocked(),Locked(Pos),Locking(Pos))
{
COMP
{
STATE Unlocked() [1, +INF] { MEETS { Locking (x:Pos)}

MET-BY { Locked (y:Pos)}}
STATE Locked(x) [1, +INF] { MEETS { Unlocked (x)}

MET-BY { Locking (x)}}
STATE Locking(x) [1, +INF] { MEETS { Locked (x)}

MET-BY { Unlocked (x)}}
}}

(a) sequence constraints on a variable

COMP
{
STATE Observe (Target,Data) [time(Target) , time(Target)]
SYNC
{
DURING VisibilityMars Visible(Target) [0,+INF] [0,+INF];
DURING Satellite Locked(Target) [5,+INF] [5,+INF];
BEFORE Inst 1 DownloadMemory(Data) [time(Data),time(Data)];
USE Memory memoryOcc(Data) [0, 0] [0, 0] AFTERSTART;
USE Channel memoryOcc(Data) [0, 0] [0, 0] FROMSTARTTOEND;
} }

(b) a SYNC compatibility

Fig. 2. Example of DDL.2 specification

While defining constraint for the resources is quite straightforward (e.g., maximum
capacity of the on-board Memory), some additional syntactic constructs are needed to
specify constraints on state variables, among different state variables, and among state
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ral automata that describes a single component, the synchronization constraints among
different automata and special resource requirements for state variable values.

In Fig. 2(a) we show a possible DDL.2 model for the causal component Satellite,
where the type Pos (short for Position) assumes as values Earth, Mars, etc. For
each state we specify the legal following state and the legal preceding state, express-
ing which state transition rules are legal for that component. The value Unlocked()
for instance should hold for at least one second and there is not upper limit to its du-
ration (the statement [1, +INF ] represents the duration constraints for the value to be
assumed). It can be followed (statement MEETS) by a value Locking(x) with param-
eter the object x. Similarly the MET-BY statement allows to specify which value the
component can assume just before the Unlocked() value. Such a specification models
a causal component whose behavior is an alternation of sequences . . . Unlocked() →
Locking(Pos) → Locked(Pos) → Unlocked() . . . and so on.

Fig. 2(b) shows a more complex example of causal relations specification in DDL.2.
It is the case of a synchronization (SYNC) compatibility for a generic instrument Inst 12.
It requires that when the payload Inst 1 assumes the value Observe(Target,Data) the
following events should be synchronized: (1) target on Mars should be visible; (2) the
spacecraft must be locked on the same target – hence a temporal synchronization is
required with the value Locked(Target) of the state variable Satellite; (3) observed data
have to be downloaded to the Earth (then it must exist a following state DownloadMem-
ory(Data) in the same component behavior)3; (4) you must have enough free memory
and enough channel rate to perform your operation, then activities over the resources
Memory and Channel must be allocated (construct USE in the figure). The amount of re-
source required from the activities depends on how much data the instrument produces
or is able to transmit in a time unit.

After defined a domain theory, it is possible to formulate a problem to be solved
according to that theory. This is done by specifying, as goals, tasks to be performed by
instruments components4, e.g., specifying some Observe states to be allocated over the
causal components. It is possible to specify a desired time interval for the observation
or to leave the solver free to allocate it on the state variable when constraints allows it.
Compatibility constraints ensure that generated plans are feasible from both planning

2 For the sake of space we do not include MEET and MET-BY statement. time and memoryOcc
are two integer function to compute the duration of an observation and the amount of data it
produces.

3 It is worth observing that further complex constraints could be also specified using language
features: for example, data downloadable not before a certain slack of time (in order to perform
some elaboration on them) and not after another slack of time (in order to avoid information
starving).

4 In the current architecture that supports DDL.2 OMP provides a PDL (Problem Definition
Language) designed to accommodate specific state-var values on causal components to hold
during desired time intervals (goals over state variables) and a set of pre-defined activity that
have to be allocated over resources in any feasible solution (goals over resources).

Controlling Complex Physical Systems Through Planning and Scheduling Integration 203

variables and resources. DDL.2 uses for such constraints an adaptation of the concept
of compatibility first introduced in [14]. In general compatibilities codify the tempo-



3.2 The Software Architecture

OMP is an integrated constraint-based software architecture for planning and scheduling
built around the ideas presented above. Starting from a domain theory expressed in
DDL.2 OMP builds activity networks over a shared temporal network, and schedule
them according to the current problem specification to determine temporal evolution of
the resource and causal components that is compatible with all the domain constraints.

The OMP software architecture essentially implements, from an abstract point of
view, the typical CSP solving loop, alter-
nating decision and propagation steps,
starting from a CSP specification of the
problem. This architecture is composed
by a decision making module that guides
the search by incrementally posting con-
straints on a constraints database that
maintains information about the current
partial solution and propagates decision
effects pruning the search space (see

Temporal Network

Resource
Manager

State Variable
Manager

CSP Planner

Resource
Scheduler

State Variable
Scheduler

Constraint Database

Decision Making
Module

Fig. 3 OMP software architectureFig.3). A set of database queries helps the
decision module to reason on the current
solution. The temporal problem is managed and solved only via constraint propaga-
tion using an All Pair Shortest Path algorithm on the STP. Resource and state variable
management need both a constraint propagation and a search decision phase.

Current search strategy in OMP follows a precedence constraint posting approach.
An algorithm incrementally computes conflicts in the activity networks that represent
the concurrent threads in the domain model, choose a critical conflict and try to solve
it by adding additional precedence constraints between pairs of activities. The process
is iterated according to a complete backtracking algorithm. The decision process is in-
terleaved with a propagation step that make explicit some implicit or “forced” ordering
between activities. For instance in the case of the two activities showed in the top part
of fig 4(a), let us suppose they require, between their start and end points, two contra-
dictory states of a causal component. The underlying temporal network shows that the
first one can hold somewhere between the lower bound of its start time and the upper
bound of its end time, while the second one can hold within an analogous bounded in-
terval. We know that (1) they cannot overlap because a state variable must have at least
one value in any final solution; (2) there is no way for the second activity to hold before
the first one with respect to the temporal position of involved start and end points. The
propagated temporal network gives us a necessary ordering constraints between them.
As a consequence we force the second to hold strictly after the first one. The result is
showed in the bottom part of the same figure.
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point of view (meaning that download follow observation and every operation is per-
formed when the satellite is oriented in the right way) and the scheduling point of view
(memory and channel are not overused).

.



cut only not feasible solutions, meaning that any feasible solution must contain these
constraints. On the other hand scheduling precedence constraints are search decision,
then they could cut some feasible solutions, opening the need for backtracking.

Activity 1

Activity 2

Activity 1

Activity 2

t1 t2

t3 t4

t1 t2

t3 t4

(a) constraint propagation

Act 1

Act 2

Act 1

Act 2

Act 1

Act 2

OR

(b) scheduling decision

Fig. 4. Basic steps in the solving loop

To propagate and schedule resource and state variable activities there are in OMP two
modules, the resource manager and the state variable manager, that manage networks
performing specific constraints propagation. Strictly connected with these two schedul-
ing modules are able to analyze resource and state variable constraints database and
build the planner search space, where at each node the planner can choose among dif-
ferent activity orderings. Resource propagation algorithms from [12] are implemented
in the resource manager, and specialized algorithms has been developed for the state
variable manager. The CSP planner is the decision making module core: starting from
some goals (actually activities that must appear in the final solution) it dynamically un-
fold the domain theory putting more resource and causal activities into the respective
networks. Every time that a new activity is added we deduce, via propagation rules,
new precedence constraints that affect the whole networks situation, due to the shared
temporal model. Moreover the planner must make also chooses about which order to
force among activities when propagations are not able to cut all not feasible orders (this
set is computed by the scheduler modules). As a matter of fact we integrate planning
and scheduling by interleaving scheduling and unfolding steps.

4 Conclusions

This paper describes our approach to planning and scheduling integration. It has been
discussed how Causal Knowledge is the main distinguishing factor between planning
and scheduling, thus building an architecture where both time/resource reasoning about
activity scheduling and causal reasoning about planned actions can be modeled and
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made, basically between the two feasible ordering showed in the right side of the same
figure. Of course constraints posted during the propagation step are necessary, so they

In general there are cases in which a search step is necessary. For instance, the left
side of fig. 4(b) shows situation with two activities that have to be scheduled again on
a single state variable. But this time even analyzing the underlying temporal problem
we are not able to compute any necessary precedence constraint between these two
activities: both ordering are temporally feasible. Thus a search decision step must be



working on this environment, extending the model toward more complex specifications
in order to further match real world features.
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Abstract. This paper deals with plan execution on agents/robots in highly dy-
namic environments. Besides a formal semantics of plan execution and a repre-
sentation of plans as programs, we introduce the concept of plan invariants. Plan
invariants are similar to loop invariants in imperative programs in that they have
to be true during the whole plan execution cycle. Once a plan invariant fails the
plan execution is stopped and other plans that are more appropriate in the current
context are considered for execution instead. The use of plan invariants allows for
an early detection of problems. Plan assumptions that are required for a plan to
succeed are explicitly represented by plan invariants.

1 Introduction

For decades, autonomous agents and robots acting in dynamic environments have been
subject of research in AI. The existence of exogenous events makes dynamic envi-
ronments unpredictable. Several such domains are used as common test-beds for the
application of AI techniques to robots acting in dynamic environments, e.g. robotic
soccer, tour guide robots or service and delivery robots. These domains come close to
the real world where the gathered data are error prone, agents are truly autonomous,
action execution regularly fails, and exogenous events are ubiquitous.

Agents deployed in such domains have to interact with their environment. An agent
has a belief about its environment and goals it has to achieve. Such beliefs are derived
from domain knowledge and environment observations. While pursuing its goal by ex-
ecuting actions that influence the environment, the agent assumes these actions cause
exactly the desired changes and that its belief reflects the true state of the environ-
ment. However, due to ambiguous or noisy observations and occlusions the belief of
the agent and the state of the environment are not necessarily consistent. Furthermore,
other agents or exogenous events may also affect the environment in an unpredictable
way. Finally, actions might fail to achieve their desired effect. In this paper we present
a solution to enable an agent to quickly react to such influences in order to be able to
successfully achieve a given goal.

To investigate the advantages of the proposed solution, experiments were conducted
using a robot architecture that can be outlined as follows: On the software side a three-
layered architecture is used that separates hardware interfaces, numerical and symbolic

� Authors are listed in alphabetical order.
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data processing. The symbolic layer hosts an abstract knowledge-base (belief), a plan-
ning system which is based on classical AI planning theories, and a plan executor. The
representation language used is based on the well known STRIPS [1] representation lan-
guage and incorporates numerous extensions thereof that have been presented in recent
years, allowing the usage of first-order logic with only minor restrictions.

The execution of a plan’s actions is twofold. For one, on an abstract layer execution
is supervised in a purely symbolic manner by monitoring conditions. On a numerical
layer, where none of the abstract layer’s symbols are known, a set of elementary be-
haviors corresponding to the abstract action are executed. This behavioral approach for
low-level action execution ensures that reactivity is achieved where needed, and incor-
porates tasks such as path planning or obstacle avoidance that are not of concern to the
symbolic representation.
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Room_D
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Corridor

(a) Successful execution of the plan: (1) move
to Room A, (2) pick up letter, (3) move to
Room D and (4) release letter.
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Exogenious Event

(b) During execution of action (1) the exoge-
nous event, close door to RoomD , invalidates
the plan (as the target is not reachable any-
more). In (2) the robot detects the closed
door and the violation of the plan invariant
(accessible(Room D)). Due to the applica-
tion of plan invariants the infeasibility of the
plan is early detected.

Fig. 1. Plan execution using plan invariants for the delivery robot example

In this paper, we present the idea of plan invariants as a means to supervise plan
execution. Plan invariants are conditions that have to hold during the whole plan execu-
tion. Consider a delivery robot, based on the above architecture. Its task is to transport a
letter from room A to room D. This task is depicted in Figure 1. The robot believes that
it is located in room C, the letter is in room A and all doors are open. Its goal is that the
letter is in room D. The robot might come up with the following plan fulfilling the goal:
(1) move to Room A, (2) pick up letter, (3) move to Room D and (4) release letter.
In situation (a) no exogenous events occur, the belief of the agent is always consistent
with the environment. Therefore, the robot is able to execute the plan and achieves the
desired goal. In situation (b) the robot starts to execute the plan with action (1). Un-
fortunately, somebody closes the door to room D (2). As the robot is not able to open
doors, its plan will fail. Without plan invariants the robot will continue to execute the
plan until it tries to execute action (3) and detects the infeasible plan. If we use a plan
invariant, e.g., room D has to be accessible, the robot detects the violation as it passes
the closed door. Therefore, the robot is able to early detect invalid plans and to quickly
react to exogenous events.
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In the next section we discuss the advantages of plan invariants in more detail. In
Section 3 we formally define the planning problem and plan execution. In Section 4 we
formally introduce plan invariants. Finally, we discuss related research and conclude
the paper.

2 Plan Invariants

Invariants are facts that hold in the initial and all subsequent states. Their truth value is
not changed by executing actions.

There is a clear distinction between these plan invariants to action preconditions,
plan preconditions and invariants applied to the plan creation process. Action precondi-
tions have to be true in order to start execution of an action. They are only checked once
at the beginning of an action. Similarly, plan preconditions (i.e., initial state) are only
checked at the beginning of plan execution. Thus, preconditions reflect conditions for
points in time whereas invariants monitor time periods. In the past, invariants have been
used to increase the speed of planning algorithms by reducing the number of reachable
states. (e.g. [2]). An invariant as previously described characterizes the set of reachable
states of the planning problem. A state that violates the invariant cannot possibly be
reached from the initial state. For example, this has been efficiently applied to Graph-
plan [3] as described in [4, 5]. Such invariants can be automatically synthesized as has
been shown in [6, 7]. However, plan invariants are not only useful at plan creation time
but also especially at plan execution time. To our best knowledge plan invariants have
never been used to control plan execution.

There is a clear need for monitoring plan execution, because execution can fail for
several reasons. Plan invariants can aid in early detection of in-executable actions, un-
reachable goals or infeasible actions.

3 Basic Definitions

Throughout this paper we use the following definitions which mainly originate from
STRIPS planning [1]. A planning problem is a triple (I,G,A), where I is the initial
state, G is the goal state, and A is a set of actions. A state itself is a set of ground literals,
i.e., a variable-free predicate or its negation. Each action a ∈ A has an associated pre-
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Fig. 2. Action execution with respect to time
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condition pre(a) and effect eff (a) and is able to change a state via its execution. The
pre-conditions and effects are assumed to be sets of ground literals. Execution of an
action a is started if its pre-conditions are fulfilled in the current state S. After the
execution all literals of the action’s effect are elements of the next state S′ together with
the elements of S that are not influenced by action a. A plan p is a sequence of actions
< a1, . . . , an >, that when executed starting with the initial state I results in goal state
G.

For the delivery example the planning problem is defined as follows. The set of
actions is A=< move, pickup, release > with:

move(origin, dest):
pre: accessible(dest) ∧ isat(R,origin) ∧¬ isat(R,dest)
eff: ¬ isat(R,origin) ∧ isat(R,dest)
pickup(item):
pre: isat(R,item) ∧¬ hold(item)
eff: hold(item)
release(item):
pre: hold(item)
eff: ¬ hold(item)

The initial state is I:= isat(letter, Room A) ∧ isat(R,Room C) and the goal is defined
as G:= isat(letter, Room D). As the names of constants and predicate are chosen quite
intuitively, definitions are omitted due to space limitations.

A plan can be automatically derived from a planning problem and there are var-
ious algorithms available for this purpose. Refer to [8] for an overview. For the de-
livery example a planner might come up with the plan p=<move(Room C, Room A),
pickup(letter), move(Room A, Room D), release(letter)>. The planning problem makes
some implicit assumptions for plan computation. First, it is assumed that all actions are
atomic and cannot be interrupted. Second, the effect of an action is guaranteed to be
established after its execution. Third, there are no external events that can change a
state. Only actions performed by the agent alter states. Finally, it is assumed that the
time granularity is discrete. Hence, time advances only at some points in time but not
continuously.

In the most simple way plan execution is done by executing each action of the
plan step by step without considering problems that may arise, e.g., a failing action
or external events that cause changes to the environment. Formally, this simple plan
execution semantics is given as follows (where � � denotes the interpretation function):

�< a1, . . . , an >� S = �< a2, . . . , an >� (�a1� S)

�a� S =
{

eff (a) ∪ {x|x ∈ S ∧¬x �∈eff (a)} if pre(a) ⊆ S
fail if pre(a) �⊆S

�a� fail = fail

Given the semantics definition of plan execution we can now state what a feasible
plan is.

Definition 1. A plan p =< a1, . . . , an > |ai ∈ A is a feasible plan for a planning
problem (I,G,A) iff �p� I �= fail and �p� I ⊇ G.
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Planning algorithms always return feasible plans. However, feasibility is only a nec-
essary condition for a plan to be successfully executed in a real environment. Reasons
for a plan to fail are:

1. An action cannot be executed.
(a) An external event changes the state so that the pre-condition cannot be ensured.
(b) The action itself fails because of an internal event, e.g., a broken part.

2. An external event changes the state of the world in a way so that the original goal
cannot be reached anymore.

3. The action fails to establish the effect.

In order to formalize a plan execution in the real world, we assume the following
situation. A plan is executed by an agent/robot which has its view of the world. The
agent can modify the state of the world via actions and perceives the state of the sur-
rounding environment via sensors. The agent assumes that the sensor input is reliable,
i.e., the perceived information reflects the real state of the world. Hence, during plan
execution the effects of the executed actions can be checked via the sensor inputs. For
this purpose we assume a global function obs(t) which maps a point in time t to the
observed state. Note that we use the closed world assumption. Any predicate remains
false until it is observed as true.

In order to define the execution of an action in the real world two cases need to be
distinguished. Actions can last a fixed, known time. In this case, execution is considered
done after that time has elapsed. On the other hand, actions can continue indefinitely,
e.g., a move action in a dynamic environment can take unexpectedly long if changes in
the dynamic environment require detours. Execution of such an action is considered to
be finished as soon as its effect is fulfilled. Following the nomenclature previously used
in [9], actions with fixed duration are called discrete, and indefinitely continued actions
are called durative.

Figure 2 depicts the action execution with respect to time. A discrete action a is
executable if its precondition pre(a) is satisfied in state Si, where a state Si = Si−1 ⊕
obs(ti−1).

The function S ⊕ obs(t) = obs(t) ∪ {l|l ∈ S ∧¬l /∈ obs(t)} defines an update
function for the agent’s belief. The function returns all information about the current
state that is available, i.e., the observations together with derived conditions during plan
execution which are not contradicting the given observations.

An action lasts for a given time and tries to establish its effect eff (a) in the suc-
ceeding state Si+1. A durative action a is also executable if its precondition pre(a) is
satisfied in state Si. In contrast to discrete actions a durative action a is executed until its
effect eff (a) is established in some following state Sk+1. At each time step tj , i ≤ j ≤
k + 1 a new observation is available, a new state Sj is derived Sj = Sj−1 ⊕ obs(tj−1).
For each state Sj the condition eff (a) ⊆ Sj is evaluated. A durative action can possibly
last forever if it is impossible to establish the effect eff (a).

if discrete(a) then �a� (S) =

=

⎧⎨
⎩

S ⊕ obs(t) if eff (a) ⊆ (S ⊕ obs(t))
�exec�(a, S ⊕ obs(t)) if pre(a) ⊆ (S ⊕ obs(t))∧ eff (a) �⊆(S ⊕ obs(t))

fail otherwise

(1)
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In the above definition of the plan execution semantics for single actions we can
distinguish three cases. The first line of the definition handles the case where the effect
is fulfilled without the requirement of executing the action a. In the second line, the
action a is executed which is represented by the exec(a, S) function.

�exec� (a, S) =

⎧⎨
⎩

eff (a) ∪
{

x

∣∣∣∣x ∈ (S ⊕ obs(t)∧
¬x �∈eff (a)

}
if action a is executed

fail otherwise
(2)

exec(a, S) returns fail if the action a was not executable by the agent/robot in state
S. If action a is executed exec returns the effect of the action eff (a) unified with all
literals of state S not negated by eff (a). t is the time after executing the action.

The last line of the execution semantics states that it returns fail if the precondition
of the action is not fulfilled. The action release is an example for a discrete action. Once
the action is triggered it either takes a certain amount of time to complete or it fails.

For durative actions, execution semantics can be written as follows:

if durative(a) then �a� (S) =

⎧⎪⎪⎨
⎪⎪⎩

S ⊕ obs(t) if eff (a) ⊆ (S ⊕ obs(t))
�a�′ (S ⊕ obs(t)) if pre(a) ⊆ (S ⊕ obs(t))∧

eff (a) �⊆(S ⊕ obs(t))
fail otherwise

(3)

with

�a�′ (S) =
{

S ⊕ obs(t) if eff (a) ⊆ (S ⊕ obs(t))
�a�′ (S ⊕ obs(t)) otherwise

(4)

The precondition of a durative action is checked only at the beginning of the ac-
tion. We assume that one recursion of an durative action (equation 4) lasts for a time
span greater than zero. The action move is an example for a durative action, as it exe-
cuted until the robot reaches its destination. This may take different amounts of time or
possibly may never occur.

Given a plan and a real-world environment we can now define what it means to be
able to reach a goal after executing a plan.

Definition 2. A plan p =< a1, . . . , an > for a given planning problem (I,G,A) is
successfully executed in a given environment if �< a1, . . . , an >�(I) ⊇ G.

4 Extended Planning Problem

As outlined in Section 2, plan invariants are a useful extension to the planning problem.
The addition of an invariant to a planning problem results in the following definition:

Definition 3. An extended planning problem is a tuple (I,G,A, inv) where inv is a
logical sentence which states the plan invariant.
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A plan p for an extended planning problem is created using any common planning
algorithm. We call the tuple (p, inv) extended plan.

The plan invariant has to be fulfilled until the execution of the plan is finished (ei-
ther by returning the goal state or fail). A plan invariant is a more general condition
for feasible plans. It allows for considering exogenous events and problems that may
occur during execution, e.g., failed actions. Automatic generation of such invariants is
questionable. Invariants represent knowledge that is not implicitly contained in the plan-
ning problem, and thus cannot be automatically extracted from preconditions and effect
descriptions. An open question is how more knowledge about the environment (e.g.,
modeling physical laws or the behavior of other agents) and an improved knowledge
representation would enable automatic generation of plan invariants.

The execution semantics of such an extended plan can be stated using ‖ to denote
parallel execution:

�(p, inv)� (S) = �p� (S)‖�inv� (S) (5)

Communication between statements executed in parallel is performed through obs,
S and the state of plan execution.

The semantics of checking the invariant over time is defined as follows:

�inv�(S) =
{

�inv�(S) if inv ∪ (S ⊕ obs(t)) �|= ⊥
fail otherwise

(6)

where S is the current belief state of the agent and obs(t) results in a set of obser-
vations at a specific point in time t. Hence, the invariant is always checked unless it
contradicts the state of the world obs or the agent’s belief S. For the delivery example
inv = accessible(Room D) ∧ (accessible(Room A)∨ hold(letter)) would be a feasible
invariant. The invariant states that as long as the robot does not hold the letter Room A
has to be accessible. Room D has to be accessible during the whole plan execution.

Definition 4. An extended plan p = (< a1, . . . , an >, inv) is a feasible extended plan
for a planning problem (I,G,A) iff �p� I �= fail and �p� I ⊇ G, and all states that are
passed by the plan the invariant must hold, i.e., ∀n

i=0(�a1, . . . , ai�(I) ∪ inv) �|= ⊥.

Feasibility is again a necessary condition for extended plans to be executable. Hence,
it must be guaranteed that the invariant does not contradict any state that is reached dur-
ing plan execution. We now can easily extend Definition 2 for extended plans.

Definition 5. An extended plan p = (< a1, . . . , an >, inv) for a given planning prob-
lem (I,G,A) is successfully executed in a given environment if �(< a1, . . . , an >,
inv)�(I) ⊇ G.

Theorem 1. An extended plan p = (< a1, . . . , an >, inv) for a planning problem
(I,G,A) is successfully executed in a given environment with observations obs if (1)
the plan is feasible , (2) ∀n

i=0(�a1, . . . , ai�(I) ∪ inv) �|= ⊥. and (3) the set of believed
facts resulting from execution of plan p with simple plan execution semantics is a subset
of the set of believed facts resulting from execution in a real-world environment.
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Regarding Theorem 1 (3), in real-world environments, observations lead to believed
facts that are not predictable from the plan execution, hence �a�(S) differs.

Corollary 1. Every feasible extended plan for a planning problem (I,G,A) is a feasi-
ble plan for the same planning problem.

Concluding the execution of a plan does not relieve an agent of its duties. If the
plan execution succeeds, a new objective can be considered. If plan execution fails,
alternative designations need to be aimed at. Not all possible goals might be desirable,
we therefore need a condition that decides about execution. This condition needs to be
valid from the beginning of plan creation to the initiation of plan execution, hence the
initial state I needs to fulfill this condition, the plan problem precondition. An agent is
given a set of alternative planning problems P1, . . . , Pn and nondeterministically picks
one out of these that has a satisfied precondition Ci thus deriving an extended planning
problem (I,Gi, A, inv).

Π =

⎧⎨
⎩

C1 → (I,G1, A, inv)
...
Cn → (I,Gn, A, inv)

⎫⎬
⎭ . (7)

The knowledge base of an agent Π comprises of all desired reactions of the agent
to a given situation. The preconditions trigger sets of objectives the agent may pursue
in the given situation.

The execution semantics of this set of planning problems can be stated as follows:

�Π� (I) =
do for ever

select (I,Gi, A, inv) when S |= Ci

pi = generate plan(I,Gi, A, inv)
�(pi, invi)� (S)

end do;

The function generate plan generates a feasible plan. The plan could be generated
by using any planning algorithm. The use of pre-coded plans is also conceivable. The
function select nondeterministically selects one planning problem of the set of planning
problems whose precondition is fulfilled. A heuristic implementation of the function
is conceivable, if some measure of the performance/quality of the different planning
problems is available.

5 Related Research

Invariants for planning problems have previously been investigated within the context
of planning domain analysis. Planning domain descriptions implicitly contain structural
features that can be used by planners while not being stated explicitly by the domain
designer. These features can be used to speed up planning. For example, Kautz and Sel-
man [10] used hand-coded invariants provided as part of the domain description used by
Black-box, as did McCluskey and Porteous [11]. The use of such constraints has been



216 G. Fraser, G. Steinbauer, and F. Wotawa

demonstrated to have a significant impact on planning efficiency[12]. Such invariants
can be automatically synthesized as has been shown in [6, 7, 4]. Even temporal features
of a planning domain can be extracted by combining domain analysis techniques and
model checking in order to improve planning performance [13]. Also noteworthy is
Discoplan [14], a system that uses domain description in PDDL [15] or UCPOP [16]
syntax to extract various kinds of state constraints that can then be used to speed up
planning. Any forward- or backward-chaining planning algorithm can be enhanced by
applying such constraints, e.g. Graphplan [3], as described in [5]. However, in [17]
Baioletti, Marcugini and Milani suggest that such a constrained planning problem can
be transformed to a non-constrained planning problem, which allows the application of
any common planning algorithm. In [18] Dijkstra introduced the concept of guarded
commands by using invariants for statements in program languages. This concept is
similar to our proposed method except that we use it for plan execution.

6 Conclusion

In this article we have presented a framework for executing plans in a dynamic en-
vironment. We have implemented the framework in our autonomous robotic platform
[19]. The framework is a three-tier architecture whose top layer comprises of the plan-
ner and the plan executor. We use the implementation on our robots in the RoboCup
robotic soccer domain which led to promising results. We have further discussed the
operational semantics of the framework and have shown under which circumstances
the framework represents a language for representing the knowledge of an agent/robot
that interacts with a dynamic environment but follows given goals. A major objective
of the article is the introduction of plan invariants which allow for representing knowl-
edge that can hardly be formalized in the original STRIPS framework. Summarizing,
the main advantages gained by the use of plan invariants are:

Early recognition of plan failure - the success of an agent in an environment is cru-
cially influenced by its ability to quickly react to changes that influence its plans.

Long-term goals - plan invariants can be used to verify a plan when pursuing long
term goals, as the plan’s suitability is permanently monitored.

Conditions not influenced by the agent - plan invariants can be used to monitor con-
ditions that are independent of the agent. Such conditions are not appropriate within
action preconditions.

Exogenous events - it is usually not feasible to model all exogenous actions that could
occur, but plan invariants can be used to monitor significant changes that have an
impact on the agent’s plan.

Intuitive way to represent and code knowledge - as the agent’s knowledge commonly
has to be defined manually it is helpful to think of plan preconditions (the situation
that triggers the plan execution) and plan invariants (the condition that has to stay
true at all times of plan execution) as two distinct matters.

Durative actions - plan invariants can be used to detect invalid or unsuitable plans dur-
ing execution of durative actions. Durative actions, as opposed to discrete actions,
can continue indefinitely. Again, plan invariants offer a convenient solution.
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Abstract. When using a constructive search algorithm, solutions to
scheduling problems such as the job shop and open shop scheduling prob-
lems are typically represented as permutations of the operations to be
scheduled. The combination of this representation and the use of a con-
structive algorithm introduces a bias typically favouring good solutions.
When ant colony optimisation is applied to these problems, a number
of alternative pheromone representations are available, each of which in-
teracts with this underlying bias in different ways. This paper explores
both the structural aspects of the problem that introduce this underly-
ing bias and the ways two pheromone representations may either lead
towards poorer or better solutions over time. Thus it is a synthesis of a
number of recent studies in this area that deal with each of these aspects
independently.

Keywords: heuristic search, planning and scheduling.

1 Introduction

Ant Colony Optimisation (ACO) is a constructive metaheuristic that uses an
analogue of ant trail pheromones to learn about good features of solutions. ACO
belongs to the class of model-based search (MBS) algorithms [1]. In an MBS al-
gorithm, new solutions are generated using a parameterised probabilistic model,
the parameters of which are updated using previously generated solutions so as
to direct the search towards promising areas of the solution space. The model
used in ACO is known as pheromone, an artificial analogue of the chemical used
by real ants to mark trails from the nest to food sources. While pheromone used
by real ants is deposited on the ground they traverse, artificial pheromone can
often be associated with a variety of features that characterise and distinguish
solutions. Choosing which features to associate pheromone with is an important
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design decision when adapting ACO to suit a particular problem. Indeed, re-
cent work by Blum and Sampels [2] and Blum and Dorigo [3] has revealed that
the choice of pheromone representation can introduce a distinct and potentially
unhelpful bias to an ACO search.

This paper considers how the structure of a number of scheduling problems
can actually assist the performance of ACO, especially if a particular pheromone
representation is used. Previous work by Montgomery, Randall and Hendtlass [4]
examines the structure of the space in which ants build solutions. In contrast,
Blum and Sampels [2] and Blum and Dorigo [3] study the frequency with which
individual pheromone values are updated given different pheromone represen-
tations. This paper is a synthesis of both approaches to understanding bias in
ACO. The well-known job-shop and open-shop scheduling problems (JSP and
OSP respectively) are used both to illustrate these biases and to highlight the
interesting structure these problems exhibit when solved by ACO.1 Understand-
ing the mechanisms of these biases establishes that they are enduring features of
these kinds of scheduling problems, which allows for the consistent and effective
application of optimisation techniques such as ACO.

Section 2 describes the JSP and OSP and the way in which solutions to these
problems are produced by ACO and other constructive algorithms. Section 3
describes the structural aspects of these problems that favour good solutions,
while Section 4 considers the way different pheromone representations react to
this structure and lead to the reinforcement of either poorer or better solutions.
Section 5 summarises the findings.

2 ACO Applied to Shop Scheduling Problems

The JSP and OSP are well-known scheduling problems with applications in
manufacturing [6]. An instance of either problem consists of a set of oper-
ations O = {o1, o2, . . . , o|O|} partitioned into the jobs to which they belong
J = {J1, J2, . . . , J|J |} and the machines M = {M1,M2, . . . ,M|M|} on which
they must be processed. In both problems, only one operation from a job may
be processed at any given time, only one operation may use a machine at any
given time and operations may not be pre-empted. In the JSP, precedence con-
straints impose a total ordering on the operations within each job (i.e., there is
a fixed sequence in which operations must be processed), while operations may
be processed in any order in the OSP. Each operation oi has a non-negative pro-
cessing time p(oi), and the aim of both problems is to minimise the total amount
of time to complete all jobs, called the makespan. The makespan of a solution
s is denoted by C(s). Blum and Sampels [2] describe a generalisation of these
problems where operations within each job are also partitioned into groups, with
precedence constraints applying within groups. This generalisation is called the

1 The JSP and OSP are also the subject of the work by Blum and Sampels [5] and
Blum and Dorigo [3], which allows for concurrent validation of results presented in
this paper.
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Fig. 1. A JSP instance described by Blum and Sampels [2]. a) A small JSP instance

with O = {1, 2, 3, 4}, J = {J1 = {1, 2}, J2 = {3, 4}}, 1 ≺ 2, 3 ≺ 4, M = {M1 =

{1, 4}, M2 = {2, 3}}, p(1) = p(4) = 10, p(2) = p(3) = 20. i ≺ j indicates i must

be processed before j. b) The three solutions to this problem described in terms of

the relative order of operations that require the same machine. C(s1) = C(s3) = 60,

C(s2) = 40. c) The construction tree for this problem showing the six sequences that

may be produced and the solutions to which they correspond

group shop scheduling problem (GSP). In the JSP, each operation is assigned
its own group (i.e., precedence constraints apply between operations), while in
the OSP all operations within a job belong to a single group (i.e., there are no
existing precedence constraints between operations). Given an existing JSP or
OSP instance and adjusting the number, and hence size, of groups, a range of
problem instances may be constructed with characteristics intermediate between
the JSP and OSP.

It is common to represent instances of these problems as disjunctive graphs,
where directed arcs indicate existing precedence constraints (as exist in the JSP
for instance) and undirected arcs exist between operations that either require the
same machine or are part of the same job but have no pre-existing precedence
constraints between them. Operations connected by undirected arcs can be re-
ferred to as being related [5]. Fig. 1 shows the disjunctive graph representation
of a small JSP instance consisting of two jobs, both of two operations each. A
schedule for such problems may be created by assigning directions to undirected
arcs in the disjunctive graph to create a directed acyclic graph. Each operation
is then scheduled as early as possible given the precedence constraints imposed
by this directed graph. The list scheduler algorithm is a constructive algorithm
for these problems that ensures that cycles cannot be created in the disjunctive
graph. The algorithm creates a permutation of the operations to be scheduled
by successively choosing from those operations whose required predecessors have
already been placed in the permutation. The relative order of related operations
is determined by their relative positions in the permutation.

In ACO, solutions are built as sequences of solution components, which cor-
responds quite naturally with the list scheduler algorithm, provided that op-
erations are used as solution components. In this paper a sequence of solution
components is denoted by s, while the solution represented by the sequence is
denoted by X(s) or s. The set of sequences that represent a solution s is denoted
by S(s).
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3 Bias Inherent in Constructive Algorithms

At each step of a constructive algorithm a decision is made concerning which
solution component to add to the sequence of solution components already built.
The set of available solution components is determined by problem constraints
and typically excludes those components already included in the partial se-
quence. Thus constructive algorithms implicitly explore a tree of constructive
decisions, or construction tree, where the root corresponds to the empty se-
quence 〈〉 and leaves correspond to complete sequences and hence, to solutions.
We denote a construction tree by T .

The topology of the construction tree is defined by the nature of the problem
being solved and the solution components used. The constructive algorithm also
defines the mapping from sequences to solutions. When applying ACO to the
GSP, the mapping from sequences to solutions is typically not uniform. Consider
the JSP depicted in Fig. 1. There are three distinct solutions, yet six feasible
sequences representing those solutions. Of these, four correspond to solution s2,
thereby introducing a representation bias [4] in favour of solution s2.

Definition 1. A constructive algorithm applied to a combinatorial optimisation
problem is said to have a representation bias if there exist two solutions s1 and
s2 such that |S(s1)| �= |S(s2)|.

The remainder of this section considers the use of a list scheduler algorithm
which selects each solution component probabilistically using a uniform random
distribution over the available components at each step. This algorithm is here-
after referred to as ACOundir (i.e., undirected ACO). Using such an algorithm,
the probability of choosing a particular component at a given node in a con-
struction tree is inversely proportional to the number of alternative components
at that node. Consequently, sequences found on paths with fewer alternatives
at each node are more likely to be discovered than those on paths with more
alternatives at each node. In the example JSP, the probability of each of the
sequences corresponding to solutions s1 and s3 is twice that for any of the four
sequences corresponding to solution s2, so that overall P (s1) = P (s3) = 0.25
while P (s2) = 0.5. This constitutes a construction bias [4].

Definition 2. A construction tree T has a construction bias if there exist two
nodes in T such that their heights are equal yet their degrees are not equal.

In problems where every sequence of solution components represents a feasible
solution, the degree of nodes in the construction tree is uniform within each level.
Such problems consequently do not have a construction bias. GSP instances with
at least two groups for one of the jobs all have a construction bias, while the
OSP (i.e., a GSP instance with one group per job) does not, as all permutations
of operations are permissible.

Construction trees for the GSP have an interesting structure which places
these two biases against each other, each in favour of one of two different kinds
of solution.
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In an investigation of the poor performance of ACO applied to the GSP
when using certain pheromone representations, Blum and Sampels [2] found
that sequences corresponding to poor solutions tend to have runs of operations
from the same job. They measure this characteristic of sequences by introducing
a line scheduling factor,2 given by fls(s) =

(∑|O|−1
i=1 δ(s, i)

) /(
|O| − |J |

)
where

s[i] is the operation in the ith position of s, and δ(s, i) = 1 if s[i] belongs to
the same job as s[i + 1], 0 otherwise. Hence, the value of fls is in [0, 1], where 1
indicates that all operations for each job are contiguous, while 0 indicates that
no pairs of operations from the same job are adjacent in the sequence.

Sequences with a high line scheduling factor generally correspond to poor
solutions to these problems. Intuitively this is to be expected as good schedules
allow operations from different jobs to run in parallel. A sequence in which all
operations from one job appear in a contiguous group can produce a schedule
which contains lengthy delays for other jobs’ operations, which must wait for
operations from the first job to finish. This intuitive claim is born out by em-
pirical results. The top row of Fig. 2 plots the mean fls value of sequences for
each solution against the cost of the solution represented for a nine operation,
three job, three machine JSP and OSP (both with a similar structure to the JSP
depicted in Fig. 1).

In GSP instances that are not OSP instances, a construction bias always ex-
ists in favour of solutions with a high line scheduling factor. This is most evident
in the JSP. In a JSP with n jobs, n operations are available to be added to the
sequence at each step (i.e., one from each job) until all the operations from one
of the jobs have been added to the sequence, after which n − 1 operations are
available. As each job’s set of unscheduled operations becomes empty, the num-
ber of available operations becomes smaller. Thus, selecting an operation from
the same job as that last added to the sequence decreases the number of steps
until that job’s set of unscheduled operations becomes empty, and consequently
makes it more likely that the same will have to be done with operations from
other jobs later in solution construction. Consider a JSP with n jobs of m opera-
tions each. A sequence with fls = 1 can be produced on a path with m steps of n
options, followed by m steps of n−1 options, m steps of n−2 options and so on,
finishing with m steps of 1 option only. Denote this sequence by sfls=1. Consider
an alternative sequence constructed by selecting an operation from each job in a
round-robin fashion, which accordingly has fls = 0. The path for such a sequence
will have (m − 1) · n + 1 steps at which every job has at least one remaining
operation to be scheduled, followed by n − 1 steps with decreasing numbers of
options, n− 1, n− 2, . . . , 1, as each job’s set of unscheduled operations becomes
empty. Denote this sequence by sfls=0.

The probability of a sequence being produced by ACOundir is the inverse of
the product of the number of options at each step. Accordingly, P (sfls=1) =

2 Blum [7] also refers to this measure simply as a sequencing factor, denoted by fseq.

(∏n−1
i=0 (n − i)m

)−1

, while P (sfls=0) =
(
n(m−1)·n+1 · (n − 1)!

)−1. In general,

P (sfls=1) > P (sfls=0) ∀m,n > 1.
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Fig. 2. Mean fls values of solutions’ sequences against: solution cost (top row); mean

probability of solutions’ sequences (second row); number of sequences per solution

(third row); and solution probability (bottom row) for a nine operation, three job,

three machine JSP (left) and OSP (right)

The disparity in probability between sequences with fls = 1 and those with
fls = 0 is greatest on the JSP, and diminishes as operation precedence constraints
are eased (i.e., in GSP instances with groups containing increasing numbers of
operations), becoming zero in OSP instances. Thus sequences corresponding to
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poor solutions, which typically have a high line scheduling factor, are likely to
have a relatively high probability of being found in the construction trees for
JSP and GSP instances (excluding OSP instances). This is illustrated in the
second row of Fig. 2.

However, solutions represented by sequences with predominantly high line
scheduling factors are generally represented by fewer sequences, across all GSP
instances. The third row of Fig. 2 plots the mean line scheduling factor of so-
lutions’ sequences against the number of sequences representing that solution.
Intuitively, sequences with a high fls value can tolerate only small perturbations
before the solution represented changes. Certainly, in the JSP, a sequence with
fls = 1 can only be altered slightly before the relative order of related opera-
tions is changed and the sequence represents a different solution. Accordingly,
the lower the line scheduling factor, the easier it is to perturb the sequence with-
out changing the relative order of related operations. This suggests that low cost
solutions, which are generally represented by sequences with a low fls value, are
overrepresented in the construction tree.

Indeed, the representation bias, which typically favours good solutions to
these problems, can overwhelm the construction bias that typically favours poorer
solutions. The fourth row of Fig. 2 plots the mean line scheduling factor of so-
lutions’ sequences against the overall probability of finding that solution using
ACOundir.

In moderate to large problem instances it becomes impossible to perform a
complete exploration of the construction tree and hence to analyse the impact of
construction and representation biases. While these biases must still be present,
for the reasons given above, any search algorithm can at best produce a sample
of the many feasible solutions to such instances. However, although the effects of
these biases cannot be observed on larger instances, the mechanisms that drive
them do have an impact on the different pheromone representations that an
ACO algorithm may use.

4 Pheromone and Construction Biases

Constructive decisions in ACO are biased by pheromone information, which
represents the learned utility of adding a particular solution component given the
current state of the sequence and/or solution under construction.3 A pheromone
representation is a collection of pheromone values that individually correspond
to some characteristic of either a sequence or the solution it represents. Solution
characteristics may either correspond to the solution components used to build
a solution or to some aggregate feature of a solution induced by a number of
solution components [8]. Pheromone values for each solution characteristic are
increased in proportion to the quality of the solutions with those characteristics

3 Constructive decisions in ACO are also typically biased by a problem-specific heuris-
tic measure of the utility of adding a component, but this is not considered here in
order to simplify the analyses performed.
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produced at each iteration of the algorithm. The relative value of pheromone
associated with each solution characteristic influences the selection of solution
components in later iterations.

Two pheromone representations for the GSP are considered in this paper.
PHsuc, used in early ACO algorithms for these problems, associates a pheromone
value with pairs of operations that may be placed in succession (including an
artificial start node that is not part of the original problem description). Hence
the solution characteristic (o1, o2) from PHsuc relates to the learned utility of
placing operation o2 immediately after operation o1 in a sequence. PHrel, a re-
cently developed pheromone representation introduced by Blum and Sampels [5],
associates a pheromone value with pairs of related operations to learn which op-
eration should precede the other. Hence the solution characteristic (o1, o2) from
PHrel relates to the learned utility of scheduling o1 before o2, i.e., at any loca-
tion in the sequence before o2. When considering a candidate operation o1, PHrel

makes use of a number of pheromone values, as a candidate operation may be
related to many as yet unscheduled operations. Blum and Sampels [5] take the
minimum pheromone value associated with these characteristics.

In empirical work conducted by Blum and Sampels [2], and in the current
investigation, PHsuc was found to perform poorly on the GSP. Its performance
is worst on the JSP, but improves as problem constraints are eased such that
its performance is very good on the OSP. Blum and Sampels observed high fls

values (up to 1) for sequences produced by PHsuc applied to GSP instances other
than the OSP. In contrast, fls values when using PHrel were consistently low (less
than 0.1) across the JSP, GSP and OSP. This result has been found across a
range of instances of varying size. As was found by Blum and Sampels, and
illustrated in Section 3, sequences with a high fls value typically represent poor
solutions to these problems, a result which holds regardless of problem size. Fig. 3
plots fls values against solution cost for sequences produced by ACO algorithms
using PHsuc and PHrel applied to the la38 JSP instance.4 Data were collected
by sampling every 100th sequence produced by an ACO algorithm producing a
total of 30,000 sequences.5

An insight into the strong bias PHsuc exhibits towards solutions with a high
fls value can be obtained in a number of ways. Blum [7] introduces the con-
cept of a competition balanced system, which in terms of ACO is defined as a
pheromone representation consisting of solution characteristics that appear in
the same number of sequences produced by the algorithm. If a pheromone model
applied to a particular problem instance is not a competition-balanced system,
Blum states that bias may be observed. Certainly, when using PHsuc with con-
strained GSP instances (such as the JSP), solution characteristics corresponding
to placing two operations from the same job in succession appear in proportion-
ally more sequences than those for which it is not the case. In contrast, solution

4 This instance is part of a benchmark JSP set described by Lawrence [9].
5 The actual algorithm used is a modification of Ant Colony System from which heuris-

tic information and its greedy bias (q0) have been removed.
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characteristics from PHrel that are associated more strongly with sequences with
a low fls value appear in a greater number of sequences than those characteris-
tics that are not. Thus, in problems where a high fls value is strongly predictive
of a high solution cost, use of PHsuc will make good solutions increase the phero-
mone associated with poor solutions, whereas use of PHrel will result in even poor
solutions increasing pheromone associated most strongly with good solutions.
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Fig. 3. fls values of samples of 300 sequences produced by ACO with PHsuc (shown as

×) and PHrel (shown as +) against cost of solutions represented. All points for PHrel

have fls ∈ (0.05, 0.16)

Consideration of the structure of these problems, described in Section 3, re-
veals why the solution characteristics from these two pheromones are so strongly
biased towards different kinds of sequences and hence, solutions. Given that se-
lecting an operation from the same job as that most recently selected decreases
the likelihood that successive pairs of operations placed later will be selected
from different jobs, those solution characteristics from PHsuc that correspond to
placing successive operations from different jobs are also less likely to appear in
those sequences. In contrast, partially constructed sequences with a low fls value
restrict the set of available operations less, and so still allow successive opera-
tions from the same job to be placed. Thus, the same mechanism that introduces
a construction bias (which has little detectable effect on larger instances) does
have an effect on the distribution of solution characteristics from PHsuc in the
construction tree. Conversely, many of the operation precedence relationships
established by sequences with a high fls value are largely restricted to those
sequences, and are not present in those sequences that may be perturbed while
maintaining the solution represented. Sequences with a high fls value will still
contain some of those operation precedence relationships that appear in better
solutions, and so overall the number of sequences that these precedence rela-
tionships appear in is relatively high. The representation bias in these problems
serves to accentuate the effect, as all sequences for a single solution exhibit the
same solution characteristics in PHrel.
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5 Conclusions

The structure of the GSP, which includes the well-known JSP and OSP, serves
to bias constructive searches towards good solutions. However, on medium to
large instances the relative difference between competing solutions becomes neg-
ligible given the comparatively large number of solutions overall. Nevertheless,
the presence of underlying biases in the construction trees for these problems
produces a bias in the various pheromone representations that may be used by
ACO. Associating pheromone with pairs of successive operations in a sequence
(PHsuc) performs poorly because the construction path for those sequences that
represent poor solutions necessarily restricts alternatives, thereby increasing the
number of sequences in which solution characteristics of poor solutions appear.
Conversely, learning the relative order of related operations (PHrel) performs well
because in that pheromone representation characteristics of poor solutions can
only appear in a small number of sequences as small perturbations to those se-
quences change these characteristics. Understanding the mechanisms underlying
these different behaviours of ACO applied to these problems establishes that
they are enduring features, and so supports the effective application of ACO to
these problems. The interesting and advantageous structure of these problems
suggests the possible existence of other problems that have a structure that may
be similarly exploited by the use of a carefully chosen pheromone representa-
tion to increase the probability of finding good solutions. It also suggests that
there may be problems whose structure cannot be exploited and which require
additional heuristic techniques to counter any inherent unfavourable biases.
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Abstract. Scheduling is typically a quantitative engineering problem involving 
tasks and constraints. However, there are many real life situations where the 
input is qualitative in nature and any quantitative information is neither 
available nor cared for. We address here such a qualitative scheduling problem 
with disjunctive temporal constraints between the tasks. The problem we 
address is incremental in nature, where a new task is added to a committed 
schedule. We not only find a valid schedule when it exists, but also analyze the 
causes of inconsistency otherwise. This is new direction of research. 

1   Introduction  

There are various definitions of the scheduling problem depending on the nature of 
the tasks (temporal aspects, resource utilization aspects, etc.). We present here a type 
of scheduling of tasks on a time line when only qualitative and disjunctive temporal 
constraints are provided as input. In this work tasks are modeled as time intervals on a 
continuous time-line. The scheme we have presented here allows efficient 
Incremental Qualitative Scheduling (IQS), where new tasks are gradually added to the 
schedule sequentially. IQS problem is defined below: a set of intervals (or tasks) 
committed on a time line is provided as input: {Old1, Old2, . . ., Old_n}. It is a total 
order T of the boundary points of those intervals. An interval I is (I-, I+) on a time 
line. The input also provides qualitative temporal constraints between a New interval 
and some of the old intervals. The problem is to insert New- and New+ on the total 
order T following the constraints. Alternatively, the constraints may be inconsistent 
with respect to each other in which case the minimum number of constraints, which 
are responsible for inconsistency, is output as a set called MinSet. 

The input temporal constraints are allowed to be disjunctive, i.e., for all the 
constraints Ri in (New Ri Old_i) 1≤|Ri|≤13, e.g., (D {overlaps or during or starts} A) 
for intervals D and A, 13 being the total number of basic relations possible between a 
pair of intervals [Allen, 1983]. If ∀i, |Ri|=1, or one basic relation per constraint, then a 
simple topological sort would be able to find inconsistency (for a cycle) or be able to 
insert New in the total order T. If ∀i, |Ri|≈m, then mn number of possibilities for n 
constraints may need to be checked before detecting any inconsistency.  

2   Algorithms 

The 13 basic relations that an interval can have with respect to another interval (X,Y) 
can be represented in a 2D space (Fig 1) [Ligozat 1996]. Their topological 
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relationships form a lattice (Fig 2). Any disjunctive relation, which can be represented 
as a range over this lattice, is called a convex relation, and if zero or more 1D relation 
(e.g., f) or the 0D relation (eq) is missing from an otherwise convex relation, then it is 
called a preconvex relation. A Convex closure of a preconvex relation p is when those 
missing relations (from otherwise the convex relation) are added back to p. While 
checking satisfiability of a set of constraints with arbitrary type of disjunctive 
relations is NP-hard, that with only preconvex relations is in P-class. Our following 
algorithms are for solving IQS problem with preconvex relations.  

We first convert a given set of constraints into its ORD-clause form, which is a 
conjunctive normal form that uses only point relations {=, ≠, ≤} between the 
boundaries of the intervals. Next, we split the resulting point-constraints for the two 
boundaries New+ and New-. Finally, we run point-insertion algorithm (PoSeq, 
developed before) for each of the two boundary points. In case of detecting 
inconsistency, the algorithm finds minimal set of constraints (for each boundary 
point) responsible for inconsistency and the corresponding union MinSet is reported to 
the user. We briefly describe the algorithms in this section. 

  

  

Fig. 1. Interval relations in 2D Fig. 2. Lattice of basic relations 
 

The normalization algorithm converts each constraint into a clausal form. Then the 
convex closure for each constraint may be represented by a simple conjunction of two 
clauses on two axes (Fig 3), each being a range over the respective axis in Fig 2. The 
negations of the missing lower dimensional relations (Fig 4) are then added to the 
convex closure. For example, the preconvex constraint {d, s, o, ~f, f} has the convex 
closure {d, s, o, ~f, f, eq} (a range [o, f] over the lattice in Fig 2), where ‘eq’ as the 
missing basic relation for {(New+ ≠ I+)  ∨ (New- ≠ I-)}.  

The following sorter algorithm primarily creates a conjunctive set by picking up 
the tightest constraint-literal from each clause. In the subsequent step we sort all the 
chosen literals from the previous steps into two groups: one set of point-relations 
involving the New- and another one involving New+.  

Example: for the following committed set of intervals S = {A, B} where {A 
(before) B}, the sets of constraints: {New (d, eq, o) A} and {New (m, o, d~, eq) B} 
will produce the two sets L+ and L- as follows: 

L- ={New- ≤ A+, A+ ≠ New-, New- ≤ B-, A- ≠ New-, B- ≠ New-} and 
L+ = {New+ ≤ A+, A+ ≠ New+, A- ≤ New+, B- ≤ New+, B+ ≠ New+, B- ≠ New+} 
and in addition, the total order T of relations between the committed intervals S:  
{A- ≤ A+, A- ≠  A+, B- ≤ B+, B- ≠  B+, A+ ≤ B-, A+ ≠  B-, A- ≤ B+, A- ≠  B+}. 
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!s I+ ≤ New+ V I- ≠ New- 

!~s New+ ≤ I+ V I- ≠ New- 

!f New- ≤ I- V I+ ≠ New+ 

!~f I- ≤ New- V I+ ≠ New+ 

!m I- ≤ New- V I- ≠ New+ 

!~m New+ ≤ I+ V I+ ≠ New- 

!eq I+ ≠ New+ V I- ≠ New- 

Fig. 3. Clausal representation of basic 
relations 

 
Fig. 4. Conjugate of lower 
dimensional relations 

 
Thus, our next task is to run the point sequencing algorithm PoSeq twice – (the 

PoSeq algorithm is described in [Mitra and Launay, 2004]), once over the point-
constraint set for New+ and then for the one for New-. The outputs are the valid 
regions for New+ and New- over the total order T. If either (or both) of them produces 
inconsistency, then the minimal sets of constraints that cause the inconsistency are 
being returned. The union of these two sets (from the two runs of PoSeq) is MinSet. 

Each of the algorithms described above, the normalization, the sorter, and the 
PoSeq algorithm are polynomial algorithms. However, in case of non-preconvex 
constraints, i.e., for the general unrestricted input, the sorter algorithm may have to 
backtrack when inconsistency is detected by the PoSeq algorithm. 
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Abstract. The paper proposes an implementation of the population
learning algorithm (PLA) for solving the permutation flowshop schedul-
ing problem (PFSP). The PLA can be considered as a useful framework
for constructing a hybrid approaches. In the proposed implementation
the PLA scheme is used to integrate evolutionary, tabu search and simu-
lated annealing algorithms. The approach has been evaluated experimen-
tally. Experiment has produced 14 new upper bounds for the standard
benchmark dataset containing 120 PFSP instances and has shown that
the approach is competitive to other algorithms.

1 Introduction

In the permutation flowshop scheduling problem (PFSP) there is a set of n jobs.
Each of n jobs has to be processed on m machines 1 . . . m in this order. The
processing time of job i on machine j is pij where pij are fixed and nonnegative.
At any time, each job can be processed on at most one machine, and each
machine can process at most one job. The jobs are available at time 0 and the
processing of a job may not be interrupted. In the PFSP the job order is the same
on every machine. The objective is to find a job sequence minimizing schedule
makespan (i.e., completion time of the last job).

In this paper a new implementation of the population learning algorithm
designed to solving PFSP instances is proposed and evaluated experimentally.

2 Population Learning Algorithm and Its PFSP
Implementation

Population learning algorithm introduced in [1] is a population-based technique
with a decreasing population size and an increasing complexity of the learning
procedures used at subsequent computation stages.
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In the PLA an individual represents a coded solution of the considered prob-
lem. Initially, a number of individuals, known as the initial population, is gener-
ated. Once the initial population has been generated, individuals enter the first
learning stage. The improved individuals are then evaluated and better ones
pass to a subsequent stage. A strategy of selecting better or more promising
individuals must be defined and applied. In the following stages the whole cy-
cle is repeated. At a final stage the remaining individuals are reviewed and the
best represents a solution to the problem at hand. The population learning al-
gorithm applied to solving the PFSP instances makes use of genetic algorithm
with cross-over and mutation, tabu search and simulated annealing.

3 Computational Experiment Results

The first part of the experiment was designed to compare the performance of
the PLA with other state-of-the art techniques.

It has been decided to follow the experiment plan of [3] to assure comparabil-
ity. Two PFSP implementations of the population algorithm denoted PLA1 and
PLA2 have been considered. PLA1 is the version proposed in [2] and PLA2 is the
new implementation described in Section 2. In both cases the algorithm iterated
for the prescribed time, each iteration consisting of the full population learning
algorithm cycle, starting with a reasonably small initial population. The final
result represents the best solution found during all iterations. In both cases the
initial population size has been set to 10 and the selection procedure discarded
all individuals with fitness function valued below current average at each stage.
The experiment involving both PLAs has been carried on a PC computer with
the 2.4 GHz Pentium 4 processor and 512 MB RAM. The results obtained by
applying the PLA1 and PLA2 are compared with the following [3]: NEHT - the
NEH heuristic with the enhancements, GA - the genetic algorithm, HGA - the

Table 1. The average percentage increase over the currently known upper bound

instance NEHT GA HGA SAOP SPIRIT GAR GAMIT PLA1 PLA2

20 × 5 3.35 0.29 0.20 1.47 5.22 0.71 3.28 0.14 0.03
20 × 10 5.02 0.95 0.55 2.57 5.86 1.97 5.53 0.46 0.58
20 × 20 3.73 0.56 0.39 2.22 4.58 1.48 4.33 0.53 0.42
50 × 5 0.84 0.07 0.06 0.52 2.03 0.23 1.96 0.12 0.07
50 × 10 5.12 1.91 1.72 3.65 5.88 2.47 6.25 0.65 0.77
50 × 20 6.20 3.05 2.64 4.97 7.21 3.89 7.53 1.62 1.67
100 × 5 0.46 0.10 0.08 0.42 1.06 0.18 1.33 0.13 0.03
100 × 10 2.13 0.84 0.70 1.73 5.07 1.06 3.66 0.67 0.72
100 × 20 5.11 3.12 2.75 4.90 10.15 3.84 9.70 1.35 1.09
200 × 10 1.43 0.54 0.50 1.33 9.03 0.85 6.47 0.64 0.56
200 × 20 4.37 2.88 2.59 4.40 16.17 3.47 14.56 1.07 1.05
500 × 20 2.24 1.65 1.56 3.48 13.57 1.98 12.47 1.93 1.13
average 3.33 1.33 1.15 2.64 7.15 1.84 6.42 0.77 0.68
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Table 2. Mean, max and min relative errors for the second part of the experiment

instance MRE max RE min RE

20 × 5 -0.0081% 0.0000% -0.0809%
20 × 10 -0.0073% 0.0000% -0.0726%
20 × 20 0.0279% 0.0000% -0.0476%
50 × 5 0.0000% 0.0000% 0.0000%
50 × 10 -0.0135% 0.0000% -0.0349%
50 × 20 0.3059% 0.5382% 0.0269%
100 × 5 -0.0458% 0.0000% -0.2350%
100 × 10 0.0724% 0.3475% 0.0000%
100 × 20 0.2357% 0.7425% -0.1103%
200 × 10 0.0580% 0.1864% 0.0000%
200 × 20 0.1412% 0.5376% -0.5779%
500 × 20 0.3384% 0.5333% 0.0941%
average 0.0921% - -

Table 3. New upper bounds found by the PLA2

Instance size Instance number Old upper bound New upper bound % improvement

20 × 5 5 1236 1235 0.0809%
20 × 10 4 1378 1377 0.0726%
20 × 20 2 2100 2099 0.0476%
50 × 10 2 2892 2891 0.0346%
50 × 10 3 2864 2863 0.0349%
50 × 10 4 3064 3063 0.0326%
50 × 10 8 3039 3038 0.0329%
100 × 5 8 5106 5094 0.2350%
100 × 5 9 5454 5448 0.1100%
100 × 5 10 5328 5322 0.1126%
100 × 20 7 6346 6339 0.1103%
100 × 20 9 6358 6354 0.0629%
200 × 20 2 11420 11354 0.5779%
200 × 20 3 11446 11424 0.1922%

hybrid genetic algorithm, SAOP - the simulated annealing algorithm, SPIRIT
- the tabu search, GAR - another genetic algorithm and GAMIT - the hybrid
genetic algorithm. The first part of the experiment was designed to compare the
performance of the PLA with other state-of-the art techniques. For evaluating
the different algorithms the average percentage increase over the currently known
upper bound is used. Every algorithm has been run to solve all 120 benchmark
instances and the data from a total of 5 independent runs have been finally av-
eraged. As a termination criteria all algorithms have been allocated 30 seconds
for instances with 500 jobs, 12 seconds for instances with 200 jobs, 6 seconds
for instances with 100 jobs, 3 seconds for instances with 50 jobs and 1.2 seconds
for instances with 20 jobs. The results obtained for all 120 instances from the
OR-LIBRARY benchmark sets averaged over 5 runs are shown in Table 1.
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It can be observed that the proposed population learning algorithm (PLA2)
outperforms all other tested algorithms by a significant margin. Also PLA1 pro-
posed in [2] performs better then the rest of algorithms even if it is inferior to
PLA2 under the criterion used. The second part of the experiment has been
designed with a view of using the PLA2 to obtain best possible results. Compu-
tation times varied from a few seconds for instances with 20 tasks up to more
than 6 hours for instances with 500 tasks and 20 machines. These, however,
have not been the focus of the experiment. Mean, max and min relative errors,
as compared with the currently known upper bounds averaged for each of the
12 subsets of instances are shown in Table 2.

The experiment has also succeeded in finding new better upper bounds for 14
instances out of 120 instances in the benchmark dataset from the OR-LIBRARY.
The newly found upper bounds are shown in Table 3.

The respective solutions (that is permutations of task numbers) representing
new upper bounds are available at http://manta.univ.gda.pl/̃ jj/pla.txt.

4 Conclusions

Considering the results of the experiment in which the population learning algo-
rithm has been used to solve all 120 PFSP instances from the standard bench-
mark dataset, the following conclusions can be drawn:

– Population learning algorithm provides a useful framework for constructing
hybrid approaches to solving successfully difficult computational problems.

– A cocktail of proven metaheuristics can produce synergic effects leading to
better solutions than produced by any homogenous approach.

– Population learning algorithm uses a scheme that produces a competitive
performance with respect to two criteria - a good performance in a reasonable
time and the best overall performance.
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Abstract. In order to realize a navigation system for refugees in disas-
ter areas, we must reduce computation costs required in setting escape
routes. Thus, in this paper, we propose a method for reducing the costs
by grasping whole danger regions in a disaster area from a global per-
spective. At first, we estimate future changes of dangerous regions by
a simple way and link all regions with Danger Levels. Then, we index
estimated dangerous regions by extended R-tree. In this step, we link
the Danger Levels with depths of the extended R-tree and each Danger
Level is managed at each depth of the extended R-tree. Finally, we show
how our approach effects in setting escape routes.

1 Introduction

Recently, information technologies have been utilized in counter plans against
natural disasters [1, 2], and a lot of systems for the plans have been proposed.
Among the proposed systems, we pick up a navigation system for refugees in
the area where an earthquake occurred. In the area, there are a lot of dangerous
regions which refugees cannot go through safely and the regions change their
forms and sizes as time advances. Therefore, the navigation system needs to
set escape routes which avoid all dangerous regions and notify refugees of the
routes. In this case, considering the number of refugees who need to escape,
needs for prompt responses to escape route information requests from refugees,
and limit of available computational capacity, the escape routes need to be set
at low computational cost.

In this paper, we propose a method for reducing the costs by grasping whole
dangerous regions in a disaster area from a global perspective. At first, we esti-
mate future expansions of dangerous regions by a simple way. In this step, we
approximate all dangerous regions and estimated dangerous regions by rectan-
gles and link all regions in the area with Danger Levels. Then, we index estimated
dangerous regions by extended R-tree. In the extended R-tree, each Danger Level
is linked with each depth and regions which have higher Danger Level are ba-
sically managed in deeper depth. This structure enables the navigation systems
to grasp whole dangerous regions in the area from a global perspective and to
cut off searching escape routes in unpromising areas.
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2 Approach

2.1 Estimating Future Changes of Dangerous Regions

In order to handle changes of dangerous regions and set escape routes which
avoid dangerous regions, we estimate future changes of dangerous regions by a
simple way. In this paper, we only deal with an example of estimated results.

In estimating, we approximate all dangerous regions by rectangles and use two
assumptions as follows. One is that regions which once turned into dangerous
regions remain to be dangerous regions for quite a while. The other is that
no dangerous region emerges abruptly. Of course, these assumptions are not
always true in actual environment. We simplify and approximate changes of all
dangerous regions by them.

If we estimate the change of a known dangerous region using the theorems and
classify regions around the known dangerous region by Danger Levels, we can
get Fig. 1(a). In Fig. 1(a), Danger Level 1 corresponds to the known dangerous
region. Danger Level 2 located around Danger Level 1 corresponds to the regions
where are likely to be dangerous region in the future. Danger Level 3, 4, and 5
is expressed in a similar fashion. We express probabilistic spreads of the known
dangerous region by the structure like Fig. 1(a).

2.2 Extended R-Tree

Outline of the extended R-tree. In order to manage probabilistic spreads of
dangerous regions, we extend the R-tree [3]. Briefly speaking, estimated results
like Fig. 1(a) become leaf node of the extended R-tree and each Danger Level
is linked with each depth of the tree. In addition, regions which have higher
Danger Level are basically managed in deeper depth in the tree. Therefore, in
making an minimum bounding rectangle (MBR), we consider the Danger Level
managed at the depth and make MBR of the Danger Level’s rectangles.

Structure of the extended R-tree is expressed as Fig. 1(b). In Fig. 1(b), all
nodes have Danger Levels which are managed at the node’s depth. At each
intermediate node, the density of the node is calculated. Here, the density means

Fig. 1. Extended R-tree
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how much the node is taken up by its child node. Then, whole area of the
intermediate node is considered to be dangerous if the density of the node is
high.

Escape Route Setting. We show how to set a escape route using the extended
R-tree and how the extended R-tree effects in cutting off computational costs.
We express a simplified disaster area by Fig. 2. In Fig. 2, there is a grid of streets.
On the streets, start point of escape is expressed as S and goal point is expressed
as G. We consider setting a escape route from S to G.

If we index Danger Level 1’s regions and Danger Level 2’s regions by two
R-trees, this situation corresponds to Fig. 2(a). At first, an escape route which
avoids Danger Level 2’s regions is searched. In Fig. 2(a), route B is to be found.
If there is no route which avoid all Danger Level 2’s regions, an escape route
which avoids Danger Level 1’s regions is searched and route A is to be found. We
can get one of the safest route by following these two steps. However, we have
to search many points which are not used in the escape routes.

If we index Danger Level 1’s regions and Danger Level 2’s regions by an
extended R-tree, the situation is grasped as Fig. 2(b) at the second deepest
depth. We assume three Danger Level 2’s rectangle’s density are high enough.
In this case, when we search an escape route which avoids Danger Level 2’s
regions, we can also get route B. The route we can get is same as the previous
case but the number of searched points which are not used is not same. By
grasping the situation as Fig. 2(b), we can cut off searching unpromising areas
where have many dangerous regions and reduce computational costs for setting
the escape route.
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Abstract. In this paper we propose the model of a prototypical NLP 
architecture of an information access system to support a team of experts in a 
scientific design task, in a shared and heterogeneous  framework. Specifically, 
we believe AI/NLP can be helpful in several tasks, such as the extraction of 
implicit information needs enclosed in meeting minutes or other documents,  
analysis of explicit information needs expressed through Natural Language, 
processing and indexing of document collections, extraction of  required 
information from documents, modeling of a common knowledge base, and, 
finally, identification of important concepts through the automatic extraction of 
terms. In particular, we envisioned this architecture in the specific and practical 
scenario of the Concurrent Design Facility (CDF) of the European Space 
Agency (ESA), in the framework of the SHUMI project  (Support To HUman 
Machine Interaction) developed in collaboration with the ESA/ESTEC - ACT 
(Advanced Concept Team). 

1   Introduction 

An interesting field of application of information access technologies relates to 
scenarios in which several users work jointly to a common project, sharing their 
possibly different and specific knowledge, and providing their essential personal 
contribution to a common goal. Imagine, for instance, a design process in which a 
team of experts coming from different scientific disciplines, cooperates in a common 
task of designing and engineering a particular device, that requires their different 
competencies to be jointly used and intertwined. Moreover, they should be  possibly 
supported during the process by a large repository of domain knowledge from which 
to extract information that can help in the design 1. 

For instance, in designing a space missions (as it is the case of the SHUMI project 
[13]), the goal of the process is both to produce a spacecraft able to accomplish an 
envisioned mission and to plan the mission itself. The expert team, composed by 
engineers, physicians and other scientists, jointly works in the CDF. The planning 

                                                           
1 This context is what specifically analyzed into SHUMI-ESA ESTEC funded study 

N.18149/04/NL/MV. 
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activity needs a fast and effective interaction of involved disciplines and requires the 
access to several kinds of documentations, among which scientific papers, studies, 
internal reports, etc., produced by experts of related disciplines all over the World 
(pre-existing knowledge). Thus, during a design process a large quantity of knowledge 
is usually accessed in order to satisfy the team information need. Moreover, the 
design process produces itself a large amount of information, such as meeting minutes 
and deliverables (on-going knowledge). Tools for retrieving and coherently 
organizing documents are then necessary as complementary resources for a design 
environment (such as the ESA - CDF). We propose a model of an architecture whose 
aim is to provide the team of experts with such tools, in order to speed-up the design 
process and to improve the quality of the resulting project. The proposed system can 
be intended as a virtual assistant helping the team to use the pre-existing and on-
going knowledge repositories.  

In order to help the experts during the design process, the system should thus be 
able to interpret the information need of the team expressed implicitly in the on-going 
knowledge repositories or explicitly through direct queries by the experts. It should be 
then able to satisfy these needs extracting the required information from the pre-
existing knowledge repositories. IR and NLP (such as syntactic parsing and 
information extraction) are the most promising technologies to carry out these 
activities. Moreover, the system could provide a way to model and express in a design 
process ontology the overall relevant knowledge shared by the experts . Such a formal 
ontological conceptualization  has two main goals: to represent how the project 
contributed to the systematic representation of the knowledge about the specific 
domain of interest, and to support a useful indexing of the documentation produced 
and gathered during the design process. Finally, as an additional feature, the system 
could offer the possibility of understanding the common “jargon” and terminology 
used in the design process, fixing it in the design process ontology. Indeed, it is 
plausible that some new concepts arise during the design process and assume a status 
of shared concepts, expressed through their linguistic expressions, that is terms.  

The technological scenario for the information access framework is a virtual 
assistant as depicted in Fig.1. In the overall architecture it is envisioned a proactive 
system, that “listens” at the dialogues going on among the project participants 
(through the minutes of the meetings, for example) and extracts information needs,  
later on used to query information access systems able to retrieve documents where 
they can be satisfied. Once selected as relevant by users, retrieved documents 
contribute to the definition of the design process ontology, that embodies the 
knowledge relevant for the design project.  

The overall system could result in facilitating: the access to the project related 
documentation and external information, the definition of terminology and knowledge 
involved in the process (through the ontology of the mission), the creation of a central 
view of the knowledge stored in the project related documentation using the proposed 
terminology. Such a system could be realized with technologies ranging from 
Information Retrieval engines,  to knowledge based systems using complex natural 
language models. Either generic linguistic (such as WordNet [10]) or  specific domain 
semantic knowledge can be used to empower document clustering and to interpret 
ambiguous and unknown terms. In the framework of the SHUMI project, a modular 
architecture able to satisfy all users needs has been defined, while allowing to reach 
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final results at different levels of automation. It is possible to set up several different 
architectures where more functionalities can be added,  starting from  a “core” system, 
composed by an Information Retrieval engine plus the Document Clusterer.  

 

Information Repository 

Information Retrieval 
Engine 

“Discussion Model” 

Explicit Information Needs 

Information Need Extractor 
key concepts  
with their relations

Document
Clusterer

Generic Linguistic 
Knowledge 

Ontology 
Learner

Validators Mission   
Ontology 

(a) (b) (c) 

 

Fig. 1. A complete solution for an Automatic Assistant 

Additional capabilities define more complex systems ((a),(b),(c)): 

• the system (a) behaves as an “active” information access system, “following” the 
conversation among experts and extracting implicit information needs (Sec. 2.2); 

• the system (b) becomes more robust for lexical variations by using generic 
linguistic knowledge bases such as WordNet [10] (Sec. 2.3); 

• the system (c) could acquire an explicit model of the knowledge embodied in 
processed documents as well as produced by the process. This explicit knowledge 
model is what has been called the design process ontology. It represents the 
memory the system has about the structure of the mission (Sec. 2.4). 

All the linguistic processes carried out to implement the system are supported by an 
underlying  modular syntactic parser (Chaos, [2]). 

2   Architecture Components 

In the following sections we describe existing technologies that could be integrated to 
implement the different proposed architectures.  

2.1   Information Retrieval and Clustering (IR&C) 

The “core” of the proposed architecture, as described in the previous section, is based 
on both an IR engine and an automatic cluster components (IR&C). 
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Clustering results of a given query is often seen as a way to better publish  
documents retrieved by an information retrieval engine, driving users to the relevant 
documents by using indexing techniques.  

Clustering algorithms as well as information retrieval methods are generally based 
on a vector space model, where documents are represented in the bag-of-word 
fashion. Nothing prohibits to use more relevant, i.e. more readable, features, such as 
the one we propose in [11], where features like  terms and simple relations (verb-
object and verb-subject pairs) are used to represent document content. Due to modular 
approach in architectural design, our technology for IR&C may be substitute by other 
tools accessible on the market (commercial information retrieval engine with 
clustering capabilities as Vivisimo ©, RealTerm  and e-Knowledge PortalTM). As it is 
a very active area in information retrieval research [17], several products have been 
produced as a follow-up. 

 2.2   “Active” Information Access System 

Aim of the “active” system is  to follow the conversation in a project session (through 
the use of a Speech Recognizer module) and to “extract” an implicit information need, 
that  will be in turn used to query and enhance the information retrieval core system. 

As carrying out directly all these activities using  NLP state of the art technologies 
still is a challenge to be faced, the basic idea is not to produce a complex information 
need extractor but a simple model taking advantages from stable technologies. 
Meanwhile, instead of a speech recognition module to produce minutes of the 
meeting, we can start from a manually provided version. The meeting minute is then 
used to feed an Information Need Extractor  module able to extract the implicit 
information needs. A criterion to model how an implicit information need is 
expressed may be to investigate and give information on things and ideas where the 
communication fails, i.e. a concept that is not understood by two or more people in 
the same way. Repeated terms may suggest that a disagreement exists as the 
underlying concept is not shared. This may be an easy way to decide a sort of list of 
candidates to be searched. The Information Need Extractor can be thus intended as a 
simple module that, relying on a terminological repository is able to find the most 
frequent terms  in the minutes and to query the IR&C system. Moreover, it should be 
able to enrich the repository with new terminological expressions contained in the 
minutes, using ad hoc methodologies, as described in Sec. 3. 

As an example, imagine that during the meeting the experts are discussing about 
different option in building a lunch vehicle. From the automatic minute produced by 
the speech recognition module frequent terminological expressions could then 
emerge, such as “launch vehicle” and “mechanical parts”. The Information Need 
Extractor should recognize these frequent terms and query the IR&C system using 
them as keywords. At the end of the process, the experts could thus be provided with 
relevant documents that could support their decisions, organized in topical clusters, 
such as “Test design” (containing documents on previous design of vehicles) and 
“Reusable Launch Vehicle” (documents on designing general purpose vehicles). 
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2.3   The Generic Linguistic Knowledge  

Generic linguistic resources can be used to help the system in interpreting and 
disambiguating the content of both pre-existing and on-going knowledge repositories.  

As natural language is rich of information and, as a consequence, very ambiguous, 
words may convey very different meaning while different words may be used to 
express the same concept. To tackle with this problem linguistic background 
knowledge resource such WordNet ([10]) can be used. These resources may be 
coupled with a graded activation of these relationships among words, that often take 
the form of probabilities [15], [6]. The use of the linguistic knowledge is particularly 
useful in the following phase of creating and enriching the domain ontology, as  
described in the next section. 

2.4   The Design Process Ontology 

As a further relevant step, the architecture can be enriched with a domain specific 
ontology, able to represent the knowledge emerging from the design process through 
pre-existing knowledge repositories and document retrieved by the IR module.  

A few approaches have been proposed to learn automatically or semi-automatically 
a domain ontology from textual material (e.g. [1],[9]). Here, we propose a novel 
methodology, able to fix in a single structured and harmonized knowledge base 
different types of information: an upper-level ontology of  domain concepts (domain 
concept hierarchy, DCH), an set of  semantic relations among concepts (relation type 
system, RTS), aterminology extracted from the knowledge repositories (terms), a set 
of verbal relations among terms (relational  patterns), and a generic linguistic 
knowledge (linguistic knowledge base, LKB). 

The DCH  formalizes the knowledge of the design process in a conceptual 
hierarchy (e.g. in SHUMI, concepts like  spacecraft and orbit are here represented). 
The RTS hierarchy stores important semantic relations among concepts in the DCH 
(e.g.  the event of a spacecraft reaching an orbit). Terms are defined as “surface 
linguistic forms of relevant domain concepts” ([12]): the terminology, automatically 
extracted from the knowledge repositories, thus represents a synthetic linguistic 
representation of domain concepts as embodied in documents. Terms are then linked 
to their corresponding concepts in the DCH (for example the term Earth’s_orbit 
should be attached to the concept orbit). As terms are linguistic representation of 
concepts, in the same way relational patterns are (partially generalized) verbal 
relation prototypes that represent semantic relations in the RTS. For example the 
patterns spacecraft gets close to Lunar orbit  (that can be a generalization of text 
fragments like Shuttle gets close to Lunar orbit  and  Endeavour gets close to Lunar 
orbit ) should be associated to the semantic relation spacecraft reaching an orbit. As 
semantic relations are usually linguistically expressed through fragments governed by 
verbs, in our model they are supposed to be instantiated in text only by verbal 
patterns. The WordNet LKB represents a hierarchical linguistic repository of generic 
lexical knowledge: a link can be thus established between concepts in the DCH and 
synset in the LKB. For example the concept spacecraft can be associated with the 
synset {spacecraft, ballistic capsule, space vehicle}.  
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What we propose is an acquisition method that, starting from a pre-existing DCH 
and LKB , is able to derive the linguistic interface of the ontology (composed by the 
LKB, the relational patterns and the terms) suggesting linguistic patterns for known 
concepts and relations as well as to propose new concepts and new semantic relation. 
Knowledge textual repositories  are the starting point of our analysis and are assumed 
to drive the discovery of new domain knowledge. 

The overall learning process  is organized as follows. Firstly  terms and relational 
patterns are extracted from the corpus. Then, an analysis devoted to determine a 
concept hierarchy is applied to the more relevant concepts patterns  extracted, making 
use of the pre-existing DCH. This activity generalizes the available evidence across 
the LKB and is called Semantic Dictionary Building. Domain concepts are also 
mapped into the general lexical database (we propose an automatic method, described 
in [5]). The resulting concept hierarchy can be successively used in the analysis and 
interpretation of relational patterns in the domain texts. This generalization allows to 
conceptually cluster the surface forms observed throughout the corpus. The derived 
generalizations can undergo the statistical processing during the Domain Oriented 
Clustering phase. The resulting generalized patterns can be organized according to 
their domain relevance score. The manual Relation Type Definition phase identifies a 
system of important domain concept relationships, which are in turn used for the 
manual or semi-supervised Relational Pattern Classification phase. The previously 
clustered relational patterns are thus mapped into the appropriate semantic relations. 
The result of this last activity is the set of linguistic rules for the matching and 
prediction of relations in RTS (Linguistic Relation Interfaces). 

The ontological repository can be then used to support the design process, 
providing a central view of the overall knowledge. As a simple application, suppose 
for example that the team of experts is interested in finding all the textual material 
gathered so far (minutes and external documents previously queried via the IR&C) 
related to the modality of launch of  spacecrafts. They could simply access the 
ontology to easily find the semantic relation  “launching of  spacecraft” navigating the 
RTS hierarchy.  They would then retrieve all the relational patterns and the terms 
linked to the semantic relation and finally obtain the documents in which the patterns 
and the terms have been found.  

3   Extracting Terms and Relational Patterns 

As stated above, one of the primary tasks in building the ontology is to extract terms 
and relational patterns. At the present we do the simplifying assumption that semantic 
relations are expressed in the text only through verbal fragments as it usually happens. 
Terms, defined as surface (linguistic) representations of  domain key concepts, are 
automatically extracted from texts using NLP techniques supported by statistical 
measures. Many approaches to terminology extraction have been proposed in the 
literature, ranging from purely linguistic ( e.g. [7]) to purely statistical (e.g. [16]). 
Usually, mixed approach are the most reliable and used (e.g. [8], [12]): candidate 
terms are extracted from text as noun phrases having particular syntactic structure 
(e.g. adjective+noun, noun+noun) and then ordered according to a specific statistical 
measure that is supposed to capture the notion of termhood (the degree of reliability 
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with which a text fragment is supposed to be a term). In our architecture a mixed 
approach has been chosen, mixing linguistic filters with a measure (frequency) that 
seems to capture the notion of termhood, according to different studies (e.g.[8],[14]) 
where a comparative analysis over different measures have been done. 

Relational patterns are generalized forms of lexical knowledge that represent a sort 
of normalization of one or more actual textual sentences. In particular they are verb 
phrases, i.e., semantically generalized lexical fragments of text governed by a verb, 
representing the syntactic expressions of relational concepts. As for terms, also 
relational pattern extraction is carried out using a mix of linguistic and statistical 
methods [3]. In order to feed the ontology, once automatically extracted from the 
corpus, terms and relational patterns have to be validate by  human experts. 

3.1   Terminology and Relational Patterns Extraction 

The architecture of our Term Extractor, includes the modules hereafter described.  
A pre-processing module  takes as input the corpus documents in textual format, 

converting them into XML files readable by  the syntactic parser,  checking  for 
possible corrections and adaptations. The parsing module invokes  Chaos, a robust 
and modular parser architecture developed at the AI laboratory of Roma Tor Vergata 
University [2]. The terminology extraction module extracts admissible surface 
forms from the previously parsed text: specific syntactic rules are used to  select 
candidates, identifying sequences of words with specific syntactic properties: for 
instance, syntactic sequences like JJ NN (an adjective followed by a singular common 
noun, as “lunar mission”) and NN NNP (singular common noun followed by a plural 
common noun, as “spacecraft projects”) are retained as possible surface forms. 
Finally, the terminology sorting module sorts by relevance the list of previously 
produced candidates. Relevance is evaluated as the frequency with which each form  
has been met in the corpus. In fact, while many statistical measures have been 
proposed in the literature to estimate term importance (Mutual Information, T-score, 
TfIdf, etc.),  frequency has been demonstrated in several frameworks to be a good 
approximated measure to express term relevance, as underlined in [8] and [14]. The 
list of produced forms is the candidate terminology, as the set of candidate terms that 
still needs a manual validation by a human expert. 

In our framework, each term can be a simple sequence of words (e.g. 
“spacecraft_mission”) or a semantically generalized form. In the latter case the 
candidate term is formed by words and Named Entities (NE) (semantic 
generalizations representing  important entities of  a specific domain, such as people 
or organizations).  As an example the candidate term“entity#ne#_mission” indicates a 
mission of a generic entity, that is an organization, a person or a specific object (e.g. 
“ESA mission”).  

Relational patterns are extracted from text using a strategy similar to the one 
adopted for terms. The Relation Extraction  extracts surface forms by using as 
background knowledge the terms extracted by the Term Extractor, since relational 
patterns are intended as relations among terms. An architecture similar to the 
Terminology Extractor is needed: corpus syntactic analysis is carried out  to  extract 
forms of interest. 
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The relational pattern extraction module analyses the parsed text produced by 
the parsing modules and extracts all verb phrases (text fragments): a list of sentences  
is thus produced, each of which is represented by the governing  verb and its 
arguments. For each argument its lexical form and its syntactic role is indicated (for 
example approach((SUBJ, the spacecraft), (OBJ,the orbit),(IN,ten minutes)) ). The 
relational pattern sorting module, taking as input the corpus sentences, by first 
generalizes them into relational patterns, then ranks the patterns. The strategy we 
adopted for the generalization step is fully described in [3]. Once surface forms are 
produced, they are ranked accordingly to their frequency (calculated as the sum of the 
frequency of appearance of its corresponding sentences in the corpus). Candidate 
relational patterns are then validated by a human expert. An example of relational 
pattern that generalizes the above sentence, could be approach((SUBJ, spacecraft), 
(OBJ,orbit)). 

It must be noticed that, as in the case of terms, NE are used in the extraction of 
relational patterns, producing pattern like approach((SUBJ, mission#ne#), (OBJ,orbit)), 
where mission#ne# represents the entity class of spacecraft missions. The pattern thus 
generalizes all the sentences which have “approach” as verb, “orbit” as object and any 
spacecraft mission as subject (i.e. “Mariner”, “Voyager” etc.).  

3.2   SHUMI Case Study: Preliminary Results 

In order to estimate the validity of our term and relational pattern extraction methods, 
in the framework of the SHUMI project, we tested our architecture over a corpus of 
spacecraft design documents specifically provided by ESA, consisting in a collection 
of 32 ESA reports, tutorials and glossaries, forming 4,2 MB of textual material (about 
673.000 words), fairly in line with other experiments in term extraction, such as [8] 
(240.000 words) and [7] (1.200.000 words). Extracted terms and relational patterns 
have been manually validated by a pool of ESA experts. 

58.267 candidate terms have been extracted from the ESA corpus, among which 
7821 (14%)  have been retained as useful by the experts. Out of the 58.267 
candidates, 4820 appear inside the corpus more than five times,  with an accuracy of 
38% (1814 terms retained). As the accuracy rises from 14% to 38%, a frequency of 
five can be thus empirically considered as a good threshold to automatically separate 
interesting term from spurious ones.  

As outlined in [8] the most interesting and frequent terms are those composed by 
two main items (i.e., counting only meaningful words, such as  noun, adjectives and 
adverbs): indeed,  in our experiment roughly 60% of retained terms are 2-words. A 
list of the 10 most relevant terms (that is with highest frequency and retained by the 
experts) and a list of the 10 2-words most relevant terms is reported in Fig.2 (where 
entity#ne# is a generic NE standing for persons, companies and organizations), 
together with the list of 2-words non generalized most relevant terms (without NE). 
Terms as “solar wind” and “magnetic field” represent  important concepts for an 
envisioned ontology for spacecraft design: those terms are in fact a useful hint both to 
identify concepts to insert into the ontology and to model the ontology itself.  

For what concerns relational patterns, the system extracted 110.688 forms, among 
which the 21% has been retained by the experts (a quite good accuracy considering 
that the procedure of patterns extraction is affected by the problem of overgeneration, 
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Requirement  entity#ne#_system  application_datum 
System  application_datum  magnetic_field 
spacecraft  entity#ne#_packet  solar_wind 
datum  entity#ne#_requirement  technical_requirement 
test  entity#ne#_engineering  test_level 
time  entity#ne#_state  source_packets 
orbit  magnetic_field  source_datum 
process  entity#ne#_model  launch_vehicle 
operation  solar_wind  mechanical_part 
design  entity#ne#_spacecraft  mission_phase 

Fig. 2. Ten most relevant terms (left), ten most relevant 2-words terms (center) and most 
relevant not generalized 2-words terms (right) 

that is, each verb sentence met in the corpus creates several related surface forms, 
some of which can be sometimes too general to be considered interesting). Fig.3 
shows the most relevant (i.e. frequent) patterns. 

perform((SUBJ,test)) 
conform((TO,requirement)) 
meet((DIROBJ,requirement)) 
conform((SUBJ,null),(TO,requirement)) 
do((SUBJ,service)) 
conduct((SUBJ,test)) 
conform((DIROBJ,null),(TO,'space_organization#ne#')) 
conform((TO,'space_organization#ne#')) 
conform((DIROBJ,null),(DIROBJ2,null),(TO,'space_organization#ne#')) 
perform((SUBJ,analysis)) 

Fig. 3. Ten most relevant relational patterns validated by the experts  

As it can be inferred from previous table, most of the surface forms retained by the 
experts are governed by verbs whose driven semantic meaning in phrases usually 
directly refers to events regarding planning and design. That is, these verbs, used in 
specific context (i.e. spacecraft design) assume a particular meaning. For example, the 
verb “meet”, that in general can assume many senses and semantic values (10 
according to The Concise Oxford Dictionary), in the analyzed spacecraft design 
context assumes a specific semantic value. This “sense restriction” has two important 
implications in the overall automatic process. From one side it underlies the 
importance of surface forms in order to build a correct DCH (it emerges how verbs 
behave either semantically or syntactically  in specific domains). Moreover, verb 
senses a sort of verb sense disambiguation is  automatically carried out. 

4   Further Improvements 

At the moment we are focusing  our major efforts in modeling and implementing the 
ontology building process. We are trying to develop a framework in which semi-
automatic techniques cooperate in learning the domain ontology using linguistic and 
semantic approaches (see [5]). The relational pattern semantic clustering activity is 
also a challenging issue we  are still exploring, using Machine Learning techniques 
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based on linguistic and semantic features ([4]). Techniques to cut down the need for 
human support is also an important point: so far, domain experts are in fact  requested 
to validated terms and relational patters and to help in building at least the top levels 
of the DCH  and RTS hierarchies. While the latter task is an unavoidable and “one 
time” step, the former is highly time consuming, as it involves a vast amount of data. 
We are thus developing interactive tools able to support and speed up validation. 
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Abstract. Automatic word spacing will be a very useful tool in a SMS
(simple message service) , if it can be commercially served. However, the
problems of implementing it in the devices such as mobile phones are
small memory and low computing power of the devices. To tackle these
problems, this paper proposes a combined model of rule-based learning
and memory-based learning. According to the experimental results, the
model shows higher accuracy than rule-based learning or memory-based
learning alone. In addition, the generated rules are so small and simple
that the proposed model is appropriate for small memory devices.

1 Introduction

Many languages have their own word spacing rules for better readability and
comprehension of the texts written by the languages. As online texts are getting
massive, it gets easier and easier to find the texts with broken word spaces.
What is worse, the writers sometimes break the rules on purpose. Thus, many
text-based computer applications such as word processors have not only a spell-
correcting tool but also an automatic word spacing tool. These two tools have a
common feature that they require a large scale dictionary in their working.

Most digital devices with large memory such as personal computers are of
no problem with the idea using a large scale dictionary. However, the idea is
a practical obstacle in implementing an automatic word spacing tool for small
memory devices such as mobile phones. Even though the mobile phones have
more and more memory nowadays, they usually do not have memory enough to
load a dictionary.

Nevertheless, since the SMS (Short Message Service) gets more and more im-
portant in the mobile environments, the effectiveness and necessity of an auto-
matic word spacing tool are being increased. Especially in Korean mobile phone
environments, there are major reasons for needs of the tool. First, the message
length is limited to 80 bytes due to the practical reasons. As most Korean words
have 2 or 3 syllables on average, the space usually takes 20∼27 syllables among
80 bytes. Thus, it could occupy about 30 percent of total messages. That is, we
could send more messages up to 30 percent without spaces. The second reason
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is the difficulty of inputting syllables. In order to send a Korean message with
a current mobile phone, a special button for producing a space must be pressed
at each end of words. This inconvenience can be avoided by ignoring spaces.

To recover a message without a space, a device has to have word spacing
ability. That is, it must decompose a message into words without a large scale
dictionary in the mobile environments. When a sentence consists of n syllables,
there could be theoretically 2n−1 kinds of decompositions. The easiest way to
decompose a message is to take the most plausible one among these 2n−1 de-
compositions.

For this purpose, this paper proposes a combined model of two machine
learning methods: rule-based learning and memory-based learning. To reduce the
size of learning memory, this model is basically based on the rule-based learning.
However, the performance of the rule-based learning is relatively low compared
with other supervised machine learning algorithms. In our previous work, it
is shown that a combination of rules and memory-based learning achieves high
accuracy [9]. Thus, the rules trained are reinforced by the memory-based learning
in the proposed model.

The rest of this paper is organized as follows. Section 2 surveys the previous
work on automatic word spacing. Section 3 describes the proposed the CORAM
algorithm, the combined model of rule-based learning and memory-based learn-
ing, and Section 4 presents the experimental results. Finally, section 5 draws
conclusions.

2 Previous Work

There are basically two kinds of approaches to automatic word spacing in Ko-
rean: analytic approach and statistical approach [6]. The analytic approach is
based on the results of morphological analysis. Kim et al. distinguished each
word by the morphemic information of postpositions and endings [7], while Kang
used the fundamental morphological analysis techniques in word spacing [5]. The
main drawbacks of analytic approach is that (i) the analytic step is very com-
plex, (ii) it is expensive to construct and maintain the analytic knowledge, and
(iii) in many cases it requires a morphological analyzer. When a morphological
analyzer is used for automatic word spacing, the frequent backtracking and error
propagation must be gotten rid of. In addition, the morphological analyzer has
problems in handling the unknown words unregistered in the dictionary.

In the other hand, the statistical approach extracts from corpora the proba-
bility that a space is put between two syllables. Since this approach can obtain
the necessary information automatically, it does require neither the linguistic
knowledge on syllable composition nor costs for knowledge construction and
maintenance. In addition, the fact that it does not use a morphological analyzer
produces solid results even for unknown words. Many previous studies using
corpora are based on bigram information. According to Kang [6], the number of
syllables that are used often in modern Korean is about 104, which implies that
the number of bigrams reaches 108 (= 104 × 104). Assuming that the frequency
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of each bigram is represented by two bytes, it requires 200 MBytes. Thus, it
it impractical to load this information into memory in a small memory device.
If trigrams are adopted rather than bigrams for higher accuracy, the memory
requirement gets intractable.

To tackle this limit, machine learning methods have been also used in previous
studies. Lee et al. adopted a hidden Markov model [8] as they thought that the
automatic word spacing is locally equivalent to a part-of-speech tagging. This
method considers the sequence of syllables and their contexts. As a result, it
gives the state-of-the-art performance in this task. However, since it has a great
number of states and transitions, it is not a suitable model for small memory
devices, either.

3 Combining of Rule-Based Learning and Memory-Based
Learning

3.1 Combined Model

Assume that a sentence S composed of n syllables,

S = w1, w2, . . . , wn

is given. Then, the word spacing can be considered to be a binary classification
task from a viewpoint of machine learning. If we have a classifier f(Θ) parame-
terized by Θ, then it is formulated as

s∗i = arg max
s∈{split,nonsplit}

(s = f(wi, hi)), (1)

where hi is a context of a syllable wi.
This paper proposes a combined model of rule-based learning and memory-

based learning for f(Θ) (see Figure 1). This model is basically based on the
rule base designed by a rule-learning algorithm, and its decision is verified by
the memory-based classifier. If the performance of the rules is high enough to
trust their decisions, it is of no problem to use the rules only. However, the main
drawback of the current rule learning algorithms is their low performance [10]. In
general, the rule-based learning algorithms focus on the comprehensibility, and
they have tendency to give lower performance than other supervised learning
algorithms. Memory-based learning is thus adopted to handle the errors of the
rules. In the training phase, each sentence is analyzed by the rules trained by a
rule learning algorithm and its classification results are compared with the true
labels s ∈ {split, nonsplit}. split implies that a space must be put after wi, and
nonsplit that wi has to be concatenated with wi−1. In cases of misclassification,
the error is stored in the error case library with its true label. Since this error
case library accumulates only the exceptions of the rules, the number of instances
stored is small if the rules are general and accurate enough to represent the
instance space well.
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Training Phase

Rule-Based
Determination

Rule Base

Correctly
Determined?

For each syllable wi

No

Save Error

Finish
Yes

Error Case Library

Classification Phase

Rule-Based
Determination

For each syllable wi

Memory-Based
Learning

w1w2...wn

(h1h2...hn) Combination

Rule Base

Error Case Library
s1s2...sn

w1w2...wn

(h1h2...hn)

Fig. 1. The combined model of rule-based learning and memory-based learning

The classification phase determines the spacing si of each unknown syllable
wi given with its context hi. First, it tries to determine si with the rules. Then,
it is checked whether the current context hi is an exception of the rules. This
is because if hi is an exception of the rules, the classification result of the rules
is untrustworthy. If it is, the classification made by the rules is discarded and
then is determined again by the memory-based classifier trained with the error
case library. The reasons why memory-based classifier is used as an alternative
classifier of the rules are that it has an ability to distinguish whether hi is an
exception of the rules and that its decisions are reliable even though it is trained
with a small number of examples.

3.2 Training and Combining Algorithms

Figure 2 shows the training phase of the model. The first step is to train the
rules with a training set data. For this purpose, the model uses MODIFIED-IREP,
a modified version of the IREP [4]. The only difference between MODIFIED-IREP
and the IREP is that MODIFIED-IREP does not have a rule pruning step. That
is, in MODIFIED-IREP, the rules only grow and are never simplified. The role of
the rule pruning is played by the memory-based classifier explained later. In the
next step, the examples that are uncovered by MODIFIED-IREP are gathered into
ErrCaseLibrary, and the memory-based learner is trained with them.

Since both rules and memory-based learning are used, it is important to
determine when to apply rules and when to apply memory-based classifier. To
make this decision, a threshold θ is used. The optimal value for θ is found by
the following procedure. Assume that we have an independent held-out data
set HeldOutData. Various value for θ is applied to the classification function
described in Figure 3. The optimal value for θ is the one that outputs the best
performance over HeldOutData.
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function Support(RuleSet, data)
begin

Err := φ
for each (〈wi, hi〉 , si) ∈ data do

if RuleSet(〈wi, hi〉) �= si then
Add (〈wi, hi〉 , si) into ErrCaseLibrary.

endif
endfor
MBL := Memory-Based-Learning(ErrCaseLibrary)
return MBL

end

function Training-Phase(data)
begin

RuleSet := MODIFIED-IREP(data)
MBL := Support(RuleSet, data)
θ := Get-Threshold-MBL(RuleSet, MBL, HeldOutData)
return RuleSet + MBL + θ

end

Fig. 2. The training algorithm of the proposed combined model. si is the true label

for 〈wi, hi〉

function Classify(x, θ, RuleSet, MBL)
begin

s := RuleSet(x)
y := the nearest instance of x in ErrCaseLibrary.
if D(x, y) ≤ θ then

s := MBL(x)
endif
return s

end

Fig. 3. The classification algorithm of the proposed combined model

Figure 3 depicts the classification phase of the proposed model. In Classify,
y is the most similar to the given instance x = 〈x1, . . . , xm〉. To find y, the
similarity between x and all examples yi in ErrCaseLibrary is computed using
a distance metric, D(x,yi). That is, y = arg min

yi∈ErrCaseLibrary
D(x,yi). The distance

from x and yi, D(x,yi) is defined to be

D(x,yi) ≡
m∑

j=1

αjδ(xj , yij), (2)

where αj is the weight of the j-th attribute and

δ(xj , yj) =
{

0 if xj = yj ,
1 if xj �= yj .

When αj is determined by information gain, the k-NN algorithm with this metric
is called IB1-IG [3]. All the experiments performed by memory-based learning
in this paper are done with IB1-IG.

If x and y are similar enough, x is considered to be an exception of the rules.
Since all the instances in ErrCaseLibrary are the ones with which the rules
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function IREP(data)
begin

RuleSet := φ
while ∃ positive examples ∈ data do

Split data into grow and prune.
rule := GrowRule(grow)
rule := PruneRule(prune)
Add rule to RuleSet.
Remove examples covered by rule from data.
if Accuracy(rule) ≤ P

P+N then
return RuleSet

endif
endwhile
return RuleSet

end

Fig. 4. The IREP algorithm. P is the number of positive examples in data and N is

that of negative examples

make an error, small D(x,y) implies that x is highly possible to be an exception
of the rules. Thus, if D(x,y) is smaller than the predefined threshold θ, the rules
should not be applied. Since the memory-based learning (MBL) is trained with
the instances in ErrCaseLibrary, it should be applied in this case instead of the
rules.

As θ is a threshold value for D(x,y), 0 ≤ θ ≤ β is always satisfied where
β ≡ ∑m

j=1 αj . When θ = β, the rules are always ignored. In this case, the
generalization is done by only memory-based classifier trained with the errors
of the rules. Thus, it will show low performance due to data sparseness. In
contrast, only the rules are applied when θ = 0. In this case, the performance of
the proposed model is equivalent to that of the rules.

3.3 Rule-Based Learning

The performance of the proposed model depends basically on the rules. In order
to construct high-quality rules, at least one human expert who have profound
knowledge about the target task is needed. However, it is very expensive to work
with such an expert. Thus, in machine learning community, a number of methods
have been proposed that learn the rules from data. Clark and Niblett proposed
CN2 program that uses the general-to-specific beam search [1], and Fürnkranz
and Widmar proposed the IREP algorithm [4].

The rule-learning step of the proposed model is based on the IREP algorithm
shown in Figure 4. This algorithm consists of two greedy functions: GrowRule and
PruneRule. The first greedy function GrowRule constructs a rule at a time, and
then removes from the training set all examples covered by the newly generated
rule. The principle used in constructing a rule is that more positive examples
and less negative examples should be covered by the rule. For this purpose, it
partitions given a training set data into two subsets: grow and prune. In general,
grow is two-thirds of data, and prune is one-third. grow is used to construct a
rule in GrowRule, and prune is used to simplify it in PruneRule.

The function GrowRule generates a rule by repeatedly adding conditions to
rule r0 with an empty antecedent. In each i-th stage, a more specialized rule ri+1
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is made by adding single condition to ri. The added condition in constructing
ri+1 is the one with the largest information gain relative to ri. The conditions
are added until the information gain becomes 0.

In the second step PruneRule, the rule constructed by GrowRule is simplified
again by dropping the conditions one by one. In PruneRule, the condition that

maximizes the function f(ri+1) =
T+

i+1−T−
i+1

T+
i+1+T−

i+1
is removed. Here, T+

i and T−
i are

the number of positive and negative examples covered by ri accordingly. After
simplifying the rule, the pruned rule is added to RuleSet, and all examples
covered by it are removed from data.

PruneRule plays a role of a validation step in IREP. That is, it avoids too
specific rule being made. This role is not needed in the proposed model, since
the errors made by too specific rules are accumulated in the error case library
and then treated by the memory-based classifier separately. Thus, the function
MODIFIED-IREP in Figure 2 is equivalent to IREP except that it does not have
the PruneRule function.

4 Experiments

4.1 Data Set

There is no standard and publicly available dialogue corpus for Korean. Thus, in
this paper, TV news scripts of three Korean broadcasting stations (KBS, MBC,
and SBS) are used as a data set. This data set is a part of Korean Information
Base distributed by KAIST KORTERM1. The reason why TV news scripts are
chosen for experiments is that their style is far nearer to a colloquial style than
that of newspaper articles which are widely available in Korea, even though they
are not true dialogues.

Table 1. Statistics on a data set

No. of Words No. of Examples

Training (KBS + SBS) 56,200 234,004
Held-Out (KBS + SBS) 14,047 58,614
Test (MBC) 24,128 91,250

Table 1 summarizes the simple statistics on the data set. The news scripts
of KBS and SBS are used to train the proposed model, while those of MBC are
used as a test set. Since the proposed model needs a held-out set separated from
the training set, 80% of the KBS and SBS news scripts are used as a training
set and the remaining 20% are used as a held-out set. The number of words in
the training set is 56,200, that of the held-out set is 14,047, and that of the test
set is 24,128.

1 http://www.korterm.org
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Table 2. The comparison of the proposed model with various ML algorithms

Data Set Accuracy

C4.5 92.2%
TiMBL 90.6%
RIPPER 85.3%
CORAM 96.8%

As a context information in determining the class of si of a syllable wi in
Equation (1), four left syllables and four right syllables are used. That is, hi =
{wi−4, wi−3, wi−2, wi−1, wi+1, wi+2, wi+3, wi+4}. Since a word are composed of
several syllables in general, the number of examples used is far more than that
of the words. The number of training examples is 234,004, while those of held-
out and test examples are 58,614 and 91,250 respectively. And, the number of
syllables used is just 1,284.

4.2 Experimental Results

In order to evaluate the performance of the proposed model, we compare it
with RIPPER [2], C4.5 [11], and TiMBL [3]. RIPPER is a rule-based learning
algorithm, C4.5 is a decision-tree learning algorithm, and TiMBL is a memory-
based learning algorithm. Table 2 gives the experimental results. As stated above,
the performance of rule-based learning algorithms is relatively low, while that of
memory-based learning is relatively high. Therefore, RIPPER gives the lowest
accuracy, and C4.5 and TiMBL have more than 90% of accuracy. However, the
proposed model (CORAM in Table 2) shows 96.8% of accuracy. This is the best
accuracy and is, on the average, higher than C4.5 by 4.6%, RIPPER by 11.5%,
and TiMBL by 6.2%. Therefore, the proposed model shows higher performance
than rule-based learning or memory-based learning alone.

How good is this accuracy? The number of nonsplit class in the test set is
67,122 among 91,250. Thus, the lower bound is 73.6% (= 67122/91250 · 100). As
explained above, the proposed method consists of two learning algorithms. The
accuracy of MODIFIED-IREP is 84.5%, and that of MBL is just 38.3%. However,
the possibility that one of them predicts a correct class is 99.6%. That is, the
upper bound is 99.6%. Therefore, 73.6 ≤ Acc ≤ 99.6 should be met where Acc
is the accuracy of the proposed model. As Acc is 96.8, it can be told that this is
very close to the upper bound.

Why is the accuracy of MBL is so low although that of TiMBL is relatively
high? The memory-based classifier, MBL in the proposed model is trained only
with the error case library, ErrCaseLibrary. Since MODIFIED-IREP shows high
accuracy, the number of errors made by it is just 36,270. These errors are the
exceptions of the rules, and they do not cover all instance space. Thus, the
hypothesis made by memory-based learning using these errors is not the general
one, even though that made by TiMBL is very general.

Figure 5 shows some example rules learned by MODIFIED-IREP. Even though
nine syllables (one for wi and eight for hi) are considered at each example,
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IF wi−1 = “da” AND wi = punctuation mark THEN class = split.
IF wi = “ul” THEN class = split.
IF wi = “nun” THEN class = split.
IF wi = “yi” AND wi+1 = number THEN class = split.
IF wi = “yi” AND wi−3 = “han” THEN class = split.

...
DEFAULT class = nonsplit.

Fig. 5. Some example rules that are learned by MODIFIED-IREP

Table 3. The comparison of information gain distributions

Feature Training Set Error Case Library
wi−4 0.053 0.023
wi−3 0.076 0.034
wi−2 0.106 0.047
wi−1 0.175 0.116
wi 0.365 0.381

wi+1 0.195 0.207
wi+2 0.109 0.089
wi+3 0.063 0.051
wi+4 0.033 0.035

the generated rules have just one or two antecedents. In addition, the number
of rules is only 179. In comparison with MODIFIED-IREP, C4.5 generates more
than three million rules as it is trained with syllable features. In a word, the
processing of the unlabeled instances by the rules can be fast since the rules are
simple and the number of them is small. Thus, the proposed model is suitable
for the devices with small memory and low computing power. Moreover, since
they are reinforced by the memory-based classifier, the proposed model is very
accurate.

As an additional information, Table 3 shows the information gain of nine
syllables for the training set and the error case library. In accordance with the
intuition, wi is the most important syllable in determining si for both sets. The
second most important syllable is wi+1. And, the least important syllable is wi+4

for the training set and wi−4 for the error case library. In conclusion, the more
distant from wi the syllable gets, the less important in determining si it is.

5 Conclusions

In this paper we have proposed a combined model of rule-based learning and
memory-based learning for automatic word spacing in small memory devices.
It first learns the rules, and then memory-based learning is performed with the
errors of the trained rules. In classification, it is basically based on the rules,
and its estimates are verified by a memory-based classifier. Since the memory-
based learning is an efficient method to handle exceptional cases of the rules, it
supports the rules by making decisions only for the exceptions of the rules. That
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is, the memory-based learning enhances the trained rules by efficiently handling
their exceptions.

We have applied the proposed model to Korean word spacing. The exper-
imental results on TV news scripts showed that it improves the accuracy of
RIPPER by 11.5%, C4.5 by 4.6%, and TiMBL by 6.2%, where RIPPER and
C4.5 are rule-based learning algorithms and TiMBL is a memory-based learn-
ing algorithm. Therefore, the proposed model is more efficient than rule-based
learning or memory-based learning alone. We also showed that the rules by the
proposed model is small and simple. It implies that the proposed model is ap-
propriate for the devices with small memory and low computing power such as
mobile phones.
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Abstract. When visiting cities as tourists, most users intend to explore the area 
looking for interesting things to see or for information about places, events, and 
so on. An adaptive information system, in order to help the user choice, should 
provide contextual information presentation, information clustering and com-
parison presentation of objects of potential interest in the area where the user is 
located. To this aim, we developed a system able to generate personalized pres-
entation of objects of interest, starting from an annotated city-map. 

1   Introduction 

User-tailored information presentation has been one of the main goals of the research 
on adaptive systems: features such as the user interests, background knowledge and 
preferences were considered to settle, at the same time, the information to be included 
in the message and its ‘surface’ realisation [1,2,3]. With the evolution of devices 
(PDA, mobile phones, car-computers, etc.), network connections (GSM, GPRS, 
UMTS, WLAN, Bluetooth, …) and localization technologies (GPS) for interacting 
with information services, users can access to these services potentially everywhere 
and anytime[4]. In this case, the main goal of an adaptive information system is de-
liver targeted information to the users when they need them, where they need them 
and in a form that is suited to their situational interests and to the technological con-
text (how they need the information).  

In general, achieving this objective requires the following system’s capabilities: 

- accessing the description of the domain data in order to select objects of interest 
and use their representation for generating related information presentation; 

- accessing the description of the current context in order to understand the situa-
tion in which the user is (location, activity, device, etc.); 

- modelling the situational interests of the user in order to use these data to person-
alize the selection and presentation of information [5]; 

- generating information presentation accordingly [6,7]. 

In this paper, we present a solution to the personalization of information presenta-
tion that combines the use of XML annotation for domain knowledge representation, 
Mobile User Profiles (MUP) for managing contextualized user preferences and inter-
ests, a media-independent content planner and a context-sensitive surface generator.  

In order to show how the system works, we will use the tourist domain as an ex-
ample. Indeed, as mobile phones and other portable devices are becoming more ad-
vanced, tourism is one obvious application area. Tourism has been a popular area for 
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mobile information systems. In particular, the Lancaster GUIDE system [8], and other 
systems based on mobile devices [9,10] are examples of application in this field. 

When people visit cities as tourists most users intend to explore the area and find 
interesting things to see or information about places, objects, events, and so on. Ac-
cording to [11] most of the times they do not make very detailed and specific plans 
“so that they can take advantage of changing circumstances” and, moreover, when 
choosing where to go and what to see they tend to “pick up an area with more than 
one potential facility”. According to these findings, it would be useful to support the 
user choice with contextual information presentation, information clustering and 
comparison presentation of object of potential interest in the same area.  

The paper is structured as follows: after a brief illustration of the system architec-
ture, we focus on the description of the process of generating personalized description 
of places of interest using an annotated town-map. In particular, we describe the struc-
ture of  the map annotation scheme, the role of the MUP and the generation steps 
necessary to produce a personalized map description. Finally, conclusions and future 
work are discussed in the last session. 

2   System Architecture 

Let’s consider the following situation: “a user is traveling for business purposes, she 
is in the center of a town and requires information about a place using a personal 
mobile device. She wants to know what is going on in that area.”  

In this case, the user is “immersed” in the environment and she is presumed to look 
for “context-sensitive” information. One of the most common ways for tourists for 
requesting information about places of interests in a particular town is to use a map. 

Then integrating 
information provision with 
a graphical map of the 
place is one of the most 
used metaphors supporting 
this type of interaction. 
However, if this map is 
only a graphical 
representation of the town, 
it cannot be “explained” to 
the user by an automatic 
system. In order to 
generate targeted 
information about places 

of interest, the map has to be annotated so as to define a correspondence between 
graphical objects and metadata understandable by the system that has to generate the 
presentation of information. With this aim, we developed a system that, starting from 
an XML representation of domain knowledge, decides which information to provide 
and how to present it either after an explicit user request or proactively in presence of 
interesting objects, events and so on.  

<detail><title> Pub 
</title>  
<context><c><x 
n="282"/><y 
n="450"/></c> 
…</context> 
<annotation> 
<title> 
DonJuan</title><te
xt> 
<p>Un'ambiente 

XML Metadata associ-
ated to “hot-spot” on 

the map 

Context 
Info 

Mobile User 
Profile  
(MUP) 

Manager 

Information 
Presenter 

P 
D 
A 

Fig. 1. Outline of the System 

 S. P
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As outlined in Figure1, the system runs on a PDA and uses two other components: 
the Mobile User Profile (MUP) Manager and the Information Presenter. These 
components, given a metadata representation of a map, cooperates in establishing 
which information to present and the structure of the presentation according to the 
“user in context” features. 

In this paper we will not discuss about information filtering, context detection and 
proactivity issues, but we will focus on the process of generating adaptive information 
presentation while interacting with the city-map. Let’s see in more details which are 
the methods employed to implement the system.  

2.1   Understanding the Map 

Understanding a map means extracting and describing objects of particular interest 
with their descriptive features. Data annotation is a typical solution to achieve this 
objective. Since we do not use automatic image features extraction techniques, the 
description of the map components, their attributes and the relationships among them, 
is achieved using metadata.  

In this case, the map image is annotated in a modality-independent way using a 
markup language and encapsulates tourist information in a XML structure. To build 
these metadata, we use a tool in Java (Inote [12]) that is available on line and provides 
a way of annotating images in a user-friendly way. Inote allows to attach textual an-
notations to a image and to store them in a XML file. Then, Inote’s mark-up language 
is very general and may be applied to every kind of image. For instance, we have 
been using it for describing radiological images in another project [13].  
With Inote it is possible to identify:  

- a region of interest, a part of the image, called  “<overlay>”;   
- each overlay may contain some objects of interest denoted as “<detail>” and  
- each <detail> may have attributes;  
- each attribute is denoted as  “<annotation>”, and may be given a name;  
- a <text> may be associated with every annotation of every detail, in order to add 

the description of that attribute.   

To tailor it to map description, we defined a parser able to interpret the tags accord-
ing to the following ad hoc semantics (illustrated in Figure 2):  

 

Fig. 2. Illustration of the Map Annotation Scheme 

A map region has some “General Properties” that identify it: the name of the town, 
the described area,  its coordinates, and so on.  In this wide region it is possible to 
identify some areas of interest, these are denoted as overlays.  The main information 

detail-
1

detailOverlay 4

Overlay 3
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content of each overlay then consists in a list of details that correspond to the category 
of places of interest (eating places, art, nature, and so on); each place of interest is 
described by a set of attributes (type, position, etc.) denoted as “annotation” whose 
value is described by the “text” tag.  

The following is an example of structure generated by Inote following this scheme: 
<overlay><title>bari-zone1</title> 

<detail><title>eating<title>  
<annotation><title>type</title> 
<text>fast-food</text> </annotation> 
<annotation><title>name</title> 
<text>Bar Città Vecchia (da Cenzino) 
 </text> </annotation> 
<annotation><title>coordinates</title>  
<text>41°06'14.800"N 16°45'57.013"E </text> 
</annotation>  
<annotation><title>view</title> <text>historical center</text> 
</annotation> 
<annotation><title>wheelchair accessibility</title>  
<text>yes </text> 
</annotation>  

 …</detail></overlay> 

2.2   Mobile User Profiles 

The illustrated interaction scenario depicts a situation in which the user is interacting 
with the information system with a mobile device. Mobile personalization can be 
defined as the process of modeling contextual user-information which is then used to 
deliver appropriate content and services tailored to the user’s needs. As far as user 
modelling is concerned, a mobile approach, in which the user "brings" always with 
her/himself the user model on an personal device, seems to be very promising in this 
interaction scenario [14]. It presents several advantages: the information about the 
user are always available, updated, and can be accessed in a wireless and quite trans-
parent way, avoiding problems related to consistency of the model, since there is 
always one single profile per user.   

Based on this idea, our user modeling component uses profiles that allows to: 

- express context-dependent interests and preferences (i.e. “I like eating 
Chinese food when I’m abroad”); 
- allows to share its content with environments that can use it for 

personalization purposes following the semantic web vision [15]. 

Then, as far as representation is concerned, beside considering static long term 
user features (age, sex, job, general interests, and so on), it is necessary to handle 
information about more dynamic “user in context” features. Instead of defining a new 
a ontology and language for describing mobile user profiles, since this is not the main 
aim of our research, we decided to adopt UbisWorld [5] language as user model 
ontology of our user modeling component. In this way we have a unified language 
able to integrate user features and data with situational statements and privacy settings 
that better suited our need of supporting situated interaction. This language allows 
representing all concepts related to the user by mean of the UserOL ontology, to 
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annotate these concepts with situational statements that may be transferred to an 
environment only if the owner user allows this according to privacy settings. An 
example of a situational statement is the following: 

<Statement id="14"> 
<content><subject><UbisWorld:Nadja /></subject> 
<predicate><UserOL:eating /></predicate> 
<predicate-range><UserOL:restaurant,fast-food,pizzeria/> 
</predicate-range><object>fast-food <object> 
</content> 
<restriction><location>tourist info<location></restriction> 
<meta> 
<owner><UbisWorld:Nadja /></owner> 
<privacy><UbisWorld:friends /></privacy> 
<purpose><UbisWorld:information /></purpose> 
<retention><UbisWorld:short /></retention> 
<explanation confidence="high"  creator="Nadja" evidence=" 
Interface input "    method="acquire_pref" />  
</meta> 
</Statement> 

 

 

User preferences, interests, etc. are collected in two ways:  

- using a graphical interface (Figure 3) in which the user can explicitly insert her 
preferences and related privacy settings regarding particular domains,  

- deriving other information (i.e. temporary interests) from user actions or from 
other knowledge bases (i.e. user schedules, agenda, etc. [16]). 

User feedback and actions in the digital and real world may reproduce changes in 
the user model. The MUP manager observes the user actions: when new information 
about the user can be inferred, it updates or adds a new slot in the MUP and sets the 
“confidence” attribute of that slot with an appropriate value that is calculated by the 
weighted average of all the user actions having an impact on that slot. The confidence 
attribute may be set to low, medium and high. 

2.3   Generating Context-Sensitive Information 

The Architecture of the Information Presenter is based on the model of Natural Lan-
guage Generation (NLG) systems [17]. Given a set of goals to be achieved in the 
selected domain (tourist information in this case), the Agent plans what to communi-
cate to the user and decide how to render it according to the context. In this case, 
situational user preferences play an important role in order to adapt the description of 
object to the situation. As it has been already proven in previous research on language 
generation (e.g.,[7,18]), user-related information could be used to constrain genera-
tor's decisions and to improve the effectiveness and tailoring of the generated text. 
Such an information is useful at any stage of the generation process: i) for selecting 
relevant knowledge; ii) for organizing information presentation (the organisation 
strategies or plans can have preconditions dependent on user information);  and iii) for 
the surface realisation (use of words which depends on the context). 

Fig. 3. MUP interface 
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3   Selecting Relevant Knowledge 

Let’s consider the following example: suppose the user is travelling for business rea-
sons and, during lunch break, she is visiting the centre of the town. While she is there, 
information about places of interest close to where she is will be emphasized on the 
interactive map running on her personal device.   

In this case, the Information Presenter will ask to MUP manager to select the situ-
ational statements regarding “time_of_day = lunch time” when “rea-
son_of_travel=business purposes” and when the user “location=town-centre”. In the 
set of selected statements, the one with the highest confidence value will be chosen.  

Referring to the previously mentioned example, in the described context, the MUP 
Manager will infer that the user prefers to eat something fast but in a place with a nice 
view on the town center. Then, according to this preference, the Information Presenter 
will select, in the XML description of the map, all places (<details>) of category “eat-
ing” being “fast-foods” with coordinates that show that the place is relatively close to 
the user position (within 500 mt). Moreover, the system will check for other features 
matching the presumed user preferences (i.e. view=”historical center”). Then a new 
xml structure containing the selected places will be generated to be used for the pres-
entation. Selected items are then ordered on the bases of number of matched user 
features. As the user moves, the map is updated as well as the context information. 

3.1   Organizing the Information Presentation 

There are several computational approaches to planning “what to say” when present-
ing information. Important milestones in this research field were the introduction of 
text schemata [19] and Rhetorical Structure Theory (RST), as formulated by Mann 
and Thompson [20]. Meanwhile, RST has been operationalized by the application of a 
traditional top-down planner [21], and has been further refined by the introduction of 
intentional operators [22].  Planning, however, is an heavy computational task. Con-
sidering the need of dealing with real-time interaction on a small device, our approach 
is based on the idea of using a library of non-instantiated plan-recipes expressed in an 
XML-based markup language: DPML (Discourse Plan Markup Language [23]).  
DPML is a markup language for specifying the structure of a discourse plan based on 
RST: a discourse plan is identified by its name; its main components are the nodes, 
each identified by a name. Attributes of nodes describe the communicative goal and 
the rhetorical elements: role of the node in the RR associated with its father (nucleus 
or satellite) and RR name.  

The XML-based annotation of the discourse plan is motivated by two reasons: i) in 
this way, a library of standard explanation plan may be built, that can be instantiated 
when needed and can be used by different applications, in  several contexts; ii) XML 
can be easily transformed through XSLT in another language, for instance HTML, 
text or another scripting language driving for instance a TTS, favoring in this way the 
adaptation to different context and devices. 

Once a communicative goal has been selected, explicitly as a consequence of a 
user request or implicitly triggered by the context, the Information Presenter selects 
the plan in this library that best suits the current situation. The generic plan is, 
then,instantiated by filling the slots of its leaves with data in the XML-domain-file 
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that is associated with the map to describe. In this prototype we consider the follow-
ing types of communicative goals: 

- Describe(Ag, U, x) where x is a single object to be described; 
- Describe(Ag, U, list_of(yi)) where list_of(yi) represent a set of objects of interest 

of the same type (i.e. restaurants) to be described; 
- DescribeArea(Ag, U, list_of(zi)) where list_of(zi) represent a list of objects of 

interest belonging to different categories. 

Considering the previous example, the Presentation Agent will select the plan cor-
respondent to the Describe(Ag, U, list_of(yi)) goal for listing the eating facilities 
matching the user preferences and then it will instantiate it with the selected data (fast 
foods close to where the user is, with a nice view and open at the current time). A 
small portion of the XML-Instantiated-Plan that was generated for describing some 
eating facilities in the area is shown in Figure 4.  

<d-plan name="describe_set_of_objects"> 
<node name="n1" goal="Describe(where_to_eat, area1)" role="root" RR="Elab"> 

<node name="n2" goal="Inform(existence(fast_foods))" role="nucleus" RR="null"/> 
<node name="n3" goal="Describe(fast_foods, area1)" role="sat" RR="ElabGenSpec"> 

<node name="n4" goal="Inform(number(fast_foods, 3))" role="nucleus" RR="null"/> 
<node name="n5" goal="Describe(list(fast_foods))" role="sat" RR="OrdinalSequence"> 
<node name="n5.1" goal=" Describe(fast_foods, “La Locanda di Federico”)" role="nucleus" 
RR="ElabObjAttr"> 

          <node name="n5.1.1" goal="Inform(name, “fast_foods”)" role="nucleus" RR="null"/> 
<node name="n5.1.2" goal="Describe(Specific Features, image)" role="nucleus" 
RR="OrdinalSequence"> 
         <node name="n5.1.2.1" goal="Inform(type, “osteria tipica barese”)" role="nucleus" 
RR="null"/> 
         <node name="n5.1.2.2" goal="Inform(rel_pos, “100 meter North”)" role="nucleus" 
RR="null"/> 
         <node name="n5.1.2.3" goal="Inform(timetable, “12.00-24.00”)" role="nucleus" RR="null"/> 
         <node name="n5.1.2.4" goal="Inform(telephone, “0805240202”)" role="nucleus" 
RR="null"/> 
          <node name="n5.1.2.5" goal="Inform(description, “a osteria where it is possible to eat 
good typical bari food….”)"  role="nucleus" RR="null"/> 
</node> 

</node>… 
</node> 

 …</node></d-plan> 

Fig. 4. An example of XML-Instantiated-Plan 

This plan first presents general information about the existences of open fast foods, 
then it lists them, describing in details their main features. 

3.2   Rendering the Map Objects Description 

Adaptation of layout (visible/audible) should support alternative forms of how to 
present the content, navigational links, or the presentation as a whole.  

The appropriate transformation technology, especially when considering standard 
initiatives, is obviously XSL transformation (XSLT) in combination with DOM 
(Document Object Model) programming. XSLT is an effective way to produce output 
in form of HTML, or any other target language. Rule-based stylesheets form the es-
sence of the XSLT language and build an optimal basis for the introduced adaptation 
mechanism.  
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The surface generation task of our system is then very simple: starting from the in-
stantiated plan apply the appropriate template. This process is mainly driven by the 
type of the communicative goal and by the RRs between portions of the plan. The 
plan is explored in a depth-first way; for each node, a linguistic marker is placed be-
tween the text spans that derive from its children, according to the RR that links them.  

For instance, the description: “There are 3 fast foods in this town area”, in Figure 
5, is obtained from a template for the Describe(Ag, 
U, list_of(yi))  where the Ordinal Sequence RR 
relates the description of the single objects in the 
list. We defined the templates’ structure after an 
analysis of a corpus of town-map websites. At pre-
sent, we generate the descriptions in HTML; how-
ever, our approach is general enough to produce 
descriptions in different formats and, therefore, for 
different interaction modalities [24]. 

In the example in Figure 5, the Information Pre-
senter will display to the user a web page structured 
as follows: i) on the left side the portion of the map 
of the town area where the user is located and the 
graphical indications (icons denoting different cate-
gories of objects) about places of interests is displayed; ii)on the right side a descrip-
tion of those objects is provided; iii) on the bottom part, when the user selects one of 
the objects in the list, a detailed description of the selected object will be displayed. 
The user may access the same information directly clicking on the icons on the map. 

Looking in more detail at the proposed information could be considered as a posi-
tive feedback in building the usage models. However, while this is important in the 
case of non-mobile information systems, when the user is moving in a real space, this 
is not enough. In this case, the digital action should be reinforced by the action in the 
real world: going to that place.  We are still working on this issue since it is important 
to consider contextual events that may discourage the user to eat in that place (i.e. the 
restaurant is full). At the moment, for dealing with this kind of feedback, we ask di-
rectly to the user.  

4   Conclusions and Future Work 

In this paper, we described the prototype of a system able to generate context-
sensitive description of objects of interest present in a map. Even if we selected the 
mobile tourism as a application domain to test our approach, the system architecture 
and employed methods are general enough to be applied to other domains. Moreover, 
the use of XML content modeling and domain-independent generation methods, al-
lows the system to deal with the adaptation of the presentation modality. In this way, 
the provided information can be easily adapted to different devices and to the needs of 
user with disabilities. The system has been implemented in Java and XML related 
technologies. We tested on a iPAQ h5550 without GPS. We simulated the user loca-
tion with an interface for managing context features.  

Fig. 5. List of eating places 
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In this phase of our work we are concerned more with the study of the feasibility 
of the proposed approach and employed methods than in evaluating the effectiveness 
of the generated description. At this stage we performed only an evaluation of the 
generated text against the descriptions present on Bari tourist guide and the results 
show a good level of similarity. However, this does not show any evidence that con-
textual information provision is more effective than non-contextual one. This will be 
the aim of our future user studies. After this study, in case there is an evidence that 
contextual information provision is effective, we will concentrate on the generation of 
comparative descriptions of places of interests in the same area.  
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Abstract. Haptic interfaces may allow blind people to interact naturally and re-
alistically with 3D virtual models of objects that are unsuitable for direct tactile 
exploration. The haptic interaction can be offered at different scales, by chang-
ing the relative size of probe and objects and by organizing different levels of 
details into the model. In addition, haptic interfaces can actively drive the user 
along the most effective exploration path around the scene. All these features 
can significantly help the synthesis and the understanding of the huge amount 
of tactile sensations (that blinds must collect serially) beyond the limits of the 
exploration in the real world. The paper describes an architecture (and its al-
ready realized modules for visualization, collision detection and force simula-
tion) intended to generate a reliable simulation of the geometrical and physical 
interactions between the user’s hand and a virtual 3D scene. 

Keywords: Intelligent systems in education, systems for real life applications, 
Human-robot interaction. 

1   Introduction 

This paper describes the design and the on-going development of a system, based on a 
haptic device [1], that enables the exploration of 3D virtual models by visually 
impaired people. These models are intended to replace objects that for their location, 
dimension or sensitivity to damages cannot be offered to direct tactile exploration. 
Moreover, the enhanced interaction made possible by haptic tools is expected to 
improve the understanding of the collected sensorial data [2]. 

A haptic interface can offer a multi-resolution experience (a common property of 
vision) to blind people: the relative size of fingertips and objects can be dynamically 
changed and at higher level, the virtual model can be organized in different scales, 
each with a distinct amount and type of information and details [3]. 

Moreover, an efficient exploration path can significantly improve the 
understanding of the object. Haptic device can support the perception by applying 
suitable forces that suggest effective waypoints to the user. 

An important application of the system is the fruition of cultural heritage (statues, 
architectural sites, … ). It is also intended to serve as a didactical support to access 
information (mathematical, biological, geographical, historical, artistic, …) that 
currently need specifically prepared three-dimensional artifacts that can be touched by 
the blind but often prove to be not completely satisfactory. 
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The VRML language [4] has been chosen as the format for the input data. It 
represents the common representation used for three-dimensional information on the 
web and gives access to a large number of models in many different domains. 

Next section presents the general architecture of the application. Then the principal 
characteristics of the modules already available (the visual rendering, the collision 
detection and the force simulator) and the problems that have been solved for their 
integration in an effective application are described. Finally some preliminary 
conclusions and current research required to complete the system and to reach the 
described goals are drawn. 

2   General Architecture 

To support a realistic tactile exploration of a 3D virtual model by blind people we 
have chosen the CyberForce system, manufactured by Immersion Corporation [5] and 
equipped with the CyberGrasp and CyberGlove devices. 

The CyberForce is a desktop force-feedback system that conveys realistic 
grounded forces to the wrist of users by a 3 DOF armature. It can also provide 
complete position/attitude data about the users’ wrist. The CyberGrasp by means of 
five actuators provides grasping force feedback roughly applied perpendicularly to 
each fingertip of the user’s hand. The CyberGlove is a glove with flexion and 
abduction sensors transforming hand and fingers motions in digital data that allow the 
rendering of a graphical hand which mirrors the movements of the physical hand. 

 

Fig. 1. The system architecture 

The architecture of the system we are developing is reported in figure 1. The Hand 
position/attitude recording module continuously updates the hand model in the virtual 
scene on the basis of the data provided by the CyberGlove and by the CyberForce 
used as a 3D tracker [6]. The Hand/object interaction evaluation module analyses the 
relative geometry of the objects in the virtual scene and extracts the necessary 
information to simulate the physical forces generated in the virtual environment. The 
Actuators force control makes the necessary adaptation between these desired forces 
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and the mechanical capability of the physical device to return a sufficient level of 
realism to the user. 

To simplify and make the system more suited to the application, we have chosen to 
model the hand only in terms of its fingertips, each modelled by a sphere. In this first 
phase of the development only the CyberForce device, equipped with a stylus, has 
being used (Figure 2). In this way only the index distal phalanx is simulated. 

 

Fig. 2. A picture of the system. The screen shows the virtual space in which the red dot at the 
center of the cross, an avatar representing the fingertip of the physical hand on the right, inter-
acts with a sculpture. The system uses the haptic device held by the physical hand to return 
forces to the user whose sensations approximate the effect of exploring a real object having the 
same shape 

A realistic perception depends on an effective interaction between the models of 
the hand and of the object which involves a controlled and homogeneous mapping 
between physical and virtual spaces. Previous activities [6] show that the accuracy 
and repeatability of the CyberForce as a 3D tracker are not homogeneous with respect 
to the distance from the base of the haptic device: nonetheless they can be used for the 
intended application in a significant region of the real space. The serial nature of the 
tactile exploration can be exploited to propose the part of interest of the model in the 
region of the physical space where the CyberForce provides better performance. 

2.1   The Haptic Software Development Kit 

The CyberForce system is equipped with the software development kit named Virtual 
Hand (VH) that handles the connection to the haptic hardware [7] and gives the basic 
tools to create a virtual environment and to organize its visual and haptic exploration 
[8]. VH provides a complete support for the visual rendering of the virtual hand but 
offers only simple geometrical primitives (such as cubes, spheres, …) to describe the 
virtual environment. The collision detection is done by software packages that require 
the objects in the scene to be convex and composed by triangular faces. 
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Our project must consider scenes that can be quite complex and rich of non-convex 
components. Our application uses an essential model of the hand (only its fingertips) 
to be more effective. Moreover, a force model more reliable and realistic than the one 
offered by VH is needed for the interaction between the hand and the scene. All these 
requirements have suggested the customization of the environment and the integration 
and/or development of specific components to load complex VRML models, to 
enhance the flexibility and efficacy of collision detection and to return realistic forces 
to the user via the CyberForce device. 

The VH remains the general framework of the application and is complemented by 
external packages to meet all our goals. The VH handles the entire system dynamics 
by a single class, the vhtEngine, intended as an easy to use framework for building 
user simulations. Primarily, the engine runs a vhtSimulation created by the user in its 
own execution thread. In addition to this, the engine maintains the link between the 
user simulation and the hand model. 

 

Fig. 3. Application GUI, with the 3D model of a horse and the red dot at the center of the cross 
representing the virtual counterpart of the physical fingertip. The user can flexibly control the 
rendering of the virtual scene: while useless for blind people the GUI is helpful for debugging 
the system and makes the system useful as an enhanced interface with virtual scene for nor-
mally seeing people 

Another important component is the class vhtCollisionEngine designed to simplify 
and unify the collision detection tasks for a user specified scene graph. The collision 
engine builds and maintains all the data structures required for collision detection and 
manages all the calls to low level routines involved in this process. The user specifies 
the haptic scene graph (or sub-graph) that this engine must manage and calls collision 
check whenever it needs an updated list of collisions. 

Following the guidelines suggested in [8], an entirely new parser has been written 
to fit the characteristics of Coin3D, the package used to load and visualize the VRML 
models. An efficient application GUI (Figure 3) offers visual tools (rotation and 
translation of the virtual camera or of the scene graph, …) that help the debugging of 
the system and the visual understanding of the virtual scene. Furthermore, the 
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modules required to catch the hand movements and to update accordingly in real time 
the visual scenario has been created. 

In addition, specific methods to automatically extract from the nodes of the haptic 
scene graph the geometric data required by the collision detection package (Swift++) 
have been added to the classes of VH. Further features have been added to 
appropriately transform and exchange data between VH and Swift++ during the 
collision detection process, to manage the Decomposition pre-processing step 
required by Swift++ and to handle the data returned by each call to the Swift++ 
package. These features are thoroughly described in the following paragraphs. 

2.2   The Visual Scene Graph Manager 

The Hand/object visualization module may appear secondary in an application which 
addresses blind people. It has, instead, two important roles: it simplifies the debug, 
providing a visual perception of the geometries in the scene and allowing a check of 
the forces generated for each relative position of probe and object; it enables the same 
system to be used to provide an enhanced experience, as an integration of visual and 
tactile data, of virtual models to seeing people. 

The functionalities required to the graphic library are fundamental: the creation of 
the scene graphs for the virtual scene and the hand, the fast and simple acquisition and 
modification of the scene graph data, the organization of multi-resolution descriptions 
and perceptions, the manipulation of models in real-time, the evaluation and rendering 
of the complete virtual environment (hand plus model). The Coin3D graphic library 
[9] has been chosen to handle the upload of the VRML models, their visual rendering 
and, in general, the entire graphic user interface. Coin3D is Open Source and is fully 
compatible with SGI Open Inventor 2.1 [10]. It includes the support for VRML1.0, 
VRML97, 3D sound and 3D textures, features not supported by the native Immersion 
graphic library. 

A dynamical integration must be done to create a link between the visual scene 
graph, handled by Coin3d, and the haptic scene graph, handled by the VH 
environment, in order to enrich the virtual environment with the haptic counterpart. 
This link is realized by the so called Data Neutral Scene Graph (DNSG). It is 
composed by hybrid type nodes, called neutralNodes, whose structure maintains two 
pointers: one to a visual node and the other to the corresponding haptic node. The 
parser traverses the visual graph with a depth-first strategy, creates the related haptic 
nodes and links both of them to appropriate neutralNodes. This process continues 
until the entire visual tree has been processed and associated to a haptic tree [8] 
(Figure 4). 

From a haptic point of view the only relevant information in the scene graph is 
geometrical: the coordinates of points composing the shape at hand, the way they are 
combined in triangular faces, the translation/rotation/scale of each component of the 
virtual environment. The information about the physical behavior of the object is not 
necessarily present in a VRML model and may requires specific data to be provided 
to the system. Therefore from a geometrical point of view the haptic counterpart of a 
given VRML model (coordinates, indexes and transformations) can be seen as a sub-
set of the visual scene graph. 
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Fig. 4. Scene Graphs Mapping. The Neutral Scene Graph provides a link between the visual 
and the haptic Scene Graphs 

To retrieve all this information, the parser must account for the differences in 
format between the VRML97 and the VRML 1.0, as well as the different 
configurations by which the scene features can be represented. Moreover several 
intermediate nodes providing data, primary oriented to visual goals, can occur. These 
nodes, that can make harder the search of transformation nodes, must be ignored by 
the parser because haptically redundant. The geometric data are generally contained in 
leaf nodes, and they simply need the appropriate discrimination between VRML 1.0 
and VRML97 formats. The parser continues the analysis of the scene graph until all 
the data of interest, from all the models in the scene, have been collected. Currently 
the integration is able to handle a large number of different scene graph structures 
allowing new behaviors to be easily added when needed. 

2.3   The Collision Detection Manager 

The interactions among the objects moving in the virtual world are modeled by means 
of dynamic constraints and contact analysis that limit their movements. Users 
perceive the virtual objects as solid if no interpenetration between them is permitted. 
Therefore a realistic perception of the virtual world needs an accurate collision 
detection. For a depth collision detection investigation see [11] [12]. 

Collision detection must check all the potential collisions due to the user 
movements and may require a lot of time. A realistic interaction between the user and 
the system requires the algorithm to be fast enough to detect collisions at a high time 
rate. 

To detect collisions in the virtual space we have chosen SWIFT++ (Speedy 
Walking via Improved Feature Testing for Non-Convex Objects) [13]. This library 
detects objects’ intersections, performs tolerance verification, computes approximate 
and exact distances and determines the contacts between pairs of objects in the scene. 
Moreover, with respect to similar packages, SWIFT++ can flexibly import rigid 
polyhedral models, closed or with boundary and having any degree of non-convexity. 
It uses a preprocessing tool, the Decomposer, that translates a file describing the 
coordinates of the points and the indices of the triangular faces forming the shape of 
any complex model in a hierarchy of simpler convex bounding boxes that can be 
inserted in the virtual scene. 
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The collision detection architecture built-in the VH environment operates in two 
steps: the wide mode followed by the local mode. In the wide mode, the algorithm 
tries to cull as much as possible the set of potential collision pairs. In local mode, each 
pair of shapes is considered at the actual geometry level to determine detailed contact 
information (contacts normal, closest points and distance between them). This last 
phase can be customized to interface the VH environment with an external collision 
detection engine. 

Therefore Swift++ implements the local phase giving the data on which the VH 
collision engine operates. The interface that enables this link includes two different 
mechanisms: one determines if two shape nodes in the haptic scene graph can collide 
and, if so, generates the corresponding collision pair structure; the second one 
analyzes the geometry of the shape and generates a geometry representation 
appropriate for the external collision detection package. A custom Swift++ interface 
has been developed which extends the VH geometry templates with methods for the 
creation, decomposition and insertion of shapes into a Swift++ scene. 

The Swift++ geometry, for both the model and the probe, is built as follow: the 
geometric primitives, shape point coordinates and triangles indices from the related 
shape geometry are collected in a file. This file is preprocessed by the Decomposer 
program: this is a requirement of the Swift++ package in order to insert a simpler 
hierarchy of convex components in the Swift++ scene. This phase can be slow when 
the model is very complex (a large number of convex bounding boxes needs to be 
created): for this reason the results are saved in a hierarchical file that can be loaded 
again at any time without further processing. An extension of the basic local collision 
mechanism, called SwiftCollide, handles the collision loop and, for each collision, 
makes the query to Swift++ and returns the results to the corresponding collision pair 
structure that plays a fundamental role at runtime. 

3   Runtime Main Loop 

The main loop starts loading the chosen VRML model; during this first phase its 
scene graph is merged with the model of the probe. A new scene graph including 
these two components is created and loaded in the application. The models are loaded 
in a neutral initial position: their center of mass must coincide with the origin of the 
reference system of the scene. After this initialization, the visual and the haptic loops 
start as two separated threads and update the probe position by directly reading the 
position from the CyberForce used as a 3D tracker. 

To visualize the probe on the screen following the hand movements in the real 
world, the event handling mechanism of Open Inventor has been used [14]: a software 
device needs to be set up to monitor the window messages for a given peripheral. This 
device generates an Open Inventor event for each event generated by the peripheral 
and dispatches it to the internal visual scene graph. Then the scene graph is traversed 
and the event is proposed to every node that, accordingly to its role, responds to or 
ignores it. 

To this aim, our application creates a device to periodically read the finger position 
answering the WM_TIMER Windows message sent by a timer. As a new position is 
read, a corresponding SoMotion3Event [14] is created and sent to the visual scene 
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graph. The manipulator node, acting as a transformation node for the probe, manages 
this event updating the probe position and attitude. On the other hand, the haptic loop 
reads the probe position directly from the CyberForce and the transformations of the 
haptic component representing the manipulator are updated accordingly. 

The two scenes used for the visual rendering and for the haptic feedback have each 
its own reference frame. The center of the scene visualized on the screen coincides 
with the center of the probe/object in the virtual environment (local scene). The haptic 
scene follows the physical world the user moves into (global scene). This choice 
strongly simplify the visualization on the screen and the understanding of the scene by 
offering a close and well centered view of the observed objects. 

 

Fig. 5. Reference frames configuration. To separate the haptic and visual reference systems 
help in keeping for each of them the maximum flexibility: the user receives the better view of 
the virtual scene and the system exploits the most useful working region of the haptic device 

The visual loop places the VRML model at the origin and the probe at an 
appropriate offset so that it starts near and in front of the object. The relative 
translations (differences between two successive finger positions) are applied to the 
transform node of the probe. 

The haptic loop, on the other hand, places the probe at the physical position of the 
finger in the real world, as read by the CyberForce, and offsets the VRML model by a 
distance equal to the one set in the visual rendering loop. The resulting scene is given 
as the global transformation to the Swift++ scene. This configuration is illustrated in 
figure 4. At runtime there is no interaction between the two loops: the visual one is 
totally entrusted to the Coin/SoWin framework, while the haptic loop is managed by 
the VH/Swift++ framework. 

The latter loop is composed by the user simulation that checks the valid collision 
pairs on which the SwiftCollide is activated for querying the Swift scene. For each 
colliding pair the query returns the coordinates of the nearest points, the normal 
directions at those points and their distance or –1 if the objects are interpenetrating. 
These collected data are sent to the relative collision pair and read by the user 
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simulation to evaluate the collision response and the appropriate forces that need to be 
returned to the user. 

The application must calculate and update the height interaction forces available in 
the system: five, one for each finger, plus three that are applied to the wrist, along the 
main axes. At the moment the single modeled fingertip is supposed to coincide with 
the wrist and only the last three forces are set. A first simple force feedback model has 
been applied starting from the well known spring law: 

F = d * K (1) 

where d is the distance between the objects and K is the stiffness we want to 
reproduce for the object. The force feedback behaviour approximates a square wave 
step as much as possible: zero when probe and object are separated and K when they 
touch each other. To reduce the instability, that strongly reduces the realism of the 
simulation, an exponential law has been used to pilot the wave inclination. 

This very simple force model has given good results for simply convex models as 
cubes and sphere, even if its performance decays for more complex geometries. 

4   Conclusions 

The paper presents a haptic system for the fruition of 3D virtual models by blind 
people. The exploration of virtual 3D models can be helpful when the direct tactile 
fruition is impossible: objects (artistic artworks, animals, plants, geographical or 
historical data, …) that for dimension, location or sensitivity to damages cannot be 
touched, abstract representations of concepts (in biology, chemistry, mathematics, …) 
that can be hardly translate in physical three-dimensional artefacts, … .  Moreover, 
the flexibility of the haptic interaction can help to catch the meaning of tactile 
sensations which, in the physical world, are collected serially and at a single scale and 
require a huge effort for being synthesized and understood in the brain. 

The architecture designed for the system and the complex integration of the 
visualization, collision detection and force feedback components have been explained. 
A simple force model used for starting the development of a realistic interaction 
between the user and the virtual scene has been introduced. To offer a realistic 
experience of VRML models with any degree of non convexity we have customized 
the environment. Suitable software for scene graph manipulation and for collision 
detection has been developed starting from available software packages: the native 
VH environment of the haptic device works only as a general manager inside the 
application. A specific module to load complex VRML models and an open 
framework for the investigation of force models in the virtual space have been 
realized. The current components allow a basic geometrical and physical interaction 
between the user (through the model of its hand) and the virtual scene. The future 
development will focus on the analysis of more realistic force models, on the virtual 
exploration through the complete hand (using an hand’s model with realistic 
anatomical constraints and appropriate distribution of forces between the wrist and the 
five fingers), on the study of a multi-resolution interaction to support an exploration 
similar to the coarse to fine abilities of the human vision system. 
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Abstract. We propose an approach to Natural Language Processing
exploiting knowledge domain in an e-commerce scenario. Based on
such modeling an NLP parser is presented, aimed at translating de-
mand/supply advertisements into structured Description Logic expres-
sions, automatically mapping sentences with concept expressions related
to a reference ontology.

1 Introduction

We focus on an approach specifically aimed at translating demand / supply de-
scriptions expressed in Natural Language (NL) into structured Description Logic
(DL) expressions, mapping in an automated way NL sentences with concepts and
roles of a DL-based ontology. Motivation for this work comes from the observa-
tion that one of the major obstacles to the full exploitation of semantic-based
e-marketplaces, particularly B2C and P2P ones, lies in the difficulties average
users have in translating their advertisements into cumbersome expressions or
in filling several form-based web pages. Yet constraining a user to completely fill
in forms is in sharp contrast with the inherent Open World Assumption typical
of Knowledge Representation systems. We report here how we faced this issue in
the framework of MAMAS demand/supply semantic-matchmaking service [11].
Distinguishing characteristics of our NL parser include the direct use of DLs to
express the semantic meaning, without intermediate stages in First Order Logic
Form or Lambda calculus. This has been possible because of the strong con-
textualization of the approach, oriented to e-commerce advertisements, which
possess an ontological pattern that expresses their semantics and affects gram-
mar creation. Such pattern is reflected both in the structure of the ontologies we
built for e-commerce tasks and in the creation of the grammars. Two separate
lexical category sets are taken into account; the first one for goods, the second
one for their description. This choice allows to embed the problem domain into
the parser grammar. Furthermore we designed the grammar in two separate
levels. In this way we achieve more flexibility: the first level only depends on
the ontology terminology, while the second one only on the particular DL used.
Finally, our parser performs automatic disambiguation of the parsed sentences,
interacting with the reasoner.

M. Ali and F. Esposito (Eds.): IEA/AIE 2005, LNAI 3533, pp. 279–289, 2005.
c©Springer-Verlag Berlin Heidelberg 2005
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2 Description Logics and Natural Language Processing

To make the paper self-contained we begin by briefly revisiting fundamentals of
DLs [3]. The basic syntax elements are concept names, such as, CPU, device; role
names, such as hasSoftware, hasDevice; individuals, such as HPworkstationXW,
IBMThinkPad. Concepts stand for sets of objects, and roles link objects in differ-
ent concepts. Individuals are used for special named elements belonging to con-
cepts. Formally, a semantic interpretation is a pair I = (∆, ·I), which consists
of the domain ∆ and the interpretation function ·I , which maps every concept
to a subset of ∆, every role to a subset of ∆ × ∆, and every individual to an
element of ∆. The Unique Name Assumption (UNA) restriction is usually made,
i.e., different individuals are mapped to different elements of ∆, i.e., aI �= bI for
individuals a �= b. Basic elements can be combined using constructors to form
concept and role expressions, and each DL is identified by the operators set it is
endowed with. Every DL allows one to form a conjunction of concepts, usually
denoted as �; some DL include also disjunction � and complement ¬ to close
concept expressions under boolean operations. Expressive DLs [3] are built on
the simple AL (Attributive Language) adding constructs in order to represent
more expressive concepts. Allowed constructs in AL are: � universal concept
(all the objects in the domain); ⊥ bottom concept (the empty set); A atomic
concepts (all the objects belonging to the set represented by A); ¬A atomic
negation (all the objects not belonging to the set represented by A); C � D in-
tersection (the objects belonging both to C and D); ∀R.C universal restriction
(all the objects participating to the R relation whose range are all the objects
belonging to C); ∃R unqualified existential restriction (there exists at least one
object participating in the relation R). Expressions are given a semantics by
defining the interpretation function over each construct. Concept conjunction
is interpreted as set intersection: (C � D)I = CI ∩ DI , and also the other
boolean connectives � and ¬, when present, are given the usual set-theoretic
interpretation of union and complement. The interpretation of constructs involv-
ing quantification on roles needs to make domain elements explicit: for example,
(∀R.C)I = {d1 ∈ ∆ | ∀d2 ∈ ∆ : (d1, d2) ∈ RI → d2 ∈ CI}. Concept expressions
can be used in inclusion assertions, and definitions, which impose restrictions on
possible interpretations according to the knowledge elicited for a given domain.
The semantics of inclusions and definitions is based on set containment: an inter-
pretation I satisfies an inclusion C � D if CI ⊆ DI , and it satisfies a definition
C = D when CI = DI . A model of a TBox T is an interpretation satisfying
all inclusions and definitions of T . Adding new constructors to AL increases DL
languages expressiveness, but may also make inference services intractable [5].
The allowed operators in a DL based an AL are indicated by a capital letter.
For instance, ALN is a AL endowed with unqualified number restriction i.e.,
(≥ n R), (≤ n R), (= n R) (respectively the minimum, the maximum and the
exact number of objects participating in the relation R); ALC allows full nega-
tion; in ALE there can be used the qualified existential restriction; in ALEN
both existential and unqualified number restriction are defined and so on. Here
we refer mainly to an ALN DL, which can be mapped in a subset of OWL-DL
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[9]. Since the early days of terminological reasoners, DLs have been applied in
semantic interpretation for natural language processing [12]. Semantic interpre-
tation is the derivation process from the syntactic analysis of a sentence to its
logical form – intended here as the representation of its context-dependent mean-
ing. Typically, DLs have been used to encode in a knowledge base both syntactic
and semantic elements needed to drive the semantic interpretation process. Sev-
eral studies have been carried out aimed at building a good DL knowledge base
for natural language processing [6, 7]. A linguistically well motivated ontology
ought to be partitioned into a language-dependent part (the upper model) and
a domain-dependent part (the domain model), but it is well known this result
is theoretically very hard to achieve. Implemented systems rely on the so-called
multilevel semantics architecture [1]. For a recent survey of NLP projects using
DLs, see Chapter 15 in [3].

3 A Grammar for Parsing E-Commerce Advertisements

We started analyzing several advertisements related to different commerce do-
main e.g., consumer electronics components, real estate services, job postings. As
we expected, we noticed that advertisements present almost always, regardless of
the domain, a characteristic structure and are strongly contextualized. Further-
more the lexicon often uses some jargon and is a finite and limited set of terms.
With reference to the structure, there is always the good(s) to be bought/sold
and related characteristics. Each good in the domain refers to a single *concept*
in the knowledge domain but can be represented using different expressions,
which are semantically equivalent. The same can be said for good characteris-
tics. Hence, in each sentence there are at least two main lexical category: the
good and its description. From a DL point of view, generic advertisement can
be brought back to the following form:

C1 � C2 � ...Cn � ∀r1.D1 � ∀r2.D2 � ...∀rm.Dm

where Ci are the concepts related to the goods, and ∀rj.Dj to the goods descrip-
tion. This pattern can be also used as a guideline to model the task ontology
for the specific marketplace. Atomic concepts representing a good are modeled
as sub-concepts of a generic Goods concept. Notice that at least an ALN DL is
needed to model a marketplace, in order to deal with concept taxonomy, disjoint
groups, role restrictions (AL), and particularly number restriction (N ) to rep-
resent quantity. The sentence structure led us to investigate techniques similar
to Semantic Grammars [2] ones, where the lexical categories are based on the
semantic meaning. We created two basic lexical category sets. One related to
what we call Fundamental Nouns (FN), denoting nouns representing goods, the
other one related to what we simply call Nouns (N), denoting nouns describing
goods. The lexical categories built based on Ns can be identified because their
names start with a capital D. For instance DP corrsponds to the *classical* NP
but related to a noun phrase representing a good description. This distinction
is useful during grammar rules composition (see 1) because it allows to deter-
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mine if a sentence is acceptable or not in our scenario. It must contain at least
a constituent of category FN, otherwise it means there are no goods to look
for. Since the idea was to bind the grammar to the reference DL ontology, we
enforced the relationship using features identifying the role of lexical categories
within the ontology itself. In a way inspired by the use of a TYPE feature in a
Template Matching [2] approach, we created three different features, respectively
for concept names (concept), role names (role), operators (op), whose value is
strictly related to the terminology used in the ontology. Using such features it is
possible both to align the lexicon with the terms in the ontology and to obtain
a limited number of rules associating a semantic meaning to the constituents.

3.1 Lexicon and Grammars

With the aim of building reusable elements to be easily adapted for different
marketplaces and ontologies, we separated information related to the terminol-
ogy, the lexical category of the terms, and the expressiveness of the DL used
to model the ontology. The idea is to minimize changes and possibly to reuse
both the lexical and the semantic information. In fact the parsing process is con-
ceived in two stages, each one using a different (kind of) grammar. Using the first
grammar, terms in the NL sentence are strictly related both to the terminology
used in the ontology –atomic concept names and role names– and to the logical
operators. With the Level 1 Grammar a parser is able to bind set of words to the
correspondent element in the ontology. The Level 2 grammar uses the interme-
diate result produced during the Level 1 phase to build the logical form of the
sentence with respect to a good/description model. In this parsing phase logical
operators and quantifiers allowed by the DL used to built the ontology are used
to link the basic elements. This subdivision allows more flexibility. Adapting the
grammar to a new ontology (based on the same DL) requires major changes only
in the Level 1 grammar, in which concept and role names appear, in order to
remap the new Lexicon to the terminology used in the ontology. On the other
hand if the adopted DL is changed, e.g., from a ALN DL to a ALEN DL [3],
major changes are requested only for Level 2 rules.
In the following we show how the logical form of the sentence is built with the
aid of some examples, conceived with reference to the toy ontology in Fig. 1 1.

Lexicon. First of all let us point out that, at the current stage of our work,
we do not carry out any morphological analysis. In the lexicon, each term is
endowed with the following features:

– cat represents the lexical category of the single word, i.e., FN (noun indi-
cating goods), N (noun describing goods), V (verb), ADJ (adjective), ADJN
(numerical adjective), ADV (adverb), ART (article), CONJ (conjunction),
PREP (preposition).

1 In the ontology, for the sake of clarity, we do not model also Processor, Monitor,
Storage Device as subconcept of Goods. Even if in a real computer marketplace
scenario these can be modeled as Goods to be sold/bought.
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AMD Athlon XP � Processor

Intel Pentium4 � Processor

Intel Celeron � Processor

CD Reader � Storage Device

CRT monitor � Monitor

LCD monitor � Monitor

CRT monitor � ¬LCD monitor

Computer � Goods

Desktop Computer � Computer�(= 1 hasCPU)�∀hasCPU.Processor�∃hasComponent�
∀hasComponent.Monitor � ∃RAM
Notebook � Desktop Computer � ∀hasComponent.LCD monitor

Server � Computer � ∀hasCPU.Processor � (≥ 2 hasCPU) � ∀RAM.(≥ 1 0)00mb)
Monitor � ¬Processor
Monitor � ¬Storage Device

Storage Device � ¬Processor

Fig. 1. The toy ontology used for examples

– concept,role represent, respectively, the corresponding atomic concept,
role in the ontology.

– op represents the corresponding logical operator in DL.
– sw, is set true if the term is a stopword.
– aux is an auxiliary field for a further customization of the grammars.

Level 1 Grammar. Actually, the mapping between the terms in the NL sen-
tence and the ones in the ontology is not in a one to one relationship. There is
the need to relate words set to the same concept or role within the ontology.
In Fig. 2 a simple grammar is reported to deal with sentences related to our
reference computer domain (see Fig. 1).

1) DPF[c,r,-] → N[c,r,-]
2) DP[-,r,x] → N[-,r,x]
3) DP[-,r,-] → N[-,r,-]
4) NP[c,-,-] → FN[c,-,-]
5) DP[-,r2,c1] → ADJN[c1,-,-] N[-,r2,-]
6) NP[concat(c1,c2),-,-] → N[c1=Desktop,-,-] FN[c2=Computer,-,-]
7) DP[-,hdd,-] → ADJ[-,r1=hard,-] N[-,r2=disk,-]
8) DPF[concat(c1,c2),r,-] → N[c1=LCD,r,-] N[c1=monitor,r,-]
9) DPF[concat(c1,c2),r,-] → V[-,r=hasStorageDevice,-] N[c1=CD,-,-] N[c1=Reader,-,-]

Fig. 2. Example Level 1 Grammar Rules

1) 2) 3) 4) map nouns N,FN to constituents NP,DP,DPF, which can contain
more than one noun.

6) 7) 8) 9) deal with elements in the ontology represented by two or more
words in the sentence. In particular, Rule 9) represents a role with its filler.



284 S. Coppi et al.

5) since number restriction are needed in e-commerce scenarios, as good descrip-
tions, we allow to introduce them in this grammar. Role 5) creates a new DP
constituent linking the role mb to its numerical restriction, e.g., (≥ 256 mb).

Level 2 Grammar. This grammar binds the sentence to the expressiveness
of the DL chosen to model the ontology. The purpose of Level 2 rules is to
put together single concepts and roles of the ontology, to form an expression
in DL representing the logical model of the sentence, reflecting the structure of
the good/description ontological pattern. With respect to the rules in Fig. 3 we
obtain:

1) 2) 3) introduce the DL operators ≥ and ∀. Rule 1) states that if there
is a constituent DPF, e.g., with role=”hasComponent” and concept=
”LCD monitor”, a new DPA (a descriptive constituent) is created with
concept containing the DL expression: ∀hasComponent.LCD monitor. The
distinction, inspired by the Semantic Grammars approach, is useful to reduce
ambiguity in the resulting logical form. In a similar way rule 2) introduces
the operator (≥ n R) and the DPL category containing this operator. Rule
3) manages the case of an (≥ n R) nested in a ∀R.C expression such as
∀RAM.(≥ 256 mb).

4) 6) are useful to compose contiguous constituents of the same type.
5) 7) state that a sentence is composed by a constituent NP representing the

good of the advertisement, followed by descriptive constituents DPA or DPC.

1) DPA[(all r c)] → DPF[c,r]
2) DPL[(atLeast x r)] → DP[-,r,x]
3) DPA[(all r2 c1)] → DPL[c1,-] DP[-,r2]
4) DPC[c1 c2] → DPA[c1,-] DPL[c2,-]
5) S[(And c1 c2 c3)] → DPC[c1,-] NP[c2,-] DPA[c3,-]
6) DPA[c1 c2] → DPA[c1,-] DPA[c2,-]
7) S[(And c1 c2)] → NP[c1,-] DPA[c2,-]

Fig. 3. Example Level 2 Grammar Rules

3.2 Ambiguity Resolution Through Filtering

After the parsing process, more then one DL logical expression –corresponding
to the NL sentence– can be produced. Interacting with the DL reasoner, the
parser is able to reduce the number of expression to just one, thanks to the
domain knowledge. This is performed through the application of a sequence of
post-processing filters.

1. Removing unsatisfiable descriptions. Descriptions unsatisfiable with respect
to the ontology are filtered out.

2. Ontological pattern matching. Checks whether the DL descriptions match
a given ontological pattern. In the marketplace scenario it is verified if the
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concept expressions keep the good/description structure via a subsumption
check with a DL expression representing such structure.

3. Subsumption relationship. Given D1,D2 two different translations of the
same advertisement, if D1 � D2, the filter removes the more general de-
scription D2, which is less specific than D1.

4. After the application of the previous filters, there could yet be more than
one DL expression D1,D2, ...,Dn associated to the sentence. In order both
to avoid the same sentence being described with logical formulas inconsistent
with each other and to put together all the information extracted from the
NL sentence, we model the final translation as the conjunction of all the
translations remaining after previous stages. In this way, if two resulting
descriptions, Di,Dj model information incompatible with each other, i.e.,
Di � Dj ≡ ⊥, then an error message is returned, stating that the parser
is not able to find a unique semantic model of the sentence. Furthermore,
in this way we are able to catch all available information, even if it is not
present in every candidate expression associated to the sentence.

4 System and Results

The NL parser presented here was designed with the aim of making the
system as flexible and modular as possible. It is implemented in Java and all
configurations, including grammars, are provided as XML files; a snapshot
of the Graphical interface is in Fig. 4. The parser is is part of the MAMAS2

framework, a semantic-based matchmaking service, which uses a largely
modified version of the NeoClassic reasoner to provide both standard inference
services (e.g., subsumption and satisfiability) and novel non-standard services,
in an ALNDL, especially tailored for e-marketplaces. Given a supply/demand
advertisement potential ranking [11] retrieves a sorted list of satisfiable matching
advertisements, ranked accordng to their mismatch semantic distance from
the query; partial ranking [11] retrieves a sorted list of unsatisfiable matching
advertisements, ranked according to their dissimilarity semantic distance from
the query (basically useful when nothing better exists); abduce [10] provides
descriptions of what is missing in a description to completely fulfill the query,
i.e., it extends subsumption providing an explanation. To provide a flavor of the
system behavior, in the following we report matchmaking results with respect
to the marketplace descriptions shown in Table 1. Notice that in the table
demand0 is not consistent with the knowledge modeled in the ontology because
of processors number specification3. Hence, the ranked list below is related only
to demand1 versus supply1, supply2, supply3.

2 Available at http://dee227.poliba.it:8080/MAMAS-devel/
3 The ontology describes a desktop computer as a machine endowed with exactly 1

CPU (Desktop Computer � ...(= 1 hasCPU) � ...), then a notebook defined as a
desktop computer (Notebook � Desktop Computer...) cannot have two processors.
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Table 1. Marketplace example

demands NL sentence/DL translation

demand0 – Looking for a Pentium4 biprocessor notebook with 256 mb RAM.
– Request Incoherent w.r.t. the Ontology

demand1 – Desktop computer with 30 Gb hard disk, lcd monitor included.
– Desktop Computer � ∀hdd.(≥ 30 gb) � hasComponentLCD monitor

supplies NL sentence/DL translation

supply1 –Offering Notebook with 40 Gb hard disk and 256 Mb ram.
– Notebook � ∀RAM.(= 256 mb) � ∀hdd.(= 40 gb)

supply2 – Offering Desktop computer with 80 Gb hard disk and 512 mb ram
equipped with cd reader.
– Desktop Computer � ∀RAM.(= 512 mb) � ∀hdd.(= 80 gb)
�∀hasStorageDevice.CD Reader

supply3 – Offering Server with Pentium4 processors.
– Server � ∀hasCPU.Intel Pentium4

Fig. 4. Parser graphical user interface

Potential matches ranking list ([potential ranking] – [abduce] results):
supply1 vs. demand1 [0] – [�]
supply2 vs. demand1 [1] – [∀hasComponent.LCD monitor]
Analyzing the above results, we see that supply1 completely satisfies demand1,
in fact the mismatch distance is 0, as there is a subsumption relation be-
tween demand1 and supply1, as can be also argued by the � result for the
related Concept Abduction Problem. With reference to supply2, in order to make
it completely satisfy demand1, information on ∀hasComponent.LCD monitor
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Table 2. Test Results

Translated Advertisements 89
Completely translated 73
Incomplete translations 16

Wrong translation 9

Inconsistent translation w.r.t. the ontology 2

should be specified, then the distance computed w.r.t. the ontology is 1 (in-
stead of 2, due to the axiom in the ontology stating that Desktop Computer �
... � ∀hasComponent.Monitor...).
Partial matches ranking list ([partial ranking] result): supply3 vs. demand1 [1]

To carry out a test of the parser performances, without any claim of com-
pleteness, we selected the domain of real estate advertisements. The domain
knowledge was provided examining advertisements from several English news-
papers and websites. The ontology built for this marketplace is composed by
146 concepts and 33 roles. The Lexicon is of 553 words, and Level 1 and Level 2
Grammars respectively have 79 and 58 rules. We randomly selected 100 adver-
tisements (all different from those originally used during the domain definition)
from various British websites and used them as test set. Results are summarized
in Table 2.

5 Discussion and Conclusion

The Semantic Web intiative, which envisions ontology-based semantic markup
both for interoperability between automated agents and to support human users
in using semantic information, has provided a renovated interest towards NL
based systems and approaches. Relevant recent works include Aqualog [8], which
uses the GATE (http://gate.ac.uk) infrastructure and resources, extended by
use of Jape grammars that add relations and question indicators to annotations
returned by GATE. The input query in natural language is mapped to a
triple-based data model, of the form ¡subject, predicate, object¿. These then are
further processed by a dedicated module to produce ontology-compliant queries.
If multiple relations are possible candidates for interpreting the query, they
revert to string matching is used to determine the most likely candidate, using
the relation name, eventual aliases, or synonyms provided by lexical resources
such as WordNet. Swift et al. [13] proposed a semi-automatic method for corpus
annotation using a broad-coverage deep parser to generate syntactic structure,
semantic representation and discourse information for task-oriented dialogs.
The parser, like the one we propose, is based on a bottom-up algorithm and
an augmented context-free grammar with hierarchical features, but generates
a semantic representation that is a flat unscoped logical form with events
and labeled semantic arguments. This method builds linguistically annotated
corpora semi-automatically by generating syntactic, semantic and discourse
information with the parser, but the best parse has to be selected by hand
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from a set of alternatives. Our system, instead, uses a post-processing module
that refers to an ontology and a reasoner to automatically select the final
translated sentence. Semantic interpretation in our system is performed using
a semantic grammar, which allows to produce constituents with both syntactic
and semantic meanings; a similar approach is used by Bos et al. [4]; they apply
Combinatory Categorial Grammar (CCG) to generate semantic representations
starting from CCG parser. The tool they use to build semantic representations
is based on the lambda calculus and constructs first-order representations
from CCG derivations. In this work we exploited use of knowledge domain,
to model task ontologies and grammars, making them both highly re-usable.
We are currently working on the introduction of a morphological analysis in
conjunction with WordNet for lexicon modeling, and on an extension of the
approach to more expressive DLs.
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Abstract. In this paper, an adaptive natural language dialog model
for Web-based cooperative interactions is proposed to improve the re-
sults in achieving a successful filtered search on the Web. The under-
lying principle, based on automatically generating language-driven in-
teractions which take into account the context and the user’s feedback
is discussed. The preliminary working design and experiments, and the
results of some real evaluations are also highlighted.

1 Introduction

The increasing use of Web resources in the last years has caused a need for more
efficient and useful search methods. Unfortunately, the current mechanisms to
assist the search process and retrieval are quite limited mainly due to the lack
of access to the document’s semantics and the underlying difficulties to provide
more suitable search patterns.

Although keyword-based information retrieval systems can provide a fair first
approach to the overall process so far, one of the next challenges will be to carry
out these kind of tasks more precise and smarter in order to make good use of the
user’s knowledge (i.e., intentions, goals) so to improve the searching capabilities
with a minimum of communicating exchanges. Our approach’s main claims relies
on the following working hypotheses:

– To decrease information overload in searching for information implies “fil-
tering” that in an intelligent way in terms of the context and the user’s
feedback.

� This research is sponsored by the National Council for Scientific and Technological
Research (FONDECYT, Chile) under grant number 1040500 “Effective Corrective-
Feedback Strategies in Second Language Teaching with Implications for Intelligent
Tutorial Systems for Foreign Languages.”

M. Ali and F. Esposito (Eds.): IEA/AIE 2005, LNAI 3533, pp. 290–299, 2005.
c©Springer-Verlag Berlin Heidelberg 2005
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– To take into account the linguistic underlying knowledge as main working
support can assist us to specify and to restrict the real user’s requirements
to capture the user knowledge.

The main working focus of this work is on improving the whole information
searching paradigm with both a computational linguistics model and a more
suitable search agent to filter and so to overcome the information overload issue.
Our approach’s backbone will be made of task-dependent discourse and dialog
analysis capabilities as a major interactive searching system. While the original
approach and implementation were carried out to deal with Spanish dialogs, we
provide a model which can be easily adapted to other languages as long as the
right grammar and pragmatic constraints are taken into account.

Our experiments, conducted in the context of a filtering system for Web
documents, shows the promise of combine Natural Language Processing (NLP)
techniques with simple inference methods to address an information searching
problem. In what follows, we first motivate our work by discussing previous work.
Next, the distinguishing features of our approach is described along with the
analysis methods and used representation. Finally, details of some experiments
and results are highlighted.

2 Information Filtering and Search

Several search engines use automated software which goes out onto the web and
obtains the contents of each server it encounters, indexing documents as it finds
them. This approach results in the kind of databases maintained and indexed
by services such as Alta Vista and Excite. However, users may face problems
when using such databases such as the relevance of the retrieved information,
the information overload, etc.

Intelligent searching agents have been developed in order to provide a partial
solution to these problems [7]. These agents can use apply spider technology
used by traditional Web search engines, and employ this in new ways. Usually,
these tools are “robots” which can be trained so to search the web for specific
types of information resources. The agent can be personalized by its owner so
that it can build up a picture of individual profiles or precise information needs.

These agents can learn from past experiences and will provide the users with
the facility of reviewing search results and rejecting any information sources
which are neither relevant nor useful. This information will be stored in a user
profile which the agent uses when performing a search. For this, an agent can also
learn from its initial forays into the web, and return with a more tightly defined
searching agenda if requested. Some of the representative current tools using
this technology include FireFly, Webwatcher, Letizi, etc. A common constraint
of many search systems is the lack of a deeper linguistic analysis of the user’s
requirements and context to assist him/her in getting a more specific view about
what he/she really wants.

Several approaches have been used to get into the document’s “semantics”,
including Foltz which uses Latent Semantic Analysis to filter news articles, IN-
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FOSCOPE which uses rule-based agents to watch the user’s behavior and then
to make suggestions, MAXIMS for collaborative electronic filtering, etc.

In this context, learning and adaptation capabilities become more important
in a Information Filtering (IF) context rather than Information Retrieval (IR)
because of the underlying environment’s features: IF systems are used by huge
groups of users who are generally not motivated information seekers, and so their
interests are often weakly defined and understated.

On the language side, part of these problems could be overcame either by
extracting deep knowledge from what the users are looking for or by interac-
tively generating more explanatory requests to have users more focused in their
interests. Although some research has been carried out using NLP technology to
capture user’s profiles, it has only been used in very restricted domains which
use general-purpose linguistic resources [2].

Deeper approaches can be applied by making good use of NLP. In particular,
Natural Language Generation (NLG) techniques can be used to allow the system
to produce good and useful “dialogs” with the user. An important issue in this
regard is on decreasing the number of generated conversation/interaction turns
in order for the user to obtain the information (i.e., references to documents)
he/she is looking for.

Over the last years, NLG research has strongly evolved due to the results
obtained in the first investigations. Since then, the task of establishing and pro-
cessing the discourse’s content has been privileged [8]. A key issue issue here
concerns the discourse planning in which, based on the speech acts theory [4],
linguistic concepts are incorporated into the description of computer systems
producing plans which contain sequences of speech acts [3]. In order to model
NLG-based dialog interactions, some approaches have been identified including
Dialog Grammars, Dialog Plan based Theories, Dialogue as Cooperation.

It is generally agreed that developing a successful computational model of
interactive NL dialogue requires deep analysis of sample dialogues. Some of the
types of dialogues include Human-Human dialogues in specific task domains,
Human-Computer dialogues based on initial implementation of computational
models, Wizard of Oz (WOZ) dialogues in which a human (the Wizard) simulates
the role of the computer as a way of testing out an initial model [6].

While much knowledge can be gained from WOZ-based experimentation,
this is not an adequate mean of studying all elements of human-computer NL
dialogue. A simulation is plausible as long as humans can use their own problem-
solving skills in carrying out the simulation. However, as the technique requires
mimicking a proposed algorithm, this becomes impractical.

Despite of this potential drawback, this paper reports work that attempts
to deal with WOZ techniques in a controlled experiment so as to conceive a
task-specific dialog model.

3 Search-Driven Dialog Management

In coming up with suitable profiles or likes, current filtering systems allow the
users to specify one or more sample documents as reflective of his/her interests [9]
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instead of requiring direct explicit definition of interest, whereas others attempt
to learn those from the user’s observed behavior. This kind of approach turns
to be impractical as users are not focused in what they really want when they
have not obtained documents matching their requirements.

Instead of providing samples or going through the Web looking for relevant
information, we propose a new approach in which search requirements are fo-
cused by using a dialog-based discourse interaction system so to capture the user
specific interests.

 Agent
FilteringCriteria

Vectors

answer
and/or
feedback

query
and/or
feedback

Interactive
Dialog

Generator

USER

context-dependent
features

Search Request

Intermediate
Results

search
results

Filtered

Document’s
vector

WWW

(initial raw search)

Fig. 1. The Overall Search-driven Dialog System

Our model for searching/filtering through discourse processing is shown in
figure 1. The operation starts from Natural Language (NL) queries provided
by the user (i.e., general queries, general responses, feedback, confirmation, etc)
and then passed through the dialog manager so this generates the corresponding
interaction exchanges (“turns”) so to arrive into a more elaborated and specific
search request. As the dialog goes on, the system generates a more refined query
which finally is passed through a search agent. The results of the search are
explicitly delivered to the user as soon as these have been appropriately filtered,
which depends on previous interactions, the user’s context and the features ex-
tracted from the queries.

3.1 Experiments with Web-Based Dialogs

A preliminary experimental stage consisted of recording, observing and estab-
lishing the dialogue structure produced by users in a communicating situation
involving information searching on the Web. In order to classify explanatory
and descriptive dialogs shown in a user-computer dialogue interaction, a set of
experiments was carried to gather a corpora of dialogue discourses between user
and computer. To this end, a series of activities were designed and then per-
formed as case studies in a communicating situation involving natural language
interaction.

As part of the methodology, dialog models can be built up from the data
above using the WOZ technique. In our model, this method has been used to
develop and to test the dialogue models. During each interaction, the human
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(the Wizard) simulates a system which interacts with the users who believe
to be interacting with a system which (supposedly) handles natural language.
Next, the dialogues are recorded, annotated and analyzed with the ultimate goal
of improving the dialogue model and therefore, the interaction. In the actual
experiments, WOZ has been used to gather dialogue corpus which allows us to
analyze the transcriptions and to establish a dialogue structure based model
that will support the planning and generation of interactive explanatory and
descriptive discourse.

In the experimental sessions, a threshold of 20 minutes was considered to
check for the user’s communicating goal accomplishment with a total number of
20 non-expert subjects being involved. For this, the sample was divided into four
groups, in which the first three ones were randomly selected whereas the fourth
one was constituted by graduate students of linguistics. They were then required
to perform the search and to provide explanations and descriptions from what
they obtained from the search results.

3.2 Interactive Discourse Generator

The discourse generator relies on several stages which state the context, the
participants’ knowledge and the situation in which the dialogue discourse ana-
lyzed by the system is embedded. This also considers a set of modules in which
input and output is delimited according to different stages of linguistic and non-
linguistic information processing defined by the dialogue. This phase is strongly
based on the linguistic proposal of a model to discourse processing and the dis-
course approach regarding the components of interaction and action.

Dialog Record

User Model

Analyzer

Context Model

Interaction Module

Discourse 
Generator

Discourse

Situation Model

Action Module

Filtering+Search
Agent

USER’S INPUT 

(output sentences)
UTTERANCE

Fig. 2. The Interactive Dialog Processing Stage

In figure 2, the proposed model to generate discourse on bibliographic search
on the Web is shown. This starts with the user’s input (NL query) and produces
either an output consisting on a NL conversation exchange to guide the dialog
so to have the user more focused or a search request to be passed through the
search agent.

In order to better understand the approach, the underlying working has been
separated into different components as stated in figure 2:
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– The Context Model deals with the information regarding the dialogue’s par-
ticipants. This is, the “user” who needs information from the Web and the
“system” which performs the search. This model states the kind of social
situation called “bibliographical queries on the Web” and the participants’
goals: “find out information about some topic” and “assist the user on achiev-
ing her/his goal through collaborative dialog at searching the Web. Here, the
User Model includes knowledge about the user (i.e., features) who the sys-
tem will interact with.

– The Interaction Module is based on Grice’s cooperative principle and col-
laborative maxims [5] and involves two-position exchange structures such
as question/answer, greeting/greeting and so on. These exchange structures
are subject to constraints on the system’s conversation, regarding a two-
way ability to transmit through the keyboard, suitable and understandable
messages as confirmation acts.

– The Discourse Analyzer receives the user’s query and analyzes the informa-
tion contained in order to define the conditions which can address the sys-
tem’s response generation. This module’s outcome is the query recognized
and analyzed by the system.

– The Discourse Generator involves both the information from the search
agent’s information recording module and that coming from the dialog record-
ing module to produce a coherent utterance on the current dialog state. As
a first output, the module generates a question to the user about the in-
formation needed to produce the corresponding utterance to the dialog’s
conversational turn.

Dialog starts by generating the kind of utterance “query about information
requested by the user”. The system then considers two possible generations: an
specific query for the communicating situation (what topic do you want to
search for?) and a general one on the context of the different kinds of infor-
mation available on the Web. Next, further user’s requests can be divided into
four general higher groups: request for information, positive/negative confirma-
tion, specification of features, and specification of topic.

The discourse analyzer processes the user’s input and gets the information
needed to the search agent which performs the selected search itself. From the
obtained information (i.e., references to documents) the NL generator addresses
the dialog towards an explanatory generation into two kind of possible utter-
ances: one aimed at having a more detailed specification of the user’s query:
“Your query is too general, could you be more specific?”, or one which requires
the user to state some feature of the topic being consulted: “I found too much
information, in which one are you interested most?”. The discourse analyzer
again performs the analysis on the user’s specific input in order for the agent to
perform an suitable search.

The search actions are performed by an action generation module (figure 2)
which receives the information analyzed from the discourse analyzer. At this
point, the (discourse) analyzer processes the user’s response in order for the
generator to produce an output confirming or expressing the action done (i.e.,



296 A. Ferreira-Cabrera and J.A. Atkinson-Abutridy

“Did you find what you were looking for?”). Furthermore, the overall process
starts by establishing a top goal to built down the full structure in the sentence
level. Once the goal has been recognized, the corresponding speech acts are
produced to guide the further NL generation.

3.3 Searching and Filtering Agent

Unlike traditional search engines or IR systems, we have designed a search agent
which does not deliver all the information to the user in the very first interaction.
The preliminary information is used to feed both the system’s knowledge and the
user’s request and queries. As the dialog goes on, the agent refines the request
and filters the initial information already obtained until a proper amount of
information can be displayed at the page of the dialog.

This Filtering Agent (figure 1) is made of three components: the informa-
tion searcher, the criteria analyzer which deals with the obtained information
according to some parameters (criteria), and the information status recorder
which keeps the information about the results of the analysis to be accessed by
the discourse generator so to produce the output sentence. Both documents and
user’s queries are represented in a multidimensional space. Thus, when a query
is processed this is then translated into a pattern representing a criteria vector.

Those criteria represent important context information related to obtained
Web pages and so they can be useful in training the patterns and filtering the
results. Initially, criterion X0 will concern the subject or input’s topic and the rest
of the vector will remain empty (as the dialog proceeds and new search results are
obtained, these slots are filled). In addition, each criterion has some “weight”
which represents its contribution to a defined document or the importance of
some features over others.

From these criteria, dialog samples and context information, it was possible
to extract and synthesize the most frequent and useful search patterns. Some
of them included the URL Address of the Web page being selected, Documents’
author, Language in which the document is written in, Document’s source coun-
try, Type of document/page (commercial, education, etc), documents related to
events, Technical documentation, Research groups, Products and Services, and
so on.

Decisions on specific actions to be taken given certain context knowledge
(i.e., criteria) will depend on two kind of ground conditions: information on
the documents’ slots/criteria (if any), and simple inferences drawn when the
previous information is not enough. The later has to do with a rough statistical
confidence of performing certain action given some criteria values (i.e., Bayesian
inference). The result of this inference has two basic consequences: one affecting
the information filtered and other assisting the sentence generation to look for
criteria/features missed or incomplete.

In practice, the actions are translated into high level goals of pragmatic con-
straints which cause a particular kind of NL dialog to be generated (i.e., question,
request, feedback,..).
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4 Working Example and Results

The results of applying the model can be described in terms of two main issues
regarding our initial goals and hypotheses. One hypothesis concerns the kind of
utterance automatically generated by the system which suggests that the search-
driven dialog generation can be plausible. A second issue concerns the benefits
of using this kind of interaction to overcome the information overload so that
the time spent by the user looking for information is decreased.

On the dialog processing side, a prototype was built in which the discourse
generator was implemented and a restricted medium-size NL interface for user’s
input parsing was designed using the GILENA NL interfaces generator [1] which
allowed us to tie the application with the Web resources.

In processing the rules implemented in the discourse generator, several dis-
course inputs were used. Thus, generating each rule involved producing the cor-
responding utterance. The analysis of results was based on the generation of 1000
dialog structure samples obtained from the discourse processing task carried out
by the system. The discourse manager was able to generate dialog structures and
to interact with the user starting from communicating goals as follows (S stands
for the system’s output, and U for the user’s input, with the corresponding
English translations):

ACTION: the system generates a kind of sentence/query on a topic requested by
the user:

S: What are you interested in?
U: about linguistics

ACTION: “Specification of the results of the search topic” (the generation will
involve a turn to request more specific information about the topic):

S: Your query is too broad, could you please be more specific? U:
bueno/Ok

ACTION: Search’s results and dialog context dependent generation (the kind of
utterance generated is fully adaptive so it varies from one interaction to other):

U: The information obtained is written in different languages,
do you prefer it in Spanish? ..
U: There are twenty references about that topic, do you want

to check all of them? ..
U: I found information about research groups, courses, etc,

what are you interested in?

On the filtering side, the system performance was analyzed regarding the ex-
periments evaluating the number of conversational turns in the dialog necessary
to get a more accurate requirement and filtered information against the number
of references/documents which matched these requirements. Initially, the set of
possible candidate became more than 30000 document references but for the
simplicity’s sake the scope has been reduced to a maximum of 1000 references.
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Fig. 3. Interactive Experiments: Number of Interactions vs Number of obtained Ref-

erences

Two experiments were carried out (figure 3). In a first one, one of the main
topics of interest was around the focus Object (not the keyword), and the second,
Movies. In order to better understand the analysis, each interaction is defined
by one or more dialogs (exchanges) between user and system.

Interactions in experiment No. 1 showed an increase in the number of doc-
uments matched as more than three turns are exchanged. It does not come up
by a chance: for the same number of interactions (i.e., five), different results
are showed mainly due to the adaptive way the dialog continues. This is, the
context and kind of the questions made by the agent are changing depending on
the situation and the document’s contents. Different results were obtained for
the same number of interactions because the type of document searched for was
changed as other features were restricted. A similar situation arises as the user
states a constraint regarding the language, in which case, most of the references
matched were not produced at all.

In the second experiment, something slightly similar happened. Even in di-
alogs with three exchanges, sudden increments were observed, going up from 1 to
nearly 35 resulting references. One of the reasons for this growth is an inference
drawn by the agent and a user’s restriction related to the document’s nature
he/she is looking for (i.e., type of page, etc).

From both experiments, it can be seen that there is an important drop in
the results obtained with a minimum of conversation turns due to constraints on
the nature of the information finally delivered. Our prototype agent took into
account the previous issues hence there are some classes of high level requests
which are more likely to occur than others.

5 Conclusions

In this paper, we described a model for natural language based Web filtering and
its cooperative strategies to deal with the problem of information overloading
when interactions with the user are taken into account.

Initial hypotheses regarding user’s feedback and the search agent’s inference
capabilities have been experimentally tested in medium-size situations. The anal-
ysis could have gone deeper, from an IR point of view, however our goal was to
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provide an integrated view in order to put together all the referred elements
rather than concentrating on typical IR metrics as they mainly involves the sur-
face side of the searching/filtering process (feedback loop is never considered).

From the underlying experiments, we hypothesize that a lot of time could be
saved if we are were provided with weighted features usually presented on the
information retrieved depending on its importance degree or usage. Whatever the
situation, interactions (in form and content) will strongly rely on those factors,
and this should not leave user’s contributions apart from the decisions being
made by the system. From a language-centered viewpoint, the current model
based on dialog interactions suggest a promising work methodology to deal with
more specific information searching requirements in which both designing and
implementing a NLG system can easily be adapted to the current communicating
situation. Even although there is a lot of NLG systems, as far as we know, this
is the first attempt to integrate these technologies to address the problems of
searching and filtering on the Web.
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Abstract. A model-based approach for minimization of test sets for human-
computer systems is introduced. Test cases are efficiently generated and se-
lected to cover both the behavioral model and the complementary fault model 
of the system under test (SUT). Results known from state-based conformance 
testing and graph theory are used and extended to construct algorithms for 
minimizing the test sets. 

1   Introduction 

Testing is the traditional validation method in the software industry. This paper is a 
specification-oriented testing; i.e., the underlying model represents the system behav-
ior interacting with the user’s actions. The system’s behavior and user’s actions will 
be viewed here as events, more precisely, as desirable events if they are in accordance 
with the user expectations. Moreover, the approach includes modeling of the faults as 
undesirable events as, mathematically spoken, a complementary view of the behav-
ioral model. Once the model is established, it “guides” the test process to generate and 
select test cases, which form sets of test cases (also called test suites). The selection is 
ruled by an adequacy criterion, which provides a measure of how effective a given set 
of test cases is in terms of its potential to reveal faults [10]. Most of the existing ade-
quacy criteria are coverage-oriented. The ratio of the portion of the specification or 
code that is covered by the given test set in relation to the uncovered portion can then 
be used as a decisive factor in determining the point in time at which to stop testing 
(test termination). Another problem that arises is the determination of the test out-
comes (oracle problem).  

Based on [3], this paper introduces a novel graphical representation of both the be-
havioral model and the fault model of interactive systems. The number of the test 
cases primarily determines the test costs. Therefore sets of test cases (test sets) are 
constructed and minimized (minimal spanning set for coverage testing) by introduced 
algorithms. A scalability of the test process is given by the length of the test cases 
which are stepwise increased.  

The next section summarizes the related work before Section 3 introduces the fault 
model and the test process. The minimization of the test suite is discussed in Section 
4. Section 5 summarizes the results of different studies to validate the approach. Sec-
tion 6 concludes the paper and sketches the research work planned. 
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2   Related Work 

Methods based on finite-state automata (FSA) have been used for almost four decades 
for the specification and testing of system behavior [6], as well as for conformance 
and software testing [1, 15]. Also, the modeling and testing of interactive systems 
with a state-based model has a long tradition [16,17]. These approaches analyze the 
SUT and model the user requirements to achieve sequences of user interaction (UI), 
which then are deployed as test cases. A simplified state-based, graphical model to 
represent UIs is introduced to consider not only the desirable situations, but also the 
undesirable ones. This strategy is quite different from the combinatorial ones, e.g., 
pairwise testing, which requires that for each pair of input parameters of a system, 
every combination of these parameters’ valid values must be covered by at least one 
test case. It is, in most practical cases, not feasible [18] to test UIs. 

A similar fault model as in [3] is used in the mutation analysis and testing ap-
proach which systematically and stepwise modifies the SUT using mutation op-
erations [8]. Although originally applied to implementation-oriented unit testing, 
mutation operations have also been extended to be deployed at more abstract, higher 
levels, e.g., integration testing, state-based testing, etc. [7]. Such operations have also 
been independently proposed by other authors, e.g., “state control faults” for fault 
modeling in [5], or for “transition-pair coverage criterion” and “complete sequence 
criterion” in [15]. However, the latter two notions have been precisely introduced in 
[3] and [21]. A different approach, especially for graphical UI (GUI) testing, has been 
introduced in [13]; it deploys methods of knowledge engineering to generate test 
cases, test oracles, etc., and to deal with the test termination problem. All of these ap-
proaches use some heuristic methods to cope with the state explosion problem. 

This paper also presents a method for test case generation and selection. Moreover, 
it addresses test coverage aspects for test termination, based on [3], which introduced 
the notion of “minimal spanning set of complete test sequences”, similar to “spanning 
set”, that was also later discussed in [12]. The present paper considers existing ap-
proaches to optimize the round trips, i.e., the Chinese Postman Problem [1], and 
attempts to determine algorithms of less complexity for the spanning of walks, rather 
than tours, related to [20,14]. 

3   Fault Model and Test Process 

This work uses Event Sequence Graphs (ESGs) for representing the system behavior 
and, moreover, the facilities from the user’s point of view to interact with the system. 
Basically, an event is an externally observable phenomenon, such as an environmental 
or a user stimulus, or a system response, punctuating different stages of the system ac-
tivity. 

3.1   Preliminaries 

Definition 1. An Event Sequence Graph ESG=(V,E) is a directed graph with a finite 
set of nodes (vertices) V≠∅ and a finite set of arcs (edges) E⊆V×V. 
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For representing user-system interactions, the nodes of the ESG are interpreted as 
events. The operations on identifiable components are controlled/perceived by in-
put/output devices. Thus, an event can be a user input or a system response; both of 
them are elements of V and lead interactively to a succession of user inputs and sys-
tem outputs. 

Definition 2. Let V, E be defined as in Definition 1. Then any sequence of nodes 
〈v0,…,vk〉 is called an (legal) event sequence (ES) if (vi, vi+1)∈E, for i=0,…,k-1. 

Furthermore, α (initial) and ω (end) are functions to determine the initial node and 
end node of an ES, i.e., α(ES)=v0, ω(ES)=vk. Finally, the function l (length) of an ES 
determines the number of its nodes. In particular, if l(ES)=1 then ES=〈vi〉 is an ES of 
length 1. An ES=〈vi, vk〉 of length 2 is called an event pair (EP). Event triple (ET), 
event quadruple (EQ), etc. are defined accordingly. 

Example 1. For the ESG given in Fig. 1, BCBC is an ES of length 4 with the initial 
node B and end node C. 

The assumption is made that there is at least one ES from a special, single node ε 
(entry) to all other nodes, and from all nodes there is at least an ES to another special, 
single node γ (exit) with (ε, γ ∉V). Note that it can be ε=γ. The entry and exit, repre-
sented in this paper by ‘[’ and ‘]’, respectively, enable a simpler representation of the 
algorithms to construct minimal spanning test case sets (Section 4). Note that entry 
and exit are not considered while generating ESs. 

 

Fig. 1. An ESG with ‘[‘ as entry and ‘]’ as exit 

Example 2. For the ESG given in Fig. 1, V and E are: V={A,B,C}, E={(A,B), (A,C), 
(B,C), (C,B)}. 

Definition 3. An ES is called a complete ES (Complete Event Sequence, CES), if 
α(ES)=ε is the entry and ω(ES)=γ is the exit. 

Example 3. ACB is a CES of the ESG given in Fig. 1. 

CESs represent walks from the entry ‘[‘ of the ESG to its exit ‘]’. 

Definition 4. The node w is a successor event of v and the node v is a predecessor 
event of w if (v,w) E∈ . 

Definition 5. Given an ESG, say ESG1 = (V1, E1), a refinement of ESG1 through ver-
tex v ∈ V1 is an ESG, say ESG2 = (V2, E2). Let N+(v) be the set of all successors of v, 
and N-(v) be the set of all predecessors of v. Also let N-(ESG2) be the set of all EPs 
from start (‘[‘) of ESG2, and N+(ESG2) be the set of all EPs from ESG2 to exit (‘]’) of 
ESG2. Then there should be given an one-to-many mapping from ESG2 to ESG1, 
N+(ESG2)→ N+(v) and N-(ESG2)→ N-(v). 
 

[ ] A
B

C 

ESG 
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Fig. 2. A Refinement of the vertex a of the ESG given in Fig. 1 

Fig. 2 shows a refinement of vertex a in ESG1 given as ESG2, and the resulting 
new ESG3. 

3.2   Fault Model and Test Terminology 

Definition 6. For an ESG=(V, E), its completion is defined as ! "=ESG (V ,E )  with 
" = ×E V V . 
 

 

Fig. 3. The completion !ESG  and inversion ESG  of Fig. 1 

Definition 7. The inverse (or complementary) ESG is then defined as =ESG (V ,E )  
with "=E E\ E  (\: set difference operation). 

Note that entry and exit are not considered while constructing the ESG . 

Definition 8. Any EP of the ESG  is a faulty event pair (FEP) for ESG.  

Example 4. CA of the given ESG in Fig. 3 is a FEP. 

Definition 9. Let ES=〈v0,…,vk〉 be an event sequence of length k+1 of an ESG and 
FEP=〈vk, vm〉 a faulty event pair of the according ESG . The concatenation of the ES 
and FEP forms then a faulty event sequence FES=〈v0,…,vk, vm〉. 

Example 5. For the ESG given in Fig. 1, ACBA is an FES of length 4. 

Definition 10. An FES will be called complete (Faulty Complete Event Sequence, 
FCES) if α(FES)=ε is the entry. The ES as part of a FCES is called a starter. 

Example 6. For the ESG given in Fig. 1, the FE CA of Fig. 3 can be completed to the 
FCES ACBCA by using the ES ACB as a starter. 

3.3   Test Process 

Definition 11. A test case is an ordered pair of an input and expected output of the 
SUT. Any number of test cases can be compounded to a test set (or, a test suite). 
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The approach introduced in this paper uses event sequences, more precisely CES, 
and FCES, as test inputs. If the input is a CES, the SUT is supposed to successfully 
proceed it and thus, to succeed the test and to trigger a desirable event. Accordingly, 
if a FCES is used as a test input, a failure is expected to occur which is an undesirable 
event and thus, to fail the test. Algorithm 1 below sketches the test process. 

Algorithm 1. Test Process 
n:  number of the functional units (modules) 
length:  length of the test sequences 

FOR function 1 TO n DO 
  Generate appropriate ESG and ESG  
  FOR k:=2 TO length DO          //see Section 4.2 
  Cover all ESs of length k by means of CESs subject to 
  minimizing the number and total length of the CESs  //see Section 4.1 
 Cover all FEPs of by means of FCESs subject to 
 minimizing the total length of the FCESs      //see Section 4.3 

Apply the test set to the SUT. 
Observe the system output to determine whether the system response is in  compli

 ance with the expectation. 

Note that the functional units n of a system in Algorithm 1 is given by the corre-
sponding ESGs and their refinements (see Definition 5) that fulfill a well-defined 
task. To determine the point in time in which to stop testing, the approach converts 
this problem into the coverage of the ES and FES of length k of the !ESG  whereby k 
is a decisive cost factor. Thus, depending on k, the test costs are to be scalable and 
stepwise increased by the tester in accordance with the quality goal and test budget. 

4   Minimizing the Spanning Set 

The union of the sets of CESs of minimal total length to cover the ESs of a required 
length is called Minimal Spanning Set of Complete Event Sequences (MSCES). If a 
CES contains all EPs at least once, it is called an entire walk. A legal entire walk is 
minimal if its length cannot be reduced. A minimal legal walk is ideal if it contains all 
EPs exactly once. Legal walks can easily be generated for a given ESG as CESs, re-
spectively. It is not, however, always feasible to construct an entire walk or an ideal 
walk. Using some results of the graph theory [20], MSCESs can be constructed as the 
next section illustrates. 

4.1   An Algorithm to Determine Minimal Spanning Set of Complete Event  
Sequences (MSCES) 

The determination of MSCES represents a derivation of the Directed Chinese Post-
man Problem (DCPP), which has been studied thoroughly, e.g., in [1, 19]. The 
MSCES problem introduced here is expected to have a lower complexity grade, as the 
edges of the ESG are not weighted, i.e., the adjacent vertices are equidistant. In the 
following, some results are summarized that are relevant to calculate the test costs and 
enable scalability of the test process. 



 Towards Minimization of Test Sets for Human-Computer Systems 305 

 

 

Fig. 4. Transferring walks into tours and balancing the nodes 

For the determination of the set of minimal tours that covers the edges of a given 
graph, the algorithm described in [19] requires this graph be strongly connected. This 
can be reached for any ESG through an additional edge from the exit to the entry. The 
idea of transforming the ESG into a strongly connected graph is depicted in Fig. 4 as a 
dashed arc. The figures within the vertices indicate the balance of these vertices as the 
difference of the number of outgoing edges and the number of the incoming edges. 
These balance values determine the minimal number of additional edges from “+” to 
“-“ that will be identified by searching the all-shortest-path and solving the optimiza-
tion problem [2] by the Hungarian method [11]. The required additional edge for the 
ESG in Fig. 4 is represented as a dotted arc. The problem can then be transferred to 
the construction of the Euler tour for this graph [20]. Each occurrence of the ES=][ in 
the Euler tour identifies another separate test case. 

To sum up, the MSCES can be solved in O(|V|3) time. Example 8 lists a minimal 
set of the legal walks (i.e., CESs) for the ESG given in Fig. 4 to cover all event pairs.  

Example 8. Euler tour=[ABACBDCBC][ → MSCES=ABACBDCBC.  

4.2   Generating ESs with Length >2 

A phenomenon in testing interactive systems is that faults can often be detected and 
reproduced only in some context. This makes the consideration of test sequences of 
length>2 necessary since obviously only occurrences of some subsequences are ex-
pected to cause an error to occur and/or re-occur. For this purpose, the given ESG is 
“extended”, leading to a graph the nodes of which can be used to generate test cases 
of length >2, in the same way that the nodes of the original ESG are used to generate 
event pairs and to determine its MSCES. 

 

Fig. 5. Extending the ESG for covering ET and the reachability tree (not complete) 

To solve this problem, the given ESG is transformed into a graph in which the 
nodes are used to generate test cases of length >2, in the same way that the nodes of 
the original ESG are used to generate EPs and to construct the appropriate MSCES. 
For this purpose, the reachability tree (Fig. 5) of the nodes is traversed to determine 
the sequences of adjacent nodes of length n-1, if any. The ESGs in Fig. 5 illustrates 
the generation of ESs of length=3, i.e., event triples (ETs). In this example adjacent 
nodes of the extended ESG are concatenated, e.g., AB is connected with BD, leading 
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to ABBD. The shared event, i.e., B, occurs only once producing ABD as a ET. In case 
event quadruples (EQs) are to be generated, the extended graph must be extended an-
other time using the same algorithm. This approach is given by Algorithm 2. 
 

 
Therein the notation ES(ESG,i) represents the identifier of the node i of the ESG 

which can be concatenated with (“⊕”). Note that the identifier of the newly generated 
nodes to extend the ESG will be made up using the names of the existing nodes. The 
function add_node() inserts a new ES of length k. Following this step, a node u is 
connected with a node v if the last −n 1  events that are used in the identifier of u are 
the same as the first −n 1  events that are included in the name of v. The function 
add_arc() inserts an arc, connecting u with v in the ESG. The pseudo nodes ‘[‘, ‘]’ 
are connected with all the extensions of the nodes they were connected with before 
the extension. In order to avoid traversing the entire matrix, arcs which are already 
considered are to be removed by the function remove(). 

Apparently, the Algorithm 2 has a complexity of O(|V|2) because of the nested 
FOR-loops to determine the arcs in the ESG’. The algorithm to determine MSCES 
can be applied to the outcome of the Algorithm 2, i.e., to the extended ESG, to deter-
mine the MSCES for l(ES) >2. 

4.3   Determination of Minimal Spanning Set for the Coverage of Faulty  
Complete Event Sequences (MSFCES)  

The union of the sets of FCESs of the minimal total length to cover the FESs of a re-
quired length is called Minimal Spanning Set of Faulty Complete Event Sequences 
(MSFCES). 

Algorithm 2. Generating ESs and FESs of length >2 

Input: ESG=(V, E); ε =[, γ=]; ESG’=(V’, E’) with V’=∅ , ε’=[, γ’=]; 
Output:  ESG’=(V’, E’), ε’=[, γ’=]; 

FOR all (i,j)∈E with i != ε AND j != γ DO 
 add_node(ESG’, (ES(ESG,i) ⊕ ω(ES(ESG,j))); // ⊕ : concatenation 
 remove_arc(ESG, (i,j));  
FOR all nodes i∈V’with i != ε’ AND i != γ‘ DO 
 FOR all nodes j∈V’ with j != ε’ AND j != γ‘ DO 
  IF (ES(ESG’,i) ⊕ ω(ES(ESG’,j)) = α(ES(ESG’,i)) ⊕ (ES(ESG’,j)) THEN 
    add_arc(ESG’, (i,j)) 
 FOR all (k,l)∈E with k = ε DO 
  IF (ES(ESG’,i) = ES(ESG,l) ⊕ ω(ES(ESG’,i)) THEN 
    add_arc(ESG’, (ε’,i)); 
 FOR all (k,l)∈E with l = γ DO 
  IF (ES(ESG’,i) = α(ES(ESG’,i))⊕ ES(ESG,k) THEN 
   add_arc(ESG’, (i,γ’)); 
RETURN ESG’ 
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In comparison to the interpretation of the CESs as legal walks, illegal walks are re-
alized by FCESs that never reach the exit. An illegal walk is minimal if its starter 
cannot be shortened. Assuming that an ESG has n nodes and d arcs as EPs to generate 
the CESs, then at most u:=n2-d FCESs of minimal length, i.e., of length 2, are avail-
able. Accordingly, the maximal length of an FCES can be n; those are subsequences 
of CESs without their last event that will be replaced by an FEP. Therefore, the num-
ber of FCESs is precisely determined by the number of FEPs. FEPs that represent 
FCES are of constant length 2; thus, they also cannot be shortened. It remains to be 
noticed that only the starters of the remaining FEPs can be minimized, e.g., using the 
algorithm given in [9]. 

 

 

Fig. 6. Completion ESG of Fig. 4 to determine MSFCES 

Example 9. The minimal set of the illegal walks (MSFCES) for the ESG in Fig. 6: 
AA, AD, ABB, ACA, ACC, ACD, ABDB, ABDD, ABDA. 

A further algorithm to generate FESs of length >2 is not necessary because such 
faulty sequences are constructed through the concatenation of the appropriate starters 
with the FEPs.  

5   Tool Support and Validation 

The determination of the MSCESs/MSFCESs can be very time consuming when car-
ried out manually. For that purpose the tool “GenPath” is developed to input and 
process the adjacency matrix of the ESG. The user can, however, input several ESGs 
which are refinements of the vertices of a large ESG to be tested.  

For a comprehensive testing, several strategies have been developed with varying 
characteristics of the test inputs, i.e., stepwise and scalable increasing and/or changing 
the length and number of the test sequences, and the type of the test sequences, i.e., 
CES- and FCESs-based. Following could be observed: The test cases of the length 4 
were more effective in revealing dynamic faults than the test cases of the lengths 2 
and 3. Even though more expensive to be constructed and exercised, they are more ef-
ficient in terms of costs per detected fault. Further on the CES-based test cases as well 
as the FCES-based cases were effective in detecting faults. 

The approach described here has been used in different environments [3]. A more 
detailed discussion about the benefits, e.g., concerning the number of detected errors 
in dependency of the length of the test cases, is given in [4]. Due to the lack of space, 
the experiences with the approach are very briefly summarized. Table 1 demonstrates 
that the algorithmic minimization (Section 4) could save in average about 65 % of the 
total test costs. 
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Table 1 . Reducing the number of test cases 

 Length 2 3 4 Average 
 Cost Reduction ES  58.5% 62.1% 74.7% 65.1 % 

6   Conclusion and Future Work 

This paper has introduced an integrated approach to coverage testing of human-
computer systems, incorporating modeling of the system behavior with fault modeling 
and minimizing the test sets for the coverage of these models. The framework is based 
on the concept of “event sequence graphs (ESG)”. Event sequences (ES) represent the 
human-computer interactions. An ES is complete (CES) if it produces desirable, well-
defined and safe system functionality. An ESG is constructed to reflect the user ex-
pectations, the user himself/herself acted as an oracle of a high level of trustworthi-
ness, de facto resolving the oracle problem. 

The objective of testing is the construction of a set of CESs of minimal total length 
that covers all ESs of a required length. A similar optimization problem arises for the 
validation of the SUT under undesirable situations. To model the latter problem, 
faulty event sequences (FESs) are considered. These optimizing problems have been 
called determination of Minimal Spanning Sets of CESs and FCESs, respectively. The 
paper applied and modified some algorithms known from graph theory and confor-
mance testing to the above mentioned problems. The research has shown that the 
complexity of algorithms that are necessary to solve them is expectedly less than the 
complexity of similar problems, e.g., Chinese Postman Problem, since the vertices of 
ESGs are equidistant and its edges have no attributes and weights. 

The next step is to apply the approach to analyze and test safety features; in this 
case the risks originate from within the system due to potential failures and its spill-
over effects causing potentially extensive damage to its environment. Another goal 
for future work is to design a defense action, which is an appropriately enforced se-
quence of events, to prevent faults that could potentially lead to such failures. 
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Abstract. The present work investigates the problem of determining a
learning path inside a suitable domain ontology. The proposed approach
enables the user of a web learning application to interact with the sys-
tem using natural language in order to browse the ontology itself. The
course related knowledge is arranged as a three level hierarchy: content
level, symbolic level, and conceptual level bridging the previous ones.
The implementation of the ontological, the interaction, and the presen-
tation component inside the TutorJ system is explained, and the first
results are presented.

1 Introduction

The present work regards the problem of managing the course knowledge for
a web learning application aimed satisfy user’s requests generating personalized
learning paths. Such a systems has to rely on the definition of a domain ontology
structuring the concepts related to the course domain. A learning path between
the concepts is constrained by the relations holding among them. In particu-
lar, it is possible to devise two kinds of relations between concepts: structural,
and navigation relations. Structural relations are the classical specialization and
subsumption predicates plus some predicates that are specific for the particular
domain. Navigation relations are related to the logical links between different
pieces of knowledge: which argument is a prerequisite for another one, and so
on. Moreover, given a concept, not all the other ones related to it concur in the
same way to its explanation, so the links have to be tagged with respect to con-
cepts relevance. A planning approach is needed to obtain an articulated learning
path from such an ontology. Finally, such a system has to provide an intuitive
interface, and to offer a strong interaction with the user. Previous considerations
have been partially implemented in the TutorJ system[1], a tutoring tool for un-
dergraduate students involved in a course about the Java language. The course
related knowledge is arranged as a three level hierarchy. Multimedia information
is managed at a content level as a set of HTML documents. The symbolic level
corresponds to the ontology: a learning path is obtained browsing it. At the
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intermediate level topics are represented by a concept map, implemented using
a SOM network. The map is used to cluster the course materials, and to map
them onto atomic concepts that can be instantiated at the ontological level.

2 The TutorJ System

The complete structure of the TutorJ system is detailed in figure 1. The internal
Cyc inferential engine is used to generate learning paths. The architecture is

Fig. 1. The TutorJ architecture

based on the client-server paradigm, but the knowledge management block can
run on a different host with respect to the rest of the server. Learning materials
(lessons, documentation, source code for self-assessment tests) are processed by a
parser that provides a representation of the key terms in a suitable vector space.
Then a SOM is used to link the materials to the concepts developed: this map
is what we called concept map. It must be noticed that, in TutorJ system, there
are a lot of different learning materials that are not only tutorials and lessons
, and as explained in [2], they can’t be automatically clustered by the SOM
algorithm. So the concept map is not simply a SOM network but a tool, based
on the SOM, that can be updated by the teacher and it is capable to present
the contained materials in a rich and flexible interface. Users issue their requests
by means of the A.L.I.C.E. 1 chat-bot GUI whose dialog repository is enriched
using the CyN version [3] of this tool to perform SubL queries containing the
terms isolated from the dialog, that are passed to the knowledge base via direct
connection to the TCP socket of the Cyc listener. The visualization system for
the concept map is implemented as a couple servlet-applet.

1 http://www.alicebot.org
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3 Structure of the Ontology

We use OpenCyc to represent our word. OpenCyc represent the Knowledge
Base at different levels of abstraction. OpenCyc makes easy to map a word to
explain, or to investigate, using terms and concepts at a higher level of abstrac-
tion that are common to many fields. This gives us a shared vocabulary. All the
information and the structure of the concepts in our Java Ontology, are orga-
nized and verified starting from the official Sun Microsystems document. The
domain-specific theory in our representation has been partitioned essentially in
two levels: the structure level and the navigation level. The first level realizes a
structural definition of the ontology concepts, in terms of composition, definition
of properties and all the other structural relation we need to represent our world.
The navigation level gives the opportunity to tie down different concepts in a
way to perform the operation of improving knowledge in our domain. In what
follows the structural relations are reported.
– (#$iscomposed #$Java #$Statement): a statement is a part of Java
– (#$iscomposed #$Class #$ClassBody): the ”class body” is a part of a

class
– (#$genls #$FloatingPoint #$Primitive): the Floating Point Type is an

instance of Primitive Type
– (#$isaMethodOf #$Equal #$String): equal is a method of the String Class
– (#$isa #$Java #$ObjectOrientedProgrammingLanguage): Java is a OOP

Language
The navigation relations are the following:
– (#$isaPrerequisiteFor #$Class #$Object): the former concept (Class)

is a prerequisite for the comprehension of the latter (Object)
– (#$conceptuallyRelated #$String #$Length): the first concept is simply

related (in some way) to the second
The predicate isaPrerequisiteFor has been implemented to obtain a backbone
structure inside the ontology ensuring us the possibility of extracting mean-
ingful learning paths on the basis of a sequence of precedence relations. The
conceptuallyRelated enables a free exploration of the ontology using a less
strong relation than isaPrerequisiteFor. To avoid a combinatorial explosion
of search paths, we have introduced a tag system where every concept has an
index representing his ”importance” related to all the others. The tag system is
related to the number of occurrences of a concept in the master document from
which the ontology has been built. This ”citation weight” can be used by the
planner as a simple way to choose trajectories.

4 Learning Path Visualization

In TutorJ a large set of heterogeneous materials are used, so the interface should
be capable to present not only different kinds of resources in correspondence
of the same concept, but also complex information as the learning path. The
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Fig. 2. From left to right: area, content, and learning path selection

U: WHICH ARE THE PARTS THAT COMPOSE JAVA

TJ: THE PARTS THAT COMPOSE JAVA ARE Statement , Operator , Variable , Value , Type. DO YOU WANT KNOW ANYTHING ABOUT

ONE OF THESE PARTS?

U: WHICH ARE THE CATEGORIES OF THE TYPES IN JAVA?

TJ: THE TYPES ARE DIVIDED IN Reference, Primitive DO YOU WANT KNOW ANYTHING ABOUT ONE OF THESE?

U: WHICH ARE THE REFERENCE OF JAVA?

TJ: THE REFERENCE OF JAVA ARE ClassType , InterfaceType , ArrayType. DO YOU WANT KNOW ANYTHING ABOUT ONE OF THESE ?

U: WHICH ARE THE CLASSTYPE OF JAVA?

TJ: THE CLASSTYPE OF JAVA ARE Class , Interface , Method. DO YOU WANT KNOW ANYTHING ABOUT ONE OF THESE ?

U: WHICH ARE THE CLASS OF JAVA?

TJ: THE CLASS OF JAVA ARE Object , StringClass , Byte , Short , Integer , Long , Character , Float , Double. DO YOU

WANT KNOW ANYTHING ABOUT ONE OF THESE ?

U: WHAT ARE THE METHODS OF THE CLASS STRING?

TJ: THE METHODS OF THE CLASS STRING ARE Lenght , charAt , ToString , Equal , CountToken , NextToken , StringTokenizer

, New

Fig. 3. Example of ontology browsing

map is inspired by the ”StarryNight” interface2. On this interface we identify
the different areas in the map, while the stars’ density represents the number of
documents in each area. Clicking on a specified area provides the visualization
of its single cells, and the user can decide in which cell the desired documents or
materials should be using the keywords that are associated to each cell. When
a single cell is selected, its content is shown in another pop-up window. The
content is organized in different sections that help to find the resource needed.

2 http://rhizome.org/starrynight/
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The learning paths can be visualized on the map as a set of links that connects
related concepts.Figure 2 illustrates the GUI main functionalities.

5 Experimental Results

Two main approaches can be used to obtain information from TutorJ. The first
one is a dialog aimed to to explore the CyC ontology. The used CyC predicates
are: isa, genls, isComposed, isMethodOf (see figure 3). Besides the ontology
exploration, the main goal of the chat-bot interface is to obtain the user profile in
order to understand the concepts that the user desires to know. The predicates of
the ontology for this task are isaPrerequisiteFor and conceptuallyRelated.
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Abstract. It is proposed a step towards the automatic description of scenes with 
a geometric approach. The scenes considered are composed by a set of elements 
that can be geometric forms or iconic representation of objects. Every icon is 
characterized by a set of attributes like shape, colour, position, orientation. Each 
scene is related to a set of sentences describing its content. The proposed 
approach builds a data driven vector semantic space where the scenes and the 
sentences are mapped. Sentences and scene with the same meaning are mapped 
in near vectors and distance criteria allow retrieving semantic relations. 

1   Introduction 

Many research attempts on scene description have been proposed to allow a verbal 
description of the objects present in the scene and relationship among them [4][5][6]. 
The reason can be found considering that spatial location is often expressed by 
closed-class forms and the concepts gained from this representation can act as 
fundamental structure in organizing  conceptual material of different nature[6]. The 
LSA technique has been used in [3] for image annotation task. The procedure starts 
from representations with quantitative properties extracted from images and a set of 
associated labels attempting to catch the connection among these sub-image 
parameters and the labels. 

The approach proposed in this paper is aimed to allow the detection of semantic 
relationship between scene and sentences based on a data driven semantic space 
where both of them are mapped. An LSA-like technique is applied where words have 
been replaced by sentences and documents by scenes. Experiments have been lead on 
a set of 150 scene and their related sentences and produced encouraging results in 
both image description and regularities retrieval. 
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2   The Proposed Approach 

The proposed approach aims to represent heterogeneous entities like scene and 
sentences in the same vector space to let emerge the underlying connections among 
these entities. To extract these relationships, a matrix W is built considering a 
repository of images and a set of related sentences describing them. The i-th row of 
W is associated to the sentence referred with number i and the j-th column of W 
corresponds to the scene referred with number j in the repository. The element (i,j) of 
the matrix is 1 if the i-th sentence can be a predicate for the j-th scene.  

To find the latent relationships among the set of scenes and the sentences a Latent 
Semantic Analysis (LSA)[1][2] like technique is applied to matrix W. While in 
traditional LSA the aim is to find relationships among singular words and topics of 
the documents, here the processing is applied to an heterogeneous space involving 
scenes and sentences. Accordingly to the LSA paradigm the matrix W is replaced 
with a low-rank (R-dimension) approximation generated by the truncated Singular 
Value Decomposition (TSVD) technique:  

TUSVWW =≈ ˆ  (1) 

where U is the (MxR) left singular matrix, S is (RxR) diagonal matrix with decreasing 
values s1≥ s2≥… ≥sR > 0 and V is the (NxR) right singular matrix. U and V are 
column-orthogonal and so they both identify a basis to span the automatically 
generated R dimensional space. Sentences describing the scenes (represented by uiS) 
are projected on the basis formed by the column vectors of the right singular matrix 
V. The scenes (represented as viS) are projected on the basis formed by the column of 
the matrix U to create their representation in the R-dimensional space.  The rows of V 
represent scenes and their components take into account their belonging to one of the 
clusters identified by the axes.  

3   Experimental Results 

The proposed approach allows to retrieve the latent connection among scene if some 
regularities are present. A set of 150 scenes has been created with rules for the colours 
of objects related to the presence or not of objects of the same type. For example, 
geometric shapes with corners (e.g. square, rhombus) were coloured cyan if they are 
in a scene with geometric shape of the same kind. They are coloured blue in the other 
cases. Evaluating the correlation between the vector representing the sentences 
dealing with the geometric shapes before and after the application of LSA, it can be 
seen that the presence of this rule brings the vector representation of the sentences in 
the Semantic Space nearer that in the original space. As an example the correlation 
between the sentence regarding the presence of a square and the sentence for the 
rhombus was -0.012 before the application of the proposed technique and became 
0.854 when it was calculated between the corresponding vectors of the generated 
semantic space. 
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Experiments show that a trade-off must be found between the precision in 
retrieving correct sentences to scene. The precision increases when the dimension of 
the semantic space is also increased. On the contrary the power of regularities 
extraction is more evident when the value of R is decreased. 

Table 1. Correctly associated sentences percentage 

R 3 5 7 11 
Correctly Retrieved 

Sentences 
73% 81% 89% 96% 

Regularities 
Derived Sentences 

45% 36% 33% 21% 

4   Conclusions and Future Works 

An approach has been presented for the description of scene with natural language 
sentences. Experimental trials show that the proposed technique induces a data 
clustering based on semantic features and determines language referred groups.  

Future works will include the test of the approach on extensive database of scenes 
coupled with sentences describing them and the mapping of new scenes in the 
semantic space with suitable metrics. This will allow the introduction of new images 
in the semantic space without recalculating the SVD for the new images set. 
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1   Introduction 

This paper proposes man-machine interface of support system for analyzing answers to 
open-ended questions supplied by customers of the mobile game content reply when 
they unsubscribe from the services. Since open-ended questions, however, place no 
restrictions on descriptions, the answers include an enormous amount of text data for the 
content provider. It is time-consuming to read all of the texts one by one. Since a large 
number of answers are identical to choices included in the multiple-choice questions or 
unnecessary opinions unconcerned with the game, there are few answers that should be 
read. Most opinions are needed to know only the number and the outline. However, the 
provider should not omit to read the unexpected opinion that is a minority. Additionally, 
since answers are input through cellular phones, they often include many symbols 
dependent on various kinds of terminals and grammatical mistakes, making them hard 
to understand. Our research, therefore, aims to create a system that supports the provider 
to analyze the answers of open-ended questions efficiently. The main function of the 
support system divides the answers into typical opinions and atypical opinions. Divided 
opinions are presented with different user interfaces, because the content providers can 
analyze the two type opinions with each way. 

2   Support System for Analysis of Questionnaire Data 

The answer of this open-ended question consists of two types: typical opinions and 
atypical opinions. Typical and atypical opinions are defined as follows. Typical 
opinions consist of 3 kinds: (a) Opinions having the same meaning as items of the 
multiple-choice questions. (e.g.: The packet charge is too expensive.) (b) Frequent 
opinions that the provider has already heard. (e.g.: My knowledge increased.) (c) 
Irrelevant opinions. (e.g.: I have a baby!) Atypical opinions are any opinions not 
typical. (e.g.: Quizzes for kids may be interest.) 

The provider should fully read atypical opinions and manage typical opinions 
statistically. For analysis of open-ended questionnaire data, therefore, the provider 
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firstly judges if the opinion is typical or atypical. However, the borderline between the 
atypical and the typical is very ambiguous and also different by the provider's 
background knowledge. An atypical opinion might change to a typical opinion when 
the provider reads many opinions. Therefore, the support system should provide to be 
able to change the borderline flexibly by the provider. 

Against atypical opinions, the provider reads text data and checks background data 
what kind of people wrote the opinions. If the provider reads just listed various 
atypical opinions, he/she just feels that there are something unique opinions. 
Therefore, if opinions do not have strong impacts, he/she maybe forget the opinions 
and will not reflect them to new strategies. To analyze atypical opinions, it is not only 
important to read raw opinions but also necessary to know what kind of opinions 
there are.  

Typical opinions are not necessary to inspire new ideas properly. The provider 
need not read typical opinions carefully. The provider reads typical opinions quickly 
and feels the trend of the quantity of the same opinions. Therefore, the support system 
needs to classify typical opinions by meanings, and provides quantitative trend 
graphically to understand the change trend of customers' intention. 

 

Fig. 1. Outline of the support system 

The outline of the support system is shown in Fig. 1. The main purpose of this 
support system is that the provider easily takes a close-up of atypical opinions that are 
included only barely in huge number of opinions. The typical opinions need to be 
grouped to count the number of the same opinions. Therefore important functions of 
this support system are to extract atypical opinions from all opinions and to group 
typical opinions by contents. As the result of the extraction, opinions are divided into 
typical opinions and atypical opinions. Different user interfaces are necessary, 
because the direction for use differs in atypical opinions from typical opinions. 
Typical opinions are graphed to show time changes of the numbers of opinions that 
are grouped by the contents. A summary needs to be shown what kinds of content are 
included about atypical opinions. Thereupon, the result of the atypical opinion 
classified by representative keywords is placed as opinion cards on the screen. The 
novelty of opinions decides the coordinate. Based on decided coordinate, the opinion 
cards are displayed on the screen. 
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3   Interface of the Support System 

The support system provides two types of user interfaces. The left in Fig.2 shows the 
user interface for analyzing typical opinions. There are three areas: Graph area, 
Category or month select area, and Text information area. These areas are linked each 
other. In the graph area, 3D graphs are shown. The 3 dimensions are number of 
opinions, months, and opinion groups. In the category or month select area, users can 
select categories and months for browsing graphs in the graph area. Users can change 
category and month by the tag that is in the upper part. By clicking the listed 
categories or months, users can select data for analysis. When users click a part of 
graph, raw text data is browsed in the text information area. If users click one raw text 
opinion, personal information of the opinion writer is shown in the right side 
windows. In the window of the lower right, to show the reason why the opinions are 
classified typical opinions and grouped certain category, keywords of the category are 
listed.  

The right in Fig.2 shows the user interface for analyzing atypical opinions. There 
are three window areas: Classified result area, Opinion cards area, and Text 
information area. In the classified result area, categories of classified atypical opinion 
are listed. In the end of the category name, the number of opinions in the category is 
shown. When users select certain category by mouse operation, opinion cards are 
displayed by keyword novelty in the opinion cards area. In this area, only 
characteristic keywords are shown in the cards. When one card is clicked, raw text 
opinion and personal information of the opinion writer are shown in the text 
information area. To cope with vague changeable borderline between the typical and 
the atypical, users can add definition of typical opinions by dragging and dropping the 
card that users judge as the typical. 

 

Fig. 2. User Interface of the support system 
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Abstract. Testing is the most common validation method in the software in-
dustry. It entails the execution of the software system in the real environment. 
Nevertheless, testing is a cost-intensive process. Because of its conceptual sim-
plicity the combination of formal methods and test methods has been widely 
advocated. Model checking belongs to the promising candidates for this mar-
riage. The present paper modifies and extends the existing approaches in that, 
after the test case generation, a model checking step supports the manual test 
process. Based on the holistic approach to specification-based construction of 
test suites, this paper proposes to generate test cases to cover both the specifi-
cation model and its complement. This helps also to clearly differentiate the 
correct system outputs from the faulty ones as the test cases based on the 
specification are to succeed the test, and the ones based on the complement of 
the specification are to fail. Thus, the approach handles the oracle problem in 
an effective manner. 

1   Introduction and Related Work 

Testing is the traditional and still most common validation method in the software 
industry [3, 5]. It entails the execution of the software system in the real environment, 
under operational conditions; thus, testing is directly applied to software. Therefore, it 
is user-centric, because the user can observe the system in operation and justify to 
what extent his/her requirements have been met. Nevertheless, testing is a cost-inten-
sive process because it is to a great extent manually carried out; the existing test tools 
are mostly used for test management and bookkeeping purposes, and not for test de-
sign and construction. Apart from being costly, testing is not comprehensive in terms 
of the validated properties of the system under test (SUT), as it is mainly based on the 
intuition and experience of the tester. 

Testing will be carried out by test cases, i.e., ordered pairs of test inputs and ex-
pected test outputs. A test then represents the execution of the SUT using the previ-
ously constructed test cases. If the outcome of the execution complies with the ex-
pected output, the SUT succeeds the test, otherwise it fails. There is no justification, 
however, for any assessment on the correctness of the SUT based on the success (or 
failure) of a single test, because there can potentially be an infinite number of test 
cases, even for very simple programs. 

The simplicity of this very briefly, but critically sketched test process is apparently 
the reason for its broad popularity. Motivated by this popularity during the last dec-
ades, the combination of formal methods and test methods has been widely advocated 
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[6]. Model checking belongs to the most promising candidates for this marriage be-
cause it exhaustively verifies the conformance of a specified system property (or a set 
of those properties) to the behavior of the SUT. Most of the existing approaches of 
combining testing and model checking propose to set up model checking to automati-
cally generate test cases to be then exercised on the real, target system [1, 8, 11, 12].  

Large software systems will, nowadays, be developed in several stages. The initial 
stage of the development is usually the requirements definition; its outcome is the 
specification of the system’s behavior. It makes sense to construct the test cases and 
to define the test process (as a test specification) already in this early stage, long be-
fore the implementation begins, in compliance with the user’s expectancy of how the 
system will behave. This test specification materializes “the rules of the game”. Thus, 
tests can be run without any knowledge of the implementation (specification-oriented 
testing, or black-box testing). One can, of course, explore the knowledge of the imple-
mentation – if available – to construct test cases in compliance with the structure of 
the code, based on its data or control flow (implementation-oriented, or white-box 
testing). 

Regardless of whether the testing is specification-oriented or implementation-ori-
ented, if applied to large programs in the practice, both methods need an adequacy 
criterion, which provides a measure of how effective a given set of test cases is in 
terms of its potential to reveal faults. During the last decades, many adequacy criteria 
have been introduced. Most of them are coverage-oriented, i.e., they rate the portion 
of the system specification or implementation that is covered by the given test case set 
when it is applied to the SUT. The ratio of the portion of the specification or code that 
is covered by the given test set in relation to the uncovered portion can then be used 
as a decisive factor in determining the  point in time at which to stop testing, i.e., to 
release SUT or to extend the test set and continue testing. 

In the holistic approach to specifi-
cation-based construction of test case 
sets and tests, introduced in [4], one 
attempts to cover not only the model 
that is based on the specification, but 
also its complement. The aim is the 
coverage of all possible properties of 
the system, regardless of whether 
they are desirable or undesirable. The 
present paper modifies and extends 
this holistic approach in that, after 
the test case generation, a “model 
checking” step replaces the manual 
test process (Fig. 1). This has evident 
advantages: The manual exercising 

the vast amounts of test cases and observing and analyzing the test outcomes to 
decide when to stop testing, etc., is much more expensive than model checking that is 
to automatically run.  

Model checking has been successfully applied for many years to a wide variety of 
practical problems, including hardware design, protocol analysis, operating systems, 
reactive system analysis, fault tolerance and security. This formal method uses graph 

 

Fig. 1. Overall structure of the approach 
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theory and automata theory to automatically verify properties of the SUT, more pre-
cisely by means of its state-based model that specifies the system behavior. A model 
checker visits all reachable states of the model and verifies that the expected system 
properties, specified as temporal logic formulae, are satisfied over each possible path. 
If a property is not satisfied, the model checker attempts to generate a counterexample 
in the form of a trace as a sequence of states [2]. The following question arises when 
model checking is applied: Who, or what guarantees that all of the requirements have 
been verified? The approach introduced in this paper proposes to generate test cases 
to entirely cover the specification model and its complement. This helps also to 
clearly differentiate the correct system outputs from the faulty ones as the test cases 
based on the specification are to succeed the test, and the ones based on the comple-
ment of the specification are to fail. Thus, the approach elegantly handles a tough 
problem of testing (oracle problem). This is another advantage of the approach. 

There are many approaches to generate test cases from finite-state machines [3, 5, 
9]. The recent ones also attempt to extend and/or modify the underlying model, e.g., 
using mutation operations [1, 13, 15] but not the complement of the model. The mu-
tation operations can bee seen as special cases of the complementing. Thus, the 
method presented in this paper is also different from the existing approaches in this 
aspect. 

Section 2 summarizes the theoretical background we need to informally describe 
the approach, which then is explained in Section 3 along with a trivial, widely known 
example. To validate the approach and demonstrate the tool support, Section 4 intro-
duces a non-trivial example, which is analyzed and automatically model-checked. 
Complexity of the approach is analyzed in section 5. Section 6 concludes the paper 
and gives insight into prospective future work.  

2   Two Faces of Modeling 

A model is always helpful when the complexity of the system under consideration 
exceeds a certain level. It is then appropriate to focus on the relevant features of the 
system, i.e., to abstract it from unnecessary detail. There are several kinds of models. 
During the development, a model prescribes the desirable behavior as it should be, 
i.e., the functionality of the system in compliance with the user requirements 
 

 

Fig. 2. Two faces of the modeling 
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(specification model). For validation purposes, one needs another model that 
describes the observed behavior of the system (system model). 

Fig. 2 depicts different aspects and components of modeling. We assume that the 
specification is correct and has been correctly transferred to the specification model 
MSpec. This will be symbolized by means of the symbol “✔.” The implemented sys-
tem, however, might not be in compliance with the MSpec. Therefore, we put a ques-
tion mark symbol “?” into the box that stands for the system; this means that the 
validity of the system must be checked. 

The present approach suggests arranging testing, based on MSpec, as a method for 
the system validation. Further, based on the system behavior observed by the user, a 
second model, MSyst, is constructed. As no proof of the correctness of the system has 
been yet performed, the correctness of the MSyst is, as a result, also questionable. 
Therefore, MSyst is model checked, which is controlled by the generated test cases. 

The testing approach in [4] proposes an additional, complementary view of the 
model MSpec, which is used for generating additional test cases that are not based on 
the original specification. These new test cases represent the test inputs leading to 
situations that are undesirable, i.e., they transfer the system into a faulty state. This 
fact must also be taken into account by model checking. 

MSpec is represented in this paper by a finite state machine (FSM) as a quadruple 
(SSpec, RSpec, sSpec0), where SSpec is a (finite) set of states, RSpec ⊆ SSpec×SSpec is a transi-
tion relation, and sSpec0 ∈SSpec is an initial state. 

Test cases will be generated from MSpec and transferred to the linear temporal logic 
(LTL) formulae φ which is either of the following [10]:  

• p, where p is an atomic proposition, or 

• a composition ¬ φ, φ1 ∨φ2, φ1 ∧φ2, X φ1, F φ1, G φ1, φ1 U φ2, φ1 R φ2,  
where the temporal operators used in this work have the following meaning over an 
infinite sequence of states, called a path: 

• X (neXt) requires that a property hold in the next state of the path. 
• F (Future) is used to assert that a property will hold at some state on the path. 
• G (Global) specifies that a property hold at every state on the path. 

MSyst is presented in this paper as a Kripke structure that will be defined as follows 
[10]: 

Let AP be a set of atomic propositions; a Kripke structure M over AP is a quadru-
ple (SSyst, SSyst0, RSyst, LSyst) where SSyst is a finite set of states, SSyst0 ⊆ SSyst is the set of 
initial states, RSyst ⊆ SSyst×SSyst is a transition relation such that for every state s ∈ SSyst 
there is a state s’ ∈ SSyst in that RSyst (s, s’) and LSyst:SSyst→2AP is a function that labels 
each state with the set of atomic propositions that are true in that state. 

3   Example 

A simple example is used to illustrate the following approach. A traffic light system is 
informally specified by the sequence of the colors, red as the initial state:  

                     red → red/yellow→green→yellow → red →…                                (1) 

Fig. 3 transfers this specification to a model MSpec. 
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In this graphic representation, the nodes of MSpec can be inter-
preted as states or events. They can also be viewed as inputs that 
trigger events to occur or cause states to take place. Any transi-
tion and any transition sequence of this graph, e.g., 

                        (red → red/yellow)                                        (2) 

is valid (legal) in the sense of the specification MSpec. As a test 
input, these sequences should cause the system to succeed the 
test. For the sake of simplicity, any single transitions will be 
considered as a test sequence that plays the role of a test input 
coupled with an unambiguous test output “succeeded”. This is 
the way the approach handles the oracle problem. 

The sequence in (2) can be transferred in an LTL formula: 

     red→red/yellow: φ = G(red →X(red ∧yellow))              (3) 

This transformation has been intuitively carried out, with the 
following meaning: Globally, it must be satisfied that if in the 
present state the property “red” holds, in the next state the prop-
erty “red and yellow” holds. 

Adding the missing edges as dashed lines to the FSM of Fig. 
3 makes the complementary view of the specification visible. In 
Fig. 4, the dashed lines are transitions that are not included in the 
MSpec (Note that loops starting and ending at the same node are 

not considered to keep the example simple). Thus, these additional transitions are 
invalid (illegal). Invalid transitions can be included in sequences starting at a valid 
one, e.g., 

                                  (red → red/yellow → green → red)                                     (4) 

The invalid transitions transfer the system into faulty 
states; thus, the test reveals a fault. Therefore, the ex-
pected test output is “failed”. Accordingly, (5) represents 
the LTL format of the test case given in (4): 

          green → red: φ = G(green→X¬red)             (5) 

This formula has the following intuitive meaning: 
Globally, it must be satisfied that if in the present state 
the property “green” holds, in the next state it is not al-
lowed that the property “red” holds. 

We assume that the behavior-oriented model MSyst of 
the system is given in Fig. 5. Please note the discrepan-
cies to Fig. 3: We deliberately injected some faults we 
hoped that the model checking would reveal. 

Fig. 6 transfers Fig. 5 into Kripke structure. The tran-
sition conserves the three states red, green and yellow of 
MSyst, but renames them as s1, s2 and s3. The atomic 
propositions red, green, and yellow are assigned to these 
states in combination of negated and not-negated form, 
expressing the color of the traffic light in each state of 
MSyst.  

 

Fig. 3. Traffic 
light system as a 
FSM 

 

Fig. 4. Complementing 
(with dashed lines) of the 
FSM of Fig. 2 
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The manually model checking of the Kripke structure of Fig. 6 is sketched in Tab. 
1. The results of the analysis of Table 1 can be summarized as follows:  

• 1 of 4 legal tests led to inconsistencies in MSyst. 
• 1 of 8 illegal tests led to inconsistencies in MSyst.  

We conclude that the model checking detected all of the injected faults.  

• The system does not conduct something that is desirable (φ1). 
• The system  
• conducts something that is undesirable (φ6). 

                                                 

Fig. 5. Behavior-oriented system model MSyst                     Fig. 6. Kripke structure for MSyst of Fig. 4 

Table 1. Manual model checking of the example 

Valid Transitions  Invalid Transitions  

φ1 = G(red →X(red ∧yellow)) - φ5 = G(red →X¬green) + 

φ2 = G((red ∧yellow) →Xgreen) + φ6 = G(red →X¬yellow) - 

φ3 = G(green →Xyellow) + φ7 = G((red ∧yellow) →X¬red) + 

φ4 = G(yellow →Xred) + φ8 = G((red ∧yellow) →X¬yellow) + 

φ9 = G(green →X¬red) + 

φ10 = G(green →X¬ (red ∧yellow)) + 

φ11 = G(yellow →X¬green) + 

Legend: 
-: the property is verified to be false 
+: the property is verified to be true 

φ12 = G(yellow →X¬ (red ∧yellow)) + 

4   A Non-trivial Example and Tool Support  

To validate the approach, the user interface of a commercial system is analyzed. Fig. 
7 represents the utmost top menu as a graphical user interface (GUI) of the RealJuke-



 A Holistic Approach to Test-Driven Model Checking 327 

 

box (RJB) of the RealNetworks. RJB has been introduced as a personal music man-
agement system. The user can build, manage, and play his or her individual digital 
music library on a personal computer. At the top level, the GUI has a pull-down menu 
that invokes other window components. 

As the code of the RJB is not available, only black-box testing is applicable to 
RJB. The on-line user manual of the system delivers an informal specification that 
will be used here to produce the specification model MSpec.  

As an example, the MSpec in Fig. 8 represents the top-level GUI to produce the desired 
interaction “Play and Record a CD or Track”. The user can play/pause/ record/stop the 
track, fast forward (FF) and rewind. Fig. 8 illustrates all sequences of user-system 
interactions to realize the operations the user might launch when using the system. As 
the bold dashed line indicates, a transition from “Pause” to “Record” is not allowed. In 
the following, this property will be used as an example for model checking.  

 

Fig. 7. Top Menu of the RealJukebox (RJB) 

 

Fig. 8. MSpec of  the RJB 

 

Fig. 9. MSyst of the top GUI level of the RJB 

As common in the practice, the user experiments with the system and finds out 
how it functions -- a process that leads to the production of the MSyst. Fig. 9 depicts 
MSyst as Kripke structure of the same abstraction level as Fig. 8. 
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The analysis process of the RJB delivers a variety of MSpec and MSyst of different 
abstraction levels that are handled by the approach as described in Section 3. 

Because of the relatively large number of test cases and corresponding properties, 
an automated framework of tools is needed. This framework should explore the MSpec 
and extract the legal and illegal test cases, convert them into properties, and model 
check these properties. For the latter step, SPIN [14] is deployed. The model checker 
SPIN is a generic verification system that supports the design and verification of asyn-
chronous process systems. It accepts 

• the system model described in PROMELA (a Process Meta Language) [14], and  
• correctness claims specified in the syntax of standard LTL. 

Fig. 10 contains screenshots of the user interface XSPIN of SPIN to demonstrate 
some steps of the tool deployment. Fig. 10a shows the PROMELA representation of the 
Kripke structure in Fig 9. A useful utility of XSPIN is the LTL property manager. It 
allows for the editing of LTL formula and the conversion of them automatically into a 
Büchi automata [7], which is then used to verify the defined property. Fig. 10b shows 
how LTL formula “G(pau→X¬rec)” is model-checked on MSyst and verified as not 
being valid. 

     

Fig. 10. XSPIN screenshots a) PROMELA definition of Kripke structure of Fig. 9b) LTL formula  

for G(pau→X¬rec) 
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Table 2. Detected faults and their interpretation corresponding to the system function “Play and 
Record a CD or Track” 

No. Fault Detected 

1. 
While recording, pushing the forward button or rewind button stops the recording 
process without a due warning. 

2. 
If a track is selected but the pointer refers to another track, pushing the play button 
invokes playing the selected track; the situation is ambiguous. 

3. 
During playing, pushing the pause button should exclude activation of record 
button. This is not ensured. 

4. Track position could not be set before starting the play of the file. 

The command line Spin utilities can be used for a batch processing implemented 
by an additional script, where more than one LTL property are converted and verified. 
As an outcome, a protocol is desired including the verification result for each prop-
erty. Tab. 2 excerpts the faults the approach detected. 

5   Complexity Analysis of the Approach 

[17] implies that the complexity of the automata-based LTL model checking 
algorithm increases exponentially in time with the size of the formula (|φ|), but 
linearly with the size of the model (|S|+|R|): O(2|φ|×(|S|+|R|)), where  

- size of the formula (|φ|): the number of symbols (propositions, logical connectives 
and temporal operators) appearing in the representation of the formula, 

- size of the model (|S|+|R|): the number of elements in the set of states S added with 
the number of elements in the set of transitions R.  

Based on this result, the complexity of LTL model checking might be acceptable 
for short LTL formulas. Additionally the size of the model should be also controllable 
to avoid the state explosion problem.  

For the present approach, LTL model checking is deployed for each formula φ 
generated from legal and illegal transitions of MSpec for the verification of MSyst. The 
number of all legal and illegal transitions is |SSpec|×|SSpec|=|SSpec|

2. The size of MSyst is 
|SSyst|+|RSyst|. The complexity of the approach is O(|SSpec|

2) × O(2|φ|×(|SSyst|+|RSyst|)). As 
explained in section 3, the properties have always the same pattern: Globally, if some 
property p holds at some state, at the next state a property q should either hold in case 
of a legal transition (G(p →Xq)), or should not hold in case of an illegal transition  
(G(p →X¬q)). The size of the formulas (|φ|) is always constant. Because of this fact, 
we can ignore the exponential growth of the complexity of the approach, caused by 
the LTL property. The overall complexity of the approach is O(|SSpec|

2×(|SSyst|+|RSyst|)).  

6   Conclusion and Future Work 

An approach to combining specification-based testing with model checking has been 
introduced. Its novelty stems from (i) the holistic view that considers testing of not 
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only the desirable system behavior, but also the undesirable one, and (ii) replacing the 
test process by model checking. 

The approach has numerous advantages over traditional testing. First, model 
checking is automatically performed implying an enormous reduction of the costs and 
error-proneness that stemmed from manual work. Second, the test case and test gen-
eration are controlled by the coverage of the specification model and its complement. 
This enables an elegant handling of the test termination and oracle problems. 

The complexity of the approach is exponential in the size of the specification 
model, but linear in the size of the system model, because of the constant size of the 
properties generated. 

To keep the examples simple, test sequences of relatively short length have been 
chosen; checking with longer sequences would increase the likeliness of revealing 
more sophisticated faults. 

There is much potential for a more efficient application of the approach in the 
practice: Automatically or semi-automatically transferring the test cases to LTL for-
mulae. Also a report generator would enable the production of meaningful and com-
pact test reports in accordance with the needs of the test engineer, e.g., on test cover-
age, time point of test termination, etc. 

In this paper, an intuitive way of the construction of the system model has been 
considered. Proposals also exist, however, for formalization of the model construc-
tion, e.g., in [16], applying learning theory. Taking these proposals into account 
would further rationalize the approach. 
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Abstract. In application domains such as medicine, where a large amount of 
data is gathered, a medical diagnosis and a better understanding of the underly-
ing generating process is an aim. Recordings of temporal data often afford an 
interpretation of the underlying pattens. This means that for diagnosis purposes 
a symbolic, i.e. understandable and interpretable representation of the results 
for physicians, is needed. This paper proposes the use of definitive-clause 
grammars for the induction of temporal expressions, thereby providing a more 
powerful framework than context-free grammars. An implementation in Prolog 
of these grammars is then straightforward. The main idea lies in introducing 
several abstraction levels, and in using unsupervised neural networks for the 
pattern discovery process. The results at each level are then used to induce tem-
poral grammatical rules. The approach uses an adaptation of temporal ontologi-
cal primitives often used in AI-systems. 

1   Introduction 

In several application domains, such as medicine, industrial processes, meteorology, 
often a large amount of data is recorded over time. The main aim lies in performing a 
diagnosis of the observed system. For example, consider an EEG recording to diag-
nose different sleep stages, or a chemical plant that goes through different process 
states, or the development of hail cells that possibly originate severe hailstorms, and 
so on. In all these cases, several types of processes are observed and problem specific 
diagnoses are searched for. Human beings, after a training phase, often develop the 
ability to recognise complex patterns in multivariate time series. The reason lies in 
their background knowledge, and in their experience to deal with standard and non-
standard situations, thereby being able to make a diagnosis analysing the time series 
at different time scales. 

The identification of complex temporal patterns is very hard to handle with techni-
cal systems. Classical approaches in the field of pattern recognition (PR) are very use-
ful for feature extraction, where no temporal context has to be considered [5,21]. In 
order to interpret temporal patterns in time series, temporal dependencies between the 
primitive patterns (features) have to be taken into account. Syntactic PR views com-
plex patterns as sentences of primitive patterns. Thus, techniques for syntactic PR 
strongly rely on the theory of formal languages [6]. New approaches in adaptive PR 
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and neurocomputing have recently been developed [3, 18], and enable a connection 
between the two approaches. In this paper we will show a way to extend adaptive PR-
methods with Artificial Intelligence (AI) techniques. 

Complex patterns in time series, as considered here, have to be seen in a temporal 
context. This requires context sensitive knowledge. And it means that context-free 
grammars are not powerful enough to parse context dependency in temporal series 
languages. Therefore, a powerful extension of context-free grammars, the so called 
definitive clause grammars (DCGs), is suitable. The advantage of DCGs, besides their 
context-dependency, lies in an easy implementation of their rules as logic statements 
[22]. Such an implementation enables an efficient parsing using a theorem prover like 
Prolog, or better still, XSB-Prolog, which can handle left recursion by means of  
tabling. 

In section 2 related work is presented. Section 3 describes the main properties of 
DCGs and introduces the inference mechanism. An example in medicine to illustrate 
the extracted rules is given in section 4. Conclusions are presented in section 5. 

2   Related ork 

Approaches for the extraction of a rule-based description from time series in the form 
of grammars or automata usually employ a pre-classification of the signals, i.e. the 
time series are segmented and transformed into sequences of labeled intervals. The 
approaches differ in the way segmentation is performed or how rules are induced 
from the labeld time series.  

Concerning the segmentation problem, approaches have been proposed where the 
main patterns in the time series are pre-defined, for instance already having a classifi-
cation of P-waves or QRS-complexes of an ECG signal [14], or otherwise classified 
using simple algorithms, like the simple waveform detection operations of local mini-
mum or negative slope [2], or of zero-crossings in the first derivatives, in order to 
segment the time series into increasing/decreasing and convex/concave parts [12], or 
of frequent episodes from a class of episodes [16]. Other approaches use more elabo-
rate methods for segmentation, such as information-theoretic neural networks with 
changeable number of hidden layers, associated with different values of the corre-
sponding input attribute applied to [15]. The connections represent associations rules 
between conjunctions of input attributes and the target attribute. 

A strongly related approach that also uses SOMs in combination with recurrent 
neural networks for the generation of automata is presented in [7]. It was used to 
predict daily foreign exchange rates. One-dimensional SOMs are used to extract 
elementary patterns form the time series. This approach, however, is limited to 
univariate time series. SOMs are again used for knowledge discovery of time series 
satellite images [13]. The images are classified by a two-stage SOM and described in 
regard to season and  relevant features, such as typhoons or high-pressure masses. 
Time-dependent association rules are then extracted using a method for finding 
frequently co-occurring term-pairs from text. The rules are stored in a database, which 
then allows for high-level queries. 

W
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3   Inferring Definitive Clause Grammars from Multivariate Time 
Series at Distinct Abstraction Levels 

The induction of grammatical rules is an important issue in pattern recognition. It 
comprehends extraction, identification, classification, and description of patterns in 
data gathered from real and simulated environments. In pattern recognition this is 
handled at different levels, by handling primitive and complex patterns differently.  

Primitive patterns are characterised and described by features. They are regarded as 
a whole and associated to a given class. Complex patterns always consist in a struc-
tural and/or hierarchical alignment of primitive patterns. In statistical pattern recogni-
tion, primitive patterns are identified using statistical methods [5, 21], and recently 
neural networks are also used [3,18]. No temporal constraints are considered here. 
This means pattern recognition is performed at a low-level, a data processing level.  

Syntactical pattern recognition approaches, however, assume that primitive pat-
terns have already been identified and thus are represented at a symbolic level. Primi-
tive patterns are also building blocks of complex patterns. Here, the main goal lies in 
identifying and describing structural or hierarchical, and in our case temporal, rela-
tions among the primitive patterns. Methods from the theory of formal languages in 
computer science are suitable for this task, through regarding complex patterns as 
words and primitive patterns as characters of the language. The main aim is always to 
describe a large amount of complex patterns using a small number of primitive pat-
terns and grammatical rules.  

Definitive clause grammars (DCGs) are a powerful extension of context-free (cf-) 
grammars and therefore suitable for inducing temporal relations. Most applications of 
DCGs have been for many years in natural language parsing systems [4]. A good in-
troduction to this formalism can be found in [20]. The use of DCGs for time series 
was for the first time proposed in [10].  

Basically, DCGs are built up from cf-rules. In order to provide context-
dependency, a DCG extends a cf-grammar by augmenting non-terminals with argu-
ments. DCGs extend cf-grammars in three important ways [20]: 

• DCGs provide context-dependency in a grammar, such that a word category in a 
text may depend on the context in which that word occurs in the text.  

• DCGs allow arbitrary tree structures that are built up in the course of parsing, pro-
viding a representation of meaning of a text. 

• DCGs allow extra conditions. 

The advantage of DCGs in dealing with context-dependency lies in their efficient 
implementation of DCG-rules as logic statements by definitive clauses or Horn 
clauses. Now the problem of parsing a word of a language is reduced to a problem of 
proving a theorem in terms of a Prolog interpreter. In DCGs nonterminals are written 
as Prolog atoms and terminals as facts.  

Inducing DCGs for multivariate time series not only affords a hierarchical and 
temporal decomposition of the patterns at different abstraction levels, but also an ex-
plicit temporal knowledge representation. At distinct levels, special unsupervised neu-
ral networks in an hierarchical alignment [9] allow for a successive and step-wise 
mining of the patterns, such that the obtained results can be converted into grammati-
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cal rules more easily. In this paper only a brief description of the abstraction levels is 
given. For a more detailed description of the method see [11]. 

The input to our system are multivariate time series sampled at equal time steps. As a 
result, we obtain the discovered temporal patterns as well as a linguistic description of 
the patterns (see Fig. 1), which can be transformed into a definite-clause grammar em-
ployed for parsing. Next, a description of the different abstraction levels is given. 

Features. The feature extraction process exercises a pre-processing of all time series. 
Pre-processing can be applied to one (e.g. FFT) or more then one time series (e.g. 
cross correlation). A feature is then the value of a function applied to a selection of 
time series with a time lag. 
Primitive patterns. Each primitive pattern (pp) is associated with a single point in 
time, forming an inseparable unit. pp´s are identified by clustering algorithms or un-
supervised neural networks using features as input, and without taking time into con-
sideration. A pp is then assigned to one of the clusters, i.e. a pp-class. Time points not 
associated with a pp-class are a kind of  transition points or transition periods if they 
last long between succeeding pp´s of the same pp-class. A pp-channel is the allocation 
of the whole time lag with pp´s and transitions periods (i.e. a sequence of characters).  
We want to point out that it is possible and even desirable to perform several feature 
selections for the generation of several pp-channels. The selection depends highly on 
the application and reduces strongly the complexity, since not all time series are con-
sidered at the same time.  
Successions. Temporally succeeding pp´s of the same pp-class are successions, each 
having a specific duration. The concept of duration and temporal relation is intro-
duced here for the first time. 
Events. Here the concept of approximate simultaneity, i.e. states ocurring more or 
less at the same time, is introduced. An event is identified by temporal overlapping 
sequences at distinct pp-channels. Recurring events then belong to the same event 
class. Regions not associated with an event-class are regarded as transitions periods. 
Since the duration of events belonging to the same class may differ, event classes 
have a minimal and a maximal duration in the context of a sequence.  
Sequences. Recurrent sequences of events are the main structures in the time series, 
and describe a temporal order over the whole multivariate time series. Transition pe-
riods between sequences occur just as well, and also having a minimal and a maximal 
duration. Probabilistic automata can be used for the identification of sequences of 
events, where transition probabilities between events are identified and described.  
Temporal patterns. Finallly, the concept of similarity results in the identification of 
temporal patterns. Similar sequences are sequences with a small variation of events in 
different sequences. This aggregation enables once again a simplification of the 
DCGs. String exchange algorithms are suitable for the identification of temporal pat-
terns. Temporal patterns are the final result of the whole temporal mining process and 
describe the main temporal structures in the multivariate time series. Using the termi-
nology of formal languages, primitive patterns can be regarded as  characters used for 
forming words, or even complex words, in our case forming successions of characters 
or single ones, representing events. Sequences and temporal patterns are then com-
posed by a sequence of events, like words form a sentence in a natural or a computer 
language.  
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Fig. 1. A method with several abstraction levels for temporal pattern detection and for inferring 
Definite-Clause Grammars at distinct levels 

As mentioned before, ML-algorithms are used to induce a rule-based and symbolic 
description of the pp´s. A parser for these rules can easily be implemented in Prolog 
[23]. A grammatical specification of events, sequences and temporal patterns presup-
poses that temporal dependences can be grammatically described, thus leading to the 
use of DCGs at higher abstraction levels. Before starting the induction process, how-
ever, an explicit temporal knowledge representation is needed. In AI a temporal refer-
ence is usually made up of a set of temporal elements, called ontological primitives 
(op). The main concepts for op´s are time points [17], time intervals [1], or a combi-
nation of both. For an overview to the main concepts on temporal reasoning, concern-
ing logical formalisms in time in AI, ontological primitives, and concepts related with 
reasoning about action, see [24].  

In this approach, a representation formalism related to Allen´s interval calculus is 
proposed. In the context of semi-automatic temporal pattern extraction Allen´s con-
ception, with its 14 precedence relations, however, is far too complex and strict. For 
our purposes, a simpler forrmalism to describe an approximate simultaneity of events 
is needed, subsuming 10 of Allen´s precedence relation into a single one. Conse-
quently, just a few op´s are needed to give a full description of the main concepts  
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related to temporal patterns in multivariate time series. This leads to a simple and 
concise representation formalism built up by the following op´s:  

• and for inclusion of features describing a primitive pattern 
• is more or less simultaneous with describing an approximate simultaneity of suc-

cessions 
•  followed by describing directly succeeding events  
• followed by … after describing succeeding events after a transition period 
•  or for alternative (temporal) sequences 

4   An Example 

This approach was applied to a sleep disorder with  high prevalence, called sleep-
related breathing disorders (SRBDs). For the diagnosis of SRBDs the temporal dy-
namics of physiological parameters such as sleep-related signals (EEG, EOG, EMG), 
concerning the respiration (airflow, ribcage and abdominal movements, oxygen satu-
ration, snoring) and circulation related signals (ECG, blood pressure), are recorded 
and evaluated. Since the main aim is to identify different types of sleep related breath-
ing disorders, mainly apnea and hypopnea, only the signals concerning the respiration 
have been considered [19]. Severity of the disorder is calculated by counting the 
number of apnea and hypopneas per hour of sleep, named respiratory disturbance in-
dex (RDI). If the RDI exceeds 40 events per hour of sleep, the patient has to be re-
ferred to therapy. 

The different kinds of SRBDs are identified through the signals ´airflow´, ´ribcage 
movements´ and ´abdominal movements´, ´snoring´ and ´oxygen saturation´, as 
shown in Fig. 2, where a distinction between amplitude-related and phase-related dis-
turbances is made. Concerning the amplitude-related disturbances, disturbances with 
50%, as well as disturbances with 10-20%, of the baseline signal amplitude may oc-
cur. Phase-related disturbances are characterised by a lag between ´ribcage move-
ments´ and ´abdominal movements´. An interruption of ´snoring´ is present at most 
SRBDs as well as a drop in ´oxygen saturation´.  

For this experiment, 25 Hz sampled data have been used from three patients having 
the most frequent SRBDs. One patient even exhibited multiple sleep disorders. 
In this paper we present an excerpt of the grammatical rules extracted from the results 
of the self-organizing neural networks at distinct abstraction levels, in order to de-
montrate how the algorithm for the generation of DCGs works. These rules can be 
transformed into Prolog rules and parsed at a symbolic level with a Prolog interpreter. 

For the extraction of primitive pattern rules, the ML-algorithm sig* [23] was used, 
which generates rules for each class based on its most significant features. For instance, 

a pp-class is a ’A4’ if 
        ’strong airflow’ ∈ [0.37, 1] 
  and   ’airflow’ = 0 
  and   ’snoring intensity’ ∈ [0.15, 1] 
a pp-class is a ‘B6’ if 
        ’intense abdominal movements’ ∈ [0.19, 1] 
  and   ’reduced ribcage movements’ ∈ [0, 0.84] 
  and   ’intense ribcage movements’ ∈ [0, 1]  
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Fig. 2. Identified temporal pattern from a patient with SRBDs 

These pp-classes were named A4: strong airflow with snoring and B6: intense rib-
cage and abdominal movements. For the other pp-classes rules were extracted as well, 
and meaningful names were given. These names can be used at the next level for the 
description of the event-classes. For instance, 

an event-class is a ’Event5 ’if 
         (’strong airflow with snoring’  
    or    ’reduced airflow with snoring’ 
    or    ’transition period’) 
  is more or less simultaneous with 
        ’intense ribcage and abdominal movements’ 

This event was named strong breathing without snoring. The names of the event-
classes are then used at the next level for the descriptions of the sequences or tempo-
ral patterns. 

a sequence is a ’Sequence1’ [40 sec, 64 sec] if 
       ’Event2’: ’no airflow with no chest and abdominal wall   
        movements and without snoring’ [13 sec, 18 sec] 
  followed by 
       ’Event3’: ’no airflow with reduced chest and no  
       abdominal wall movements and without snoring’ [20 sec,  
       39 sec] 
  followed after [0.5 sec, 5 sec] by 
       ’Event5’:’strong breathing with snoring’ [6 sec,  
       12 sec] 

The rules are simple and understandable for domain experts, since they provide a lin-
guistic description of their domain. Experts can stay with their thought pattern. The 
domain expert can identify the above mentioned sequence as an mixed apnoe and 
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Event5 as an hypopnoe. Other temporal patterns were identified, namely obstructive 
hypopnoe, mixed obstructive apnoe, and obstructive snoring. 

Next, a small excerpt of the DCG for the above mentioned temporal pattern is 
given. 

Rules 
succession(S,D) --> succ(S), op, duration(D), cp. 
… 
transition(T,D) --> trans(T), op, duration(D), cp. 
… 
succes(’E5’,D1) --> succession(’A4’,D) ; succession(’A1’,D) ; 
                  transition(T,D). 
succes(’E5’,D2) --> succession(’B6’,D). 
… 
event(’E5’,D) --> succes(’E5’,D1), simultaneity,   
               succes(’E5’,D2),range(’E5’,LR,UR),  
               {D is (D1+D2)/2, D<UR, D>LR}. 
… 
sequence(’S1’,D) --> event(’S1’,D1), followedby,  
            event(’S1’,D2),  
            followedafter, transition(T,D3),  
            event(’S1’,D4),{uplimit(’S1’,UD),  
            lowlimit(’S1’,LD), D is D1+D2+D3+D4, D<UD, D>LD}. 
… 
duration(D) --> [D],{number(D)}. 
range(D) --> [D],{number(D)}. 
uplimit('S1',<value>). 
lowlimit('S1',<value>). 
… 
Facts 
trans(T) --> [transition,period]. 
op --> [’[’].  
cp --> [’]’,sec]. 
and --> [and]. 
or --> [or]. 
followedafter --> [followed,after]. 
followedby -->  [followed,by]. 
simultaneity --> [is,more,or,less,simultaneous,with]. 
succ(’A4’) --> [strong,airflow,with,snoring]. 
succ(’A1’) --> [reduced,airflow,with,snoring]. 
succ(’B6’) --> [intense,ribcage,and,abdominal,movements]. 

A structured and complete evaluation of the discovered temporal knowledge at the 
different abstraction levels was made by questioning an expert. All events and tempo-
ral patterns presented to the physician described the main properties of SRBDs. All of 
the four discovered temporal patterns described very well the domain knowledge. For 
one of the patterns new knowledge was even found. 

5   Conclusion 

The recognition of temporal patterns in time series requires the integration of several 
methods, as statistical and signal processing pattern recognition, syntactic pattern rec-
ognition as well as new approaches like AI-methods and special neural networks. The 
main idea of this approach lies in introducing several abstraction levels, such that a 
step-wise discovery of temporal patterns becomes feasible. The results of the unsu-
pervised neural networks are used to induce grammatical rules. Special grammars, 
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named DCGs, have been used here, since they are a powerful extension of context-
free grammars. The main advantage in using DCGs lies in augmenting non-terminals 
with arguments, such as temporal constraints, as required here. 

If no temporal relations have to be considered, for instance for the generation of a 
rule-based description of the primitive patterns, then Machine Learning algorithms 
can be used straightforwardly. The main advantage of our approach lies in the genera-
tion of a description for multivariate time series at different levels. This permits a 
structured interpretation of the final results, where an expert can navigate between 
rules at the same level and, if needed, zoom in to a rule at a lower level or zoom out to 
a rule at a higher level. This procedure provides an understanding of the underlying 
process, first at a coarse and later on at more and more finer granulation.  
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Obtaining a Bayesian Map for Data Fusion and
Failure Detection Under Uncertainty?
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Abstract. This paper presents a generic Bayesian map and shows how
it is used for the development of a task done by an agent arranged in an
environment with uncertainty. This agent interacts with the world and is
able to detect, using only readings from its sensors, any failure of its sen-
sorial system. It can even continue to function properly while discarding
readings obtained by the erroneous sensor/s. A formal model based on
Bayesian Maps is proposed. The Bayesian Maps brings up a formalism
where implicitly, using probabilities, we work with uncertainly. Some ex-
perimental data is provided to validate the correctness of this approach.

Keywords: Reasoning Under Uncertainty, Spatial Reasoning, Model-
based Reasoning, Autonomous Agents.

1 Introduction

When an autonomous agent is launched into the real world there are several
problems it has to face. The agent must have a model of the environment rep-
resenting the real universe where it will interact. Nevertheless, it is necessary to
bear in mind that any model of a real phenomenon will always be incomplete
due to the permanent existence of unknown, hidden variables that will influence
the phenomenon. The effect of these variables is malicious since they will cause
the model and the phenomenon to have different behavioural patterns.

Reasoning with incomplete information continues to be a challenge for au-
tonomous agents. Probabilistic inference and learning try to solve this problem
using a formal base. A new formalism, the Bayesian programming (BP), [1],[2],[3]
based on the principle of the Bayesian theory of probability, has been successfully
used in autonomous robot programming. Bayesian programming is proposed as
a solution when dealing with problems relating to uncertainty or incomplete-
ness. A new probabilistic method that deals with the probabilistic modelling of
an environment, based on BP, the Bayesian Maps (BM) [4],[5],[6] has been pro-
posed recently as an incremental way to formalize the navigation of autonomous
agents.
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Nowadays, the principal method used to model an environment is based on
extracting a hierarchy of smaller models starting from a more complex and un-
manageable model. In contrast, the BM uses simple models, which are combined
to generate more complex models. Each BM sub model is built upon imbricate
sensor motor relationships that provide behaviours. Obtaining such combinations
of sensor motor models is also relevant to biologically inspired models, as it ap-
pears that no single metric model can account alone for large-scale navigation
capacities of animals [5].

However, when the robot is performing within the environment another se-
rious problem could occur, what would happen if one o more sensors provided
erroneous readings? (We define an erroneous reading as a failure in the acqui-
sition subsystem or in the data transmission from the sensor to the robot, not
the reading variations produced by the physical properties of the environment).
Erroneous readings make the robot’s task more difficult, especially when working
with autonomous agents in remote places (i.e. a lunar robot working to obtain
information from the surface of Mars). In these circumstances it would be phys-
ically impossible to test if a sensor reading is correct or not. However, various
readings, from one or more sensors, can be combined to obtain a better one.
This process is called fusion. Data fusion provides more information than the
individual sources and increases the integrity of the system.

In this paper an environment model for an autonomous agent based on the
MB formalism is shown. The autonomous agent will develop a generic task work-
ing with uncertainly. Also, a method of obtaining sensor reliability in real time
using an abstraction of various Bayesians maps will be defined. Next, the de-
scribed models will be applied to a real robot. Finally, conclusions and future
lines of investigation to be followed will be highlighted.

2 Adapting the Agent to the Uncertainty. From Bayesian
Programming to Bayesian Maps

As commented above, using incomplete information for reasoning continues to
be a challenge for artificial systems. Probabilistic inference and learning try to
solve this problem using a formal base. Bayesian programming [1],[2],[3] has been
used successfully in autonomous robot programming. Using this formalism we
employ incompleteness explicitly in the model and then, the model’s uncertainty
chosen by the programmer, are defined explicitly too.

A Bayesian program is defined as a mean of specifying a family of probability
distributions. There are two constituent components of a Bayesian program,
presented in figure 1. The first is a declarative component where the user defines
a description. The purpose of a description is to specify a method to compute
a joint distribution. The second component is of procedural nature and consists
of using a previously defined description with a question (normally computing
a probability distribution of the form P (Searched| Known)). Answering this
question consists in deciding a value for the variable Searched according to
P (Searched| Known) using the Bayesian inference rule:
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Program


Description


Spec (π)


Pertinent variables
Decomposition

Forms

{
Parametric
Programs

Identification based on Data(δ)
Question

Fig. 1. Structure of a Bayesian program

P (Searched| Known ⊗ δ ⊗ π) =
1
Σ ×

∑
Unknown

P (Searched ⊗ Unknown ⊗ Known| δ ⊗ π) (1)

Where 1
Σ is a normalization term (see [1] for details). It is well known that a

general Bayesian inference is a very difficult problem, which may be practically
intractable. However, for specific problems, it is assumed that the programmer
would implement an inference engine in an efficient manner. More details about
BP can be found in [1],[2].

2.1 Bayesian Maps

Bayesian Maps (BM) [4],[5],[6] are one of the models developed using the BP.
A Bayesian map c is a description (see figure 2a) that includes four variables: a
perception one (P ), an action one (A), a location variable at time t (Lt) and a
location variable at time t′ where t′ > t (Lt′). The choice of decomposition is not
constrained; any probabilistic dependency structure can therefore be chosen here.
The definition of forms and the learning mechanism (if any) are not constrained,
either.

For a Bayesian map to be interesting, it is necessary that it generates several
behaviours. A series of questions is proposed to ensure that a given map will
generate useful behaviours. These questions are: localization P (Lt| P ⊗ c), pre-
diction P (Lt′ | A ⊗ Lt ⊗ c) and control P (A|Lt ⊗ Lt′ ⊗ c). A map is considered
useful if these questions are answered in a relevant manner (their entropy is far
enough of its maximum).

In [6] a method of constructing a Bayesian map using other maps (sub maps)
is presented. The abstractor operator (see figure 2b) combines different maps ci,
which could cover different locations, in a new map c′ (global map or abstract
map) permitting the agent to develop long routes. In addition this operator
allows us to create a hierarchy of maps from the simplest to the most complex.
Moreover, since each map within the hierarchy is a full probabilistic model, this
hierarchy is potentially rich.

As seen in [7], a Bayesian map is a general framework able to represent
different models (for example Kalman filters and particle filters). Using a BM
we can ask prediction questions P (Lt′ | A ⊗ Lt ⊗ c) which can form the basis of a
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Fig. 2. a) Structure of a Bayesian Map. b) The Abstractor Operator. (|c is omitted

from the right hand of the formulation)

planning process. The resulting hierarchical models are built upon imbricate sen-
sorimotor relationship that provide behaviours, thus departing from the classical
perceive, plan, act control loop (see [4],[5],[6]).

3 Environment Model, Bayesian Map Proposed

In this part a generic Bayesian map is presented, this map will be used to rep-
resent the environment. Starting with a specific task, to be developed by our
robot, will permit the deduction of the generic model.

The working environment of our robot is represented by this map (figure 3e).
The robotic agent must serve as a connection between the rooms shown in the
figure, gathering and providing material from one to others.

BM are a good approximation to solve this problem because uncertainty is
directly specified in the model and they represent the knowledge in a hierarchical
way. In order to formalize the task it was divided, and four subtasks defined:

– The robot is in a corridor (and has to advance along it)
– The robot recognizes a door on the right (and has to pass through it)
– The robot detects the end of the corridor (and has to turn 180 degrees)
– Finally the robot detects only a wall (and has to follow it)
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3.1 Bayesian Maps

Once the task has been broken down the next step is to define a Bayesian map for
each situation. In our case a Pioneer 1 robot with a seven sonar ring was used,
defined by the perception variable P = Px = {P1, P2, ..., P7} and controlled
by two action variables A = {V rot, V trans} representing the rotational and
transactional velocity respectively.

The first proposed map ccorr describes the navigation along a corridor. For
this map we define a localization variable L as L = {θ, d} where θ represents the
angle between the robot and the corridor and d the distance to the nearest wall
(see figure 3a). The angular distance is simplified in 5 regions from π

4 to −π
4 and

the distance d represented as near, normal and far, bθc = 5, bdc = 3. This leads
to a model that is compact yet sufficiently accurate to complete the proposed
subtask.

In this way this joint distribution is defined with the following decomposition:

P (Px ⊗ θ ⊗ d ⊗ θ′ ⊗ d′ ⊗ V rot ⊗ V trans| ccorr) =
= P (Px| ccorr) × P (θ ⊗ d| Px ⊗ ccorr) × P (θ′ ⊗ d′| Px ⊗ θ ⊗ d ⊗ ccorr)

× P (V rot| Px ⊗ θ ⊗ d ⊗ θ′ ⊗ d′ ⊗ ccorr)
×P (V trans| Px ⊗ θ ⊗ d ⊗ θ′ ⊗ d′ ⊗ V rot ⊗ ccorr)

= P (Px| ccorr) × P (θ ⊗ d| Px ⊗ ccorr) × P (θ′ ⊗ d′| θ ⊗ d ⊗ ccorr)
× P (V rot| θ ⊗ d ⊗ θ′ ⊗ d′ ⊗ ccorr) × P (V trans| θ ⊗ d ⊗ θ′ ⊗ d′ ⊗ ccorr)

(2)

Where the second equality is deduced from the conditional independence
hypothesis. The next step is to identify the parametrical form of the previ-
ously defined joint distribution. P (Px| ccorr) and P (θ′ ⊗ d′| θ ⊗ d ⊗ ccorr) are
uniform distributions (initially uniformity in readings and the environment are
supposed). P (θ ⊗ d| Px ⊗ ccorr) describes, using a reading, the angle and the
distance that will determine the corridor. Despite being easier to work with the
direct model P (Px| θ ⊗ d ⊗ ccorr) than with the inverse one. This is because
the distribution could be obtained directly using the robot (obtaining reading in
the real environment). Even though, one distribution can be obtained from the
other:

P (Px| L ⊗ ccorr) = 1
Σ

×
∑
L′A

(
P (Px| ccorr) × P (L| Px ⊗ ccorr) × P (L′| Px ⊗ L ⊗ ccorr)
×P (A| Px ⊗ L ⊗ L′ ⊗ ccorr)

)
= 1

Σ
× P (Px| ccorr) × P (L| Px ⊗ ccorr) ×

∑
L′

P
(
L′∣∣ Px ⊗ L ⊗ ccorr)×

×
∑
A

P
(
A| Px ⊗ L ⊗ L′ ⊗ ccorr)

= 1
Σ

× P (Px| ccorr) × P (L| Px ⊗ ccorr)

= 1
Σ′ × P (L| Px ⊗ ccorr) , where L = θ ⊗ d

In this way the robot could be placed in different angles θ and at different
distances d to obtain the Px values. Each sensor Pi will be represented by a
Gaussian that shows the mean and the variation for each angle and distance.

P (V rot| θ ⊗ d ⊗ θ′ ⊗ d′ ⊗ ccorr) and P (V trans| θ ⊗ d ⊗ θ′ ⊗ d′ ⊗ ccorr)
shows the velocity (rotational or transactional) necessary to reach the required
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angle and distance at time t′, when the initial angle and distance are given.
These terms could be specified in an easy way using a table provided by the
programmer.

This BM can be used by asking a question based on the joint
distribution previously defined. For example it could be asked:
P (V rot ⊗ V trans| Px ⊗ [〈θ, d〉 = 〈0, 1〉]). This question makes the robot
follow the corridor between its walls obtaining the motor variables to perform
this task. Using the same reasoning of this section the following Bayesian map
is proposed (see figure 4).

Fig. 3. a,b,c,d) Submap specification and variables for the submaps. e) Map where

the robots moves. f) Sonar distribution in the Pionner 1 robot

Applying the decomposition proposed in this map, the next MB can be ob-
tained taking into consideration that the localization variables are specific for
each map (see figure 3).

4 Data Fusion and Incoherence Detection

Once the different parts of the environment where the Bayesian maps are going
to work have been defined, they have to be combined. The combination or ab-
straction of maps is a method defined in [6] that is able to combine information
(included in the sub map distributions we define) and generate a new map. This
map is not only the combination of the individual sub maps but also provides
a uniform model for the entire environment (even for places where the model is
not specified).

Before applying the abstraction process, a method for combining the multiple
sensor readings will be defined. We propose this sensor combination1:

P (Px| L) =
∏

i

P (Pxi|L) (3)

1 In the next section we will omit |c from the right hand side of the formulation.
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We will assume independent sensorial elements (knowing the cause the con-
sequences are independent). This is, indeed, a very strong hypothesis although
it will be assumed because it provides a more robust system for malfunctions,
improved signal quality and more efficient computation. Even so another ques-
tion remains to be solved: How can the reliability distribution of one sensor be
obtained? When the fusion process is defined as a product of a simpler terms
related to each sensor we could obtain the sensor reliability in an easy way (for
a given sub map):

P
(
Pxt

1

∣∣ Pxt
2 ⊗ Pxt

3 ⊗ ... ⊗ Pxt
7

)
= 1 − 1

Σ

∑
L

∏
i

P
(
Pxt

i

∣∣ L
)

(4)

It would be known if Px1 is emitting incorrect readings if a reading in time
t persists in being inconsistent with the readings of other sensors in a predeter-
mined period. This inconsistency may be detected by a very low probability for
Pxt

1.

Fig. 4. Generic Bayesian map proposed

As has been seen previously, combining maps using abstraction operators
provides some advantages, one of them being an emergence of robustness (the
abstract map is more robust than simply adding the individual robustness of
the submaps). In this way a method to combine the sensorial reliability of the
submaps is provided. In equation 4 we define how to calculate the reliability
of a sensor in a Bayesian submap. This reliability only depends on the term
P (Px| L). According to the definition of the abstract operator we can obtain
this term for the abstraction of maps:
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P (Px| L) =
∑

A L′
P (L)

∏
i

P
(

P i ⊗ Li ⊗ Li′ ⊗ Ai
∣∣∣ L

)
× P (L′) × P (A| L ⊗ L′) =

= P (L) ×
∏
i

P
(

P i ⊗ Li ⊗ Li′ ⊗ Ai
∣∣∣ L

)
×

∑
L′

P (L′) ×
∑
A

P (A| L ⊗ L′) =

= 1
Σ

∏
i

P
(

P i ⊗ Li ⊗ Li′ ⊗ Ai
∣∣∣ L

)
In the global map (the map obtained through the application of the abstrac-

tion operator) the localization depends not only on the submaps localization but
also on the sensorial readings and the actions developed by the map. In this way
the probability of sensor failure for the global map has been defined as:

PSF t
1 = P (Pxt

1| Pxt
2 ⊗ Pxt

3 ⊗ ... ⊗ Pxt
7 ⊗ cabstract) =

1 − 1
Σ

∏
n


P (P ⊗ L ⊗ L′ ⊗ A| [L = c1]) × 1

Σ′

∑
Lc1

∏
i

P (Pi| L)×

...
P (P ⊗ L ⊗ L′ ⊗ A| [L = cn]) × 1

Σ′

∑
Lcn

∏
i

P (Pi| L)

 (5)

This computation can thus be interpreted as a Bayesian comparison of the
relevance models with respect to the probability of the sensors failure.

Once the probability of sensor failure has been obtained it can be used to
discard an erroneous sensor and then continue using the other ones. In order to
discard a sensor a threshold has to be specified(any value over this threshold will
be considered as a sensor failure). The failure of a sensor can be defined as:

failP1 =


∑
i

P
(
Pi|S ⊗ cabstract

)
i

− PSF t
1 + µ

 < 0, where S ⊆
{
Pxt

i\Pi

}
(6)

To determine if a sensor is working correctly, a threshold is needed (provided
by the programmer) and also a normalization term. This term is required in
environments with high uncertainty (for example in environments where the
agent is not prepared) because without this normalization the agent could think
that all sensors are erroneous.

5 Experimental Validation

Using the provided maps and combining them with the abstract operator we
have obtained the desired agent behaviour. In the next figure 5a, the path fol-
lowed by the robot is shown for a complete route. As we see, the robot follows
the corridor (landmark 1) until it finds the right door (landmark 3). Once the
door is detected the robots passes through the door and turns 180 degrees so
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Fig. 5. a) Landmarks and route developed by the robot. The landmarks show the angle

and the position where the tests are performed. b) P (L|Px ⊗ ci) for each landmark

and each map i (a map is represented by a symbol: corridor, door, wall and end of

corridor). c) For each sonar (1...7) the reliability P
(
Pxt

1

∣∣ Pxt
2 ⊗ Pxt

3 ⊗ ... ⊗ Pxt
7

)
is

obtained for each submap and each landmark. The global reliability in the final row is

also shown. The tests are done contaminating the first sensor readings with impulsive

noise. The red bar (the brightest) shows the noise value used, the blue bar is the real

value detected by the sensor
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that it sees a wall (landmark 4). The robot continues parallel to the wall and
follows it until the corridor map reactives. Once it arrives to the end of the
corridor (landmark 5) it turns 180 degrees to continue the route. The left door
in landmark 2 complicates recognition (this situation not being pre prepared;
the robot only learnt to recognise doors on the right) although the model works
correctly (see figure 5b2).

Developing the same route, an impulsive noise is introduced in the further-
most left sensor (see sensor 1 in the figure 3c). A table summarizing the data
collected by the experiment is provided where the following can be seen : the sen-
sor readings, the value of P (L| Px) for the global map and the sensor reliability
for some selected landmarks. It is interesting to analyse the results represented
in figure 5c. Firstly, it can be seen that the sensorial reliability for a landmark2

varies with respect to the sub map used. This variation occurs because each map
expects different readings according its internal model; therefore, the expected
sensor reliability varies between models. Once sensor reliability for each sub
map has been obtained applying (equation 5) they can be combined to obtain
the common reliability for the landmark n. By observing the sixth row of the
table (the global reliability) it can be seen how sensor 1 works incorrectly. The
programmer is the person who must determine the threshold µ for discarding
erroneous sensors.

6 Conclusions

In this paper a model has been presented based on Bayesian maps, in which a
physical agent develops a generic task working under uncertainty. The possibility
of detecting any failures in the sensorial system has been added to the model,
thereby detecting if any sensor is returning erroneous readings.

Examples of both navigation and failure tolerance systems have been pro-
vided, which determine the correction of the models presented here.

In an uncertain world it is necessary to work taking this uncertainty into
consideration. The models proposed here contain the uncertainty inside itself
because they are rigorously based on the Bayes Theorem. Future studies will try
to develop data fusion with different sensors sources using the same Bayesian
paradigm.
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Abstract. We propose an event handling mechanism for dealing with
spatio-temporal changes. By using this mechanism, we can observe
changes of features at diverse viewpoints. We formalize an event that
changes a set of features. The relation between events has a hierarchi-
cal structure. This structure provides observations of spatial changes at
various detailed level.

1 Introduction

Recently, a geographic information system (GIS) is used in various fields, and
takes an important role as fundamental resources for our lives. However, in
almost traditional researches on GIS, they focus on only local changing of ge-
ographic information. If GIS can treat global changes and dynamic aspects of
geographic information, GIS may become a more useful tool in all fields in which
GISs are used. There are some researches on dynamic aspects of geographic in-
formation ([1][2]). However, they have restriction in some degree. We propose an
event handling mechanism. In our mechanism, the factor of changing features is
defined as an event. We construct a hierarchical structure of events to observe
changes of objects at diverse viewpoints.

2 Frame Work

2.1 Feature

We define a feature as an object that has shapes as spatial attributes and lifes-
pan as temporal attributes. In Addition, generally any maps have specific scale
corresponding to its detailed degree. Among maps with different scale, we can
consider hierarchical structure. Additionally, we should consider themes of maps
such as road, construct, intendancy, and so on. A Multi-Theme Multi-Scale map
information model ([3]) had been proposed to maintain these hierarchical rela-
tions and themes without redundancy. Based on the M2 map information model,
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each feature is assigned to appropriate level layer and appropriate theme. We
denote the level of a layer and a theme to which feature o belongs by LevelF (o)
and Theme(o).

2.2 Event Structure

Definition of Event. A feature changes as time passes. These changes often
have a common factor. We call these common factors an event. There are two
event types. One is primitive event (PE), and the other is composite event
(CE). A primitive event pe ∈ PE changes a set of features and a composite
event ce ∈ CE consists of an event set.

pe = (cf1, cf2, ,̇cfn) (1)
ce = {ee1, ee2, ,̇een|eei ∈ PE ∨ eei ∈ CE}. (2)

In equation 1, cfi represents a change of a feature such as ”deletion of a build-
ing”. In addition, a set of features affected by pe is denoted by TargetOf(pe),
and Theme(pe) represents the set of themes to which each feature included in
TargetOf(pe). In equation 2, eei represents an element of a composite event.
Additionally, a set of elements of ce and a set of features affected by ce are de-
noted as Element(ce) and TargetOf(ce), respectively. In addition, Theme(ce)
is represents the set of themes to which each element of ce belongs.

Relation Between Events. The relation between events has two types.
The relation between a composite event and its elements has hierarchical

structure. Each event e in the event hierarchy assigned specified level, which is
denoted as LevelE(e). Formally levels of the event are calculated as follows.

LevelE(e) ≥ Max(LevelF (f |f ⊂ TargetOf(e)) (3)

The level of Event e must be higher than the level of the all features in
TargetOf(e). In addition, if TargetOf(ei+1) is subset of TargetOf(ei), then
event ei is higher than ei+1. We name the relation between ei and ei+1 an
Aggregate-Relation.

Fig. 1. Conceptual model of event structure in UML
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In addition to Aggregate-Relation, we consider one more relation. In the
world, most of events are driven by other events. For instance, an earth-
quake drives flood disasters. We name such a relation between events Event-
Driven-Relation. The Event-Driven-Relation represents temporal relation, while
Aggregate-Relation represents spatial relation. Fig.1 presents our framework in
UML.

3 Multi-detailed Observation of Event

3.1 Retrieving Features with Common Factor

In the traditional models, even if each feature has same timestamp of changing,
it is not clear that these changes are synchronized mutually. For instance, even
if some building has lifespan from ”1994-12-01” to ”2004-11-14”, it is not clear
that these buildings are synchronized with each other when these buildings are
deleted. In contrast, we can treat changes of features as synchronized changes in
our model, features associated with the same event can be treated as a set one
key feature or event.

3.2 Retrieving Feature with Interrelated Factor

In our model, the factors of changes of features have a hierarchical structure.
Based on Aggregate-Relation, we can observe the changes at diverse viewpoints.
If we trace to the upper event in event hierarchy, we can obtain the synchronized
changes at upper layer. These changes are global changes. On the other hand,
if we trace to the lower event in the hierarchical event structure, we can obtain
the synchronized changes at lower layer. It pulls up a set of features that have
strong tie each other. In addition, by using Event-Driven-Relation, it is possible
to obtain the features with causal relation.

4 Conclusion

In this paper, we propose the event handling mechanism. The event has two
types: one is a primitive event, and the other is composite event. The primitive
event manages changes of features. The composite event consists of a set of
events. The relation among events constitutes a hierarchical structure. Using
this structure, we can observe changes of feature at diverse viewpoints. The
upper event manages a set of global changes of features, while the lower event
manages a set of local changes of features that has stronger tie each other.

References

1. Peuquet, D., Duan, N.: An event-based spatiotemporal data model (estdm) for
temporal analysis of geographical data. International Journal of Geographical In-
formation Systems 9 (1995) 7–24



356 M. Ikezaki, N. Mukai, and T. Watanabe

2. JIANG, J., CHEN, J.: Event-based spatio-temporal database design. In: Interna-
tional Journal of Geographical Information Systems. Volume 32., Germany (1998)
105–109

3. Feng, J., Watanabe, T.: Effective representation of road network on concept of
object orientation. Trans. IEE of Japan 122-C (2002) 2100–2108



Fault Localization Based on Abstract
Dependencies�

Franz Wotawa and Safeeullah Soomro��

Graz University of Technology, Institute for Software Technology,
8010 Graz, Inffeldgasse 16b/2, Austria
{wotawa, ssoomro}@ist.tugraz.at
http://www.ist.tugraz.at/wotawa/

1 Introduction

Debugging, i.e., removing faults from programs, comprises three parts. Fault
detection is used to find a misbehavior. Within fault localization the root-cause
for the detected misbehavior is searched for. And finally, during repair the re-
sponsible parts of the program are replaced by others in order to get rid of the
detected misbehavior. In this paper we focus on fault localization which is based
on abstract dependencies that are used by the Aspect system [1] for detecting
faults. Abstract dependencies are relations between variables of a program. We
say that a variable x depends on a variable y iff a new value for y may causes
a new value for x. For example, the assignment statement x = y + 1; implies
such a dependency relation. Every time we change the value of y the value of x
is changed after executing the statement. Another example which leads to the
same dependency is the following program fragment:

if ( y < 10) then x = 1; else x = 0;

In this fragment not all changes applied to y cause a change on the value of
x, although x definitely depends on y. The Aspect system now takes a program,
computes the dependencies and compares them with the specified dependencies.
If there is a mismatch the system detects a bug and notifies the user. However,
the Aspect systems does not pinpoint the root-cause of the detected misbehavior
to the user.

We illustrate the basic ideas of fault localization using the faulty implemen-
tation of a multiplication operation myMult which has the following source code:

int myMult (int x,y) {
1. int result = 0;

2. int i = 0;

3. while ( i < x ) {

� The work described in this paper has been supported by the Austrian Science Fund
(FWF) project P15265-INF and the Higher Education Commission(HEC), Pakistan.
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4. result = result + x ; // Should be result = result + y

5. i = i + 1; }
6. return result;

}

The bug lies in statement 4 where the variable x is used in the right hand
side expression of the assignment instead of variable y. In order to detect the
fault we first have to specify the abstract dependencies for the multiplication
where the result should depend on both inputs. Hence, we specify that result
depends on x and y which can be written as a rule: result ← x, y or as binary
relation {(result, x), (result, y)}.

When approximating the dependencies from the source code of myMult using
the Aspect system, we finally obtain a dependency relation {(result, x)} which
fails to be equivalent to the specified dependency relation. The question now is
how the root-cause of this misbehavior can be found. The idea behind our ap-
proach is the following. During the computation of abstract dependencies every
statement has an impact to the overall dependency set. For example statement
4 says that result depends on result and x. When knowing the dependencies
of result before statement 4, we can extend the relation. For myMult the vari-
able result also depends on i (statement 3) and a constant 0 (statement 1).
The variable i itself depends on i (statement 5), x (statement 3) and a con-
stant 0 (statement 2). Hence, in this case all statements fail to deliver a relation
(result, y) and are therefore candidates for a root-cause. Let us now extend our
example by introducing an additional specified dependency i ← i, x which is
said to be valid for statements 3 to 6. In this case statements 2, 3, and 5 can no
longer be candidates for the root-cause because they are necessary to compute
dependencies for variable i which fulfill the specification. Hence, only 1 and 4
remain as potential root-causes.

All arguments for extracting root-causes have been done using only depen-
dencies which are computed by analyzing statements. Hence, a adapted formal-
ization of this process which allows for reasoning about statements and their in-
fluences on the computed abstract dependencies should lead to a system which
extracts root-causes automatically from the source code of programs and the
specified dependencies. During the rest of this paper we provide a framework for
this purpose which is based on model-based diagnosis [2]. Model-based diagnosis
provides the means for reasoning about statements and their influences which is
necessary for our purpose.

2 Modeling

The model of the statements is based on abstract dependencies [1]. Similar to
previous research in the domain of debugging using model-based diagnosis, e.g.,
[3], the model represents the abstract behavior of statements when they are as-
sumed to be correct, i.e., bug free. In contrast the new model introduces an
additional model for the case when we assume a statement to be faulty. The
assumption that a statement s is faulty or not is represented by the predicate
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AB(S) and ¬AB(S) respectively. This is the standard notation in model-based
diagnosis [2] and is used by a diagnosis engine during the computation of fault
locations. The second difference between previous research and ours is that we
propagate dependencies that correspond to statements. A statement that is as-
sumed to be correct contributes dependencies which are computed by using the
work published by [1]. If a statement is incorrect the computed dependencies
comprises only the pair (t, ξ) where ξ represents a model variable that repre-
sents different program variables.

For example, the model of an assignment statement x = e is the following.
For the correct behavior we introduce the rules ¬AB(x = e) → D(x = e) =
{(x, v)|v ∈ vars(e)} and ¬AB(x = e) → M(x = e) = {x}, where vars(e) is
a function returning all referenced program variables in expression e. For the
faulty case, where we assume the statement x = e to be incorrect, we obtain
AB(x = e) → {(x, ξ)} and AB(x = e) → M(x) = {x} where ξ is a model
variable that is unique for each statement. Consider the following short program
fragement
1. x = a;

2. y = x + b;

and the specified dependencies after line 2 is given by: {(x, a), (y, a), (y, c)}.
Assuming that line 1 is faulty and line 2 is not, we obtain the dependency set
{(x, ξ), (y, b), (y, ξ)}. It is easy to see that there is no substitution for ξ which
makes the given specification equivalent to the computed dependencies. Hence,
the assumptions are not valid and line 1 is not faulty. If we assume line 1 to be
correct and line 2 to be incorrect, we get a dependency set which is equivalent
to the specification when substituting ξ with a and c. Hence, this assumption is
consistent with the given specification and we obtain a diagnosis. This procedure
can be automated using a model-based diagnosis engine like the one described
in [2].

The described model for assignment statements can be easily extended to
handle while-loops and conditionals. Moreover, as described in [1] models of
pointers and arrays are also possible. They only need to be extended for the case
where we assume a statement that comprises pointers or arrays to be incorrect.
Beside the fault localization capabilities of our approach which only requires
an abstract specification of the program in terms of specified dependencies the
used model can be extracted directly from the source code. Hence, the whole
diagnosis process can be fully automated.
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Abstract. A new freeway traffic simulator based on a deep model behaviour is 
proposed. This simulator is defined and developed for helping human traffic 
operators in taking decisions about predictive control actions in situations prior 
to congestion. The simulator uses qualitative tags and cognitive events to 
represent the traffic status and evolution and the temporal knowledge base 
produced by its execution is very small and it has a high level of cognitive 
information. 

1   Introduction 

The main purpose of an Intelligent Traffic System (ITS) is to help human traffic 
operators to decide which measures and strategies should be activated anticipating 
traffic changes based on the current information available of the road network [1]. 
However, this purpose is very difficult to obtain because the intrinsic ill-defined 
nature of the road traffic behaviour. Moreover, in freeway traffic the domain is even 
more difficult: traffic information is distributed between several traffic management 
centres (TMC) and the management of incidents usually involves a coordination 
process between several administrations and TMCs. There are several quantitative 
proposed approaches to help human traffic operators for ITS [2][3], but the way and 
the results provided by these approaches are not easily understood by the human 
traffic operator. So, it is needed a new, more cognitive, approach for helping human 
traffic operators to easily interchange and understand traffic parameters and evolution.  

2   The Deep Knowledge Freeway Traffic Simulator 

Freeway traffic information is highly distributed, so it is needed to use a common 
ontology for traffic coordination measures definition and evaluation. The freeway 
traffic domain ontology is composed of three subdomains: 1) The road subdomain 
describes topological features of the roads. This subdomain is composed of the 
following objects: segments (a one way road sections with the same number of lanes) 
and links (points where adjacent segments are connected: origins, destinations, 
bifurcations, unions, weavings and merges); 2) The dynamic traffic information 
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subdomain (basic traffic parameters, the relationships between them and the 
qualitative tags and quantitative intervals defined to deal with these traffic 
parameters); and 3) the sensor/actuator equipment subdomain (data capture stations, 
CCTV cameras, VMS and emergency phones). 

The main parameter used to represent traffic status and evolution is dynamic traffic 
density and the qualitative tags defined for modelling traffic density are showed in 
figure 1b. The main idea behind the definition of the freeway traffic qualitative model 
is to model the spatio-temporal fluctuations in traffic levels by defining a discrete 
qualitative space. Every road point with the same density of vehicles defines a 
qualitative region. The spatio-temporal limit that divides two adjacent regions is 
represented by a straight line. The vertexes of each qualitative region are traffic 
cognitive events because they represent significant properties in the dynamics of the 
traffic. So, it is possible to achieve entities with cognitive meaning due to the 
selection of these events as primitive ones that represent the evolution of the system. 
Figure 1a shows an example of the application of this formalism to the freeway 
domain. The left image of figure 1a represents the quantitative traffic evolution of a 
union link. The right image of figure 1a represents the same traffic evolution by using 
constant traffic density qualitative values. It is showed that the increasing of traffic in 
the upper road branch (1) produces an increment of density around the union (2). In 
spite of the traffic flow in the down branch is constant, the overall increase of density 
affects the union and the new density zone grows up (3). This temporal qualitative 
evolution is the result (following the mass conservation principle) of the border speed 
interaction  between every pair of qualitative regions. 

 

Fig. 1. (a) Quantitative and qualitative spatio-temporal representation of a traffic evolution on a 
union link. (b). Traffic density qualitative tags associated to traditional traffic levels of service 

Let shows an example of how it is modelled the qualitative evolution on a 
bifurcation. A new qualitative region appears at the beginning of a bifurcation when a 
qualitative region arrives to the bifurcation. The initial value of the new qualitative 
region is function of the previous qualitative value at the bifurcation and the 
associated origin/destination matrix bifurcation. 
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The new inserted qualitative region must hold the traffic flow continuity principle 
or it will be sooner disappear. This principle restricts the range of possible qualitative 
values that can be assigned to adjacent regions. For example, if there is no traffic 
incidents it can not exists a qualitative region with a congestion value E followed by 
an adjacent qualitative region with a free value B. An additional set of heuristics is 
used to complete the bifurcation freeway traffic behaviour: 1) Traffic speed is always 
the fastest possible due to the behaviour of drivers; and 2) Qualitative value at the 
input segment of a bifurcation is usually bigger than the qualitative values of the 
possible output segments. This last fact is due to the traffic flow division between 
output segments.  

The freeway traffic qualitative simulator works under the closed world assumption. 
It calculates, in an inductive way, when and which will be the next cognitive event to 
appear. Then, it is calculated the qualitative overall freeway traffic status associated to 
this cognitive event. The loop finishes when the time point of the next cognitive event 
to appear it is outside the temporal window of the simulator run. 

3   Results, Conclusions and Future Work 

A real freeway, that covers 30 Kms of the A-3 and A-31 Spanish freeways, has been 
modelled using the proposed qualitative simulator and the METANET[4] simulator. 
The accuracy of the freeway qualitative simulator results are as good as the results 
provided by METANET in this modelled network. Moreover, there are several good 
features to highligth of this simulator when compared with METANET: 1) the 
temporal knowledge base containing all the events produced by the simulator 
execution is very small and with a high level of cognitive information; 2) the defined 
qualitative tags and the way cognitive events are calculated are closer to the human 
traffic operator empirical knowledge, so they are suitable to be used as primitive 
traffic knowledge to be communicated between several TCM. However, the simulator 
does not deal with incidents traffic behaviour. The main purpose of the simulator is to 
be used for evaluating several alternative traffic routes in the absence of traffic 
incidents. We are now working on how several TMCs and administrations can begin 
to negociate the cooperative control actions to perform to deal with traffic incidents 
(e.g. meteorological incidents) with the use and the evaluation of the results provided 
by this qualitative simulator. 
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Abstract. This paper presents the language and software environment 
LEADSTO that has been developed to model and simulate dynamic processes 
in terms of both qualitative and quantitative concepts. The LEADSTO language 
is a declarative order-sorted temporal language, extended with quantitative 
means. Dynamic processes can be modelled by specifying the direct temporal 
dependencies between state properties in successive states. Based on the 
LEADSTO language, a software environment was developed that performs 
simulations of LEADSTO specifications, generates simulation traces for further 
analysis, and constructs visual representations of traces. The approach proved 
its value in a number of research projects in different domains. 

1   Introduction 

In simulations various formats are used to specify basic mechanisms or causal rela-
tions within a process, see e.g., [1], [2], [3]. Depending on the domain of application 
such basic mechanisms need to be formulated quantitatively or qualitatively. Usually, 
within a given application explicit boundaries can be given in which the mechanisms 
take effect. For example, “from the time of planting an avocado pit, it takes 4 to 6 
weeks for a shoot to appear”.  

In such examples, in order to simulate the process that takes place, it is important 
to model its dynamics. When considering current approaches to modelling dynamics, 
the following two classes can be identified: logic-oriented modelling approaches, and 
mathematical modelling approaches, usually based on difference or differential equa-
tions. Logic-oriented approaches are good for expressing qualitative relations, but less 
suitable for working with quantitative relationships. Mathematical modelling ap-
proaches (e.g., Dynamical Systems Theory [3]), are good for the quantitative rela-
tions, but expressing conceptual, qualitative relationships is very difficult. In this 
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article, the LEADSTO language (and software environment) is proposed as a lan-
guage combining the specification of qualitative and quantitative relations. 

2   Modelling Dynamics in LEADSTO 

Dynamics is considered as evolution of states over time. The notion of state as used 
here is characterised on the basis of an ontology defining a set of properties that do or 
do not hold at a certain point in time. For a given (order-sorted predicate logic) ontol-
ogy Ont, the propositional language signature consisting of all state ground atoms (or 
atomic state properties) based on Ont is denoted by APROP(Ont). The state properties 
based on a certain ontology Ont are formalised by the propositions that can be made 
(using conjunction, negation, disjunction, implication) from the ground atoms. A state 
S is an indication of which atomic state properties are true and which are false, i.e., a 
mapping S: APROP(Ont) → {true, false}.  

To specify simulation models a temporal language has been developed. This lan-
guage (the LEADSTO language) enables one to model direct temporal dependencies 
between two state properties in successive states, also called dynamic properties. A 
specification of dynamic properties in LEADSTO format has as advantages that it is 
executable and that it can often easily be depicted graphically. The format is defined 
as follows. Let α and β be state properties of the form ‘conjunction of atoms or nega-
tions of atoms’, and e, f, g, h non-negative real numbers. In the LEADSTO language 
the notation α →→e, f, g, h β, means: 
 

If state property α holds for a certain time interval with duration g, then  after some delay 
(between e and f) state property β will hold for a certain time interval of length h. 

 

An example dynamic property that uses the LEADSTO format defined above is the 
following: “observes(agent_A, food_present) →→ 2, 3, 1, 1.5  belief(agent_A, food_present)”. In-
formally, this example expresses the fact that, if agent A observes that food is present 
during 1 time unit, then after a delay between 2 and 3 time units, agent A will believe 
that food is present during 1.5 time units. In addition, within the LEADSTO language 
it is possible to use sorts, variables over sorts, real numbers, and mathematical opera-
tions, such as in “has_value(x, v) →→ e, f, g, h  has_value(x, v*0.25)”. 

Next, a trace or trajectory γ over a state ontology Ont is a time-indexed sequence of 
states over Ont (where the time frame is formalised by the real numbers). A 
LEADSTO expression α →→e, f, g, h β, holds for a trace γ if: 
 

∀t1: [∀t  [t1–g ≤ t < t1  ⇒  α  holds in γ at time t ]  ⇒  ∃d  [e ≤ d ≤ f  &   ∀t'  [t1+d ≤  t' <  t1+d+h  ⇒   β holds in γ 
at time t' ] 
 

An important use of the LEADSTO language is as a specification language for 
simulation models. As indicated above, on the one hand LEADSTO expressions can 
be considered as logical expressions with a declarative, temporal semantics, showing 
what it means that they hold in a given trace. On the other hand they can be used to 
specify basic mechanisms of a process and to generate traces, similar to Executable 
Temporal Logic (cf. [1]).  

The LEADSTO language has been used in a number of research projects in dif-
ferent domains. It has been used to analyse and simulate behavioural dynamics of 
agents in cognitive science, biology, social science, and artificial intelligence. For 
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publications about these applications, the reader is referred to the authors’  
homepages. 

3   Tools 

The LEADSTO software environment consists of two programs: the Property Editor 
and the Simulation Tool. The Property Editor provides a user-friendly way of building 
and editing LEADSTO specifications. It was designed in particular for laymen and 
students. The tool has been used successfully by students with no computer science 
background and by users with little computer experience. By means of graphical ma-
nipulation and filling in of forms a LEADSTO specification may be constructed.  

The Simulation Tool can perform the following activities: 
 

• Loading LEADSTO specifications, performing a simulation and displaying the 
result. 

• Loading and displaying existing traces (without performing simulation). 
 

Apart from a number of technical details, the simulation algorithm is straightforward: 
at each time point, a bound part of the past of the trace (the maximum of all g values 
of all rules) determines the values of a bound range of the future trace (the maximum 
of f + h over all LEADSTO rules). 

Figure 1 gives an exam-
ple simulation  trace 
within the domain of 
psychotherapy. It dem-
onstrates the power of 
LEADSTO to combine 
quantitative concepts 
with qualitative con-
cepts. The result is an 
easy to read (important 
for the communication 
with the domain expert), 
compact, and executable 
representation of  an 
informal cognitive 
model. 

Fig. 1. Example simulation trace 

4   Conclusion 

This article presents the language and software environment LEADSTO that has been 
developed especially to model and simulate dynamic processes in terms of both quali-
tative and quantitative concepts. It is, for example, possible to model differential and 
difference equations, and to combine those with discrete qualitative modelling ap-
proaches.  Existing languages are either not accompanied by a software environment 
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that allows simulation of the model, or do not allow the combination of both qualita-
tive and quantitative concepts.  

Dynamics can be modelled in LEADSTO as evolution of states over time, i.e., by 
modelling the direct temporal dependencies between state properties in successive 
states. The use of durations in these temporal properties facilitates the modelling of 
such temporal dependencies. Main advantages of the language are that it is executable 
and allows for graphical representation.   

The software environment LEADSTO proved its value for laymen, students and 
expert users in a number of research projects in different domains.  
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Abstract. A diagnostic expert system established on model-based rea-
soning for on-line diagnosis and loss prevention is described in the paper.
Its diagnostic ”cause-effect” rules and possible actions (suggestions) are
extracted from the results of standard HAZOP analysis. Automatic fo-
cusing as well as ”what-if” type reasoning for testing hypothetical actions
have been also implemented. The diagnostic system is tested on a gran-
ulator drum of a fertilizer plant in a simulation test-bed.

1 Introduction

The importance of powerful and efficient fault detection and isolation methods
and tools [1] for large-scale industrial plant cannot be overestimated. Predic-
tion based diagnosis [7] is one of the most powerful approaches that utilizes a
dynamic, quantitative and/or qualitative model of the plant.

Therefore, our aim has been to propose an expert system that is able to
perform model-based on-line fault-detection, diagnosis and loss prevention [2]
for large-scale process systems using a combination of model-based reasoning [6]
and rule-base inference originating from a HAZOP (HAZard and OPerability)
analysis, often available for large process plants.

2 The Knowledge Base and the Diagnostic Procedures

As dictated by the diversity of the knowledge sources, the methods and proce-
dures used for diagnosis in our expert system are of two types. Standard forward
and backward reasoning on the rule-set derived from the HAZOP tables is applied
for cause-consequence analysis, and model-based reasoning applied on dynamic
engineering models is used to predict the effect of faults and preventive actions.

Hierarchically Structured Dynamic Model. In fault detection and diagno-
sis, the prediction of a system’s behaviour is used for deriving the consequences

M. Ali and F. Esposito (Eds.): IEA/AIE 2005, LNAI 3533, pp. 367–369, 2005.
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of a state of the system in time and it is usually done in process engineering by
dynamic simulation. In the case of prediction-based diagnosis [7], however, the
faulty mode of the system can also be detected based on the comparison between
the real plant data and the predicted values generated by a suitable dynamic
model.

The best solution for addressing computational complexity of multiple fault
diagnosis [4] is abstraction [2], where the approaches are usually hierarchical and
the problem is presented at multiple levels. Faults are then isolated on one level
with further focus at more finer levels as required. The multi-scale modelling [3]
approach of describing dynamic process models, that are composite mathemat-
ical models describing phenomena at different characteristic time and/or length
scales fits well to abstraction. This is because a multi-scale model is an ordered
hierarchical collection of partial models.

HAZOP Table. The operational experience about the faulty behaviour of the
system together with the reasons and the ways of correction of malfunctions are
described in the proposed diagnostic system in the form of diagnostic and pre-
ventive action rules constructed from a HAZOP table [5] consisting of standard
columns. The column Guide word identifies a measurable or observable variable,
the deviation of which is associated to the hazard. The column Deviation de-
scribes the difference from the ”normal behaviour” of the Guide word by using
guide expressions. In the column Possible causes are the real primary causes of
the deviation. In the column Consequeces the potentially harmful consequences
are listed. The last column Action required gives actions that are recommended
for eliminating or mitigating the hazard that can be regarded as preventive ac-
tions.

Symptoms. Symptoms are identified deviations from design or operational in-
tention described in the form of inequalities, such as levellow = (h < 2 m)
which is defined by using measurable level h. Symptoms can be derived from
the columns Guide word and Deviation of the HAZOP table. Symptoms are
time-varying quantities and they are naturally connected to the process model
through their associated measurable variable. Thus the rule-base associated with
symptoms is also naturally modularized and driven by the structure of the hier-
archical process model.

Rule-Base. We have mapped the knowledge of human expertise and operation
collected in the HAZOP table to ”if – then” rules of two types. Diagnostic
rules describe the possible ”cause – consequence” type relationships between the
root causes and symptoms. Preventive action rules are ”(cause, consequences)
– action” type relationships between the (symptoms, root causes) pairs and
preventive actions.

The Integration of Fault Detection, Diagnosis and Loss Prevention
Steps. In our diagnostic expert system the model-based fault detection, diag-
nosis and loss prevention steps are organized in a cyclic process consisting of the
following main steps:



Prediction-Based Diagnosis and Loss Prevention 369

1. Performing measurements and symptom detection: Using the measured sig-
nals from the system and the relationships among them, the possible symp-
toms are determined with pattern matching.

2. Focusing and primary fault detection: Focusing is applied to find the proper
hierarchy level and/or part of the model (the dynamic model augmented with
structured rules) connected to the detected symptoms by using the model
and rule hierarchy. Thereafter, the possible causes are derived by backward
reasoning. Multiple symptoms connected to a common cause or multiple
causes connected to common symptoms are also taken into account together
with possible preventive actions for the possible causes.

3. Fault isolation: Comparing the measured data with the predicted values of
the variables the spurious (cause, preventive action) pairs can be removed
from the list of the possible (cause, preventive action) pairs.

4. Loss prevention: Multiple prediction (what-if type reasoning) is performed
for each applicable (cause, preventive action) pair and a preventive action is
suggested which drives the system back to its normal operation mode.

The Granulator Diagnosis Expert System. A diagnostic expert system
based on the above principles is implemented in G2 that is tested on a granulator
drum of a fertilizer plant in a simulation test-bed.
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Abstract. Semantic Web, in order to be effective, needs automatic sup-
port for building ontologies, because human effort alone cannot cope with
the huge quantity of knowledge today available on the web. We present
an algorithm, based on a Machine Learning methodology, that can be
used to help knowledge engineers in building up ontologies.

1 Introduction

Since Tim Berners-Lee coined the name Semantic Web (SW) for his personal
vision of the brand new Web [1], a lot of effort from research community - espe-
cially Knowledge Representation & Reasoning (KRR) groups - has been spent
in finding out the most promising formalism for representing knowledge in the
SW. Semantic Web, in fact, stands as a stack of specifications for KR languages
in order to make information (or, better, knowledge) directly processable by ma-
chines. This stack relies on very well known pre-existing Web technologies such
as XML1 or URI2 and builds up on these standards a framework for representing
metadata for enriching existing resources on the Web such as RDF3. In order
to be interoperable, such metadata should come from shared vocabularies where
they are defined with their properties and with the relationships with each other.
The evolution of standard specification for expressing such vocabularies started
form RDFSchema [2] and moved to OWL (Web Ontology Language) [3] making
it clear that SW choice in representing metadata concepts and relationships was
Description Logics [4]. The term ontology was borrowed from philosophy yet
with a different meaning: that is “a specification of a conceptualization” [5].

This represents the consolidated evolution track of SW, that is that we cur-
rently have specifications for writing down portable documents (XML), to en-
rich them or other documents (e.g. HTML pages) with metadata (RDF), and
to build metadata ontologies, that are collections of taxonomic and non taxo-
nomic relationships among metadata classes. Since these ontologies are based

1 eXstensible mark-up language http://www.w3.org/XML
2 Uniform Resource Identifiers http://www.w3.org/Addressing/
3 Resource Description Framework - http://www.w3.org/RDF
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on Description Logics, they have formal semantics and, hence, they offer the
possibility of implementing inferences on ontology based representations.

This being the settings, we will proceed now illustrating the rising issues in
this big picture we want to tackle, motivating a machine learning approach to
such problems (Section 2). Then we will illustrate our solution from a theoretical
point of view (Section 3) and we will provide a practical example (Section 4).
Finally (Section 5) some conclusions will be drawn and further enhancements to
this work will be presented.

2 Motivation of Our Work

Semantic Web ensures semantic interoperability thanks to ontologies that specify
the intended meaning of metadata in terms of their relationships with the entities
compounding their domain. The problem is that, nowadays, Web has not yet
been provided with a considerable number of ontologies. There are few of them
available and on very few subjects. Moreover, building up an ontology from
scratch can be a very burdensome and difficult task [6], and, very often, two
domain experts would design different ontologies for the same domain. Though
these differences could appear trivial, they can depend on various factors (level
of granularity, different points of view), and cannot be easily harmonized by
machines. Therefore, we need an approach for building ontologies that is:

– At least semi-automatic.
– Predictable and controllable, in the sense that, fixed some input parameters,

does not produce different results at each run on the same domain.

We argue that a Machine Learning approach is very appropriate in this set-
ting, providing both the necessary flexibility and the formal support for acquiring
ontologies. In particular, we study the problem of building up a concept defini-
tion starting from positive and negative examples of the target concept itself.
We will in the following (Section 5) see how this can later be applied to learn
whole ontologies. However, a practical situation in which this algorithm can re-
veal itself useful is that in which one has an ontology that has to evolve and
embed new definition. Knowledge engineers can follow two approaches:

– Writing the new concept intensional definition in the desired ontology lan-
guage (e.g.: OWL).

– Use a supervised machine learning algorithm for inducing the new concept
definition starting from positive and negative examples of the target concept.

Though the first solution could appear simpler, it may hide some undesirable
drawbacks. For instance, none can guarantee that the new definition is consistent
with the examples (instances/individuals) already present in the knowledge base.
Moreover, in writing the definition engineers could miss some important features
that could not be so evident without looking at the examples.

A practical case could be the extension of an interesting work by Astrova [7]
in which the author proposes a methodology for building an ontology from a

the
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Table 1. The constructors for ALC descriptions and their interpretation

Name Syntax Semantics

top concept � ∆I

bottom concept ⊥ ∅
concept negation ¬C ∆I \ CI

concept conjunction C1 � C2 CI
1 ∩ CI

2

concept disjunction C1 � C2 CI
1 ∪ CI

2

existential restriction ∃R.C {x ∈ ∆I | ∃y (x, y) ∈ RI ∧ y ∈ CI}
universal restriction ∀R.C {x ∈ ∆I | ∀y (x, y) ∈ RI → y ∈ CI}

relational database. Let us suppose that after the process one realizes that the
resulting ontology lacks some classes (concepts) that can be built starting from
the basic ontology formerly obtained. Instead of writing the missing definition
from scratch, the knowledge engineer may properly select some positive and
negative examples (that in this case are no more that tuples of some view in the
database) and run the concept learning algorithm we propose.

3 Concept Learning Algorithm

In this section we illustrate our algorithm from a theoretical point of view, that
is the learning of a definition in aforementioned family of KR formalisms called
Description Logics (DL). In particular we show our results for a particular DL
named ALC. DLs differ from each other for the constructs they allow. In order
to make this paper as much self contained as possible here we report syntax and
semantics for ALC; for a more thorough description please refer to [8].

In every DL, primitive concepts NC = {C,D, . . .} are interpreted as subsets
of a certain domain of objects (resources) and primitive roles NR = {R,S, . . .}
are interpreted as binary relations on such a domain (properties). More complex
concept descriptions are built using atomic concepts and primitive roles by means
of the constructors in Table 1.

Their meaning is defined by an interpretation I = (∆I , ·I), where ∆I is the
domain of the interpretation and the functor ·I stands for the interpretation
function, mapping the intension of concepts and roles to their extension.

A knowledge base K = 〈T ,A〉 contains two components: a T-box T and an A-
box A. T is a set of concept definitions C ≡ D, meaning CI = DI , where C is the
concept name and D is a description given in terms of the language constructors.
Actually, there exist general T-Boxes that allow also for axioms like C � D or
C � D and for cycles in definition, but in this paper we restrict to what in
literature are called acyclic T-Boxes in which there are only concept definitions.
Such definitions are in the form ConceptName ≡ D (one can easily show that
they are equivalent to acyclic T-Boxes with complex concepts on the both sides
of equivalence sign). A contains extensional assertions on concepts and roles, e.g.
C(a) and R(a, b), meaning, respectively, that aI ∈ CI and (aI , bI) ∈ RI .
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The semantic notion of subsumption between concepts (or roles) can be given
in terms of the interpretations:

Definition 3.1 (subsumption). Given two concept descriptions C and D in
T , C subsumes D, denoted by C � D, iff for every interpretation I of T it holds
that CI ⊇ DI . Hence, C ≡ D amounts to C � D and D � C.

Example 3.1. A possible concept definition in the proposed language is:
Father ≡ Human � Male � ∃hasChild.Human
which translates the sentence: “a father is a male human that has some humans
as his children”.

A-box assertions look like:
Father(Tom),Father(Bill), hasChild.Human(Bill, Joe) and so on.

Now, if we define two new concepts:
FatherWithoutSons ≡ Human � Male � ∃hasChild.Human � ∀hasChild.(¬Male)
Parent ≡ Human � (Male � Female) � ∃hasChild.Human
then it is easy to see that Father � FatherWithoutSons and Parent � Father,
yet Father ��Parent and FatherWithoutSons ��Father

Notice that subsumption imposes a partial order relationship on any set of
DL concepts. In the following, in fact, we will consider a set of concepts definition
ordered by subsumption as a search space (S,) in which the algorithm has to
find out a consistent definition for the target concept. Our problem of induction
in its simplest form can be now formally defined as a supervised learning task:

Definition 3.2 (learning problem). In a search space (S,)
Given a knowledge base K = 〈T ,A〉 and a set of positive and negative asser-
tions AC = A+

C ∪ A−
C regarding the membership (or non-membership) of some

individuals to a concept C such that: A �|=T AC

Find a new T-box T ′ = (T \ {C ≡ D}) ∪ {C ≡ D′} such that: A |=T ′ AC

Thus, if a concept C is not defined in the terminology T we have a case of an
induction problem requiring to find definitions C ≡ D entailing the (new) asser-
tions in AC . Conversely, when an existing definition in T proves to be incorrect
i.e. it is not capable of entailing the positive assertions in AC (incomplete defini-
tion) or it entails negative ones (inconsistent definition), this yields a refinement
problem where a new correct definition C ≡ D′ is to be found on the ground of
the previous one and the new examples.

Both problems can be cast as search problem on the space of all possible
concept definitions in the give ALC DL. In order to traverse this space one
needs operators that allow for moving across concepts in two directions (as we
said that this kind of spaces are ordered by subsumption). In fact, given a concept
definition in such a space one can:

– Obtain a more general one (upward refinement operator).
– Obtain a more specific one (downward refinement operator).

An Algorithm Based on Counterfactuals for Concept Learning in SWthe
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Depending on the target DL one can imagine many refinement operators. Typi-
cally they are operators that manipulate the syntactical structure of the concept
that has been previously put in a particular normal form. This kind of syntac-
tical way of re-writing concepts, usually, presents some nice features that result
in simplified refinement operators and exists for any concept description in the
target DL. Some examples of refinement operators can be found in [9] and in
[10] for two different DLs.

From the theoretical point of view one can study some important properties
of refinement operators that can guarantee that their implementation will be
effective in traversing the search space. Such properties (in brief) are:

– Locally finiteness that means that the set of the possible concepts obtainable
through refinement are finite in number.

– Properness that ensures that each refinement step would return a concept
that is strictly more general (or specific depending whether we are consider-
ing upward or downward refinement) than the starting one.

– Completeness that guarantees that every concept subsumed (or subsumed by
depending whether we are considering upward or downward refinement) the
starting one is reachable through a refinement chain (i.e.: n refinement ap-
plication proceeding from the starting concept through one of its refinement
then recursively).

– Minimality that is each possible refinement from a concept cannot be reached
through two different refinement chain (non redundancy of refinement).

An ideal refinement operator is the one that has the property of being lo-
cally finite, complete and proper. Yet for ALC none found out such an operator,
neither a strategy of implementing a very redundant complete operator would
make much sense in terms of efficiency. It would, in fact, result in a generate and
test strategy that consists in generating all possible refinement of the input con-
cept and testing which one is correct and consistent w.r.t. positive and negative
examples in the learning problem.

This approach, beside being poor in performance, does not exploit the in-
formation available in the examples that can be used in building the concept
refinement. In this paper we will illustrate, in particular, an example-based down-
ward refinement operator, that is a way for specializing overly general definitions
(definitions that include negative examples that should not be included instead),
whereas generalization is intentionally left to the implementor as there are really
efficient choices (especially in ALC), as we will see in the remainder.

The idea that stands at the basis of the specialization is that, when examining
an overly general definition, if, in order to refine it in a consistent way (w.r.t.
negative examples it covers), one needs to blame the part of the concept definition
that is responsible of the negative instances inclusion and eliminate it. An idea
for blame assignment can consist in finding out the residual [11] among the
wrong definition and the covered negative examples as explained later on. Then,
once spotted, the responsible concept can be negated (since in ALC negation is
allowed in front of complex concepts) and the intersection between the starting
overly general concept and the negated residual can be computed. Obviously
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this is a downward refinement, since in set theory we have that if A,B are two
sets then A∩B ⊆ A then take A = CI and B = (¬D)I , where C is the starting
wrong concept and D the calculated residual then we have C � C � ¬D. The
negated residual is called counterfactual [12] and can be generalized in order to
eliminate as much negative as possible from the inconsistent starting definition
as specified in the following subsection.

3.1 The Algorithm

The learning process can start when there are examples and counterexamples in
the A-box of a concept for which a new definition is required. Examples classi-
fication is assumed to be given by a trainer (the knowledge engineer). However,
the methodology would apply also for a similar yet different setting, where there
is a definition for the target concept in a given T-box, but it turned out to
be incorrect (overly general) because it entails some (new) assertions that have
been classified as being negative for the target concept. In order to carry out
the latter task one can just call the second subroutine (counterfactuals) of the
algorithm described in the following.

Each assertion is not processed as such: a representative at the concept lan-
guage level (single representation trick) is preliminarily derived in the form of
most specific concept (msc). The msc required by the algorithm is a maximally
specific DL concept description that entails the given assertion. Since in some
DLs it does not exist, we consider its approximations up to a certain depth [13].
Hence, in the algorithm the positive and negative examples will be very specific
conjunctive descriptions.

The algorithm relies on two interleaving routines (see Figure 1) performing,
respectively, generalization and counterfactuals, that call each other to converge
to a correct concept definition.

The generalization algorithm is a greedy covering one: it tries to explain
the positive examples by constructing a disjunctive definition. At each outer
iteration, a very specialized definition (the msc of an example) is selected as a
starting seed for a new partial generalization; then, iteratively, the hypothesis is
generalized by means of the upward operator δ (here undefined but implementor
should preferably choose one with a heuristic that privileges the refinements
that cover the most of the positives) until all positive concept representatives
are covered or some negative representatives are explained. In such a case, the
current concept definition ParGen has to be specialized by some counterfactuals.
The co-routine, which receives the covered examples as its input, finds a sub-
description K that is capable of ruling out the negative examples previously
covered.

In the routine for building counterfactuals, given a previously computed hy-
pothesis ParGen, which is supposed to be complete (covering the positive asser-
tions) yet inconsistent with respect to some negative assertions, the aim is finding
those counterfactuals to be conjuncted to the initial hypothesis for restoring a
correct definition, that can rule out the negative instances.

An Algorithm Based on Counterfactuals for Concept Learning in SWthe
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generalization(Positives, Negatives, Generalization)
input Positives, Negatives: positive and negative instances at concept level;
output Generalization: generalized concept definition
begin
ResPositives ← Positives
Generalization ← ⊥
while ResPositives �= ∅ do

ParGen ← select seed(ResPositives)
CoveredPos ← {Pos ∈ ResPositives | ParGen � Pos}
CoveredNeg ← {Neg ∈ Negatives | ParGen � Neg}
while CoveredPos �= ResPositives and CoveredNeg = ∅ do

ParGen ← select(δ(ParGen),ResPositives)
CoveredPos ← {Pos ∈ ResPositives | ParGen � Pos}
CoveredNeg ← {Neg ∈ Negatives | ParGen � Neg}

if CoveredNeg �= ∅ then
K ← counterfactuals(ParGen,CoveredPos,CoveredNeg)
ParGen ← ParGen � ¬K

Generalization ← Generalization � ParGen
ResPositives ← ResPositives \ CoveredPos

return Generalization
end

counterfactuals(ParGen,CoveredPos,CoveredNeg, K)
input ParGen: inconsistent concept definition

CoveredPos, CoveredNeg : covered positive and negative descriptions
output K: counterfactual
begin
NewPositives ← ∅
NewNegatives ← ∅
for each Ni ∈ CoveredNeg do

NewPi ← residual(Ni,ParGen)
NewPositives ← NewPositives ∪ {NewPi}

for each Pj ∈ CoveredPos do
NewNj ← residual(Pj ,ParGen)
NewNegatives ← NewNegatives ∪ {NewNj}

K ← generalization(NewPositives,NewNegatives)
return K
end

Fig. 1. The co-routines used in the method

The algorithm is based on the construction of residual learning problems
based on the sub-descriptions that caused the subsumption of the negative ex-
amples, represented by their msc’s. In this case, for each model a residual is
derived by considering that part of the incorrect definition ParGen that did not
play a role in the subsumption. The residual will be successively employed as
a positive instance of that part of description that should be ruled out of the
definition (through negation). Analogously the msc’s derived from positive as-
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sertions will play the opposite role of negative instances for the residual learning
problem under construction.

Finally, this problem is solved by calling the co-routine which generalizes
these example descriptions and then conjoining its negation of the returned
result.

4 Running an Example

In this section we present a short example in order to illustrate the algorithm
through its trace.

Example 4.1 (Supervised Learning). Suppose that the starting A-box is

A = {M(d), r(d, l), r(j, s),¬M(m), r(m, l),¬M(a), w(a, j), r(a, s), F (d), F (j),
¬F (m)¬F (a)}

(assuming F ≡ Father, M ≡ Man r ≡ parentOf (role), w ≡ wifeOf for this
example, in order to give an understandable example)

F is the target concept, thus the examples and counterexamples are, respec-
tively: Positives = {d, j} and Negatives = {m, a}

The approximated msc’s are:
msc(j) = ∃r.�
msc(d) = M � ∃r.�
msc(m) = ¬M � ∃r.�
msc(a) = ¬M � ∃r.� � ∃w.�

The trace of the algorithm in this case follows:

generalize:
ResidualPositives ← {msc(d), msc(j)}
Generalization ← ⊥

/* Outer while loop */
ParGen ← msc(d) = M � ∃r.�
CoveredPos ← {msc(d)}
CoveredNeg ← {}
ParGen ← ∃r.� /* M dropped in the inner loop */
CoveredPos ← {msc(d),msc(j)}
CoveredNeg ← {msc(m),msc(a)}
Call counterfactuals(∃r.�, {msc(d),msc(j)}, {msc(m),msc(a)})

counterfactuals:
NewP1 ← ¬M � ∃r.� � ¬∃r.� = ¬M
NewPositives ← {¬M}
NewP2 ← ¬M � ∃r.� � ∃w.� � ¬(∃r.�) = ¬M � ∃w.�

An Algorithm Based on Counterfactuals for Concept Learning in SWthe
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NewPositives ← {¬M,¬M � ∃w.�}
NewN1 ← M � ∃r.� � ¬∃r.� = M
NewNegatives ← {M}
NewN2 ← �
NewNegatives ← {M,�}
Call generalize({¬M,¬M � ∃w.�}, {M,�})
...

That results in F = M � ∃r.�

5 Conclusion and Future Work

In this paper we have tackled the problem of constructing ontologies in a semi-
automatic fashion. In particular we have presented an algorithm that is able to
infer concept descriptions in the Description Logic ALC from concept instances
available in an A-box.

The algorithm can represent the basis for a powerful tool for knowledge en-
gineers. It has been implemented in a system called YINYANG (Yet another
INduction Yelds to ANother Generalization), and, at the time of writing, it is
being tested in order to extensively evaluate the applicability of this approach
from an empirical point of view.

Moreover, in real problems it could be that case that A-boxes may turn out
to be inconsistent, which would result in a failure of our method. Thus, another
line for future research is the investigation on how to handle this problem.
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Abstract. The human eye may present refractive errors as myopia, hy-
permetropia and astigmatism. This article presents the development of
an Ensemble of Classifiers as part of a Refractive Errors Measurement
System. The system analyses Hartmann-Shack images from human eyes
in order to identify refractive errors, wich are associated to myopia, hy-
permetropia and astigmatism. The ensemble is composed by three dif-
ferent Machine Learning techniques: Artificial Neural Networks, Support
Vector Machines and C4.5 algorithm and has been shown to be able to
improve the performance achieved). The most relevant data of these im-
ages are extracted using Gabor wavelets transform. Machine learning
techniques are then employed to carry out the image analysis.

Keywords: Classifiers Combination, Ocular Refractive Errors, Machine
Learning, Expert Systems, Hartmann-Shack Technique, Optometry.

1 Introduction

Frequently, an human eye presents refractive errors, like myopia, hypermetropia
and astigmatism. Although there are several procedures able to diagnosis errors,
previous studies have shown they are not efficient enough[17]. The available
devices for refractive error detection require frequent calibrations. Besides, the
maintenance of the current devices is usually expensive and may require technical
support from experts[9].

In order to overcome the previous limitation, this paper presents an approach
based on Machine Learning (ML). The authors believe that the approach devel-
oped is able to produce an efficient diagnosis solution. ML is concerned with the
development and investigation of techniques able to extract concepts (knowl-
edge) from samples[11]. In this work, ML techniques are applied for the classifi-
cation of eye images.

The system developed employs images generated by the Hartmann-Shack
(HS) technique. Before, their use by the ML techniques, the images are pre-
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Research Funding Agency).

M. Ali and F. Esposito (Eds.): IEA/AIE 2005, LNAI 3533, pp. 380–389, 2005.
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processed. The pre-processing is performed in order to eliminates image imper-
fections introduced during the acquisition process. Next, features are extracted
from the image through the Gabor Wavelet Transform[6][3]. The use of Gabor
transform reduces the number of input data (image pixels) to be employed by
the ML algorithms, assuring that relevant information is not lost. Thus, a new
data set is obtained where each sample is represented by a set of feature values.
Experiments were also carried out with the PCA (Principal Component Analy-
sis) technique[8], since the results obtained by the ensembles of classifiers were
not as good as the Gabor results, only these are going to be presented in this
article. Finally, ML algorithms are trained to diagnosis eyes images using this
new data set.

In order to improve the performance achieved in the classification of eyes
images, the authors combined different ML techniques in a committee. This
article describes the ensemble proposed and a set of experiments performed to
evaluate the performance gain due to the combination in the Refractive Errors
Measurement System (REMS).

The article is organised as follows: Section 2 presents a brief review of Machine
Learning (ML) techniques used in the classifiers ensemble; Section 2.4 discusses
the main features of the ensemble investigated; Section 3 explains the proposed
Refractive Errors Measurement System; Section 4 describes the tests performed
and shows the experimental results obtained; finally, Section 5 presents the main
conclusions.

2 Machine Learning Techniques

One of the main goals of ML is the development of computational methods able
to extract concepts (knowledge) from samples[11]. In general, ML techniques are
able to learn how to classify previously unseen data after undergoing a training
process. The classification of samples that were not seen in the training phase is
named generalization. ML algorithms are in general inspired on other research
areas[15]: biological systems (as ANNs), cognitive processes (Case Based Reason-
ing), symbolic learning (Decision Trees), and statistical learning theory (Support
Vector Machines).

2.1 Artificial Neural Networks

One of the ANNs used in this work is the MLP networks[14] which are one
of the most popular ANN models. MLP networks present at least one hidden
layer, one input layer and one output layer. The hidden layers work as feature
extractors; their weights codify features from input patterns, creating a more
complex representation of the training data set. There is no rule to specify the
number of neurons in the hidden layers. MLP networks are usually trained by
the Backpropagation learning algorithm[7].

The other ANN model investigated in this paper, RBF networks, were pro-
posed by Broomhead and Lowe[2]. A typical RBF network has a single hidden
layer whose neurons use radial base activation functions, which are in general
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Gaussian functions. RBF networks are usually trained by hybrid methods, com-
posed of an unsupervised and a supervised stage. The former determines the
number of radial functions and their parameters. The later calculates the neu-
ron weights. In general the K-Mean algorithm is used for the first stage. For the
second stage, a linear algorithm is usually employed to calculate the values of
the weights. RBF networks have been successfully employed for several pattern
recognition problems[1].

2.2 Support Vector Machines

SVMs are learning algorithms based on the theory of statistical learning, through
the principle of Structural Risk Minimization (SRM). They deal with pattern
recognition problems in two different ways. In the first way, classification mis-
takes are not considered. Patterns that do not fit the typical values of their class
will change the separation hyper-plane, in order to classify this pattern in the
correct class. In the second, extra variables are established, so that patterns that
do not fit the typical values of their group can be excluded, depending on the
amount of extra variables considered, reducing, thus, the probability of classifi-
cation errors. The high generalization capacity obtained by SVMs results from
the use of the statistical learning theory, principle presented in the decade of 60
and 70 by Vapnik and Chernovenkis[18].

2.3 C4.5 Algorithm

The C4.5 algorithm is a symbolic learning algorithm that generates decision trees
from a training data set. It is one of the successors of the ID3 algorithm[13]. The
ID3 algorithm is a member of a more general group of techniques, known as
Top-down Induction of Decision Trees (TDIDTs).

To build the decision tree, one of the attributes from the training set is
selected. The training set patterns are then divided according to their value for
this particular attribute. For each subset, another attribute is chosen to perform
another division. This process goes on until each subset contains only samples
from the same class, where one leaf node is created and receives the same name
of the respective class.

2.4 Ensembles

Ensembles of classifiers aim to improve the overall performance obtained in a
pattern recognition task by combining several classifiers individually trained[12].
Usually, such combination leads to more stable classifiers. However, it presents
advantages and disadvantages as any other classification strategy.

The main disadvantage of ensembles is the increase of the problem complexity,
which can be reduced by employing techniques to partition the problem among
the classifiers. The choice of the number of classifiers to be combined depends on
the main features of the problem investigated and the number of classes used.

The main emphasis of classifiers combination is the exploration of similar-
ities and differences associated to each classifier. It is also very important to
take into consideration the generalization capacity and the dependency among
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classifiers belonging to the combined set. Classifiers that produce similar errors
are not recommended for a combination. Ensembles of classifiers can present
lower classification error rates than those obtained by each classifier employed
individually.

3 Refractive Errors Measurement System

This section presents the main features of the REMS (Refractive Errors Mea-
surement System) proposed by Netto[9]. The REMS system has four modules:

1. Image Acquisition Module. The acquisition of the HS images was carried out
by Prof. Dr. Larry Thibos from Optometry group of the Indiana University
(USA), using an equipment built by his group, known as aberrometer ;

2. Image Pre-processing Module. The ophthalmic images are generated in a
format that does not allow their direct use by ML techniques. First the
image data is normalized, then, the image is filtered by a pre-processing
method to eliminate noise that may affect the feature extraction process;

3. Feature Extraction Module. This module aims the extraction of the main
feature of an image in order to reduce the amount of input data for the anal-
ysis module. The extraction process uses a technique named Gabor Wavelet
Transform;

4. Analysis Module. This module analyses patterns provided by the feature
extraction module. The RBF and MLP networks, SVMs and the C4.5 algo-
rithm were used to implement the analysis module. All these techniques are
explained in Section 2. Classifiers combination developed is also part of this
module.

This proposed computational system processes an image obtained by the HS
technique and then analyses it extracting relevant information for an automatic
diagnosis of the possible refractive errors that may exist in the eye using a ML
technique. Once the images are obtained, these are filtered by a pre-processing
method, which eliminates image imperfections introduced during the acquisition
process. This method is based on histogram analysis and spacial-geometrical
information of the application domain[16].

The eyes image dataset has 100 patients, six images for each patient, three
images of the right eye and three of the left eye, which result in 600 images.
Each image is associated to three measurements (spherical (S), cylindrical (C)
and cylindrical axis (A)), which are used to determine refractive errors. The used
data set possesses the following measurement spectrum: spherical, from -1.75D
(Dioptres) to +0.25D; cylindrical, from 0.0D to 1.25D, and cylindrical axis, from
0◦ to 180◦. Negative values of spherical correspond to myopia, positive values of
spherical indicate hypermetropia.

The resolution of a commercial auto-refractor is 0.25D for spherical (myopia
and hypermetropia) and cylindrical (astigmatism), and 5◦ in cylindrical axis
(astigmatism). The resolution adopted for the REMS is the same as commercial
auto-refractors and the experimental data used in the experiments has also this
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resolution The aloud error for this kind of application is ±0.25D for S and C,
and ±5◦ for A, the same resolution existent in commercial auto-refractors. The
auto-refractor is fast and precise equipment in the analysis of refractive errors.

The measurements of original data set were divided into classes, according
to a fix interval, based in a commercial auto-refractor’s resolution. For spherical
(S), 9 classes were created (the classes vary between -1.75D and +0.25D with
interval of 0.25D), for cylindrical (C) were created 6 classes (the classes vary
between 0.0D and +1.25D with interval of 0.25D), and for cylindrical axis (A),
25 classes were created (the classes vary between 0◦ and 180◦ with interval of
5◦). Table 1 shows the distribution among classes for the C measurement, it is
possible to note the adopted criterion do not aloud superposition between classes
created, because it is based in a commercial auto-refractor’s resolution.

Table 1. Quantity of exemplars for measurement C

C Measurement Quantity of exemplars Distribution among classes (%)

0.00 30 7.04%

0.25 229 53.76%

0.50 113 26.52%

0.75 31 7.28%

1.00 15 3.52%

1.25 8 1.88%

Before the image analysis, each image features are extracted using the Gabor
wavelet transform[6], which allows an image to be represented by its most rele-
vant features, storing the majority of the image information in a reduced data
set. The use of Gabor has shown good results for the extraction of the most
relevant features from images, as it is capable of minimize data noise in the
space and frequency domains[5]. Then, the analysis module uses these extracted
features as inputs for the proposed techniques, largely reducing the amount of
information processed. Thus, input data to the classifiers combination modules
developed are vectors created by Gabor transform, resulting in a final vector
with 200 characteristics, this vector is first normalized before been presented to
ML techniques analyzed. Details of the Gabor transform and the implemented
algorithm can be found in Netto[9] and Daugman[5].

4 Tests and Results

The authors investigated random combinations of the ML techniques that pre-
sented the best individual performance. For the experiments, the Weka simula-
tor1, from University of Waikato, New Zealand, and the SVMTorch simulator[4],

1 http://www.cs.waikato.ac.nz/ml/weka/index.html (accessed in January of 2004).
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were used. It is important to highlight that three different sub-modules were de-
veloped foreach studied technique, in order to independently analyse each type
of measurement (S, C and A). One set of experiments was devoted to interpret
the data of S, another set of experiments for C and the last set for A.

The configurations of best arrangements of the ML techniques (MLPs, RBFs,
SVMs and C4.5 algorithm) were combined into four different manners and their
results presented to a final classifier, in order to obtain new final results better
than those previously obtained by the system.

For training the random resampling method was applied. The data set (426
examples after leaving the patterns that presented measurement problems apart)
was divided into 10 different random partitions. These 10 partitions were random
generated, but keeping a uniform distribution for each measurement analyzed,
S, C or A.

For the ANNs (MLPs and RBFs) and C4.5 algorithm, the partitions were
subdivided into three subsets, one for training with 60% of the samples, another
for validation, with 20% of the samples and the last for tests, with also 20% of
the samples. For SVMs, the partitions were subdivided into two subsets, one for
training and validation with 80% of the samples, and another for tests, with 20%
of samples. The results obtained by the combined techniques were presented to
a final classifier responsible to generate the final result of each module.

The four modules developed are composed by the following ML techniques:

– Module 1 combines two SVMs and one C4.5 classifier with C4.5 as final
classifier;

– Module 2 has one SVM, one C4.5 classifier and one RBF with a SVM as
final classifier;

– Module 3 has two C4.5 classifier and one SVM combined by a new SVM as
final classifier;

– Module 4 has a MLP as final classifier of two SVMs and one C4.5 classifier.

The best results were obtained by the modules two and three, in which the
final classifier was a SVM algorithm. These can be seen in tables 2 and 3. The
C4.5 algorithm and the MLP networks did not achieve good performance as final
classifiers and so these results will be omitted.

Table 2 shows the performance of SVM as a final classifier in data combination
in the second module. It can be seen observed the efficiency of the SVM in
the combination of the individual classifiers, better than any of the individual
classifiers. Table 3 presents the results generated by module 3, which reinforces
the results obtained in Table 2, since SVM again obtain high performance when
acting as a final classifier. In both tables, the columm ”Total of Exemplars”
presents, for each class, the quantity of samples that exist in the test subset.

To determine the superiority of a particular technique, a statistical test was
carried out[10]. The results obtained were used to decide which of the techniques
presented better performance, with, for example, 95% of certainty. For such, the
main task is to determine if the difference between the techniques As and Ap is
relevant or not, assuming the normal distribution of error taxes[19]. For this, the
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Table 2. Results for the second combination module (SVM)

Type Total Tests
of Measurement of Exemplars % Error Standad Deviation

S 82 32.35% ±1.76%

C 83 19.20% ±1.43%

A 70 36.50% ±2.20%

Table 3. Results of third combination module (SVM)

Type Total Tests
of Measurement of Exemplars % Error Standad Deviation

S 82 29.40% ±2.01%

C 83 19.40% ±1.70%

A 70 36.05% ±2.14%

average and the standard deviation of the error rates are calculated according to
Equations 1 and 2, respectively. The absolute difference of standards deviations
was obtained by Equation 3[11].

mean(As − Ap) = mean(As) − mean(Ap) (1)

sd(As − Ap) =

√
sd(As)2 + sd(Ap)2

2
(2)

tcalc = ad(As − Ap) =
mean(As − Ap)

sd(As − Ap)
(3)

Choosing the initial null hypothesis H◦ : As = Ap and the alternative hy-
pothesis H1 : As �= Ap. If ad(As − Ap) 0 then Ap is better than As; however,
if ad(As − Ap) ≥ 2.00 (boundary of acceptation region) then Ap is better than
As with 95% of certainty. On the other hand, if ad(As − Ap) ≤ 0 then As is
better than Ap and if ad(As − Ap) ≤ −2.00 then As is better than Ap with
95% of certainty. The boundary of acceptation region AR: (-2.00, 2.00) for these
experiments are based in the distribution table Student t [10].

In order to compare efficiency of classifiers combination, two statistical tests
were made comparing the performance of the modules 2 and 3, which presented
better results, with the SVMs, which present best results in the experiments
observed in Netto[9].

Table 4 presents the statistical tests comparing the second module of classi-
fiers combination (Table 2) and the best results obtained by the SVM technique
encountered in Netto[9]. This results show the SVM of the combination module
achieved better results than any other SVM employed later, with more than 95%
of certainty for the three measurements (S, C and A) analyzed.
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Table 4. Results of the statistical comparison of SVM and the second module of

combination

SVM (As) - Average error SVM (combination of classifiers)
(Ap) - Average error

S C A S C A

0.622 ±0.011 0.421 ±0.010 0.814 ±0.016 0.323 ±0.017 0.193 ±0.014 0.365 ±0.022

SVM and SVM from ad(As − Ap) Certainty Acceptation Hypothesis
classifiers combination region H1

S 20.88 95% (-2.00, 2.00) Accept

C 18.74 95% (-2.00, 2.00) Accept

A 23.34 95% (-2.00, 2.00) Accept

Table 5 presents the statistical tests comparing the third module of classifiers
combination (Table 3) and the best results obtained by the SVM technique
encountered in Netto[9]. This results show the SVM of the combination module
achieve better results than any other SVM employed later, with more than 95%
of certainty for the three measurements (S, C and A) analyzed.

Table 5. Results of the statistical comparison of SVM and the third module of com-

bination

SVM (As) - Average error SVM (combination of classifiers)
(Ap) - Average error

S C A S C A

0.622 ±0.011 0.421 ±0.010 0.814 ±0.016 0.294 ±0.020 0.194 ±0.017 0.360 ±0.021

SVM and SVM from ad(As − Ap) Certainty Acceptation Hypothesis
classifiers combination region H1

S 20.32 95% (-2.00, 2.00) Accept

C 16.27 95% (-2.00, 2.00) Accept

A 24.31 95% (-2.00, 2.00) Accept

The results of the two applied statistical tests show that the modules of
classifiers combination developed, based in SVM technique as a final classifier,
improved the performance measured by REMS in the analysis of myopia, hyper-
metropia and astigmatism when compared to each classifier applied individually.

5 Conclusions

This article reports the application of classifiers combination to improve the
performance of REMS described in Netto[9]. The classifiers combination uses ML
techniques in order to carry out the analysis and improve the final performance
achieved by the Analysis Module. The Analysis Module approach affects directly
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the system, so performance of this module is critical. Classifiers combination
allowed this module and the hole system to become more refined.

The data set used for these experiments, HS images from the Optometry
group of the Indiana University (USA), presents limitations, images has reduced
measures spectra: for spherical (S), spectra varies between -1.75D and +0.25D
and for cylindrical (C) between 0.0D and 1.25D (both with resolution 0.25D),
with axis (A) varying between 5◦ and 180◦ (with resolution of 5◦). In these
spectra there are few exemplars of each class. Another important limitation of
data set was that images of an eye from the same patient had differences in the
measurements S, C and A. This is possibly caused by errors in the acquisition
process.

The authors believe that a new data set without measurement errors and with
a larger amount of representative exemplars uniformly distributed by the possible
spectra of measurements (for example, S varying between -17.00D and 17.00D
and C between 0.0D and 17.00D) would improve the performance obtained by
the ML techniques individually and consequently the classifiers combination.
Moreover, the set of images should have similar numbers of exemplars for each
class.

The absence of preliminary studies in this kind of work does not alow the
comparison between the REMS proposed in this article with those employed by
similar systems. Nevertheless, these results show that the quality of the data set
is crucial for the analysis performance.

In spite of the limitations of data set used, it is relevant to notice the classifiers
combination achieved its objective, increasing the general performance of the
system proposed. The results obtained were relevant and may encourage future
researches investigating new approaches to improve even more the performance
of the Analysis Module.
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Abstract. Extreme Learning Machine, ELM, is a recently available learning al-
gorithm for single layer feedforward neural network. Compared with classical 
learning algorithms in neural network, e.g. Back Propagation, ELM can achieve 
better performance with much shorter learning time. In the existing literature, 
its better performance and comparison with Support Vector Machine, SVM, 
over regression and general classification problems catch the attention of many 
researchers. In this paper, the comparison between ELM and SVM over a par-
ticular area of classification, i.e. text classification, is conducted. The results of 
benchmarking experiments with SVM show that for many categories SVM still 
outperforms ELM. It also suggests that other than accuracy, the indicator com-
bining precision and recall, i.e. F value, is a better performance indicator.  

1   Introduction 

Automated text classification aims to classify text documents into a set of predefined 
categories without human intervention. It has generated interests among researchers in 
the last decade partly due to the dramatically increased availability of digital docu-
ments on the World Wide Web, digital libraries and documents warehouses [20].  

Text classification (TC) is an area with roots in the disciplines of machine learning 
(ML) and information retrieval (IR) [1], [15]. Text mining has become a terminology 
very frequently used to describe tasks whose major concerns are to analyze high vol-
umes of texts, detect interesting patterns and reveal useful information. TC has be-
come one of the most important pillars of text mining.  

In order to accomplish the TC tasks, one or more classifiers are needed. Most of 
current popular classifiers, i.e. support vector machine (SVM), neural network (NN), 
kNN, decision tree and decision rule, Naïve Bayes and so on, are built in an inductive 
learning way. Among them, SVM is acclaimed by many researchers for its leading 
performance [20]. Therefore, it has been widely used for TC purpose.  

Most recently, a new learning algorithm, extreme learning machine (ELM), is 
available for the training of single layer feedforward neural network. The inventors of 
ELM have done a set of comprehensive experiments in regression and general classi-
fication to compare its performance with SVM [7]. The experimental results show 
that compared with classical learning algorithms in neural network, e.g. Back Propa-
gation, ELM can achieve better performance with much shorter learning time [7]. 

1
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Compared with SVM, ELM is sometimes better than SVM in terms of accuracy, 
though not always. But as the number of neurons available for each ELM machine is 
the only parameter to be determined, ELM is much simpler for parameter tuning com-
pared with SVMs whose kernel functions are nonlinear, e.g. RBF functions, thus 
saving tremendous time in searching for optimal parameters. Currently, SVMs, even 
for those with linear kernel function only, have gained wide acceptance by researchers 
as the leading performer for TC tasks. Our interest in this research is to benchmark 
ELM and SVM with linear kernel function for TC tasks and see whether ELM can 
serve as an alternative to SVM in TC tasks.  

Having described the motivation of comparison between ELM and SVM, the rest 
of this paper is organized as follows. Some previous work in TC field by using neural 
network and SVM is reviewed in section 2. A brief introduction to ELM is given in 
section 3. We explain the experiment details and discuss the results in section 4. Fi-
nally, conclusions are drawn in section 5. 

2   Related Work 

Since several years ago, Neural network (NN) has been applied to TC tasks as a clas-
sifier. A NN is composed of many computing units (neurons) interconnected with 
each other with different weights in a network. In TC domain, the inputs to NN are 
the weights of features, i.e. terms, in a text document. And the output is the desired 
category or categories of the text document [2], [20], [23], [24].  

Perceptron, the simplest type of NN classifier, is a linear classifier and has been ex-
tensively researched. Combined with effective means of feature selection, perceptron 
has achieved a very good performance and remains as the most popular choice of NN 
[16]. A non-linear NN, on the other hand, is a network with one or more additional 
“layers” of neurons, which in TC usually represent higher-order interactions between 
terms that the network is able to learn [17], [18], [23], [24], [26]. The literature on 
comparative experiments relating non-linear NNs to their linear counterparts show 
that the former has yielded either no improvement or very small improvements [23]. 
With their flexible architectures, NNs are well suited for applications of hierarchy text 
classification also [24].  

Compared with NN, support vector machine (SVM) is relatively new to research-
ers in the fields of machine learning and information retrieval. However, it has 
quickly become the most popular algorithm mainly due to its leading performance. It 
is invented by Vapnik [22] and first introduced into the TC area by Joachims [8], [9]. 
His SVM implementation, i.e. SVM Light, has become one of the most popular pack-
ages of SVM application and has been widely used for TC [5], [11], [20], [26]. Ac-
cording to Joachims [8], SVM is very suitable for TC purpose, because SVM is not 
very sensitive to the high dimensionality of the feature space and most of TC jobs can 
be linearly separated. Yang and Liu’s experiments [26] over a benchmarking TC cor-
pus show that compared with the assumption of non-linear separation, the linear sepa-
ration case can lead to a slightly better performance and save much effort on parame-
ter tuning.  

Invented by Huang Guangbin, extreme learning machine (ELM) is a newly avail-
able learning algorithm for a single layer feedforward neural network [7]. ELM ran-
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domly chooses the input weights and analytically determines the output weights of the 
network. In theory, this algorithm tends to provide the good generalization perform-
ance at extremely fast learning speed. The regression and classification experiments 
conducted by the inventors have shown that compared with BP and SVM, ELM is 
easier to use, faster to learn and has the higher generalization performance [7]. 

3   Extreme Learning Machine 

A standard single layer feedforward neural network with n hidden neurons and activa-
tion function ( )g x can be mathematically modeled as: 

1

( ) , 1, ,
n

i i j i j
i

g b d j N
=

+ = =∑ Kβ w x    (1) 

where iw is the weight vector connecting inputs and the ith hidden neurons, iβ is 

the weight vector connecting the ith hidden neurons and output neurons, jd is the out-

put from ELM for data point j. 
With N data points in a pair as ( , )j jx t , n

i R∈x and m
i R∈t where jt is the corre-

sponding output for data point jx , the ideal case is training with zero errors, which 

can be represented as: 
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The above equations can be written compactly as: 
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So the solution is: 
†β

∧
= H T           (6) 

where †H  is called Moore-Penrose generalized inverse [7]. 
The most important properties of this solution as claimed by the authors [7] are: 

1. Minimum training error 
2. Smallest norm of weights and best generalization performance 

3. The minimum norm least-square solution of β =H T is unique, which is †β
∧

= H T . 

 So finally, the ELM algorithm is [7]:  

Given a training set{ }( , ) , , 1, ,n m
i i i iR R i N∈ ∈ = Kx t x t , activation function ( )g x , 

and N hidden neurons, 
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Step 1: Assign arbitrary input weights iw  and bias ib , 1, ,i n= K . 

Step 2: Calculate the hidden layer output matrix H . 
Step 3: Calculate the output weights β : 

†β = H T           (7) 

where H , β  and  are as defined before. 

4   Experiments 

4.1   Data Set – MCV1 

Manufacturing Corpus Version 1 (MCV1) is an archive of 1434 English language 
manufacturing related engineering papers. It combines all engineering technical  
 

Table 1. The 18 major categories of MCV1 

C01. Assembly & Joining C07. Machining & Material 
Removal Processes 

C13. Product Design Manage-
ment 

C02. Composites Manufactur-
ing 

C08. Manufacturing Engineer-
ing & Management 

C14. Quality 

C03. Electronics Manufactur-
ing 

C09. Manufacturing Systems, 
Automation & IT 

C15. Rapid Prototyping 

C04. Finishing & Coating C10. Materials C16. Research & Development 
/ New Technologies 

C05. Forming & Fabricating C11. Measurement, Inspection 
& Testing 

C17. Robotics & Machine Vi-
sion 

C06. Lean Manufacturing & 
Supply Chain Management 

C12. Plastics Molding & 
Manufacturing 

C18. Welding 

 

Fig. 1. Documents frequency distribution of MCV1 and ELM data set 



394 Y. Liu, H.T. Loh, and S.B. Tor 

 

papers from Society of Manufacturing Engineers (SME) from year 1998 to year 2000 
[12]. There are 18 major categories of documents and two levels of subcategories be-
low them. The 18 major categories are shown in Table 1: 

Each document in MCV1 is labeled with one to nine category labels. For the pur-
pose of this research, only one label is associated with each document. It is mainly 
because the current version of ELM only takes the highest value from output neurons 
as the prediction; it cannot handle the problem of multiclass classification using a sin-
gle ELM machine. 

Figure 1 shows that the documents frequency distribution in ELM data set matches 
very well with the original distribution in MCV1.  

Table 2 shows the detailed distribution of 1434 documents from different catego-
ries. 

Table 2. Percentage of documents of 18 categories in ELM data set 

C01 C02 C03 C04 C05 C06 

2.58% 1.47% 0.70% 1.81% 4.95% 3.63% 

C07 C08 C09 C10 C11 C12 

13.96% 19.12% 25.40% 5.51% 5.44% 1.05% 

C13 C14 C15 C16 C17 C18 

4.47% 2.30% 2.02% 1.74% 2.65% 1.19% 

4.2   Experimental Setting 

In the experiments, only the abstract of each paper is used. All standard text process-
ing procedures are applied in the experiments, including stop words removal, stem-
ming. By using the general tfidf weighting scheme, the documents are represented in 

vector format. Chi-square five fold cross validation is used to evaluate the features for 
ELM dataset.  

In order to compare with SVM strictly, one ELM machine is built over each of 18 
major categories. Document vectors sharing the same category label will be set as 
positive and all other vectors are set as negative. This way of building data set is gen-
erically the same as the one for SVM. In this paper, we call this “one-against-all”. 
One-against-all is different from purely binary classification in the sense that the 
negative part is composed by many different categories, instead of from a single op-
posite category. Therefore, there are totally 18 datasets. For each of them, five fold 
cross validation is assessed. SVM Light is chosen as the SVM package with linear 
function as the kernel function. For ELM, all data points have been normalized 
to ( 1,1)− and sigmoid has been chosen as the activation function. The way to search 

for the optimal size of neurons is suggested by the authors in [7]. With the starting 
size of 20, the number of neurons increases with a step of 20. Based on the output per-
formance, the optimal size of neurons will be decided. Finally based on the optimal 
sizes of neurons, 50 more trials are performed in order to collect the best output. 
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4.3   Performance Indicator 

Accuracy has been used as the performance indicator for classification comparison 
with SVM in [7]. However, if the datasets are formed as one-against-all, accuracy is 
not always a good indicator. A very obvious example for this argument is a dataset 
that might have some categories with very few documents. If the system predicts all 
data points as negative, it can still generate a very high accuracy value since the nega-
tive portion of this data set, which is composed by many different categories, occupies 
the large percentage of this data set. With the negative prediction for a document, it is 
still unclear which category it belongs to. The building of our dataset rightly fits into 
this case. In order to avoid this problem and show the real performance of both algo-

rithms, the classic F1 value which is defined as 1

2 pr
F

p r
=

+
 is adopted, where p repre-

sents precision and r represents recall [1], [15], [20]. This performance indicator com-
bines the effects of precision and recall, and it has been widely used in TC domain. 

4.4   Results and Discussion 

Figure 2 shows the relationship between the size of neurons and its performance for 
ELM machines built over major categories in MCV1. Obviously, with the increase of 
neurons, ELM machines achieve the best performance very quickly and remain stable 
 

 

Fig. 2. Number of neurons vs. F1 performance 
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for a wide range of neuron sizes. The broad spectrum of neuron size implies that ELM 
is robust to this critical parameter setting. It is also noted that for MCV1 dataset, 60-
120 neurons can provide most categories with good performance in a few trials.  

In the experiments, authors are curious whether feature selection still contributes 
towards the performance of ELM. Chi-Square five fold cross validation has been ap-
plied to select the salient features. With feature selection, the dimension has been 
dramatically reduced from over five thousand to less than one hundred. Table 3 shows 
the performance difference before and after feature selection. It is now clear that fea-
ture selection still has a critical role in ELM computation. 

Table 3. Performance difference before and after feature selection 

Category 
No. of 

Documents 
Percentage

F1 ELM 
Before 

Feature Selection

F1 ELM 
After 

Feature Selection 

C01 37 2.58% 0.231 0.599 

C02 21 1.47% N/A N/A 

C03 10 0.70% N/A N/A 

C04 26 1.81% 0.145 0.461 

C05 71 4.95% N/A 0.370 

C06 52 3.63% N/A 0.369 

C07 200 13.96% 0.247 0.491 

C08 274 19.12% 0.213 0.346 

C09 364 25.40% N/A 0.330 

C10 79 5.51% 0.183 0.446 

C11 78 5.44% N/A 0.338 

C12 15 1.05% N/A N/A 

C13 64 4.47% N/A N/A 

C14 33 2.30% N/A N/A 

C15 29 2.02% N/A 0.445 

C16 25 1.74% N/A 0.455 

C17 38 2.65% N/A N/A 

C18 17 1.19% 0.236 0.653 

The most important results are F1 values and accuracy values of SVM and ELM 
over 18 categories as shown in Table 4.  

Note that SVM still outperforms ELM for the majority of categories. In some 
cases, the algorithms yield no results due to the lack of training samples or probably 
noise. In category C02, C03, and C14, when SVM does not work, ELM does not 
work as well. There are three categories, i.e. C12, C13, and C17, ELM does not work, 
while SVM still gives results. In two categories, i.e. C04 and C06, ELM slightly out-
performs SVM and in two more categories, the performance from both are close to 
each other. It is also noted that the performance of both algorithms, evaluated by F1 
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values, does not necessarily link to the values of accuracy. In many instances, even 
where the ELM has higher accuracy values, SVM still outperforms ELM in terms of 
F1 values.  

Table 4. F1 values and accuracy values of SVM and ELM over 18 categories 

Category 
No. of 

Documents 
Per F1  

SVM
F1  

ELM
Accuracy 

SVM 
Accuracy 

ELM 

F1  
Difference 

(SVM-
ELM) 

Accuracy 
Difference 

(SVM-
ELM) 

C01 37 2.58% 0.699 0.599 0.980 0.984 0.099 -0.004 

C02 21 1.47% N/A N/A 0.970 0.985 N/A -0.014 

C03 10 0.70% N/A N/A 0.986 0.994 N/A -0.007 

C04 26 1.81% 0.459 0.461 0.978 0.986 -0.002 -0.008 

C05 71 4.95% 0.486 0.370 0.932 0.930 0.116 0.002 

C06 52 3.63% 0.361 0.369 0.934 0.961 -0.007 -0.026 

C07 200 13.96% 0.624 0.491 0.864 0.866 0.134 -0.003 

C08 274 19.12% 0.548 0.346 0.684 0.800 0.202 -0.116 

C09 364 25.40% 0.491 0.330 0.534 0.687 0.161 -0.153 

C10 79 5.51% 0.485 0.446 0.927 0.944 0.039 -0.018 
C11 78 5.44% 0.521 0.338 0.922 0.933 0.183 -0.011 

C12 15 1.05% 0.511 N/A 0.977 0.988 >> -0.011 

C13 64 4.47% 0.225 N/A 0.884 0.953 >> -0.069 

C14 33 2.30% N/A N/A 0.959 0.976 N/A -0.017 

C15 29 2.02% 0.566 0.445 0.969 0.977 0.121 -0.008 

C16 25 1.74% 0.558 0.455 0.987 0.986 0.104 0.001 

C17 38 2.65% 0.267 N/A 0.953 0.970 >> -0.018 

C18 17 1.19% 0.709 0.653 0.988 0.990 0.056 -0.002 

In our experiments, the CPU time spent by both ELM and SVM are trivial. As 
mentioned before in section 2, in TC tasks, many documents can be linearly classified 
in high dimensional space [8]. It is well known that with the sigmoid or RBFs as the 
kernel functions, SVM suffers from its tedious parameter tuning. So in TC tasks it is 
ideal for SVM to adopt a linear function as the kernel function to save much time on 
parameter tuning. By comparison, even with a single parameter to be tuned, the arbi-
trary assignment of initial weights requires ELM to search for the optimal size of neu-
ron and run many times to get the average value [7]. In this case, ELM loses its edge 
over SVM. 

5   Conclusion 

In this paper, we have studied the performance of SVM and the newly available ELM 
algorithm for TC tasks. F1 has been used to evaluate the performance because of its 
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better suitability than accuracy as an indicator. While the ELM is easy to tune with a 
single parameter and is robust to the parameter settings, it is shown that SVM still 
outperforms ELM for the majority of categories in terms of F1 values. Furthermore, 
accuracy does not have clear links with the performance evaluated by F1. Compared 
to SVM with linear function as kernel function, the advantage of fast training of ELM 
is not significant in TC tasks. 
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Abstract. In this paper application of kernel based learning algorithms
to endoscopy images classification problem is presented. This work is a
part the attempts to extend the existing recommendation system (ERS)
with image classification facility. The use of a computer-based system
could support the doctor when making a diagnosis and help to avoid hu-
man subjectivity. We give a brief description of the SVM and LS-SVM
algorithms. The algorithms are then used in the problem of recogni-
tion of malignant versus benign tumour in gullet. The classification was
performed on features based on edge structure and colour. A detailed
experimental comparison of classification performance for diferent ker-
nel functions and different combinations of feature vectors was made.
The algorithms performed very well in the experiments achieving high
percentage of correct predictions.

1 Introduction

In recent years some research on processing and analysis of endoscopy informa-
tion has been conducted at Gdansk University of Technology [5]. The research
encompassed archivisation and recommendations based on the endoscopy data.
Despite indeterminism in the data caused by several factors like: random posi-
tion of the camera, many light reflexes and noise introduced by hue differences,
air bubbles or slime the promising results were obtained. As an effect of the
research efforts a dedicated application — Endoscopy Recommendation System
(ERS) — was developed and deployed at Medical University of Gdansk. The
system allowed to collect and process digital endoscopy data like movies, images
and textual information. Additionally ERS has been equipped with a recom-
mendation module to support the specialists when making a diagnosis of the
gastrointestinal tract diseases. The recommendation system consisted of a set of
associative rules using the standarized textual case description with help of the
analysis of digital images.

This paper presents attempts to extend the existing recommendation system
with image classification facility. The aim was to analyse kernel based learning
algorithms in a classification problem of digital endoscopy images of benign and
malignant tumour in gullet. The examined classification methods were applied to
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the dataset of 90 endoscopy images. The algorithms exhibited highly satisfactory
performance on the training set and showed its usefulness in real-life medical
problems. The use of such a computer system could support the doctor when
making a diagnosis and help to avoid human subjectivity.

2 Kernel Based Learning Algorithms

The kernel based learning algorithm [9] both in case of classification and function
estimation, can be formulated as a problem of finding a function f(x) that best
”fits” given examples (xi, yi), i = 1 . . . N . To measure the quality of fitting one
can introduce a loss function V (y, f(x)). The loss function can be any function
that expresses the difference between obtained and desired value. In practice
convex loss functions are used. The problem of finding the appropriate function
is then equivalent to minimizing the following functional:

I =
1
N

N∑

i=1

V (yi, f(xi)) (1)

and is usually reffered as Empirical Risk Minimization (ERM). In general ERM
problem (1) is ill-posed, depending on the choice of the hypothesis space. There-
fore instead of minimizing (1) one can minimize its regularized version. Many
techniques developed for solving ill-posed problems are possible (Morozov [7],
Ivanov [2], Pelckmans et al. [8]) but the classic approach involves Tikhonov [11]
regularization. Following Tikhonov one obtains:

Ireg =
1
N

N∑

i=1

V (yi, f(xi)) + γ‖f‖2
k (2)

where γ is a positive real regularization parameter and ‖f‖2
k is a norm in Repro-

ducing Kernel Hilbert Space (RKHS) defined by the chosen kernel function k.
The kernel function k can be any positive definite function that satisfies Mercer’s
conditions [6].

Regardless of the the loss function used, minimalization of (2) in case of
two-class classification problem yields the solution of the form [9]:

f(•) = sign

(
N∑

i=1

αik(xi, •)
)

(3)

where αi are coefficients found during learning process.
According to the choice of a particular loss function V (y, f(x)) one can obtain

several learning algorithms. By applying Vapnik’s ε-intensive loss function:

Vε(y, f(x)) = |yi − f(xi)|ε (4)

the original SVMs [13] algorithm can be constructed. The learning problem
becomes then equivalent to minimization of:
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Iε =
1
N

N∑

i=1

|yi − f(xi)|ε + γ‖f‖2
k (5)

and solution to (5) becomes a quadratic programming (QP) problem. Several
efficient iterative algorithms have been developed to find solution to (5) even for
large scale applications [3].

If the generic loss function V (y, f(x)) in (2) is substituted with a least squares
function:

VLS(y, f(x)) = (yi − f(xi))
2 (6)

another kernel algorithm, Least Squares Support Vector Machines (LS-SVM),
can be constructed. LS-SVM were introduced by Poggio et al. [9] (named Regu-
larization Networks) and later rediscovered by Suykens et al. [10]. With help of
(6) learning problem can be formulated as a minimalization of following func-
tional:

ILS =
1
N

N∑

i=1

(yi − f(xi))
2 + γ‖f‖2

k (7)

The resulting oprimization problem reduces to the solution of a set of linear
equations instead of computationaly intensive QP in case of (5). One of the
drawbacks of LS-SVMs, however, is lack of the sparseness of the solution. Ef-
ficient iterative methods for training LS-SVM are modifications of conjugate
gradient (CG) methods [12].

3 Image Features Extraction

For the classification, a dataset of 90 digital endoscopy images was used. The
images fell into one of two classes: MAL (malignant tumour in gullet) or BEL
(benign tumourin in gullet). The MAL class consisted of 73 images and BEL
was made of 17 images. Sample images from both classes are shown in Fig. 1.

Only fragments of the images contained relevant information for the classi-
fication purposes. To address this problem the interesting areas of the images
were marked as the Region of Interest (ROI) [4]. ROIs were circles of adjustable
diameters placed on the selected part of the image. There could be many ROIs
on a single image but usually there was only one. Only pixels inside ROIs were
considered for features extraction. The rest of the image was abandoned.

According to the knowledge aquired from professional medical staff the tu-
mours could be distingushed by their edge and surface structure. BEL tumours
are supposed to have smooth edges and soft surface while MEL tumours are usu-
ally irregular and slightly coarse. It should be noted, however, that sometimes it
is not easy to distinguish the classes even for an experienced consultant. In our
experiments algorithms based on edge structure and colour were employed.

The Water-Filling algorithm proposed by Zhou et al. [14] was used to extract
information on the edge structure. It computes feature vector on edge map of the
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Fig. 1. Sample images from from training set with marked Regions of Interest (ROIs):

(a) BEL (benign tumour) class sample; (b) MEL (malignant tumour) class sample

original image. The idea of this algorithm is to obtain measures of the edge length
and complexity by graph traverse. The features generated by Water-Filling are
more generally applicable than texture or shape features. The original version
of Water-Filling works on grey-scale images only. Modification of the algorithm,
Water-Filling Plus, incorporates some information on colour. Feature vectors
produced by both versions of the algorithm contain some statistics on the edges
and their structure in the image, namely edge length, number of forks, etc.
The features are translation and rotation invariant and to some degree scaling
invariant. Edge maps required by the Water-Filling algorithm were obtained
with the Canny method [1].

The length of feature vectors secured with Water-Filling algorithm was 36.
The Water-Filling Plus produced much longer vectors of 127 features. Addition-
ally some simple features based on colour were extracted from the image. This
includes mean values and standard deviations of the colour values derived from
the RGB model. The values were computed on the pixels inside the ROIs only.

4 Experiments

In the experiments we compared the performance of classic SVM and LS-SVM.
Four different feature vectors combined from the features described in the previ-
ous section were created and used for training. We experimented with polynomial
and RBF kernels. The optimal model and kernel parameters (C and γ for models
and σ, degree d and t for kernels) were found with the grid search. Before training
all features were normalized to the range [0, 1] to avoid domination of features
with greater numeric ranges. To avoid overfitting a 5-fold cross-validation tech-
nique was used. As the image collection was really small and imbalanced all the
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Table 1. Results of the experiments on the training set of 90 endoscopy images: 73

falling into MEL class and 17 into BEL class; degree of all polynomial kernels was set

to 3 (optimal value found with cross-validation)

Features vector Algorithm Kernel Recall Predictions rate Overal
function MEL BEL MEL BEL predictions

[%] [%] rate [%]

Water-Filling LS-SVM Polynomial 57 8 78.08 47.06 72.22
LS-SVM RBF 73 9 100.00 52.94 91.11
SVM Polynomial 73 9 100.00 52.94 91.11
SVM RBF 73 7 100.00 41.18 88.89

Water-Filling LS-SVM Polynomial 49 8 67.12 47.06 63.33
Plus LS-SVM RBF 73 6 100.00 35.29 87.78

SVM Polynomial 73 9 100.00 52.94 91.11
SVM RBF 73 10 100.00 58.82 92.22

Water-Filling LS-SVM Polynomial 40 16 54.79 94.12 62.22
+ Colour LS-SVM RBF 72 15 98.63 88.24 96.67

SVM Polynomial 72 16 98.63 94.12 97.78
SVM RBF 72 12 98.63 70.59 93.33

Water-Filling LS-SVM Polynomial 47 13 64.38 76.47 66.67
Plus LS-SVM RBF 73 6 100.00 35.29 87.78
+ Colour SVM Polynomial 71 13 97.26 76.47 93.33

SVM RBF 73 11 100.00 64.71 93.33

images were used for training and testing. The results of the experiments can be
found in table 1.

The best results for both SVM and LS-SVM algorithms were obtained with
Water-Filling feature vectors extended with colour statistics. The rate of correct
predictions reached over 97 per cent for SVM and over 96 per cent for LS-
SVM. The Water-Filling Plus extended with colour features performed slightly
weaker but at the higher computational cost due to almost four times longer
input vectors. The experiments showed that classic SVM performed better with
polynomial kernels while better results for LS-SVM were aquired when RBF
kernels were used.

The computational cost of LS-SVM algorithm compared to SVM was signifi-
cantly lower making the training less time-consuming. Faster training, however,
did not influence the classification and generalization performance. Therefore
it seems that LS-SVMs are more applicable to real-life applications then classic
SVM. Especially, when the number of training set is relatively small and pruning
techniques do not have to be used.

The experiments also showed the vulnerability to the correct placement of
the ROIs. Classifications made on the whole images gave unsatisfactory results.
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5 Conclusions

In this paper the results of experiments with kernel based algorithms on digital
endoscopy images were presented. The classification methods were sketched as
well as the feature extraction algorithms. Both applied algorithms demonstrated
excellent performance on the used dataset reaching over 97 per cent of correct
predictions. To support the claim the experiments should be repeated, as more
examples are available.

Note that this is a preliminary approach to the problem and additional re-
search should be done. The real accuracy of the presented method should also
be assessed by professional medical staff in practice. Further work should go
towards extension to multiclass classification.

References

1. Canny J.: A Computational Approach to Edge Detection, IEEE Transactions on
Pattern Analysis and Machine Intelligence, 8(6) (1986)

2. Ivanov, V., V.: The Theory of Approximate Methods and Their Application to the
Numerical Solution of Singular Integral Equations, Nordhoff International (1976)

3. Keerthi, S., S., Shevade, S., K., Bhattacharyya, C., Murthy, K., R., K.: Improve-
ments to Platt’s SMO algorithm for SVM classifer design, Neural Computation,
13(3) (2001) 637–649

4. Krawczyk, H., Knopa, R., Mazurkiewicz, A.: Parallel Procedures for ROI Identifi-
cation in Endoscopic Images, IEEE CS, PARELEC, Warsaw (2002)

5. Krawczyk, H., Mazurkiewicz, A., Learning Strategies of Endoscopy Recommenda-
tion System, Journal of Medical Informatics & Technologies, 5 (2000) CS-3–CS-9

6. Mercer, J.: Functions of positive and negative type and their connection with theory
of integral equations, Philos. Trans Roy. Soc, 209 A (1909) 415–446

7. Morozov, V., A.: Methods for Solving Incorrectly Posed Problems, Springer-Verlag
(1984)

8. Pelckmans K., Suykens J.,A.,K., De Moor, B.: Additive regularization : fusion of
training and validation levels in Kernel Methods, Internal Report 03-184, ESAT-
SISTA, K.U.Leuven (Leuven, Belgium) (2003)

9. Poggio, T., Smale, S.: The Mathematics of Learning: Dealing with Data, Noticies
of AMS 50, 5 (2003) 537–544

10. Suykens, J., A., K., Van Gestel, T., De Brabanter, J.: Least Squares Support Vector
Machines, World Scientific (2002)

11. Tikhonov, A., N., Arsenin, V., Y.: Solution of Ill-posed problems. W. H. Winston,
Washington, DC (1977)

12. Van Gestel, T., Suykens, J., A., K., Baesens, B., Viaene, S., Vanthienen, J., De-
dene, G., De Moor, B., Vandewalle, J.: Benchmarking least squares support vector
machines classifiers, Machine Learning, 54(1) (2004) 5–32

13. Vapnik, V., N.: Statistical Learning Theory, Wiley, New York (1998)
14. Zhou X. S., Rui Y., Huang T. S.: Water-Filling: A Novel Way for Image Structural

Feature Extraction, IEEE International Conference on Image Processing, Kobe
(1999)



 

M. Ali and F. Esposito (Eds.): IEA/AIE 2005, LNAI 3533, pp. 406 – 411, 2005. 
© Springer-Verlag Berlin Heidelberg 2005 

Local Bagging of Decision Stumps 

S.B. Kotsiantis1, G.E. Tsekouras 2, and P.E. Pintelas1 

1 Educational Software Development Laboratory,  
Department of Mathematics, University of Patras, Greece 

{sotos, pintelas}@math.upatras.gr  
2 Department of Cultural Technology and Communication,  

University of the Aegean, Mytilene, Greece  
gtsek@ct.aegean.gr 

Abstract. Local methods have significant advantages when the probability 
measure defined on the space of symbolic objects for each class is very com-
plex, but can still be described by a collection of less complex local approxima-
tions. We propose a technique of local bagging of decision stumps. We per-
formed a comparison with other well known combining methods using the same 
base learner, on standard benchmark datasets and the accuracy of the proposed 
technique was greater in most cases.  

1   Introduction 

When all training examples are considered when classifying a new test instance, the 
algorithm works as a global method, while when the nearest training examples are 
considered, the algorithm works as a local method, since only data local to the area 
around the testing case contribute to the classification [1]. Local learning [2] can be 
understood as a general principle that allows extending learning techniques designed 
for simple models, to the case of complex data for which the model’s assumptions 
would not necessarily hold globally, but can be thought as valid locally. A simple 
example is the assumption of linear separability, which in general is not satisfied 
globally in classification problems with rich data. Yet any classification method able 
to find only a linear separation, can be used inside a local learning procedure, produc-
ing an algorithm able to model complex non-linear class boundaries. 

When the size of the training set is small compared to the complexity of the classi-
fier, the learning algorithm usually overfits the noise in the training data. Thus effec-
tive control of complexity of a classifier plays an important role in achieving good 
generalization. Some theoretical and experimental results [17] indicate that a local 
learning algorithm (that is learning algorithm trained on the training subset) provides 
a feasible solution to this problem. The authors of [7] proposed a theoretical model of 
a local learning algorithm and obtained bounds for the local risk minimization estima-
tor for pattern recognition and regression problems using structural risk minimization 
principle. The authors of [9] extended the idea of constructing local simple base 
learners for different regions of input space, searching for ANNs architectures that 
should be locally used and for a criterion to select a proper unit for each region of 
input space.  
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In this paper, we propose a technique of local bagging of decision stumps. Usual 
bagging is not effective with simple learners with strong bias [5]. In the case of local 
bagging, this problem does not exist. We performed a comparison with other well 
known combining methods using the same base classifier, on standard benchmark 
datasets and the accuracy of the proposed technique was greater in most cases. 

Current ensemble approaches and work are described in section 2. In Section 3 we 
describe the proposed method and investigate its advantages and limitations. In Sec-
tion 4, we evaluate the proposed method on several UCI datasets by comparing it with 
standard bagging and boosting and other lazy methods. Finally, section 5 concludes 
the paper and suggests further directions in current research.   

2   Ensembles of Classifiers 

Empirical studies showed that classification problem ensembles are often much more 
accurate than the individual base learner that make them up [5], and recently different 
theoretical explanations have been proposed to justify the effectiveness of some 
commonly used ensemble methods [15]. In this work we propose a combining method 
that uses one learning algorithm for building an ensemble of classifiers. For this rea-
son this section presents the most well-known methods that generate sets of base 
learners using one base learning algorithm. 

Starting with bagging [8], we will say that this method samples the training set, 
generating random independent bootstrap replicates, constructs the classifier on each 
of these, and aggregates them by a simple majority vote in the final decision rule. 
Another method that uses different subset of training data with a single learning 
method is the boosting approach [12]. It assigns weights to the training instances, and 
these weight values are changed depending upon how well the associated training 
instance is learned by the classifier; the weights for misclassified instances are in-
creased. After several cycles, the prediction is performed by taking a weighted vote of 
the predictions of each classifier, with the weights being proportional to each classi-
fier’s accuracy on its training set.  

It was subsequently observed [13] that boosting is in effect approximating a stage-
wise additive logistic regression model by optimising an exponential criterion. This 
leads to new variants of boosting that fit additive models directly. One such variant is 
Logitboost, which uses the Newton-like steps to optimise the loss criterion [13]. 

3   Proposed Algorithm 

The proposed algorithm builds a model for each instance to be classified, taking into 
account only a subset of the training instances. This subset is chosen on the basis of 
the preferable distance metric between the testing instance and the training instances 
in the input space. For each testing instance, a bagging ensemble of decision stump 
classifier is thus learned using only the training points lying close to the current test-
ing instance. 

Decision stump (DS) are one level decision trees that classify instances by sorting 
them based on feature values [14]. Each node in a decision stump represents a feature 
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in an instance to be classified, and each branch represents a value that the node can 
take. Instances are classified starting at the root node and sorting them based on their 
feature values. At worst a decision stump will reproduce the most common sense 
baseline, and may do better if the selected feature is particularly informative. 

Generally, the proposed ensemble consists of the four steps (see Fig 1). 

1) Determine a suitable distance metric. 
2) Find the k nearest neighbors using the selected distance metric. 
3) Apply bagging to the decision stump classifier using as training instances the k instances  
4) The answer of the bagging ensemble is the prediction for the testing instance. 

Fig.  1. Local Bagging of decision stumps 

The proposed ensemble has some free parameters such as the distance metric. In 
our experiments, we used the most well known -Euclidean similarity function- as 
distance metric. We also used k=50 since about this size of instances is appropriate 
for a simple algorithm to built a precise model [11]. We used 10 iterations for the 
bagging process in order to reduce the time need for classification of a new instance. 

Our method shares the properties of other instance based learning methods such as 
no need for training and more computational cost for classification. Besides, our 
method has some desirable properties, such as better accuracy and confidence  
interval. 

4   Experiments Results 

We experimented with 34 datasets from the UCI repository [4]. These datasets cover 
many different types of problems having discrete, continuous, and symbolic variables. 
We compared the proposed ensemble methodology with: 

• K-nearest neighbors algorithm using k=50 because the proposed algorithm uses 
50 neighbors.  

• Kstar: another instance-based learner which uses entropy as distance measure 
[10]. 

• Local weighted DS using 50 local instances. This method differs from the pro-
posed technique since it has no bagging process.  

• Bagging DS, Boosting DS and Logitboost DS (using 25 sub-classifiers). All these 
methods work globally whereas the proposed method works locally. 

In order to calculate the classifiers’ accuracy, the whole training set was divided 
into ten mutually exclusive and equal-sized subsets and for each subset the classifier 
was trained on the union of all of the other subsets.  Then, cross validation was run 10 
times for each algorithm and the average value of the 10-cross validations was calcu-
lated. It must be mentioned that we used the free available source code for most of the 
algorithms by [19] for our experiments. 

In Table 1, we represent as “v” that the specific algorithm performed statistically 
better than the proposed ensemble according to t-test with p<0.05. Throughout, we  
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Table 1. Comparing the algorithms 

Dataset 
Local 
Bagging 
DS 

Local 
DS 

50NN Kstar 
Bagging 
DS 

Boosting 
DS 

Logit-
Boost 
DS 

anneal 99,48 99,34  91,18 * 95,69 * 82,96 * 83,63 * 99,29  

autos 76,37 74,82  48,18 * 72,01  44,95 * 44,9 * 81,47  

badges 99,93 100  99,69  90,27 * 100  100  100  

breast-c 73,66 72,68  70,75  73,73  73,38  71,55  68,62 * 

breast-w 96,45 96,4  95,9  95,35  92,56 * 95,28  95,94  

colic 81,77 80,87  84,04  75,71 * 81,52  82,72  82,15  

credit-a 85,01 83,61  86,16  79,1 * 85,51  85,57  86,32  

Credit-g 73,68 71,02 * 71,96  70,17 * 70 * 72,6  74,84  

diabetes 74,54 73,2  74,68  70,19 * 72,45  75,37  75,09  

Glass 70,96 70,58  56,16 * 75,31  45,08 * 44,89 * 72,52  

haberman 71,18 69,81  72,91  70,27  73,07  74,06  72,73  

heart-c 80,97 78,29  81,58  75,18 * 75,26  83,11  79,98  

heart-h 79,69 79,17  83,98 v 77,83  81,41  82,42  80,72  

heart-statlog 78,07 76,33  83,74 v 76,44  75,33  81,81  81,63  

hepatitis 84,59 83,04  79,38 * 80,17  80,61  81,5  82,49  

ionosphere 88,89 88,24  71,65 * 84,64 * 82,66 * 92,34 v 92,19  

iris 93,87 94  90,53  94,67  68,87 * 95,07  93,53  

kr-vs-kp 98,51 98,45  91,07 * 96,91 * 66,05 * 95,08 * 94,69 * 

labor 87,57 85,3  64,67 * 92,03  81,97  90,57  91,37  

lymphography 80,78 76,67  80,59  85,08  74,5  75,44  83,33  

monk1 79,8 77,22  59,8 * 80,27  73,41 * 69,79 * 71,85 * 

monk3 93,45 93,44  82,46 * 86,22 * 82,41 * 90,92  92,47  

Nursery 97,75 97,52 * 96,05 * 96,88 * 66,25 * 66,25 * 91,6 * 

primary-
tumor 

43,98 43,22  39,26  38,02 * 28,91 * 28,91 * 45,67 
 

segment 96,97 96,68  90,43 * 97,09  56,54 * 28,52 * 97,16  

sick 97,46 97,64  94,84 * 95,72 * 96,55 * 97,07  97,85  

sonar 82,21 76,62 * 68,25 * 85,11  73,21 * 81,06  81,45  

soybean 93,05 92,56  62,34 * 87,97 * 27,83 * 27,96 * 93,5  

splice 91,65 89,6 * 88,89 * 78,84 * 62,38 * 86,24 * 95,81 v 

titanci 78,99 79,05  77,56 * 77,56 * 77,6 * 77,83  77,83  

vehicle 71,47 69,58  63,47 * 70,22  40,14 * 39,81 * 74,36  

vote 95,72 95,4  90,41 * 93,22 * 95,63  96,41  96,39  

wine 97,8 96,79  96,46  98,72  86,27 * 91,57 * 97,4  

zoo 90,11 88,84  55,11 * 96,03 v 60,53 * 60,43 * 94,09  

W/D/L  0/30/4 2/13/19 1/16/17 0/13/21 1/20/13 1/29/4 
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speak of two results for a dataset as being "significant different" if the difference is 
statistical significant at the 5% level according to the corrected  resampled t-test [17], 
with each pair of data points consisting of the estimates obtained in one of the 100 
folds for the two learning methods being compared. On the other hand, “*” indicates 
that proposed ensemble performed statistically better than the specific algorithm ac-
cording to t-test with p<0.05. In all the other cases, there is no significant statistical 
difference between the results (Draws). In the last row of the table one can also see 
the aggregated results in the form (α/b/c). In this notation “α” means that the proposed 
ensemble is significantly less accurate than the compared algorithm in α out of 34 
datasets, “c” means that the proposed algorithm is significantly more accurate than the 
compared algorithm in c out of 34 datasets, while in the remaining cases (b), there is 
no significant statistical difference.  

In the last raw of the Table 1 one can see the aggregated results. The proposed en-
semble is significantly more accurate than simple Bagging DS in 21 out of the 34 
datasets, whilst it has significantly higher error rate in none dataset. In addition, the 
presented ensemble is significantly more accurate than single Local DS in 4 out of the 
34 datasets, while it has significantly higher error rate in none dataset. What is more, 
the proposed ensemble is significantly more accurate than 50NN and Kstar in 19 and 
17 out of the 34 datasets, respectively, whilst it has significantly higher error rate in 2 
and 1 datasets. Furthermore, Adaboost DS and Logitboost DS have significantly 
lower error rates in 1 dataset than the proposed ensemble, whereas they are signifi-
cantly less accurate in 13 and 4 datasets, respectively.  

5   Conclusion 

Local techniques are an old idea in time series prediction [3]. Local learning can re-
duce the complexity of component classifiers and improve the generalization per-
formance although the global complexity of the system can not be guaranteed to be 
low. In this paper we proposed the local bagging of decision stumps and our experi-
ment for some real datasets shows that the proposed combining method outperforms 
other well known combining methods that use the same base learner. 

The benefit of allowing multiple local models is somewhat offset by the cost of 
storing and querying the training dataset for each test example that means that in-
stance based learners do not scale well for the large amount of data. Local weighted 
learning algorithms must often decide what instances to store for use during generali-
zation in order to avoid excessive storage and time complexity. By eliminating a set 
of examples from a database the response time for classification decisions will de-
crease, as fewer instances are examined when a query example is presented.  

In a following work we will focus on the problem of reducing the size of the stored 
set of examples while trying to maintain or even improve generalization accuracy by 
avoiding noise and overfitting. In the articles [6] and [18] numerous instance selection 
methods can be found that can be combined with local boosting technique. It must be 
also mentioned that we will use local bagging with other weak base classifiers such as 
Naive Bayes.  
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Abstract. Resistance spot welding is an important and widely used
method for joining metal objects. In this paper, various classification
methods for identifying welding processes are evaluated. Using process
identification, a similar process for a new welding experiment can be
found among the previously run processes, and the process parameters
leading to high-quality welding joints can be applied. With this approach,
good welding results can be obtained right from the beginning, and the
time needed for the set-up of a new process can be substantially reduced.
In addition, previous quality control methods can also be used for the
new process. Different classifiers are tested with several data sets con-
sisting of statistical and geometrical features extracted from current and
voltage signals recorded during welding. The best feature set - classi-
fier combination for the data used in this study is selected. Finally, it is
concluded that welding processes can be identified almost perfectly by
certain features.

1 Introduction

Resistance spot welding is one of the most important methods for joining metal
objects. It is in widespread use in, for example, the automotive and electrical
industries, where more than 100 million spot welding joints are produced daily
in the European vehicle industry only [19].

Different combinations of welding machines used and materials welded con-
stitute distinctive welding processes. In other words, welding processes could
also be called production batches. In this study, various classification methods
for identifying welding processes were examined for potential use in the quality
control of spot welding.

The research done in the field until now has concentrated on quality esti-
mation of individual welding spots, and typically, only one welding process at
a time has been considered. The objective of our research, however, has been
to utilise information collected from previously run processes to produce new
welding spots of good quality. For this purpose, process classification is needed.
In this paper, the aim is to search for viable features for classification and to
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find the classifier that would give the best results in classifying welding pro-
cesses. This study is a follow-up on a previous article by the authors, in which
self-organising maps were used to identify welding processes [10]. The main ad-
vantage of self-organising maps was the graphical visualisation of the results
they provided. However, as the number of processes used in the study increased,
self-organising maps turned out inadequate as a classification method. There-
fore, the benefit of easy visualisation was dropped, and the suitability of other
classification methods was examined.

The aim of this study was to compare the characteristics of a sample from
a new welding process to information collected from previously run processes to
find a similar process. After that, the process parameters of the previous process
already proven to lead to high-quality welding joints can also be applied to the
new process. With this approach, good welding results can be achieved right
from the beginning, and the time needed for the set-up of a new process can
be significantly reduced. In addition, if a similar process is found, the quality
control methods that proved viable for that process can also be used for the new
process.

The research on computational quality assessment techniques in resistance
spot welding has concentrated on quality estimation using neural networks and
regression analysis. Artificial neural networks and regression models have been
generated based on variation of resistance over time by, for example, [1] and [2].
In addition, studies using self-organising maps [9] and Bayesian networks [13]
have been made. Self-organising maps have also been used for the detection and
visualisation of process drifts by [20].

In this paper, the term ’process’ is used differently from the previous studies
discussing process control of spot welding. In our study, the properties of welding
experiments that distinguish the different processes are the welding machine
used, the materials welded and the thicknesses of the materials. However, changes
in current, electrode force and electrode wear are thought to be internal changes
of processes. In other studies, the term is used to refer precisely to the internal
changes, including differences in electrode wear or shunting [15].

In addition, the term ’process identification’ can be misunderstood. In our
study, the term refers to the effort of finding similar processes stored in a
database, whereas in some other application areas, such as the studies of [12]
and [6], the term is used to refer to the development of mathematical models for
processes.

In this paper, different classifiers are evaluated for their suitability to pro-
cess identification. Welding samples are described using various geometrical and
statistical features that are calculated from current and voltage signals recorded
during welding. The features were chosen so as to represent the characteristics
of the curves as precisely as possible.

2 The Data

The data used in this study were supplied by two welding equipment manu-
facturers. There are altogether 20 processes, of which 11 have been welded at
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a) b)

Fig. 1. a) Metal objects are joined using resistance spot welding. b) An example of a

welded part

Harms+Wende GmbH & Co.KG [7] and 9 at Stanzbiegetechnik [18]. A total of
3879 welding experiments were covered. The experiments were done by welding
two metal objects together using a resistance spot welding machine, (Fig. 1a)).
An example of a welded part is shown in Fig. 1b). Each of the observations con-
tains measurements of current and voltage signals recorded during the welding.
The signals were measured at a sampling frequency of 25600 Hz.

The raw signal curves contained plenty of oscillatory motion and a pre-heating
section, and they were therefore pre-processed before further processing. The
pre-heating parts of the curves were cut off, so that all that remained was the
signal curves recorded during the actual welding phase. In addition, the curves
were smoothened using the Reinsch algorithm [16], [17]. An example of a signal
curve before and after pre-processing is shown in Fig. 2.

a) b)

Fig. 2. a) A raw signal curve. The pre-processing section is outlined with a rectangle.

b) The same curve after pre-processing

3 The Features

Since it was not feasible to use all the data points of the two signal curves re-
lating to a single welding experiment in the classification, a more compact way
to describe the characteristics of a curve had to be developed. This was resolved
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by extracting geometrical and statistical features of the curves. The geometri-
cal features were chosen to locate the transition points of the curve as precisely
as possible. The statistical features included the median of the signal, and the
arithmetic means of the signal values calculated on four different intervals based
on the transition points. In addition, the signal curve was divided into ten in-
tervals of equal length, and the means of the signal values within these intervals
were used as features. There were altogether 12 geometrical and 15 statistical
features. The features extracted are demonstrated in Figs. 3 and 4.

a) b)

Fig. 3. a) The geometrical features on an artificial voltage curve. b) An example of

how the geometrical features often partially overlap in practice. On this voltage curve,

the features ’peak’ and ’max’ overlap

In practice, it often happens that some of the geometrical features overlap,
and that the overlapping features vary from one curve to another. However,
this can also be regarded as a characteristic of the curve. In Fig. 3a) all the
geometrical features are demonstrated on an artificial curve simulating the real
data. On this curve, the features do not overlap, but in other respects the curve
is notably similar to genuine signal curves. Figure 3b) shows an example of the
features calculated on a real signal curve. In Fig. 4, the calculation of the ten
means is demonstrated.

Eight data sets were formed out of the feature data to be tested with the
classifiers. The first set contained all of the features, while the second consisted
of only the ten means. Since the number of features was rather high, and it was
not known for sure that all of them contained information relevant to the clas-
sification, the feature data were compressed using principal component analysis
(PCA). The aim was to pack most of the classification-related information into
a relatively small number of features, to reduce the dimension of the feature
space. This was done for both of these data sets, and two more sets were thereby
obtained. Finally, the last four data sets were obtained by normalising each of
the previous sets to have an average of zero and a standard deviation of one.
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Fig. 4. Ten means of a current curve calculated on intervals of equal length

4 Classification Methods

Classification of the welding processes was carried out using five different classi-
fiers. Since the distribution of the data was unknown, different types of classifiers
were tested. The classifiers were chosen to represent both parametric and non-
parametric methods. Quadratic Discriminant Analysis (QDA), Linear Discrimi-
nant Analysis (LDA) and Mahalanobis Discrimination (abbreviated as MD) are
applications of the Bayes theorem. They model the class-conditional densities
parametrically as multivariate normals.

QDA is based on the assumption that the samples originating from class j
are normally distributed with mean vector µj and covariance matrix Σj . The
classification rule is

gQDA(x) = arg max
j=1,...,c

[
−1

2
ln |Σ̂j | − 1

2
(x − µ̂j)T Σ̂−1

j (x − µ̂j) + ln P̂j

]
, (1)

where the estimates µ̂j and Σ̂j are the sample mean and the sample covariance
of the vectors originating from class j, respectively. The a priori probabilities Pj

are estimated by P̂j =nj/n, where nj denotes the number of class-j observations,
and n is the total number of training samples.

In LDA, too, the different classes are assumed to be normally distributed
with different mean vectors. However, covariances are now assumed to be equal,
and the LDA rule is of the form

gLDA(x) = arg max
j=1,...,c

[
µ̂T

j Σ̂−1(x − 1
2
µ̂j) + P̂j

]
, (2)

where Σ̂ =
∑c

j=1 P̂jΣ̂j . These classifiers are introduced in more detail in [4] and
[8].

MD is similar to the previous methods, with the exception that the a priori
probabilities are assumed to be identical, and the classification is performed
merely based on squared Mahalanobis distances (x − µ̂j)T Σ̂−1

j (x − µ̂j).
The other two classification methods used in this study were the k-nearest

neighbour classifier (kNN) [3] (with a small value of the parameter k) and Learn-
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ing Vector Quantization (LVQ) [11]. These non-parametric methods are based
on modelling of the classes using prototypes. In the case of LVQ the classifica-
tion is performed according to the shortest distance to a prototype and in the
case of kNN according to the shortest distances to k prototypes, respectively.
The prototypes of kNN consist simply of the training vectors, whereas in LVQ
the prototypes are composed of a more compact set of vectors formed from the
training samples. There exist several variations of the LVQ algorithm that differ
in the way the prototype vectors are updated.

In order to evaluate the classifiers, the data were divided into training and
test data sets, which consisted of 2/3 and 1/3 of the data, respectively. The
training data set was used to train each of the classifiers, and the test data set
was used to evaluate their performance.

Before the actual classification, suitable initial parameter values for the kNN
and LVQ classifiers had to be discovered. For the kNN classifier, the best value
of the parameter k and the number of principal components used was sought
out using tenfold cross-validation of the training data. In Fig. 5a), a surface plot
of the results of the cross-validation is shown for one of the feature sets. It can
be read from the plot that classification accuracy does not improve substantially
after the inclusion of the five principal components. Likewise, it can be seen
that the value 3 of the parameter k yields good results in the classification. The
results for the other feature sets are similar.

a) b)

Fig. 5. a) A surface plot of the results of tenfold cross-validation of the parameter k

and the number of principal components used. b) Results of tenfold cross-validation of

the number of LVQ codebook vectors for the different feature sets

The number of LVQ prototype vectors, called codebooks, was also determined
by tenfold cross-validation of the training data. The results are shown in Fig.
5b). It can be seen how an increase in the number of codebook vectors affects
the accuracy of classification. The parameter value 2200 was selected because it
seems to yield good classification results for all data sets.
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5 Results

The classifiers were tested with the eight data sets, and the results for the test
data are shown in Table 1. The percentages in the cells indicate the ratios of cor-
rectly classified processes; the cells left empty indicate invalid classifier - feature
set combinations.

Classification accuracy appeared to be dependent on both the feature set and
the classifier used. QDA seems to yield better classification results than LDA,
and it can thus be concluded that the data support rather quadratic than linear
decision boundaries. In addition, the MD method that classifies merely on the
grounds of Mahalanobis distances performs approximately equally well as QDA.
However, none of these classifiers compare with the two prototype classifiers,
kNN and LVQ.

The kNN and LVQ classifiers gave the best classification results, and they
performed approximately equally well. The performance of the three parametric
methods was, generally speaking, inferior to that of the non-parametric ones.
This can be explained by the diversity of the data. The non-parametric methods

Table 1. Comparison of classification accuracies for the 20 processes with different

classifiers and feature sets. LDA = linear discriminant analysis, QDA = quadratic

discriminant analysis, MD = Mahalanobis discrimination, kNN = k-nearest neighbours

classifier and LVQ = learning vector quantization

LVQ,
LDA QDA MD

kNN,
2200k = 3

codebooks

All features 92.96 - - 84.13 84.52

All features,
5 pc’s

62.46 75.23 72.37 83.20 82.51

All features,
normalised

92.96 - - 94.74 94.89

All features,
normalised, 71.05 85.45 86.30 93.50 92.41
5 pc’s

10 means 90.87 96.36 97.14 98.53 98.07

10 means,
5 pc’s

82.12 94.27 94.35 97.76 97.06

10 means,
normalised

90.87 96.36 97.14 95.43 96.13

10 means,
normalised, 76.16 89.32 88.31 94.58 94.12
5 pc’s
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Fig. 6. A 3-D bar chart visualising the confusion matrix of the kNN (k = 3) classifier

performed better because they do not have any assumptions concerning the
distribution of the data. These five classifiers tested yielded excellent process
identification results, and there was hence no need to expand the study to other
classifiers.

The kNN classifier turned out most suitable for this study due to its easy
implementation in contrast to the LVQ classifier. The kNN classifier with 10
signal means as features was chosen as the best classifier - feature set combination
with classification accuracy of over 98 %. Detailed results of the kNN (k=3)
classifier for the 20 processes are shown in the 3-D bar chart of Fig. 6, which
illustrates the confusion matrix of the test data.

6 Conclusions

Various classification methods were evaluated for the identification of resis-
tance spot welding processes. Signal curves recorded during welding were pre-
processed, and a number of statistical and geometrical features were extracted.
The features were chosen to describe the characteristics of the curves as pre-
cisely as possible. Different combinations of the features were tested with all
the classifiers. It was discovered that the kNN and LVQ classifiers yielded the
best classification results with classification accuracy of over 98 %. After this,
it was concluded that the kNN classifier was most suitable for this classification
task. The best classification results were obtained using a data set consisting
of means of the signal curves calculated on ten intervals of equal length. In the
future, the work on process identification will be continued with classification of
experiments that originate from processes not represented in the training data.
In addition, the results of this study will be put to use on real spot welding
production lines.
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Abstract. Support Vector Machines constitute a powerful Machine Lear-
ning technique originally designed for the solution of 2-class problems. In
multiclass applications, many works divide the whole problem in multiple
binary subtasks, whose results are then combined. This paper introduces
a new framework for multiclass Support Vector Machines generation from
binary predictors. Minimum Spanning Trees are used in the obtainment
of a hierarchy of binary classifiers composing the multiclass solution.
Different criteria were tested in the tree design and the results obtained
evidence the efficiency of the proposed approach, which is able to pro-
duce good hierarchical multiclass solutions in polynomial time.

Keywords: Machine Learning, multiclass classification, Support Vector
Machines.

1 Introduction

Multiclass classification using Machine Learning (ML) techniques consists of
inducing a function f(x) from a dataset composed of pairs (xi, yi) where yi ∈
{1, . . . , k}. Some learning methods are originally binary, being able to carry out
classifications where k = 2. Among such methods, one can mention Support
Vector Machines (SVMs) [5].

To generalize SVMs to multiclass problems, several strategies have been
proposed [2, 4, 6, 8, 12, 15]. A standard method is the one-against-all (1AA) ap-
proach, in which k binary classifiers are built, each being responsible to separate
a class i from the remaining classes [5]. Other common extension is known as
all-against-all (AAA). In this case, given a problem with k classes, k(k − 1)/2
classifiers are constructed, each one distinguishing a pair of classes i, j [8]. In
another front, Dietterich and Bariki [6] suggested the use of error-correcting
output codes (ECOC) to represent each class in the problem. Binary classifiers
are then trained to learn these codes.

Several works also explored the combination of binary SVMs in a hierarchi-
cal structure. Among them, one can mention the DAGSVM approach [9], used
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in the combination of pairwise classifiers, and the Divide-by-2 (DB2) method
[15], which hierarchically divides the data into two subsets until all classes are
associated to independent sets.

This work introduces the use of Minimum Spanning Trees (MST) in the gene-
ration of hierarchical multiclass SVM classifiers. Initially, information collected
from data is used to build a weighted graph with k nodes, corresponding to the
k classes in the problem. A MST algorithm is then applied to find a connected
acyclic subgraph that spans all nodes with the smallest total cost of arcs [1]. The
hierarchies of classes are found during the MST algorithm application, so that
classes considered closest to each other are iteratively grouped.

This paper is structured as follows: Section 2 presents a brief description
of the SVM technique. Section 3 describes some of the main developments in
the multiclass SVM literature. Section 4 introduces the use of MSTs in multi-
class SVM generation. Section 5 presents some experimental results, which are
discussed on Section 6. Section 7 concludes this paper.

2 Support Vector Machines

Support Vector Machines (SVMs) represent a learning technique based on the
Statistical Learning Theory [14]. Given a dataset with n samples (xi, yi), where
each xi ∈ �m is a data sample and yi ∈ {−1,+1} corresponds to xi’s label, this
technique looks for an hyperplane (w · x + b = 0) able of separating data from
different classes with a maximal margin. In order to perform this task, it solves
the following optimization problem:

Minimize: ‖w‖2 + C
n∑

i=1

ξi

Restricted to:

{
ξi ≥ 0
yi (w · xi + b) ≥ 1 − ξi

where C is a constant that imposes a tradeoff between training error and genera-
lization and the ξi are slack variables. The former variables relax the restrictions
imposed to the optimization problem, allowing some patterns to be within the
margins and also some training errors.

The classifier obtained is given by Equation 1.

f (x) = sign

(
∑

xi∈ SV

yiαixi · x + b

)

(1)

where the constants αi are called Lagrange multipliers and are determined in the
optimization process. SV corresponds to the set of support vectors, patterns for
which the associated Lagrange multipliers are larger than zero. These samples
are those closest to the optimal hyperplane. For all other patterns the associated
Lagrange multiplier is null.

The classifier represented in Equation 1 is restricted by the fact that it per-
forms a linear separation of data. In the case a non-linear separation of the
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dataset is needed, its data samples are mapped to a high-dimensional space. In
this space, also named feature space, the dataset can be separated by a linear
SVM with a low training error. This mapping process is performed with the use
of Kernel functions, which compute dot products between any pair of patterns in
the feature space in a simple way. Thus, the only modification necessary to deal
with non-linearity with SVMs is to substitute any dot product among patterns
by a Kernel function. A frequently used Kernel function is the Gaussian or RBF
function, illustrated by Equation 2.

K(xi,xj) = exp(−σ‖xi − xj‖2) (2)

3 Multiclass SVMs

As described in the previous section, SVMs were originally formulated for the
solution of problems with two classes (+1 and -1, respectively). In order to extend
them to multiclass problems, several strategies have been proposed.

The most straightforward of them is the one-against-all (1AA) decomposi-
tion. Given k classes, its principle lies in generating k binary predictors, each
being responsible to distinguish a class i from the remaining classes. The final
prediction is usually given by the classifier with the highest output value [14].

Another standard methodology, named all-against-all (AAA), consists of buil-
ding k(k − 1)/2 predictors, each differentiating a pair of classes i and j, with
i < j. For combining these classifiers, a majority voting scheme can be applied
[8]. Each AAA classifier gives one vote to its preferred class. The final result is
then given by the class with most of the votes.

In an alternative strategy, Dietterich and Bariki [6] proposed the use of a dis-
tributed output code to represent the k classes associated with the problem. For
each class, a codeword of length l is assigned. Frequently, the size of the code-
words has more bits than needed in order to represent each class uniquely. The
additional bits can be used to correct eventual classification errors. For this rea-
son, this method is named error-correcting output coding (ECOC). A new pattern
x can be classified by evaluating the predictions of the l classifiers, which generate
a string s of length l. This string is then compared to the codeword associated to
each class. The sample is assigned to the class whose codeword is closest according
to a given distance measure. This process is also refered as decoding.

Several works also suggest the combination of binary SVMs in a hierarchical
structure. Two examples of hierarchical classifiers for a problem with five classes
are presented in Figure 1. In these predictors, each level distinguishes two subsets
of classes. Based on the decision of previous levels new nodes are visited, until
a leaf node is reached, where the final classification is given. In general, it can
be stated that the hierarchical approaches have faster prediction times, since
usually a lower number of classifiers need to be consulted for each prediction.

Figure 1a shows the representation of a Decision Directed Acyclic Graph
SVM (DAGSVM) [9], used as an alternative combination of binary classifiers
generated by AAA. Each node of the graph corresponds to one binary classifier
for a pair of classes.
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Fig. 1. Two examples of hierarchical classifiers for a problem with five classes

Figure 1b presents a binary tree hierarchical approach. Each node distin-
guishes two subsets of one or more classes. It should be noticed that a lower
number of binary classifiers are induced in this case (k − 1), so the time spent
on the training of SVM classifiers is also reduced. This scheme is followed by the
works of [12], [4] and [15]. They differenciate on the way the binary partitions
of classes in each level of the tree are obtained.

In [12], the generation of the class hierarchies used the concept of confusion
classes, which can be defined as subsets of classes whose patterns are similar.
These classes were defined using the k-means algorithm.

In [4], a Kernel based SOM (KSOM) was used in the convertion of the mul-
ticlass problem into binary hierarchies. Two methods were then employed in the
analysis of the results produced by the KSOM. In the first one, they were plot-
ted on a 2-dimensional space and a human drawed lines separating the classes in
two groups with minimum confusion. The second method made use of automatic
grouping, maximizing a scattering measure calculated from the data. Overlaps
between groups of classes were allowed, so the number of binary classifiers in-
duced in this case can be higher than k − 1.

In [15], the authors proposed a hierarchical technique named Divide-by-2
(DB2) and suggested three methods to divide the multiclass dataset hierarchi-
cally. The first one considers the application of the k-means algorithm. The
second generates the hierarchies following a spherical shell approach. The third
method considers the differences in the number of patterns between two subsets
of classes, choosing partitions from the classes that minimize these differences.
The authors pointed that the last method is useful either if the processing time
has high importance or if the dataset has a skewed class distribution.

Using concepts from some of the previous works, this paper presents an alter-
native strategy for obtaining binary partitions of classes. The proposed strategy
is described next.
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4 Minimum Spanning Tress and Multiclass SVMs

Given an undirected graph G = (V,E) with |V | vertices, |E| edges and a cost
or weigth associated to each edge, a Minimum Spanning Tree (MST) T is a
connected acyclic subgraph that spans all vertices of G with the smallest total
cost of edges [1].

The MST problem can be used as a solution tool in several applications, such
as cluster analysis, optimal message passing and data storage reduction [1].

In this work, the MST algorithm was employed as a tool for finding binary
partitions of classes in a multiclass learning problem. For such, given a problem
with k classes, information collected from the training dataset is used to obtain
a weighted graph with k vertices and k(k − 1)/2 edges connecting all pairs of
vertices. Figure 2a illustrates an example of a graph for a problem with five
classes, while Figure 2b shows the MST extracted from this graph.

Fig. 2. (a) Graph for a problem with five classes; (b) Minimum Spanning Tree; (c)

Multiclass hierarchical structure obtained

Various methods can be used to assign costs to the edges. In this work, the
following approaches were investigated:

1. Centroid distances : each class is first represented by a centroid µi determined
by Equation 3, where xk is a data sample and ni is the number of samples
from class i. The weight of an arc (i, j) is then given by the Euclidean
distance between the centroids of classes i and j. Using this criterium, the
MST will group in each level of the hierarchy subsets of one or more classes
that are similar to each other according to their centroid.

µi =
1
ni

∑

k:yk∈ class i

xk (3)

2. Balanced subsets: inspired by ideas presented in [15], this criterium acts by
grouping classes that have similar data distribution. The weight of an arc
(i, j) is then given by the difference among the number of patterns from
classes i and j.
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3. Scatter Measure: using concepts from [4], the weight of an arc (i, j) in this
method is given by a scattering measure between classes i and j. This mea-
sure is calculated by Equation 4, where ‖ · ‖2 represents the Euclidean norm,
and s2

i and s2
j are the variances of data samples from classes i and j, respec-

tively. The MST will then group classes considered less separated according
to the scattering measure calculated.

sm (i, j) =

∥
∥µi − µj

∥
∥2

‖s2
i ‖2 +

∥
∥s2

j

∥
∥2 (4)

Given the obtained weighted graph, an adapted version of the Kruskal algo-
rithm [1] was applied in the multiclass tree determination. Next, a pseudocode of
this algorithm is presented. The generation of the hierarchical structure operates
in a bottom-up iterative way, as illustrated in Figure 2c for the graph of Figure
2a and MST of Figure 2b.

Multiclass Hierarchical classifier definition with Kruskal algorithm

{Given a graph G=(V,E) with |V| vertices and |E| edges};
1. Sort edges in nondecreasing order
2. Define sets Si = {Vi} for each vertice Vi

Add these sets to the multiclass tree MT as leaves
3. Define i=0 and j=0
4. while i<|N|-1

4.1 Take the jth edge acording to the weight ordering
4.2 If the vertices of edge are in disjoint sets Sp and Sq

4.2.1 Add a new node to the multiclass tree MT
(define vertices in Sp as positive class
and vertices in Sq as negative class)
(the left branch of the new node must point to the
tree node containing Sp and the right branch must
point to tree node with Sq)

4.2.2 Merge subsets Sp and Sq (Sp = Sp + Sq)
4.2.3 Remove Sq
4.2.4 Increment i

4.3 End if
4.4 Increment j

5. end while
6. return multiclass tree MT

The Kruskal algorithm has an O(|E|+|V |log|V |) complexity plus the time for
sorting [1]. Using Quick Sort, an average complexity of O(|E|log|E|) is added.
The merge of nodes in the multiclass tree can be implemented with O(|V |log|V |).
The weight assignment step can be performed in polynomial time. Thus, the
proposed algorithm is efficient and allows a totally automatic determination of
a multiclass hierarchical classifier structure from binary predictors.
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5 Experiments

Three datasets were chosen to evaluate the effectiveness of the proposed multi-
class technique. Table 1 describes them, showing for each dataset, the number
of training and test samples (�Train and �Test), the number of attributes (conti-
nuous and nominal), the number of classes, the average, minimum and maximum
number of samples per class in the training set and the baseline error, which is
the error rate for a classifier that always predicts the class with most samples.

The first two datasets from Table 1 were downloaded from the UCI bench-
mark repository. More details about them can be found in [13]. The last one is
used for protein structural class prediction and was obtained from http://www.
nersc.gov/protein. More information about its characteristics can also be
found in [7]. All datasets attributes were normalized to null mean and unit
variance.

The SVMs inductions were conducted with the LibSVM library [3]. A Gaus-
sian Kernel was used. Different combinations of the C and std parameters were
tested, being: C = [2−1, 20, 21, . . . , 212] and std = [2−10, 2−9, . . . , 2−1, 20]. This
gives a total of 154 combinations of parameters for each dataset. To perform
this model selection process, the training datasets were divided with holdout
(70% for training and 30% for validation). For each dataset, the hierarchical
classifiers were then generated on the new training partition and tested on the
validation set for all parameters combination. The (C, std) values were chosen
as the ones that lead to maximum accuracy in the validation set. The multiclass
hierarchical classifier was then generated using the whole training dataset with
the parameters determined and tested on the independent test set. To speed up
this model selection process, the same parameters were employed in all binary
SVMs induced.

Table 2 shows the results obtained, presenting the best parameters (in paren-
theses, (C, std)) and also the accuracies of the multiclass classifiers. It also
presents the results of 1AA, AAA with majority voting and ECOC decompo-
sition strategies. The same model selection procedure previously described was
also applied to these techniques.

The ECOC codes were generated by two criteria. For a number of classes
k ≤ 7, they were given by all 2k−1 − 1 possible binary partitions of the classes.
For k > 7, a method used in [2] was employed. It consists of examining 10000
random codes of size �10log2(k)� with elements from {−1,+1} and choosing

Table 1. Datasets summary description

Dataset �Train �Test �Attributes �Class averag/min/max Baseline
(cont.,nom.) �samp. per class Error

optical 3823 1797 64,0 10 382.3/376/389 0.11
satimage 4435 2000 36,0 6 739.2/415/1072 0.24
protein struc 313 385 126,0 27 78.3/34/115 0.37
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Table 2. Results (best rates bold-faced)

Datasets

Methods optical satimage protein struc

1 96.5 (212, 2−7) 90.9 (24, 2−3) 80.0 (22, 2−9)
2 96.9 (23, 2−6) 91.9 (22, 2−2) 83.1 (23, 2−8)
3 96.2 (24, 2−6) 91.8 (22, 2−2) 81.0 (23, 2−10)
1AA 97.4 (22, 2−6) 91.4 (22, 2−2) 82.9 (21, 2−8)
AAA 96.9 (24, 2−7) 91.0 (24, 2−3) 81.0 (22, 2−10)
ECOC 97.3 (212, 2−10) 91.4 (22, 2−2) 81.0 (23, 2−8)

Table 3. Training and test time (train/test) of multiclass strategies (in seconds)

MST methods Decomposition Techniques

Dataset 1 2 3 1AA AAA ECOC

optical 7.7/3.0 9.5/4.4 10.7/4.7 17.0/3.1 5.9/3.0 300.4/33.5
satimage 11.9/4.4 19.2/7.7 19.4/8.1 32.7/13.9 9.3/8.4 299.6/132.2
protein struc 0.4/0.7 0.4/0.6 0.4/0.6 0.7/0.8 0.2/0.6 1.4/1.4

the one with the largest minimum Hamming distance between all pairs of rows
and no identical columns. In decodifying the ECOC binary classifiers output,
a distance measure proposed in [2] was used. It considers the margins of each
SVM classifier in the prediction and was more accurate than Hamming distance
in the experiments conducted.

The training and test times for each strategy (not considering the model
selection time) were also calculated and are presented on Table 3. All experiments
were carried out on a dual Pentium II processor with 330 MHz and 128 MB of
RAM memory.

6 Discussion

The McNemar statistical test with Bonferroni adjustment [11] was employed to
verify if the accuracy difference among all tested techniques in Table 2 was sta-
tistically significant. A significant difference at 95% of confidence level was found
only in the optical dataset between strategies 1AA and hierarchical method 3.
Thus, in general all approaches showed similar performance. Among the methods
used in the graph generation process, Table 2 indicates that the balanced subsets
criterium was the most effective in obtaining the hierarchical classifiers. It is also
interesting to notice the good accuracy of the very simple 1AA technique, which
is in accordance with the recent work of [10].

Although not shown in Table 2, the AAA technique can lead to unknown
classifications, which occur when more than one class receives the same number
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of votes. The unknown rates verified were of 0.8, 0.4 and 1.3 for the optical,
satimage and protein struc datasets, respectively.

Concerning training time, the AAA technique was faster. Since only pairs of
classes are involved in each binary classifier induction in this approach, a lower
number of data is used in this process, speeding it up. Follows in sequence the
hierarchical methods 1, 2 and 3. These techniques train k−1 SVMs, and in each
level of the hierarchies the number of classes involved is reduced. The graph
formation time was considered in computing these times. The 1AA strategy,
with k SVM inductions using all data, showed higher training times than the
previous approaches, followed by ECOC, that presented the highest times. Still
according to Table 3, the hierarchical and AAA techniques were fast on test and
the 1AA strategy was, in general, slower than these approaches. ECOC was the
slowest in this phase.

One point that was not considered in this paper is that a graph may contain
multiple MSTs if it has low cost edges with the same weights. Only one of such
structures was investigated, but alternative trees could also be considered.

As a future interesting work, the parameters of each binary SVM compo-
sing the multiclass classifiers could be adjusted separately. As presented in [15],
this approach can significantly improve the results of the multiclass predictors
obtained. Leave-one-out error bounds for binary SVMs [5] could also be used in
this model selection process.

The algorithm should also be evaluated for other datasets, especially with
higher numbers of classes.

As another perspective, other types of similarity/dissimilarity measures be-
tween classes can be proposed and used in the graph phase formation. As an
example based on the concept of confusion classes in [12], the results of a con-
fusion matrix generated by other ML technique could be used in the weight
assignment process, since these matrices offer an idea of which classes a classi-
fier has more difficulty to distinguish.

A modification of the proposed algorithm is also under consideration. In this
new proposal, each time two subsets of one or more classes are merged, the
graph structure is modified accordinly. The vertices equivalent to these classes
are grouped into one unique vertice, as well as the class information extracted
from the data. Connections from other vertices are then adapted to the new
node, with weights calculated based on the merged classes information.

7 Conclusion

This work presented an alternative technique for generating multiclass classi-
fiers from binary predictors. It displaces predictors distinguishing two subsets of
one or more classes in each node of a tree. This hierarchical structure has the
atractives of fast training and test times. To obtain the hierarchies of binary
subproblems in each level, an efficient Minimum Spanning Tree algorithm was
employed. Different criteria were tested in the obtainment of the tree and others
can also be adapted and used.
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The proposed approach has also the attractive feature of being general. It
can be employed to other machine learning techniques that generate binary
classifiers.
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Abstract. Ship detection in high frequency ground wave radar can be
approached by one-class classifier where ship echoes are regarded as ab-
normal situations to typical ocean clutter. In this paper we consider
the problems of feature extraction and representation problems. We first
study characters of ocean clutter and ship echo, and find that initial
frequency and chirp rate are two proper features to tell difference be-
tween ship echoes and ocean clutters. However to lower the probabil-
ity of misjudging, we represent data examples in a combined similarity-
dissimilarity space other than using these two features directly. A hyper-
sphere with minimal volume is adopted to bound training examples, from
which an efficient one-class classifier is established upon limited number
of typical examples. The comparison result to a one-class classifier based
on original feature representation is given.

1 Introduction

The high frequency ground wave radar (HFGWR) is a kind of remote sensor
that transmits electromagnetic waves along the ocean surface [1]. Due to the low
attenuation rates of HF electromagnetic waves when they are propagated over
conductive ocean surface, HFGWR is capable of detecting surface ships beyond
the horizon which is much farther than the detection range of microwave radar.

For HFGWR, target echo is emerged in ocean clutters. The primary distur-
bance to target detection is first-order ocean clutters called Bragg lines, which
are produced by resonance between the decimetric ocean gravity waves and the
incident HF wave [2]. To discriminate between ship echoes and ocean clutter,
detection is performed in frequency domain based on their different Doppler
shifts. However if the the Doppler shift of target is close to the Doppler shift
of Bragg lines, target’s echo is usually masked by Bragg lines as the energy of
ocean clutter is so high that it often exceeds energy level of ships, resulting in
a blind speed zone. To detecting target, most algorithms express radar returns
as sinusoids by Fourier Transform and then detect moving target by comparing
amplitude peaks in frequency domain with a threshold determined by constant
false alarm rate (CFAR) technique [3, 4]. Sinusoid model implies that coherent
integration time (CIT) should be short enough to guarantee an approximately
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constant velocity of target during one CIT. However the length of CIT should
also be long enough for spectrum estimation methods to obtain a high frequency
resolution.

In this paper we provide a pattern classification based algorithm for ship
detection in HFGWR. Our method replaces sinusoid by chirp and applies chirplet
decomposition as an alternative of Fourier Transform to estimate parameters of
chirp. As only information from one class, the ocean clutter class, are available
in advance, this kind of problem is a typical one-class classification problems.

Our previous work is reported in [5], in which objects are represented by
feature vectors composed of their chirplets parameters. Object representation
is important in classification as it is the relationships between objects not the
individual instance that are of interest. In this paper we provide a new represen-
tation method to describe data examples in a combined similarity-dissimilarity
space. In this space, objects are expressed by their similarity as well as their
dissimilarity to others that makes the difference between positive and negative
examples more distinct. Therefore the probability rate of misjudging is reduced.

An experiment on radar returns measured by an HFGWR system OS-
MAR2000 [1] are used here to show that our feature extraction method based on
chirplet decomposition and the combined similarity-dissimilarity representation
result in a lower ocean clutter rejected rate, i.e. lower false alarm rate.

This paper is organized as follows. The background of HFGWR is intro-
duced in section 2. Then in section 3 we provide our signal model and feature
extraction method for constructing input vector of classifier. Section 4 discusses
the similarity and dissimilarity representation, followed by our method of how
to construct a similarity-dissimilarity space. Section 5 describes the experiment
results. Finally a conclusion is made in section 6.

2 Background of HFGWR

HF radio waves are scattered from the ocean surface and Doppler shifted ac-
cording to the phase speed of the ocean waves by an amount

fd = ±
√

gfc

πc
(1)

where fc is radar carrier frequency, g is gravity, c is velocity of light. As ocean
waves travel either towards or away from radar station in the normal direc-
tion, positive and negative Doppler shifts both exist. The largest peak signals
in the Doppler spectrum are associated with Bragg resonance from waves with
half the radio wavelength. At this wavelength and higher multiples, the signals
backscattered will be in phase with its neighbors, resulting in largest combined
reflections. The Doppler spectrum of signals associated with this wavelength are
named as first-order spectrum, and higher multiples are nth-order spectrum.

As illustrated in Figure 1, the Doppler spectrum of the backscattered signal
contains two lines, which are first-order Bragg spectrum or Bragg lines. Known
from Equation (1) the value of Bragg lines are fixed according to radar carrier. In
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general, due to an underlying surfacer current the two first-order peaks are away
from the theoretical lines by a shift that is proportional to the radial surfacer
current speed. In addition to Bragg lines, there is a much weaker but more
complicated spectrum whose main parts are second-order spectrum.

 

Fig. 1. Doppler Frequency

Ocean clutter has a great impact on low speed target detection. When spec-
trum of ship echo locates outside the first-order spectrum domain, the seconde-
order ocean clutter becomes dominant noise background. However when the
Doppler frequency of ship is close to the Doppler frequency of Bragg lines, it
is often mistaken for Bragg lines as the energy of Bragg lines is generally as
strong as or stronger than the energy of ship echoes [6]. To avoid high alarm
rate, Bragg lines must be distinguished from targets. We can see from Equation
(1) the frequencies of Bragg lines are fixed meanwhile targets move with unpre-
dictable speeds, which motivates us to express the target detection problem as
recognizing anomaly in Bragg lines and solve it by one class classifier.

3 Feature Extraction

3.1 Signal Model

A received signal smn from a target in the m’th radar range cell is expressed
as [7]

smn = ej2πf0
2v
c nT (2)

= ej2πf0
2v
c tn (3)

where f0 is radar carrier, v is speed of target, c is velocity of light, tn is within
the coherent integration time (CIT) [T,NT ]. Its FFT spectrum is

Smn(f) = NT
sin [2π(f − 2v

c f0)NT/2]
2π(f − 2v

c f0)NT/2
(4)

ang
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If the target moves with a constant velocity in normal direction of radar station,
Smn is a Singer function with its highest peak locating at frequency 2v

c f0. This
is the Doppler shift of a target with velocity v to radar carrier f0. However, if the
target’s velocity varies with time which is possible during long CIT, the echoes
of ship will smear in frequency domain and may be mistaken for second-order
sea echoes or broadening part of the first-order Bragg peak.

To get local time-frequency structure of radar returns, it is proper to approx-
imate them as multi-component chirp signals. Chirp signal is a general model
that involves sinusoid as a special case whose chirp rate is zero. The velocity and
acceleration of ship target can be obtained through its corresponding frequency
and chirp rate respectively. Thus the radar returns can be expressed in a general
manner as

s(t) = ej2πf0t+jmt2 (5)

3.2 Chirplet-Based Feature Extraction

Chirplets [8, 9] are chirp signals that have normalized Gaussian envelope

hk(t) =
1√√
πdk

exp{−1
2
(
t − tk

dk
)2} exp{(j2πfk(t − tk) + jmk(t − tk)2)} (6)

where tk, fk, mk and dk represent the location in time, the location in frequency,
the chirp rate and the duration, respectively. Chirplet decomposition represents
a signal in terms of weighted chirplets as given below

s(t) =
∞∑

k=1

ckhk(t) (7)

The parameters of chirplet describe the information of target as well as
Bragg lines in detail, thereby can be used to represent them through a vec-
tor x(k) = [ck, tk, fk,mk, dk]. However not all of these five features are necessary
to distinguish target echo and Bragg lines. First of all, the amplitude ck explains
nothing about them as the energy of target echo and Bragg lines are in a equal
level. Secondly, when the signal appears and how long it lasts account little for
differentiating between target echo and Bragg lines. It is highly possible that a
ship exposes in the illuminating area during the whole CIT period as well as
ocean. The really helpful features to discriminate them are initial frequencies
f0 and chirp rate m. As surface current always flows slowly, the chirplet cor-
responding to Bragg line has a known initial frequency and a very tiny chirp
rate. On the contrary, ship travels with any possible velocity and acceleration,
resulting in an unpredictable initial frequency and a chirp rate that can be any
real number. Thus it is proper to use these two features to construct the input
space of classifier as x(k) = [fk,mk]. Moreover, it is unfeasible for training set
to model all possible information of target, resulting in a one-class classification
problem.
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4 Similarity and Dissimilarity Representation

Similarity or dissimilarity plays an important role in pattern classification prob-
lems because the basis assumption in classification is that an example of object
belongs to one class if it is similar to examples of this class. The classification
algorithm compares the degree of similarity of an example to a threshold and
determines whether it is a class member or not.

Usually objects to be classified are represented by features and measured by
dissimilarity based distance metrics [10,11],such as Euclidean distance, squared
Euclidean distance, Manhattan Distance, Chi-square Distance and so on, or simi-
larity based metrics like inner product, Jaccard, simple matching and Chi-square
similarity, etc. Suppose there are a number of training data (x1, y1), (x2, y2), . . . ,
(xm, ym) ∈ X × Y. Here xi is the feature observation, yi is its corresponding
label index where yi ∈ {±1}. In this paper we choose the most commonly used
measurement for similarity and dissimilarity, that is the inner product 〈xi, xj〉
for measuring the degree of similarity and the Euclidean distance ‖xi − xj‖2

accounting for dissimilarity between two objects. In one-class classification prob-
lem, training set only consists of positive examples also known as target exam-
ples, the goal of training is to find a boundary that accepts target examples as
much as possible, meanwhile minimizes chances of accepting negative ones, i.e.
outliers.

Recently an alternative generalized kernel approach is proposed by Schölkopf
[10] to represent similarity measurement. In most cases, we pay much attention to
positive definite (pd) kernels. Due to the fact that a pd kernel can be considered
as a inner product in feature space, i.e. K(x, x′) =<〉φ(x), φ(x′)〈, it is natural to
take it as (nonlinear) generalization of similarity measure. By means of kernel
function, training example xi is denoted by its similarity to the training set
R = {x1, x2, . . . , xm} as S(xi, R) = [S(xi, x1, S(xi, x2), . . . , S(xi, xm)]T which is
equivalent to map input example xi ∈ X into a similarity space Rm. Schölkopf
takes a further look at the squared distance in similarity space. The squared
distance d(φ(xi), φ(xj)) between vectors φ(xi) and φ(xj) in similarity space are
defined as

d(φ(xi), φ(xj)) = ‖φ(xi) − φ(xj)‖2

= K(φ(xi), φ(xi)) + K(φ(xj), φ(xj)) − 2K(φ(xi), φ(xj)) (8)

This is the so-called kernel trick that expresses the distance in similarity space
only by kernels without defining the mapping explicitly. Schölkopf claims that
a larger class of kernels, the conditional positive definite (cpd) kernels can be
used.

Pȩkalska [12] proposes another approach to represent objects based on dis-
similarity values. A mapping D(x,R) is applied to map input example x ∈ X
into a dissimilarity space Rm, in which x is represented in a dissimilarity manner
as D(x,R) = [D(x, x1,D(x, x2), . . . , D(x, xm)]T .

Either similarity or dissimilarity representation aims at measuring the degree
of (dis)similarity between examples, on which a classification algorithm can de-
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pend to make a decision. Positive and negative examples locate far apart in this
kind of feature space so that it is proper for one-class classifier to bound positive
ones using a hypersphere with minimal volume [13,14,15] or separate them from
the origin using a hyperplane as far as it can [16].

In order to get a better representation of positive and negative objects to
exhibit difference between them entirely, we propose a method in this paper to
denote data in a combined similarity-dissimilarity space (S(x,R),D(x,R))

SD(x,R) = [
m∑

i=1

S(x, xi),
m∑

i=1

D(x, xi)]T (9)

This representation expresses objects by their similarities and dissimilarities to-
gether to the whole training set. This representation can be interpreted as map-
ping data points in space Rn to a two dimensional space R2, in which two axes
denote degree of similarity and dissimilarity respectively. Since our representa-
tion method gives attention to both similarity and dissimilarity, the difference
between positive and negative classes are highlighted, which results in a lower
misjudging rate.

If x is a negative example, its dissimilarity measure will be large to the
representation set R, at the same time its similarity measure will be small.
Then in this similarity-dissimilarity space, the mapped point of x, SD(x,R),
lies on the top left corner of the figure, as illustrated in Figure 2. Otherwise if x
comes from the positive class, SD(x,R) lies on the opposite direction of negative
example because it is quite similar to most of the representation examples. We
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Fig. 2. data represented in similarity-dissimilarity space

can see from Figure 2 that positive examples are in an open rectangle with right
side border unbounded. To describe the target class in this space, we should
bound the points from both the left and top sides, which means we have two
optimal problems to solve. This may be a complicated work. In practice as
an object cannot be similar and dissimilar to one representation set R at the
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same time, mapped points just lie in a narrow line from top left corner to right
down side. Therefore it’s feasible to describe target class examples using just one
hypersphere as usual.

Suppose the hypersphere has center a and radius R, it contains all the training
objects inside and at the same time has the smallest volume. That is to solve
the problem

min R2 + C
∑

i

ξi

s.t. ‖φ(SD(xi, R)) − a‖2 ≤ R2 + ξi

ξi ≥ 0 (10)

Its dual problem is

max
∑

i

αiφ(SD(xi, R))φ(SD(xi, R))−
∑
i,j

αiαjφ(SD(xi, R))φ(SD(xj , R))

s.t. 0 ≤ αi ≤ C∑
i

αi = 1

a =
∑

i

αixi (11)

where αi, i = 1, . . . , m are Lagrangian multipliers.
The distance from a test data z to the center is ‖ z − a ‖2, based on which a

decision is made. If this distance is smaller than or equal to R2, the test data is
accepted as target class. Consequently the decision function is

f(z) = sgn(K(SD(z,R) · SD(z,R)) −
∑

i

αiK(SD(z,R), SD(xi, R))

+
∑
i,j

αiαjK(SD(z,R), SD(xi, R)) − R2) (12)

5 Experiment

As the ocean wave spectrum nearly always contains ocean wavelengths of the
order of the radar wavelength, the Bragg lines appear in every observation period
of a given range cell. However, ship target travels in and out a range cell randomly
with unpredicted velocity. Thereby radar returns are mainly consisted of ocean
clutters, plus abnormal ’disturbance’ of ship target echoes. The classifier must
learn to distinguish them from positive examples. We extract information of
signals through decomposing radar returns as combined chirplets and represent
them by feature vectors composed of initial frequencies and chirp rates. Then
we map the original representation to the similarity-dissimilarity space according
to our new method described above. A hypersphere is used to bound the newly
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Fig. 3. Representation of training and test set

represented training objects to construct a one-class classifier. For a new data
point, if it can not be accepted by this classifier, it is rejected as an instance of
ship echo class. Otherwise it is accepted as belonging to ocean clutter class.

We test the new method with real measurement data collected by OS-
MAR2000 [17, 1]. OSMAR2000 is an HF radar illuminating the Chinese East
Sea developed by Radiowave Propagation Laboratory (RPL), School of Elec-
tronic Information, Wuhan University.

The training data we use in this paper is taken on 24 December 2001, collected
from 12:00 to 12:12, 90 to 100 kilometers away from radar station. We select
data from ranges far away from radar station as training examples because the
maximal detection range of clutter is larger than that of target [1]. As there
are only ocean clutters in faraway ranges, it is proper to use them as training
examples. Three simulated targets are added to the data from range cell that is
87.5 kilometers away from radar station to construct test data examples, in which
one target travels almost the same as Bragg lines except for a little acceleration.
According to the decomposing result, there are 70 and 13 examples in training
and testing set, respectively. Since the values of frequencies are much larger than
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Fig. 4. Performance comparison

those of chirp rates, we normalize these two kinds of features to be in the range
[0, 1].

In Figure 3(a) and 3(b) the training set and testing set are represented in
our similarity-dissimilarity space, where similarity is measured by RBF kernel,
the dissimilarity is measured by Euclidean distance. As examples of training set
are from the same class, their representations are highly concentrated in a small
area with maximum value for dissimilarity is within 1, as illustrated in Figure
3(a). Figure 3(b) demonstrates representation of test examples. The three ship
targets are obvious in this figure as their positions show remarkable difference
to ocean clutter whose positions are so close to each other that they almost
look like one point. Figure 3(c) and 3(d) represent the above two sets in original
feature space. The pictures show that the difference between ship targets and
ocean clutters is relatively not clear as in the similarity-dissimilarity space.

The ROC curve is used here to study the behavior of one class classifier. It
is defined as a function of false positive versus the true positive ratio, i.e. outlier
accepted vs target accepted. The threshold is determined by the training set
and for all values of true positive ratio, the false positive ratio is measured [15].
We compare the performance of one-class classifier using our representation with
that of using traditional RBF kernel based similarity representation. Results are
illustrated in Figure 4. The dashed line in ROC curve of Figure 4(a) indicates a
better performance than solid line. Figure 4(b) shows the ocean clutter rejected
rate on the y-axis, versus Gaussian variance σ on the x-axis. In general, our
method has a lower misclassification ratio than original feature vectors based
method which means that less ocean clutter is rejected by the classifier, i.e. the
false alarm rate is reduced effectively.

6 Conclusion

In this paper we have proposed a new algorithm that considers HFGWR ship
target detection as pattern classification problems. The scattering signal of ship
is modelled as chirp and decomposed into a linear combination of chirplets. The
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chirplet parameters are used to construct input vectors for classifier. Further-
more data examples are represented by their dissimilarity as well as similarity
to the training set rather than original parameters. This representation can bet-
ter express difference between ocean clutter and ship target, therefore lower the
probability of misjudging ocean clutter as ship target. Experiments results show
that its performance is well in practice.
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Abstract. Understandability of decision trees depends on two key fac-
tors: the size of the trees and the complexity of their node functions.
Most of the attempts to improve the behavior of decision trees have
been focused only on reducing their sizes by building the trees on com-
plex features. These features are usually linear or non-linear functions of
all the original attributes. In this paper, reduced complexity features are
proposed as a way to reduce the size of decision trees while keeping un-
derstandable functions at their nodes. The proposed approach is tested
on a robot grasping application where the goal is to obtain a system able
to classify grasps as valid or invalid and also on three datasets from the
UCI repository.

1 Attribute Selection and Feature Extraction in Building
Decision Trees

Performing an attribute selection step before building a decision tree helps dis-
carding irrelevant or correlated attributes and, apparently, this step should im-
prove both the readability and the classification accuracy of the resulting tree.
However, experimental tests performed by previous researchers [1] show that
while classification accuracy can be slightly improved, the number of tree nodes
is usually increased, thus resulting is a loss of readability. On the other hand,
performing a feature extraction step before building a decision tree is related
to the generation of new attributes from the original attributes present in the
dataset. The approach proposed in [2] obtains the new features as the hidden
neurons of a MLP where a pruning algorithm is used to reduce them as much
as possible: each new feature is a linear combination of some of the original at-
tributes. The result is an increase in classification accuracy, but a decrease in
tree readability (fewer but more complex nodes in the tree). A different approach
is to perform the feature extraction process while building the tree, looking for
the best features to perform the splits at each node. Previous studies following
this methodology have used both linear [3][4] or non-linear functions [5] to ob-
tain the new attributes. In all cases, the resulting trees are much smaller than
those built on the original attributes, but no readable at all: each node of the
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tree implements a complex function of all the original attributes. Considering
all the possibilities, feature extraction before building the tree seems to be the
best option. This is the methodology that will be further studied in the present
paper, where a new approach based on non complex features is proposed. The
goal is to build small trees with easily readable functions at their nodes.

2 Proposed Approach

In order to obtain non-complex functions at each node, the extracted features are
restricted to combinations of just two attributes. In this way, the function at each
node represents the relation between two variables, which is always an easily in-
terpretable concept for the end user of the system. Besides, only four operators
are considered: addition, subtraction, multiplication and division. Readability
is, thus, assured. Under such restrictions, the class separation capability of the
extracted features is clearly lower than that of features involving linear or non-
linear combinations of all the attributes. In order to perform a fair comparison,
the possible decision boundaries of the proposed approach are compared to those
corresponding to linear combinations of two variables, which would represent a
similar complexity at each node (slightly higher as a coefficient is also involved).
Figure 1 shows the decision boundaries that can be obtained with a linear com-
bination of two attributes (y = k1x1 + k2x2) and figure 2 shows the decision
boundaries that can be obtained with the proposed approach. The result is a
reduction in complexity at each node and a wider choice of decision boundaries.
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Fig. 2. Decision boundaries for the proposed features

3 Experimental Results

The proposed feature extraction system has been tested on three datasets from
a robot grasping application where the goal is to obtain a system able to classify
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grasps as valid or invalid [6] and also on three other datasets from the UCI
repository [7]. The C4.5 algorithm [8] was used for the tests: the classification
accuracy and the tree complexity (total number of attributes in the tree) were
measured at different values of the pruning confidence level, thus obtaining a
relation between complexity and accuracy. The results obtained when the trees
were built on the original attributes were compared to those obtained when the
trees were built using both the original attributes and the extracted features. In
most datasets, the complexity vs. accuracy ratio was improved; detailed results
can be found in an internal report [9].

4 Conclusions

The main advantage of decision trees as classifiers is their readability, but some-
times trees generated from the original attributes became too large and complex,
and thus are difficult to understand. A previous feature selection process reduces
the number of features present in the tree, but not the tree size, which is usually
increased. Feature extraction techniques reduce the tree size, but increase the
complexity of each node. When the features extracted are (linear or non-linear)
functions of multiple attributes, the resulting tree nodes are not understandable
to the user. The proposed feature extraction method based on functions of only
two attributes keeps node complexity reduced and usually produces small trees:
the result is an improvement in tree readability.
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Abstract. The aim of this paper is to explore the effectiveness of Bayesian 
classifiers in intrusion detection (ID). Specifically, we provide an experimental 
study that focuses on comparing the accuracy of different classification models 
showing that the Bayesian classification approach is reasonably effective and 
efficient in predicting attacks and in exploiting the knowledge required by a 
computational intelligent ID process. 

1   Introduction 

An Intrusion Detection System (IDS) extracts relevant features from network audit 
data and applies some analysis techniques for detecting, as well as predicting, 
unauthorised activities. Traditionally, IDSs are being built on top of detection models, 
generally expressed in terms of a set of rules encoding the security knowledge of 
human experts. This approach leads to passive monitors that have proved to be 
insufficient [1, 2], as they limit the effectiveness and adaptability of the ID process in 
face of new attack methods or changed network configurations. In recent years, 
computational methods and data mining techniques [1, 2] have been proposed to 
extract relevant features from large amounts of audit data. This approach results in 
machine-learned detection models that are more “objective” and “generalizable” than 
the rules hand-picked  by domain experts. 

This paper presents an experimental study which compares the accuracy of 
different ID models derived from Bayesian networks. Two different Bayesian 
networks are evaluated: the first one, the Naive Bayes Network (NBN), assumes all 
features to be conditionally independent. The second one, the Adaptive Bayesian 
Network (ABN) [3], determines groups of attributes that are pair wise disjoint, i.e. the 
attributes belonging to the same group are correlated while attributes belonging to 
different groups are conditionally independent. Detection rules are automatically 
derived by the ABN to support a data analysis more knowledge based with respect to 
generic ID techniques that do not take into account the discovery of rules on attacks. 
The dataset we used originated from MIT’s Lincoln Labs and was generated by 
DARPA [4]. It is considered a benchmark for off-line ID evaluations.  
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2   Experimental Study Cases 

ID can be thought of as a classification problem: given a set of events belonging to 
different classes (normal activity, different types of attack), we look for a classifier 
that is capable of distinguishing among them as accurately as possible. Using both 
NBNs and ABNs, we are able to identify classifiers that may differ structurally and 
not necessarily imply the same set of independence relationships among attributes. 

In our experiments we utilised ABN to determine groups of attributes (multi-
dimensional features) that are conditionally independent and  to assert the class label, 
i.e. the attack to be predicted. Interestingly, each multi-dimensional feature can be 
expressed in terms of a set of if-then rules enabling users to understand  predictions.  

Specifically, we developed the following models: 

- the multi-target model, which was trained to identify single attacks and normal 
connections; 

-  the five-target model, which was trained to classify single connections according to 
the five categories they belong to (i.e. normal, dos, u2r, r2l, probing);  

- the binary-target model, which was trained to separate normal and attack patterns. 

Each model was built using both NBN and ABN. We trained and  tested all models 
on the dataset originated from MIT’s Lincoln Labs and developed by DARPA [4]. 
More precisely, we handled a training dataset, consisting of about 300000 records 
and containing both normal connections and attacks of 22 different types; a test 
dataset, consisting of about 150000 records and containing both normal connections 
and attacks of the 22 different types also present in the training dataset; an unlabeled 
dataset, consisting of about 300000 records and containing both normal connections 
and attacks of 39 different types.  

We tested both NBN and ABN models against test and unlabeled datasets and we 
assumed the accuracy (i.e. the ratio between the number of correct predictions and the 
total number of predictions) as a measure of the model performance (Tables 1-2). The 
overall accuracy of the multi-target model on the test dataset is 99.0% for NBN and 
98.8% for ABN. We observe that the five-target model performs best in predicting 
attack categories with a large number of training examples (dos, normal, probe). The 
accuracy is remarkably lower for attack categories (r2l and u2r) which are present in 
the training dataset with only a few instances, but this is not surprising. 

Both NBN and ABN compare well with other “ad hoc” intrusion detection models 
proposed in the literature [1] and work well in detecting attacks they are trained for 
and poorly in detecting new types of attacks. We note that the difference in NBN and 
ABN accuracy tends to be very small and may not be statistically significant. 

However, ABN outperforms NBN in building the five-target model because the 
NBN fails in classifying dos attacks, even with a sufficiently large number of training 
examples (Table 2). In our opinion, the key factor that affects this performance might 
be a strong conditional dependence among features of dos attacks. So, NBN performs 
poorly because it asserts, by assumption, the independence among features, while 
ABN performs best since it is capable of capturing these dependencies.  
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Table 1. Overall accuracy of five-target and binary-target models 

 Five-target model Binary-target model 

Network 
Test 

dataset 
Unlabeled 

dataset 
Test 

dataset 
Unlabeled 

dataset 
NBN 94.5% 79.1% 98.6% 91.5% 
ABN 98.9% 91.5% 99.3% 92.6% 

Table 2. Performance of NBN and ABN five-target model on test dataset 

Category Number of records NBN ABN 
dos 117632 93.9% 99.4% 

normal 29132 96.7% 99.6% 
probe 1215 96.5% 89.9% 

r2l 336 94.0% 4.8% 
u2r 21 52.4% 0% 

Table 3.  Some classification rules originated by the ABN multi-target model 

IF (condition) THEN (classification) 

COUNT isIn (0 - 102.2) and SERVICE isIn (smtp) 
and PROTOCOL_TYPE isIn (tcp) 

normal 

COUNT isIn (408.8 - 511) and SERVICE isIn (ecr_i) 
and PROTOCOL_TYPE isIn (icmp) 

smurf 

While NBN models are faster both in learning and classification phases, ABN 
models are, on average, more accurate. Moreover, ABN has the advantage of 
providing a set of if-then rules (Table 3) which explain the inferred information in a 
human-readable form and allow easily extracting a more detailed knowledge on attack 
features. In our opinion, the integration between Bayesian inference and rule-based 
models could be very useful to improve the knowledge engineering approaches 
traditionally adopted in the domain of ID.  
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Abstract. Association rules discovery is a fundamental task in spatial
data mining where data are naturally described at multiple levels of gran-
ularity. ARES is a spatial data mining system that takes advantage from
this taxonomic knowledge on spatial data to mine multi-level spatial as-
sociation rules. A large amount of rules is typically discovered even from
small set of spatial data. In this paper we present a graph-based visu-
alization that supports data miners in the analysis of multi-level spatial
association rules discovered by ARES and takes advantage from hierar-
chies describing the same spatial object at multiple levels of granularity.
An application on real-world spatial data is reported. Results show that
the use of the proposed visualization technique is beneficial.

1 Introduction

The rapidly expanding amount of spatial data gathered by collection tools, such
as satellite systems or remote sensing systems has paved the way for advances
in spatial databases. A spatial database contains (spatial) objects that are char-
acterized by a geometrical representation (e.g. point, line, and region in a 2D
context), a relative positioning with respect to some reference system as well as
several non-spatial attributes. The widespread use of spatial databases in real-
world applications, ranging from geo-marketing to environmental analysis or
planning, is leading to an increasing interest in spatial data mining, i.e. extract-
ing interesting and useful knowledge not explicitly stored in spatial databases.

Spatial association rules discovery is an important task of spatial data min-
ing that aims at discovering interactions between reference objects (i.e. units of
observation in the analysis) and one or more spatially referenced target-relevant
objects or space dependent attributes, according to a particular spacing or set
of arrangements. This task presents two main sources of complexity that is the
implicit definition of spatial relations and the granularity of the spatial objects.
The former is due to geometrical representation and relative positioning of spa-
tial objects which implicitly define spatial relations of different nature, such as
directional and topological. The second source of complexity refers to the pos-
sibility of describing the same spatial object at multiple levels of granularity.
For instance, United Kingdom census data can be geo-referenced with respect to
the hierarchy of areal objects ED → Ward → District → County, based on the
internal relationship between locations. This suggests that taxonomic knowledge
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on task-relevant objects may be taken into account to obtain multi-level spatial
association rules (descriptions at different granularity levels).

A full-fledged system that copes with both these issues is ARES (Association
Rules Extractor from Spatial data) [1] that integrates SPADA (Spatial Pattern
Discovery Algorithm) [6] to extract multi-level spatial association rules by ex-
ploiting an Inductive Logic Programming (ILP) approach to (multi-) relational
data mining [5]. ARES assists data miners in extracting the units of analysis (i.e.
reference objects and task-relevant objects) from a spatial database by means
of a complex data transformation process that makes spatial relations explicit,
and generates high-level logic descriptions of spatial data by specifying the back-
ground knowledge on the application domain (e.g. hierarchies on target-relevant
spatial objects or knowledge domain) and defining some form of search bias to
filter only association rules that fulfill user expectations.

Nevertheless, ARES may produce thousands of multi-level spatial associa-
tion rules that discourage data miners to manually inspect them and pick those
rules that represent true nuggets of knowledge at different granularity levels. A
solution can be found in the emerging field of visual data mining that combines
achievement of data mining with visual representation techniques leading to dis-
covery tools that enable effective data (pattern) navigation and interpretation,
preserve user control, and provide the possibility to discover anything interesting
or unusual without the need to know in advance what kind of phenomena should
be observed [4].

While a lot of research has been conducted on designing association rules ex-
ploratory visualization [3], no work, in our knowledge, properly deal with multi-
level spatial association rules. At this aim, we propose to extend the graph-based
visualization presented in [2] in order to visualize, navigate and interpret multi-
level spatial association rules by exploiting both the knowledge embedded on
hierarchies describing the same spatial object at multiple levels of granularity
and the number of refinement steps performed to generate each rule.

The paper is organized as follows. The problem of mining multi-level spatial
association rules with ARES is discussed in Section 2, while the graph-based
approach to visualize multi-level spatial association rules is presented in Section
3. An application to mine North West England 1998 census data is then discussed
in Section 4. The goal is to investigate the mortality rate according to both socio-
economic deprivation factors represented in census data and geographical factors
represented in topographic maps. At this aim, multi-level spatial association rules
discovery is combined with a graph-based visualization to pick those rules which
may provide a guidance to recognize and balance the multiple factors affecting
the mortality risk. Finally, conclusions are drawn.

2 Multi-level Spatial Association Rules Mined with
ARES

The problem of mining multi-level spatial association rules can be formally de-
fined as follows: Given a spatial database (SDB), a set S of reference objects,
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some sets Rk, 1 ≤ k ≤ m, of task-relevant objects, a background knowledge BK
including some spatial hierarchies Hk on objects in Rk, M granularity levels in
the descriptions (1 is the highest while M is the lowest), a set of granularity as-
signments ψk which associate each object in Hk with a granularity level, a couple
of thresholds minsup[l] and minconf[l] for each granularity level, a language bias
LB that constrains the search space; Find strong multi-level spatial association
rules, that is, association rules involving spatial objects at different granularity
levels.

The reference objects are the main subject of the description, namely units
of observation, while the task-relevant objects are spatial objects that are rele-
vant for the task in hand and are spatially related to the former. Both the set
of target object S and the sets of target relevant objects Rk typically corre-
spond with layers of the spatial database, while hierarchies Hk define is-a (i.e.,
taxonomical) relations of spatial objects in the same layer (e.g. regional road
is-a road, main trunk road is-a road, road is-a transport net). Objects of each
hierarchy are mapped to one or more of the M user-defined description gran-
ularity levels in order to deal uniformly with several hierarchies at once. Both
frequency of patterns and strength of rules depend on the granularity level l
at which patterns/rules describe data. Therefore, a pattern P (s%) at level l is
frequent if s ≥ minsup[l] and all ancestors of P with respect to Hk are frequent
at their corresponding levels. The support s estimates the probability p(P ). An
association rule A → C (s%, c%) at level l is strong if the pattern A∪C (s%) is
frequent and c ≥ minconf [l], where the confidence c, estimates the probability
p(C|A) and A (C) represents the antecedent (consequent) of the rule.

Since a spatial association rules is an association rule whose corresponding
pattern is spatial (i.e. it captures a spatial relationship among a spatial refer-
ence object and one or more target-relevant spatial object or space dependent
attributes), it can be expressed by means of predicate calculus. An example
of spatial association rule is ”is a(X, town), intersects(X, Y), is a(Y, road) →
intersects(X,Z), is a(Z, road), Z�=Y (91%, 100%)” to be read as ”if a town X
intersects a road Y then X intersects a road Z distinct from Y with 91% support
and 100% confidence”, where X denotes a target object in town layer, while Y
and Z some target-relevant object in road layer. By taking into account taxo-
nomic knowledge on task-relevant objects in the road layer, it is possible to ob-
tain descriptions at different granularity levels (multiple-level spatial association
rules). For instance, a finer-grained association rules can be ”is a(X, town), inter-
sects(X, Y), is a(Y, regional road) →intersects(X, Z), is a(Z, main trunk road),
Z�= Y (65%,71%)”, which states that ”if a town X intersects a regional road Y
then X intersects a main trunk road Z distinct from Y with 65% support and
71% confidence.”

The problem above is solved by the algorithm SPADA that operates in three
steps for each granularity level: i) pattern generation; ii) pattern evaluation; iii)
rule generation and evaluation. SPADA takes advantage of statistics computed
at granularity level l when computing the supports of patterns at granularity
level l + 1.
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In the system ARES1, SPADA has been loosely coupled with a spatial data-
base, since data stored in the SDB Oracle Spatial are pre-processed and then
represented in a deductive database (DDB). Therefore, a middle layer is required
to make possible a loose coupling between SPADA and the SDB by generating
features of spatial objects. This middle layer includes both the module RUDE
(Relative Unsupervised DiscrEtization) to discretize a numerical attribute of a
relational database in the context defined by other attributes [7] and the module
FEATEX (Feature Extractor) that is implemented as an Oracle package of pro-
cedures and functions, each of which computes a different feature. According to
their nature, features extracted by FEATEX can be distinguished as geometrical
(e.g. area and length), directional (e.g. direction) and topological features (e.g.
crosses) [1]. Extracted features are then represented by extensional predicates.
For instance, spatial intersection between two objects X and Y is expressed with
crosses(X,Y ). In this way, the expressive power of first-order logic in databases
is exploited to specify both the background knowledge BK, such as spatial hi-
erarchies and domain specific knowledge, and the language bias LB. Spatial
hierarchies allow to face with one of the main issues of spatial data mining,
that is, the representation and management of spatial objects at different levels
of granularity, while the domain specific knowledge stored as a set of rules in
the intensional part of the DDB supports qualitative spatial reasoning. On the
other hand, the LB is relevant to allow data miners to specify his/her bias for
interesting solutions, and then to exploit this bias to improve both the efficiency
of the mining process and the quality of the discovered rules. In SPADA, the
language bias is expressed as a set of constraint specifications for either patterns
or association rules. Pattern constraints allow to specify a literal or a set of liter-
als that should occur one or more times in discovered patterns. During the rule
generation phase, patterns that do not satisfy a pattern constraint are filtered
out. Similarly, rule constraints are used to specify literals that should occur in
the head or body of discovered rules.

In a more recent release of SPADA (3.1) new pattern (rule) constraints have
been introduced in order to specify exactly both the minimum and maximum
number of occurrences for a literal in a pattern (head or body of a rule). More-
over, an additional rule constraint has been introduced to eventually specify the
maximum number of literals to be included in the head of a rule. In this way
users may define the head structure of a rule requiring the presence of exactly a
specific literal and nothing more. In this case, the multi-level spatial association
rules discovered by ARES may be used for sub-group discovery tasks.

3 Multi-level Spatial Association Rules Graph-Based
Visualization

A set R of multi-level spatial association rules can be naturally partitioned into
M × N groups denoted by Rij , where i (1 ≤ i ≤ M) denotes the level of

1 http://www.di.uniba.it/ malerba/software/ARES/index.htm
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granularity in the spatial hierarchies Hk, while j (2 ≤ j ≤ N) the number of
refinement steps performed to obtain the pattern (i.e. number of atoms in the
pattern). Each set Rij can be visualized in form of a graph by representing
antecedent and consequent of rules as nodes and relationships among them as
edges.

This graph-based visualization can be formally defined as follows: Given an
association rules set R, a directed (not completely connected) graph G = (N,E)
can be built from R, such that:

– N is a set of couples (l, t), named nodes, where l denotes the conjunction
of atoms representing the antecedent (A) or consequent (C) of a rule A →
C ∈ R, while t is a flag denoting the node role (i.e. antecedent, consequent
or both of them).

– E is a set of 4-tuples (nA, nC , s, c), named edges, where nA is a node with
the role of antecedent; nC is a node with the role of consequent, while s and
c are the support and confidence of the rule nA.l → nC .l ∈ R respectively.

Each node of G can be visualized as a colored circle: a red circle represents
a node n with the role of antecedent (n.t = antecedent) while a green circle
represents a node n with the role of consequent (n.t = consequent). If the node
has the role of antecedent for a rule and consequent for a different rule, it appears
half red and half green. The label n.l can be visualized in a rectangular frame
close to the circle representing n. Conversely, each edge in G can be visualized
by a straight segment connecting the node nA with the node nC . It corresponds
with the rule nA.l → nC .l that exists in R. The confidence of this rule is coded
by the length of the edge, the greater is the confidence, the longer is the edge.
Conversely, the support is coded by color saturation of the edge: from light blue
(low support) to black (high support). Support and/or confidence can be also
visualized in a text label close to the edge (see Figure 1).

Fig. 1. Visualizing the graph of spatial association rules

As suggested by [2], this graph representation appears beneficial in exploring
huge amount of association rules in order to pick interesting and useful patterns,
since it takes advantages from human perceptual and cognitive capabilities to
immediately highlight which association rules share the same antecedent or con-
sequent with respect to the overall distribution of rules. Filtering mechanisms
which permit to hide a sub-graph of G (i.e. subset of rules in R) according to
either minimal values of support and confidence or the absence of one or more
predicates in the rule provide a better interaction.
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To explore multi-level spatial association rules discovered by ARES, this
graph-based visualization should be further extended in order to enable data
miners to navigate among several graphs Gij according to either the levels of
granularity i or the number of refinement steps j. In the former case, for each
pair of granularity levels (i, h) with 1 ≤ i < h ≤ M (1 ≤ h < i ≤ M) and num-
ber of refinement steps j (2 ≤ j ≤ N), a specialization (generalization) operator
ρi↓h,j (δi↑h,j) can be defined as follows:

ρi↓h,j : Rij → ℘(Rhj) (δi↑h,j : Rij → ℘(Rhj)),

where ℘(Rhj) denotes the power set of Rhj . For each spatial association rule
A → C ∈ Rij , ρi↓h,j(A → C) = {A1 → C1, . . . , Aw → Cw}, such that each
Ak → Ck ∈ Rhj (k = 1, . . . , w) and Ak → Ck is a down-specialization (up-
generalization) of A → C.

To formally define the relation of down-specialization (up-generalization) be-
tween two spatial association rules, we represent each spatial rule A → C as
AS , AI → CS , CI , where AS (CS) includes all atoms in A (C) describing ei-
ther a property (e.g. area(X, [10..15]) or cars(X, [150..1000])), a relationship
(e.g. intersect(X, Y )) or an inequality (e.g. X/ = Y ). Conversely, AI (CI) in-
cludes all is a atoms (e.g. is a(X, road)). Therefore, A′ → C ′ ∈ Rhj is a down-
specialization of A → C ∈ Rij iff there exists a substitution θ (i.e. a function that
associates a variable with a term) that renames variables in A′ → C ′ such that
AS = A′

Sθ, CS = C ′
Sθ, and for each is a atom of AI(CI) in the form is a(X, vi),

where X denotes a target relevant object in Rk and vi is a node at level i of the
spatial hierarchy Hk, there exists an atom is a(X, vh) in A′

Iθ (C ′
Iθ) with vh a

node in the sub-hierarchy of Hk that is rooted in vi. The up-generalization differs
from down-specialization only in requiring that vi is a node in the sub-hierarchy
of Hk that is rooted in vh and not vice-versa.

Example: Let us consider the spatial association rules:
R1: intersects(X1, Y 1), cars(X1, [25, 120]),is a(X1, town), is a(Y 1, road)

→ mortality(X1, high).
R2: intersects(X2, Y 2), cars(X2, [25, 120]), is a(X2, town),

is a(Y 2, main trunk road)→ mortality(X2, high).
where R1.AS is ”intersects(X1, Y 1), cars(X1, [25, 120])”and R1.CS is ”mortality
(X1, high)”, while R1.AI is ”is a(X1, town), is a(Y 1, road)”and R1.CI is empty.
Similarly R2.AS is ”intersects(X2, Y 2), cars(X2, [25, 120])” and R2.CS is ”mor-
tality (X2, high)”, while R2.AI is ”is a(X2, town), is a(Y 2, main trunk road)”
and R2.CI is empty. R2 is a down-specialization of R1 since there exists the sub-
stitution θ = {X2/X1, Y 2/Y 1} such that R1.AS = R2.ASθ, R1.CS = R2.CSθ,
and main trunk road is a specialization of road in the corresponding hierarchy.
Conversely, R1 is an up-generalization of R2.

A different specialization (generalization) operator ρi,j→h (δi,j←h) can be
further defined, for each granularity level i and pair of refinement step numbers
(j, h) with 2 ≤ j < h ≤ N (2 ≤ h < j ≤ N), such that:

ρi,j→h : Rij → ℘(Rih) (δi,j←h : Rij → ℘(Rih)),
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In this case, for each spatial association rule A → C ∈ Rij , ρi,j→h(A → C) =
{A1 → C1, . . . , Aw → Cw}, where Ak → Ck ∈ Rih (k = 1, . . . , w) and Ak → Ck

is a right-specialization (left-generalization) of A → C. More formally, a spatial
association rule A′ → C ′ ∈ Rih is a right-specialization (left-generalization) of
A → C ∈ Rij iff there exists a substitution θ such that Aθ ⊂ A′ and Cθ ⊂ C ′

(A′θ ⊂ A and C ′θ ⊂ C).

Example: Let us consider the spatial association rules:
R1: is a(X1, town), intersects(X1, Y 1), is a(Y 1, road) → mortality(X1, high)
R2: is a(X1, town), intersects(X1, Y 1), is a(Y 1, road), extension (Y 1, [12..25])

→ mortality(X1, high).
R2 is a right-specialization of R1, since there exists the substitution θ = {X1/X2,
Y 1/Y 2} such that R1.Aθ ⊂ R2.A and R1.Cθ ⊂ R2.C. Conversely, R1 is a left-
generalization of R2.

Consequently, by combining a multiple graph visualization with operators of
both specialization and generalization defined above, data miners are able to
navigate among the graphs Gij . This means that it is possible to down(right)-
specialize or up(left)-generalize the portion of the graph Gij representing a spe-
cific rule R ∈ Rij and visualize the corresponding sub-graph of spatial association
rules extracted at a different level of granularity or number of refinement steps.

This graph-based visualization has been implemented into a visualization
tool, named ARVis (multi-level Association Rules Visualizer), which actively
supports data miners in exploring and navigating among several graphs of multi-
level association rules Gij by highlighting the portion of graph that represents
the down (right)-specialization or up(left)-generalization of a rule, zooming rules,
dynamically filtering rules according to minimal values of support and/or confi-
dence as well as presence or absence of some relevant predicate and visualizing
details about a rule (e.g. support, confidence, patterns, rules).

4 An Application: Mining Geo-Referenced Data

In this section we present a real-world application concerning with both mining
and exploring multi-level spatial association rules for geo-referenced census data
interpretation. We consider census and digital map data stored into an Ora-
cle Spatial 9i database provided in the context of the European project SPIN!
(Spatial Mining for Data of Public Interest) [8]. This data concerns Greater
Manchester, one of the five counties of North West England, which is divided
into censual sections or wards, for a total of 214 wards. Spatial analysis is en-
abled by the availability of vectorized boundaries of the 1998 greater Manchester
census wards as well as Ordnance Survey digital maps where several interest-
ing layers are found (e.g. urban area or road net). Census data, geo-referenced
at ward level, provide socio-economic statistics (e.g. mortality rate that is the
percentage of deaths with respect to the number of inhabitants) as well as some
measures describing the deprivation level (e.g. Townsend index, Carstairs index,
Jarman index and DoE index). Both mortality rate and deprivation indices are
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Fig. 2. Spatial hierarchies defined for five Greater Manchester layers: road net, rail net,

water net, urban area and green area

all numeric. They can be automatically discretized with ARES. More precisely,
Jarman index, Townsend index, DoE index and Mortality rate are automatically
discretized in (low, high), while Carstairs index is discretized in (low, medium,
high).

For this application, we decide to employ ARES in mining multi-level spatial
association rules relating Greater Manchester wards, which play the role of refer-
ence object, with topological related roads, rails, waters, green areas and urban
areas as task relevant objects. We extract 784,107 facts concerning topological
relationships between each relevant object and task relevant object stored in the
spatial database for Greater Manchester area. An example of fact extracted is
crosses(ward 135, urbareaL 151 ). However, to support a spatial qualitative rea-
soning, we also express a domain specific knowledge (BK) in form of a set of
rules. Some of these rules are:

crossed by urbanarea(X, Y ) : − crosses(X, Y ), is a(Y , urban area).
crossed by urbanarea(X, Y ) :- inside(X, Y ), is a(Y ,urban area).

Here the use of the predicate is a hides the fact that a hierarchy has been
defined for spatial objects which belong to the urban area layer. In detail, five
different hierarchies are defined to describe the following layers: road net, rail net,
water net, urban area and green area (see Figure 2). The hierarchies have depth
three and are straightforwardly mapped into three granularity levels. They are
also part of the BK. To complete the problem statement, we specify a language
bias (LB) both to constrain the search space and to filter out uninteresting
spatial association rules. We rule out all spatial relations (e.g. crosses, inside,
and so on) directly extracted from spatial database and ask for rules containing
topological predicates defined by means of BK. Moreover, by combining the rule
filters head constraint([mortality rate( )],1,1) and rule head length(1,1) we ask
for rules containing only mortality rate in the head. In addition, we specify the
maximum number of refinement steps as J = 8 and the minimal values of sup-
port and confidence for each granularity level as: minsup[1]=0.1, minsup[2]=0.1,
minsup[3]=0.05, minconf[1]=0.3, minconf [2]=0.2 and minconf [3]=0.1.

ARES generates 239 strong rules at first granularity level, 1140 at second
granularity level and 15 at third granularity level. These rules are extracted
from a set of 28496 frequent patterns describing the geographically distributed
phenomenon of mortality in Greater Manchester at different granularity levels
with respect to the spatial hierarchies we have defined on road, rail, water, urban
area and green area layers. To explore this huge amount of multi-level spatial
association rules and find which rules can be a valuable support to good public
policy, we exploit the multiple graph-based visualization implemented in ARVis.
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In this way, we are able to navigate among different graphs Gij (i = 1, . . . , 3
and j = 2, . . . , 8) representing the group of rules Rij discovered by ARES at i
granularity level after j refinement steps. For instance, Figure 3 shows the graph
of spatial association rules G15. By graphically filtering rules in G15 according to
confidence value, we identify the most confident rule R1 that is: is a(A, ward),
crossed by urbanarea(A, B), is a(B, urban area), townsendidx rate(A, high) →
mortality rate(A, high) (c=39.71%, s=70.24%). This rule states that a high mor-
tality rate is observed in a ward A that includes an urban area B and has
a high value of Townsend index. The support (39.71%) and the high confi-
dence (70.24%) confirm a meaningful association between a geographical factor
such as living in deprived urban areas and a social factor such as the mortal-
ity rate. The same rule is highlighted in the graph G15 by filtering with respect

Fig. 3. Visualizing the graph of spatial association rules using ARVis

to increasing value of support. Moreover, by left-generalizing R1, we navigate
from the graph G15 to a portion of the graph G14 and identify the rule R2
that is is a(A,ward), crossed by urbanarea(A,B), is a(B, urban area) → mortal-
ity rate(A, high) (54.67%, 60.3%). This rule has a greater support and a lower
confidence. The same rule is highlighted in the entire graph G14 by graphically
filtering with respect to increasing values of support and confidence. These two
association rules show together an unexpected association between Townsend
index and urban areas. Apparently, this means that this deprivation index is
unsuitable for rural areas.
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Conversely, we may decide to up-generalize R1 and move from the graph
G15 to the portion of the graph G25 representing association rules which are
up-generalization of R2 mined by ARES at second granularity level after four re-
finement steps. In this way, we discover that, at second granularity level, SPADA
specializes the task relevant object B by generating the following rule which pre-
serve both support and confidence: R3: is a(A, ward), crossed by urbanarea(A,
B), is a(B, urban areaL), townsendidx rate(A,high) → mortality rate(A, high)
(39.71%, 70.24%). This rule clarifies that the urban area B is large. Similar
considerations are suggested when we explore graphs of multi-level spatial asso-
ciation rules generated after more refinement steps.

We may explore spatial association rules characterizing low mortality wards.
By visualizing G15 and moving the confidence filter slider, we discover that the
highest confident rule with low mortality in the consequent is: is a(A, ward),
crossed by urbanarea(A, B), is a(B, urban area), townsendidx rate(A, low) →
mortality rate(A, low) (19.15%, 56. 16%), stating that a low valued Townsend
index ward A that (partly) includes an urban area B presents a low mortality.

5 Conclusions

In this paper we have presented a graph-based visualization specially designed
to support data miners in exploring multi-level spatial association rules and
finding true nuggets of knowledge. This new visualization extend traditional
graph-based technique with operators of both generalization and specialization
that allow data miners to navigate among different graphs of spatial association
rules partitioned according with both the granularity level in spatial hierarchies
and the number of refinement steps in generating the corresponding pattern.
A real-world application shows that this visualization is beneficial for exploring
multi-level spatial association rules discovered by ARES. Currently, usability
testing are going on, and results will be provided in a future work.
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Abstract. We propose a selection of knowledge technologies to support deci-
sions of the management of public health care in Slovenia, and present a spe-
cific application in one region (Celje). First, we exploit data mining and statisti-
cal techniques to analyse databases that are regularly collected for the national 
Institute of Public Health. Next, we study organizational aspects of public 
health resources in the Celje region with the objective to identify the areas that 
are atypical in terms of availability and accessibility of the public health ser-
vices for the population. The most important step is the detection of outliers and 
the analysis of the causes for availability and accessibility deviations. The re-
sults can be used for high-level health-care planning and decision-making. 

Keywords: Data Mining, Decision Support, Knowledge Discovery, Knowledge 
Management, Applications to Health Care. 

1   Introduction 

Effective medical prevention and good access to health care resources are important 
factors that affect citizens' welfare and quality of life. As such, these are important 
factors in strategic planning at the national level, as well as in planning at the regional 
and local community level. Large quantities of data collected by medical institutions 
and governmental public health institutions can serve as a valuable source of evidence 
that should be taken into account when making decisions about priorities to be in-
cluded in strategic plans. 

The organization of public health care in Slovenia is hierarchical: the national In-
stitute of Public Health (IPH) coordinates the activities of a network of regional Pub-
lic Health Institutes (PHIs), whose functions are: monitoring public health, organizing 
the public health activities, and proposing and implementing actions for maintaining 
and improving public health. PHIs themselves coordinate a regional network of hospi-
tals, clinics, individual health professionals and other health care resources. The  
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system of public health is thus organized at three levels: strategic (the Ministry of 
Health and the national IPH), managerial (regional PHIs) and operational (local hos-
pitals, clinics, individual health professionals and other health care resources). 

The network of regional PHIs, coordinated by the national IPH, collects large 
amounts of data, which require appropriate knowledge management [1]. Knowledge 
management is recognized as the main paradigm for successful management of net-
worked organizations, aimed at supporting business intelligence [2] – a broad cate-
gory of applications and technologies for gathering, storing, analysing, and providing 
access to data to help organizations make better decisions. In addition to the techno-
logical solutions, it needs to address organizational, economic, legislative, psycho-
logical and cultural issues [3].  

Knowledge management can be supported by the use of knowledge technologies, 
in particular by data mining and decision support [4], which are in the focus of the 
work described in this paper. Data mining and decision support have a large potential 
for knowledge management in networked organizations, and have already proved to 
be successful in numerous applications. Data mining is typically applied to knowl-
edge discovery in large and complex databases and has been extensively used in in-
dustrial and business problem solving, while its use in health care is still rare. In such 
a knowledge intensive domain, neither data gathering nor data analysis can be suc-
cessful without using knowledge about both the problem domain and the data analysis 
process, which indicates the usefulness of integrating data mining with decision sup-
port techniques to promote the construction of effective decision criteria and decision 
models supporting decision making and planning in public health care. 

This paper describes an application of data mining and decision support in public 
health care, which was carried out in Slovenia within a project called MediMap. Sec-
tion 2 briefly overviews the two research areas, data mining and decision support, and 
proposes their integration to better solve data analysis and decision support problems. 
Section 3 presents the specific application of these techniques, which was developed 
for the Public Health Institute of the Celje region. 

2   Data Mining and Decision Support in Knowledge Management 

Data mining [5,4] is concerned with finding interesting patterns in data. Data mining 
includes predictive data mining algorithms, which result in models that can be used 
for prediction and classification, and descriptive data mining algorithms for finding 
interesting patterns in the data, like associations, clusters and subgroups. 

Decision support [6,4] is concerned with helping decision makers solve problems 
and make decisions. Decision support provides a variety of data analysis, preference 
modelling, simulation, visualization and interactive techniques, and tools such as 
decision support systems, multiple-criteria modelling, group decision support and 
mediation systems, expert systems, databases and data warehouses. Decision support 
systems incorporate both data and models. 

Data mining and decision support can be integrated to better solve data analysis 
and decision support problems. In knowledge management [1], such integration is 
interesting for several reasons. For example, in data mining it is often unclear which 
algorithm is best suited for the problem. Here we require some decision support for 
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data mining. Another example is when there is a lack of data for the analysis. To 
ensure that appropriate data is recorded when the collection process begins it is useful 
to first build a decision model and use it as a basis for defining the attributes that will 
describe the data. These two examples show that data mining and decision support 
can complement each other, to achieve better results. Different aspects of data mining 
and decision support integration have been investigated in [4]. 

In MediMap, we mainly used descriptive data mining methods, and combined 
them with visualization and multiple-criteria techniques, as shown in the next section. 

3   Data Mining and Decision Support: Health-Care Application 

The main goal of the project MediMap was to establish a knowledge repository for 
supporting decisions in the field of planning the development of community health 
care centres (CHC) for a regional PHI Celje. We approached this goal in two phases: 
first, we analysed the available data with data mining techniques, and then, we used 
the acquired understanding of the data and the domain as leverage for a more elabo-
rate study of the field with decision support techniques. 

In the first phase, using data mining techniques, we focused on the problem of di-
recting patients from the primary CHCs to the specialists. The main assumption was 
that similar CHCs should have comparable directing rates. For the similarity measure 
we took patients’ age and social categories, as well as organization and employment 
structure of the CHCs. The results revealed that the deliberate aggregation of data, 
although justified for the primary purpose of data gathering, probably hid most of the 
interesting patterns that could be exposed in the data mining phase. Consequently, the 
need for additional data gathered from CHCs was forwarded to the national IPH. This 
data could be obtained at almost no additional costs, since it is already collected by 
CHCs, but aggregated too early in the data acquisition and reporting process. At the 
same time, we gained a substantial insight into the domain, which served as rein-
forcement for the further studies. 

In the second phase we studied organizational aspects of public health resources in 
the Celje region. The goal was to identify the areas that are atypical in terms of avail-
ability and accessibility of the public health services for the population, which could 
provide valuable information to support decisions related to planning the future de-
velopment of public health services. For the estimation of parameters from data, we 
used the same database as in the first phase. Additionally, we derived a model for 
estimating the availability and accessibility that incorporates several innovative crite-
ria. Moreover, we gathered additional geographic information from several other 
data-sources, like statistical data for the population of a given area and distance meas-
ures between cities. 

The most important step of the second phase was the detection of outliers and the 
analysis of the causes for different availability and accessibility figures. The result of 
the described process is summarized in Fig. 7, which can be used as a high-level in-
formation fusion tool for planning the requirements for the employees for health care 
services in the Celje region. 
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3.1   Analysis of Health Care Centres Data with Data Mining 

First, we have tried to set up appropriate models and tools to support decisions concern-
ing regional health care in the Celje region, which could later serve as a model for other 
regional PHIs. The requirements, formulated by the PHI Celje, fall into three problem 
areas: (1) health care organization (the PHI network, health care human resource distri-
bution), (2) accessibility of health care services to the citizens, and (3) the network of 
health care providers. These requirements were made operational as five problem tasks: 

− analysis of the public health providers network, 
− analysis of public health human resources, 
− analysis of public health providers workload, 
− management and optimisation of the public health providers network, and 
− simulation and prediction of the performance of the public health providers and 

human resource network. 

The dataset for the analysis consisted of three databases: (1) the health care providers 
database, (2) the out-patient health care statistics database (patients’ visits to general 
practitioners and specialists, diseases, human resources and availability), and (3) the 
medical status database. 
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Fig. 1. The similarity matrix of community health centres (CHCs) in Celje 

To model the processes of a particular CHC (the patient flow), data describing the 
directing of patients to other CHCs or specialists were used. Our intention was two-
fold: to detect the similarities between CHCs, and to detect the atypical CHCs. Simi-
larities between CHCs were analysed according to four different categories: patient’s 
age categories, patient’s social categories, the organization of the community health 
centre, and employment structure of the community health centre. For each category, 
similarity groups were constructed using four different clustering methods: agglom-
erative classification [7], principal component analysis [7], the Kolmogorov-Smirnov 
test [8], as well as the quantile range test and polar ordination [9]. Averages over four 
clustering methods per category were used to detect the similarities between the 
CHCs of the Celje region (Fig. 1). 
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These results were evaluated by domain experts from PHI Celje. In several cases 
the results confirmed already known similarities, while the experts could not find any 
reasonable explanations for new knowledge described in the similarity matrix, as the 
data describing was too coarse (aggregated). 
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Fig. 2. Detecting atypical health care resources in Celje 

The analysis of the typicality of CHCs was based on the comparison of the esti-
mated number of patients that can be handled by a CHC (its capacity estimated by the 
number of employed staff), and the actual number of patients handled by the CHC. 
The outcome, which is shown in Fig. 2, was well appreciated by the experts. The 
figure presents some atypical CHCs, deviating from the diagonal line, such as CHC 
Brežice and Žalec, which have an insufficient number of staff compared to the num-
ber of actual patients. 

3.2   Availability and Accessibility of Public Health Care Resources 

The goal of this analysis was to detect the local communities that are underserved 
concerning general practice health services – this means that that the population in 
these areas have available less than a generally accepted level of services. We evalu-
ated 34 local communities in the Celje region. The evaluation is based on the ratio of 
the capacity of health care services available to patients from the community and the 
demand for these services from the population of the same area. In our case, the ca-
pacity ability of health care services is defined as available time of health care ser-
vices for patients in that community, and demand means the number of accesses to 
health care services from patient from the community. Therefore, our main criterion 
for the evaluation of health care system for patients in community c is actually the 
average time available in health services per access of a patient from this community. 
We call this criterion AHSP (Availability of Health Services for Patients): 

c

i

p

t
AHSP ∑=  (1) 



464 A. Pur et al. 

 

Here, ti denotes the total working time of health-care service i in community c, and pc 
the number of accesses to health care services of patients from the community c. 

 

Fig. 3. Availability of health services (AHSP), measured in hours, in the Celje region in 2003 

 

Fig. 4. Availability of health services in Celje in 2003, measured in hours, considering the 
migration of patients to neighbouring communities (AHSPm) 
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AHSP does not take into account that many patients access health services in 
neighbouring communities. Moreover, some of communities do not have their own 
health care services at all. The migration of patients into neighbouring communities is 
considered in the criterion AHSPm as follows: 

∑=
i

cii
c

m pa
p

AHSP
1

 (2) 

Here, ai is the available time of health care service i per person, defined as the ratio of 
total working time of health-care services and total number of visits, pc is the total 

number of accesses of patient from the community c, and pci is the number of accesses 
of patients from the community c to health service i. 

The evaluation of some communities in the Celje region using the criteria AHSP 

and AHSPm is shown in Fig. 3 and Fig. 4, respectively. The colour of communities 
depends on the availability of health services for patients: the darker the colour, the 
higher the health care availability in the community (measured in hours). The main 
difference between the evaluations is noticeable in communities without their own 
health care services, like Braslovče, Tabor, Dobje and Solčava. If the migration of 
patients in neighbouring communities is not considered, then it looks like that the 
inhabitants of these communities are without health care (Fig. 3). Thus, AHSPm (Fig. 
4) provides a more realistic evaluation criterion. Such a geographical representation 
of the results has been extremely well accepted by the health-care experts. 

For even a clearer picture about the availability of health-care services and for the 
purpose of its visualization (Fig. 5), we introduce two additional criteria. The criterion 
AHS (Availability of Health Services) is defined as the availability of health care 
services for the population from community c. More precisely, AHS is defined as the 
available time of health care services per population gc from the community c, con-
sidering the migration: 

∑=
i

cii
c

pa
g

AHS
1

 (3) 

The next criterion, RAHS (Rate of Accesses to Health Services), defines the rate of 
accesses to health care services for population gc from the community c: 

c

c

g

p
RAHS =  (4) 

In this case, AHSPm is defined as the ratio between the availability of health ser-
vices for population from community and the rate of visiting health service: 

RAHS

AHS
AHSPm =  (5) 

All these criteria give us some very interesting indicators about health conditions 
and health care in communities. They can be conveniently presented as shown in Fig. 
5. Four measurements are actually shown in the chart: RAHS along the horizontal 
axis, AHS along the vertical axis, AHSPm as dot colour, and the population size (gc) as 
dot diameter. Communities with average values of RAHS and AHS appear in the mid-
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dle of the chart. The outliers represent more or less unusual communities regarding 
health care. Communities on the left side of the chart have lower rate of access to 
health services and the ones on the right side have higher accessing rate. On the bot-
tom are located the communities with lower values of AHS and on the top with 
higher. The dark-coloured communities have higher values of AHSPm than the light-
coloured ones. 
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Fig. 5. Available time of health care services per population by community (2003) 

Thus, Fig. 5 enables discovering implicit and interesting knowledge about health in 
communities. For example, the reason for high value of AHSPm in communities on the 
left side of the chart (e.g., Štore) could be the low rate of accesses to nearest health 
services, caused by inappropriate cure in these services. The reason for the low value 
of AHSPm in communities on the right side (Nazarje, Mozirje, Luče in Ljubno) is high 
rates of accesses to health services. 

3.3   Decision Support for Planning Health Care Resources 

Additional explanation of these rates can be provided by a chart as shown in Fig. 6. It 
shows the ratio of actual rate of accesses of health services and expected rate for age 
group of population in communities. This ratio is used in order to simplify detecting 
unusual rate of accesses to health services. The expected rate of accesses to health 
services is the average rate of population in age group. For example, the access to 
health services from population between 60 and 69 are almost five times as frequent 
as these between 20 and 29. The age group of population from communities is meas-
ured along the horizontal axis. Thus, the chart shows that the characteristic for these 
communities is unusual high rates of accesses to the health services of population 
under 20. Therefore we could presume that the main reason for the high value of 
AHSPm in these communities is the absence of paediatric services. 

Further view on the disparity of health care in communities (Fig. 5) is provided in 
Fig. 7. There, the evaluation of health services is based on the ratio between the 



 Data Mining for Decision Support: An Application in Public Health Care 467 

 

health-care capacity and demand. In our case the demand means the number of ac-
cesses to health services, and is measured along the horizontal axis. Capacity is pro-
portional to the working time of health services, and is measured along vertical axis. 
Some of health services are denoted with identification number and community. Re-
gression line in the chart represents the expected working time of health services, with 
respect to the number of accesses. The working time of the health services under the 
regression line, like Nazarje and Mozirje, is too short, and of these above the regres-
sion line is too long. Thus, this chart can serve for supporting decisions in planning 
the cap city and working time of health care services. 
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Fig. 6. The ratio between actual and average accesses (2003) 
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Fig. 7. The evaluation of health services: the ratio of health-care capacity and demand (2003) 

4   Conclusion 

Improved data mining and decision support methods lead to better performance in 
problem solving. More importantly, integrated data mining and decision support 

a
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methods may further improve the performance of developed solutions and tackle new 
types of problems that have not been addressed before. A real-life application of this 
approach in public health care was shown in this paper. 

In the MediMap project we have developed methods and tools that can help re-
gional PHIs and national IPH to perform their tasks more effectively. Tools and meth-
ods were developed for the reference case of IPH Celje and tested on selected prob-
lems related to health care organization, accessibility of health care services to the 
citizens, and the health care providers work.  

In the first part of the project, statistical and data mining methods were used in or-
der to get acquainted with the problem domain and data sources. In the second part, 
we implemented decision support methods to the problem of planning the develop-
ment of public health services. The main achievement was the creation of the model 
of availability and accessibility of the health services to the population of a given 
area. With the model it was possible to identify the regions that differ from average 
and to consequently explain the causes for such situations, providing many benefits 
for the health-care planning process. 

In addition, the national IPH will use the results to identify missing data that 
should be included in the improved protocol of public health data gathering at the 
national level, as the study indicates that additional – more detailed, but relatively 
easy to obtain – data from the community health centres is needed. This finding is 
valuable for the IPH, which defines the national data model and prescribes data-
gathering rules and procedures. 

In further work, we will extend this analysis to other regions of Slovenia. We will 
focus on the development of decision support tools with the automatic modelling of 
health care providers using data mining. We wish to implement the developed meth-
odology so that it can be regularly used for decision support in organisations reponsi-
ble for the health-care network: the Ministry of Health, the IPH, and PHIs. 
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Abstract. This paper proposes a new approach for mining novel pat-
terns from textual databases which considers both the mining process
itself, the evaluation of this knowledge, and the human assessment. This
is achieved by integrating Information Extraction technology and Ge-
netic Algorithms to produce high-level explanatory novel hypotheses.
Experimental results using the model are discussed and the assessment
by human experts are highlighted.

1 Introduction

An important problem in processing real texts for text mining purposes is that
this has been written for human readers and requires, when feasible, some nat-
ural language interpretation. Although full processing is still out of reach with
current technology [6], there are tools using basic pattern recognition techniques
and heuristics that are capable of extracting valuable information from free text
based on the elements contained in it (e.g., keywords). This technology is usually
referred to as Text Mining, and aims at discovering unseen and interesting pat-
terns in textual databases [5]. Nevertheless, these discoveries are useless unless
they contribute valuable knowledge for users who make strategic decisions. This
leads then to a complicated activity referred to as Knowledge Discovery from
Texts (KDT).

KDT can potentially benefit from successful techniques from Data Mining or
KDD [4] which have been applied to relational databases. However, DM/KDD
techniques cannot be immediately applied to text data for the purposes of TM as
they assume a structure in the source data which is not present in free text. Hence
new representations for text data have to be used. Also, while the assessment of
discovered knowledge in the context of KDD is a key aspect for producing an
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effective outcome, the assessment of the patterns discovered from text has been
a neglected topic in the majority of the KDT approaches. Consequently, it is
not proved whether the discoveries are novel, interesting, and useful for decision
makers.

The most sophisticated approaches to text mining or KDT are characterized
by an intensive use of external electronic resources including ontologies, thesauri,
etc., which highly restricts the application of the unseen patterns to be discov-
ered, and their domain independence. In addition, the systems so produced have
few metrics (or none at all) which allow them to establish whether the patterns
are interesting and novel.

In terms of data mining techniques, Genetic Algorithms (GA) for Mining
purposes has several promising advantages over the usual learning methods em-
ployed in KDT: the ability to perform global search, the exploration of solutions
in parallel, the robustness to cope with noisy and missing data (something crit-
ical in dealing with text information as partial text analysis techniques may
lead to imprecise outcome data), and the ability to assess the goodness of the
solutions as they are produced.

In this paper, we propose a new model for KDT which brings together the
benefits of shallow text processing and GAs to produce effective novel knowledge.
In particular, the approach put together Information Extraction (IE) technology
and multi-objective evolutionary computation techniques. It aims at extracting
key underlying linguistic knowledge from text documents (i.e., rhetorical and
semantic information) and then hypothesizing and assessing interesting and un-
seen explanatory knowledge. Unlike other approaches to KDT, we do not use
additional electronic resources or domain knowledge beyond the text database.

2 Related Work

In the context of KDT systems, some current applications show a tendency to
start using more structured or deeper representations than just keywords (or
terms) to perform further analysis so to discover unseen patterns. Early re-
search on this kind of approach is derived from seminal work by Swanson [8] on
exploratory analysis from the titles of articles stored in the MEDLINE medical
database. Swanson designed a system to infer key information by using simple
patterns which recognize causal inferences such as "X cause Y" and more com-
plex implications, which lead to the discovery of hidden and previously neglected
connections between concepts. This work provided evidence that it is possible
to derive new patterns from a combination of text fragments plus the explorer’s
medical expertise.

Further approaches have exploited these ideas by combining more elaborated
IE patterns and general lexical resources (e.g., WordNet) [5] or specific concept
resources (i.e., thesauri). They deal with automatic discovery of new lexicose-
mantic relations by searching for corresponding defined patterns in unrestricted
text collections so as to extend the structure of the given ontology/thesaurus
(i.e., new relations, new concepts).
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A different view in which linguistic resources such as WordNet are used to
assist the discovery and to evaluate the unseen patterns is followed by Mooney
and colleagues [1] who propose a system to mine for simple rules from gen-
eral documents by using IE extraction patterns. Furthermore, human subjects
assess the real interestingness of the most relevant patterns mined by the sys-
tem. The WordNet approach to evaluation has proved to be well correlated with
human judgments. However, the dependence on a linguistic resource prevents
the method from dealing with specific terminology leading to missing and/or
misleading information.

3 Semantically-Guided Patterns Discovery from Texts

We developed a semantically-guided model for evolutionary Text Mining which is
domain-independent but genre-based. Unlike previous approaches to KDT, our
approach does not rely on external resources or descriptions hence its domain-
independence. In addition, a number of strategies have been developed for au-
tomatically evaluating the quality of the hypotheses. This is an important con-
tribution on a topic which has been neglected in most of KDT research over the
last years.

Evolutionary computation techniques (i.e., GA) have been adopted in our
model to KDT and others have been designed from scratch.

The proposed model has been divided into two phases. The first phase is
the preprocessing step aimed to produce both training information for further
evaluation and the initial population of the GA. The second phase constitutes the
knowledge discovery itself, in particular this aims at producing and evaluating
explanatory unseen hypotheses.

In order to generate an initial set of hypotheses, an initial population is
created by building random hypotheses from the initial rules. The GA then runs
for a number of generations until a fixed number of generations is achieved. At
the end, a small set of the best hypotheses are obtained.

The description of the paper is organized as follows: section 3.1 presents the
main features of the text preprocessing phase and how the representation for
the hypotheses is generated. In addition, training tasks which generate the initial
knowledge to feed the discovery are described. Section 3.2 highlights constrained
genetic operations to enable the hypotheses discovery, and proposes different
evaluation metrics to assess the plausibility of the discovered hypotheses.

3.1 Text Preprocessing and Training

An underlying principle in our approach is to be able to make good use of the
structure of the documents for the discovery process. For this, we have restricted
our scope somewhat to consider a scientific genre involving scientific/technical
abstracts. These have a well-defined macro-structure (genre-dependent rhetori-
cal structure) to “summarize” what the author states in the full document (i.e.,
background information, methods, conclusions, etc). From this kind of docu-
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ment’s structure, important constituents can be identified such as Rhetorical
Roles, Predicate Relations, and Causal Relation(s) [6].

In order to extract this initial key information from the texts, an IE module
was built. Essentially, it takes a set of text documents, has them tagged through
a previously trained Part-of-Speech (POS) tagger, and produces an intermedi-
ate representation for every document (i.e., template, in an IE sense) which is
then converted into a general rule. A set of hand-crafted domain-independent
extraction patterns were written and coded.

In addition, key training data are captured from the corpus of documents
itself and from the semantic information contained in the rules. This can guide
the discovery process in making further similarity judgments and assessing the
plausibility of the produced hypotheses.

In order to obtain training information from the Corpus, we have designed
a semi-structured Latent Semantic Analysis (LSA) representation [7, 3] for text
data in which we represent predicate information (i.e., verbs) and arguments
separately once they have been properly extracted in the IE phase. In addition,
training information from the texts is not sufficient as it only conveys data at a
word semantics level.

Accordingly, we perform two kinds of tasks: creating the initial population
and computing training information from the rules. In computing training in-
formation, two kinds of key training data are obtained: correlations between
rhetorical roles and predicate relations which establishes associations between
rhetorical information and the predicate action performed (i.e., in certain do-
mains, the goal of some hypothesis is likely to be associated with the construc-
tion of some component, etc) and the co-occurrences of rhetorical information,
in which valid hypotheses are assessed in terms of their semantic coherence [7].

3.2 Mining and Evaluating Plausible Patterns

The approach to KDT is strongly guided by semantic and rhetorical information,
and consequently there are some soft constraints to be met before producing the
offspring so as to keep them coherent.

The GA will start from a initial population, which in this case, is a set
of semi-random hypotheses built up from the preprocessing phase. Next, con-
strained GA operations are applied and the hypotheses are evaluated. In order
for every individual to have a fitness assigned, we use a evolutionary multi-
objective optimization strategy based on the SPEA algorithm [9] in a way which
allows incremental construction of a Pareto-optimal set and uses a steady-state
strategy for the population update.

Patterns Discovery. Using the semantic measure above and additional con-
straints discussed later on, we propose new operations to allow guided discovery
such that unrelated new knowledge is avoided, as follows:

– Selection: selects a small number of the best parent hypotheses of every
generation (Generation Gap) according to their Pareto-based fitness.
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IF goal(establish(a))

method(use(b))
method(study(c))

THEN determine(z)
IF

object(perform(y))

THEN determine(z)

IF goal(establish(a))

method(use(b))
method(study(c))

THEN produce(x’)

goal(produce(x))

AB

BC

AC

IF goal(produce(x))

object(perform(y))

THEN determine(z)

IF goal(establish(a))

method(use(b))
method(study(c))

effect(d,e)THEN

Cross Point

IF goal(establish(a))

object(perform(y))

effect(d,e)THEN

IF goal(establish(a))
method(use(b))

method(study(c))

THEN effect(d,e)

Fig. 1. (a) Semantically-guided Swanson Crossover. (b) Default Semantic Crossover

– Crossover: a simple recombination of both hypotheses’ conditions and con-
clusions takes place, where two individuals swap their conditions to produce
new offspring (the conclusions remain).
Under normal circumstances, crossover works on random parents and po-
sitions where their parts should be exchanged. However, in our case this
operation must be restricted to preserve semantic coherence. We use soft
semantic constraints to define two kind of recombination:

1. Swanson’s Crossover: based on Swanson’s hypothesis [8] we propose a
recombination operation as follows:
If there is a hypothesis (AB) such that “IF A THEN B” and another
one (BC) such that “IF B’ THEN C”, (B’ being something semantically
similar to B) then a new interesting hypothesis “IF A THEN C” can
be inferred, only if the conclusions of AB have high semantic similarity
(i.e., via LSA) with the conditions of hypothesis BC.
The principle above can be seen in Swanson’s crossover between two
learned hypotheses as shown in figure 1(a).

2. Default Semantic Crossover: if the previous transitivity does not apply
then the recombination is performed as long as both hypotheses as a
whole have high semantic similarity which is defined in advance by pro-
viding minimum thresholds (figure 1(b)).

– Mutation: aims to make small random changes on hypotheses to explore new
possibilities in the search space. As in recombination, we have dealt with this
operation in a constrained way, so we propose three kinds of mutations to
deal with the hypotheses’ different objects: Role Mutation, Predicate Muta-
tion, and Argument Mutation:.

– Population Update: we use a non-generational GA in which some individuals
are replaced by the new offspring in order to preserve the hypotheses’ good
material from one generation to other, and so to encourage the improvement
of the population’s quality. We use a steady-state strategy in which each
individual from a small number of the worst hypotheses is replaced by an
individual from the offspring only if the latter are better than the former.

Assessment and Analysis. Since each hypothesis in our model has to be
assessed by different criteria, usual methods for evaluating fitness are not appro-
priate. Hence Evolutionary Multi-Objective Optimization (EMOO) techniques
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which use the multiple criteria defined for the hypotheses are needed. Accord-
ingly, we propose EMOO-based evaluation metrics to assess the hypotheses’ fit-
ness in a domain-independent way and, unlike other approaches, without using
any external source of domain knowledge.

In order to establish evaluation criteria, we have taken into account different
issues concerning plausibility, and quality itself. Accordingly, we have defined
eight evaluation criteria to assess the hypotheses given by: relevance, struc-
ture, cohesion, interestingness, coherence, coverage, simplicity, plau-
sibility of origin:

– Relevance (How important is the hypothesis to the target question?): mea-
sures the semantic closeness between the hypothesis’ predicates and the tar-
get concepts. Relevance is then computed from compound vectors obtained
in the LSA analysis which follows work by Kintsch on Predication [7]. We
then propose an adaptation of the LSA-based closeness so to compute the
overall relevance of the hypothesis in terms of the “strength” which deter-
mines how closely related two concepts are to both some predicate and its
arguments.

– Structure (How good is the structure of the rhetorical roles?): measures
how much of the rules’ structure is exhibited in the current hypothesis. Since
we have previous preprocessing information regarding bi-grams of roles, the
structure is computed by following a Markov chain of the “bi-grams” of
the rhetorical information of each hypothesis. From this model, it can be
observed that some structures tags are more frequent than others.

– Cohesion (How likely is a predicate action to be associated with some specific
rhetorical role?): measures the degree of “connection” between rhetorical
information and predicate actions. The issue here is how likely some predicate
relation P in the current hypothesis is to be associated with role r.

– Interestingness (How interesting is the hypothesis in terms of its antecedent
and consequent?): Unlike other approaches to measure “interestingness” which
use an external resource (e.g., WordNet) and rely on its organisation we
propose a different view where the criterion can be evaluated from the semi-
structured information provided by the LSA analysis. Accordingly, the mea-
sure for hypothesis H is defined as a degree of unexpectedness, that is, the
semantic dissimilarity between the rule antecedent and consequent.
Here, the lower the similarity, the more interesting the hypothesis is likely
to be. Otherwise, it means the hypothesis involves a correlation between its
antecedent and consequent which may be commonsense knowledge.

– Coherence: This metrics addresses the question whether the elements of
the current hypothesis relate to each other in a semantically coherent way,
a property which has long been dealt with in the linguistic domain, in the
context of text coherence [3].
As we have semantic information provided by the LSA analysis which is
complemented with rhetorical and predicate-level knowledge, we developed
a simple method to measure coherence, following work by [3] on measuring
text coherence. Semantic coherence is calculated by considering the average
semantic similarity between consecutive elements of the hypothesis.
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– Coverage: The coverage metric tries to address the question of how much
the hypothesis is supported by the model (i.e., rules representing documents
and semantic information). For this, we say that a hypothesis covers an
extracted rule only if the predicates of the hipothesis are roughly (or exactly,
in the best case) contained in this rule. Once the set of rules covered is
computed, the criterion can finally be computed as the proportion of rules
covered by the hypothesis.

– Simplicity (How simple is the hypothesis?): shorter and/or easy-to-interpret
hypotheses are preferred. Since the criterion has to be maximized, the eval-
uation will depend on the length (number of elements) of the hypothesis.

– Plausibility of Origin (How plausible is the hypothesis produced by Swan-
son’s evidence?): If the current hypothesis was an offspring from parents
which were recombined by a Swanson’s transitivity-like operator, then the
higher the semantic similarity between one parent’s consequent and the other
parent’s antecedent, the more precise is the evidence, and consequently worth
exploring as a novel hypothesis.

Note that since we are dealing with a multi-objective problem, there is no
simple way to get independent fitness values as the fitness involves a set of ob-
jective functions to be assessed for every individual. Therefore the computation
is performed by comparing objectives of one individual with others in terms of
Pareto dominance [2] in which non-dominated solutions (Pareto individuals) are
searched for in every generation.

Next, three important issues had to be faces in order to assess every hypoth-
esis’ fitness: Pareto dominance, fitness assignment and the diversity problem [2].
In particular, Zitzler [9] proposes an interesting method, Strength Pareto Evo-
lutionary Algorithm (SPEA) which uses a mixture of established methods and
new techniques in order to find multiple Pareto-optimal solutions in parallel,
and at the same time to keep the population as diverse as possible. We have
also adapted the original SPEA algorithm to allow for the incremental updating
through a steady-state replacement method.

4 Analysis and Results

The quality (novelty, interestingness, etc) of the discovered knowledge by the
model was assessed by building a Prolog-based KDT system. The IE task has
been implemented as a set of modules whose main outcome is the set of rules
extracted from the documents. In addition, an intermediate training module
is responsible for generating information from the LSA analysis and from the
rules just produced. The initial rules are represented by facts containing lists of
relations both for antecedent and consequent.

For the purpose of the experiments, the corpus of documents has been ob-
tained from the AGRIS database for agricultural and food science. We selected
this kind of corpus as it has been properly cleaned-up, and builds upon a scien-
tific area which we do not have any knowledge about so to avoid any possible bias
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and to make the results more realistic. A set of 1000 documents was extracted
from which one third were used for setting parameters and making general ad-
justments, and the rest were used for the GA itself in the evaluation stage.

We then tried to provide answers a basic question concerning our original
aims: How good are the hypotheses produced according to human experts in
terms of text mining’s ultimate goals: interestingness, novelty and usefulness,
etc.

In order to address this issue, we used a methodology consisting of two phases:
the system evaluation and the experts’ assessment.

1. System Evaluation: this aims at investigating the behavior and setting the
parameter values used by the evolutionary model for KDT.
We set the GA by generating an initial population of 100 semi-random hy-
potheses. In addition, we defined the main global parameters such as Muta-
tion Probability (0.2), Cross-over Probability (0.8), Maximum Size of Pareto
set (5%), etc. We ran five versions of the GA with the same configuration of
parameters but different pairs of terms to address the quest for explanatory
novel hypotheses.

2. Expert Assessment: this aims at assessing the quality of the discovered knowl-
edge on different criteria by human domain experts. For this, we designed
an experiment in which 20 human experts were involved and each assessed 5
hypotheses selected from the Pareto set. We then asked the experts to assess
the hypotheses from 1 (worst) to 5 (best) in terms of the following crite-
ria: Interestingness (INT), Novelty (NOV), Usefulness (USE), Sensibleness
(SEN), etc.

In order to select worthwhile terms for the experiment, we asked one domain
expert to filter pairs of target terms previously related according to traditional
clustering analysis. The pairs which finally deserved attention were used as input
in the actual experiments (i.e., glycocide and inhibitors).

Once the system hypotheses were produced, the experts were asked to score
them according to the five subjective criteria. Next, we calculated the scores for
every criterion as seen in the overall results in table 1 (for length’s sake, only
some criterion are shown).

The assessment of individual criteria shows some hypotheses did well with
scores above the average (50%) on a 1-5 scale. This is the case for hypotheses 11,
16 and 19 in terms of INT, hypotheses 14 and 19 in terms of SEN, hypotheses
1, 5, 11, 17 and 19 in terms of USE, and hypotheses 24 in terms of NOV, etc.

These results and the evaluation produced by the model were used to mea-
sure the correlation between the scores of the human subjects and the system’s
model evaluation. Since both the expert and the system’s model evaluated the
results considering several criteria, we first performed a normalization aimed at
producing a single “quality” value for each hypothesis.

We then calculated the pair of values for every hypothesis and obtained a
(Spearman) correlation r = 0.43 (t− test = 23.75, df = 24, p < 0.001). From this
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result, we see that the correlation shows a good level of prediction compared to
humans. This indicates that for such a complex task, the model’s behavior is
not too different from the experts’.

In order to show what the final hypotheses look like and how the good char-
acteristics and less desirable features as above are exhibited, we picked one of the
best hypotheses as assessed by the experts (out of 25 best hypotheses) consider-
ing the average value of the 5 scores assigned by the user. For example, hypothesis
65 of run 4 looks like: IF goal(perform(19311)) and goal(analyze(20811))
THEN establish(111)

Table 1. Distribution of Experts’ assessment of Hypothesis per Criteria

No. of Hypotheses
Criterion Negative Positive

< Average ≥ Average

ADD 20/25 (80%) 5/25 (20 %)

INT 19/25 (76%) 6/25 (24 %)

NOV 21/25 (84%) 4/25 (16 %)

SEN 17/25 (68%) 8/25 (32 %)

USE 20/25 (80%) 5/25 (20 %)

Where the numerical values represent internal identifiers for the arguments
and their semantic vectors, and its resulting criteria vector is [0.92, 0.09, 0.5, 0.005,
0.7, 0, 0.3, 0.25] (the vector’s elements represent the values for the criteria rele-
vance, structure, coherence, cohesion, interestingness, plausibility, coverage, and
simplicity) and obtained an average expert’s assessment of 3.74. In natural-
language text, this can roughly be interpreted as:

– The work aims at performing the genetic grouping of seed populations
and investigating a tendency to the separation of northern populations into
different classes.

– The goal is to analyse the vertical integration for producing and selling
Pinus Timber in the Andes-Patagonia region.

– As a consequence, the best agricultural use for land lots of organic agricul-
ture must be established to promote a conservationist culture in priority
or critical agricultural areas.

The hypothesis appears to be more relevant and coherent than the others
(relevance = 92%). However, this is not complete in terms of cause-effect. For
instance, the methods are missing.

In addition, there is also qualitative evidence that there were other subjective
factors which influenced some hypotheses’ low scores, which was extracted from
the experts’ overall comments such as the origin and expertise of the experts,
the hypotheses understanding, etc.
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5 Conclusions

In this work we contribute a novel way of combining additional linguistic informa-
tion and evolutionary learning techniques in order to produce novel hypotheses
which involve explanatory and effective novel knowledge.

We also introduced a unique approach for evaluation which deals with se-
mantic and Data Mining issues in a high-level way. In this context, the proposed
representation for hypotheses suggests that performing shallow analysis of the
documents and then capturing key rhetorical information may be a good level of
processing which constitutes a trade off between completely deep and keyword-
based analysis of text documents. In addition, the results suggest that the per-
formance of the model in terms of the correlation with human judgments are
slightly better than approaches using external resources. In particular criteria,
the model shows a very good correlation between the system evaluation and the
expert assessment of the hypotheses.

The model deals with the hypothesis production and evaluation in a very
promising way which is shown in the overall results obtained from the experts
evaluation and the individual scores for each hypothesis. However, it is important
to note that unlike the experts who have a lot of experience, preconceived concept
models and complex knowledge in their areas, the system has done relatively well
only exploring the corpus of technical documents and the implicit connections
contained in it.
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Abstract. Subsequence matching is one of the most important issues in
the field of data mining. The existing subsequence matching algorithms
use windows of the fixed size to construct only one index. The algo-
rithms have a problem that their performance gets worse as the differ-
ence between the query sequence length and the window size increases.
In this paper, we propose a new subsequence matching method based
on index interpolation, which is a technique that constructs the indexes
for multiple window sizes and chooses an index most appropriate for a
given query sequence for subsequence matching. We first examine the
performance change due to the window size effect through preliminary
experiments, and devise a cost function for subsequence matching that
reflects the distribution of query sequence lengths in the view point of
physical database design. Next, we propose a new subsequence matching
method to improve search performance, and present an algorithm based
on the cost function to construct the multiple indexes to maximize the
performance. Finally, we verify the superiority of the proposed method
through a series of experiments using the real and the synthetic data
sequences.

Keywords: subsequence matching, index interpolation, window size ef-
fect, time-series database.

1 Introduction

Time-series data are the sequences of real values sampled at a fixed time inter-
val, and the database storing time-series data is called a time-series database
[1]. The typical examples of time-series data are stock prices, money exchange
rates, temperatures, product sales amounts, and medical measurements [2, 4].
The similar sequence matching is to find the data sequences or subsequences
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similar to a given query sequence from a time-series database, and is one of the
most important issues in the field of data mining [1, 2, 4, 6].

Similar sequence matching is categorized into the whole matching and the
subsequence matching [4]. The whole matching algorithm returns data sequences
that are similar to a given query sequence Q from a time-series database, where
the sequences in the database and the query sequence Q are of all the same
lengths. The subsequence matching algorithm returns data sequences S that
contain the subsequences X that are similar to a given query sequence Q from
a time-series database, where the data sequences S and query sequence Q are
of any arbitrary lengths. Since the subsequence matching can be used in wider
applications than the whole matching, we focus on the subsequence matching in
this paper.

The existing subsequence matching algorithms were proposed in [4, 6], which
we call as FRM and Dual-Match in this paper, respectively. The algorithms
extract windows of the fixed size from data sequences and query sequences of
arbitrary lengths. The algorithms construct an index using the windows ex-
tracted from data sequences and perform subsequence matching by searching
the index using the windows extracted from the given query sequences. FRM
and Dual-Match are explained in more detail in Section 2. The size of window is
one of the major factors that affect the performance of the subsequence match-
ing. As the difference between the query sequence length and the window size
increases, the performance tends to degrade. This phenomenon is called window
size effect [6], and is explained through preliminary experiments in Section 3.

In this paper, we propose a new subsequence matching method based on index
interpolation [5] to overcome the performance degradation due to the window
size effect. Index interpolation is a technique that constructs multiple indexes
and performs subsequence matching by choosing one index most appropriate for
a given query sequence. Even though a subsequence matching method is based on
index interpolation, its specific algorithms such as constructing multiple indexes,
choosing an index, and searching similar subsequences using the chosen index
can differ according to applications. The method proposed in this paper extends
the existing FRM and Dual-Match algorithms, and dramatically enhances their
performances.

The major contributions of this paper are summarized as follows: (1) Through
preliminary experiments, we show the performance change according to the dif-
ference between the query sequence length and the window size in the existing
subsequence matching algorithms. (See Section 3) (2) We propose a new subse-
quence matching method based on index interpolation to solve the problem of
performance degradation due to the window size effect. (See Section 4.1) (3) We
present a cost function for subsequence matching that reflects the distribution
of query sequence lengths in the view point of physical database design. Based
on the cost function, we present an algorithm to construct multiple indexes to
maximize the performance of the proposed method given the number of indexes.
(See Section 4.2) (4) We verify the superiority of the proposed method through
a series of experiments using the real and the synthetic data sequences. (See
Section 5)
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2 Related Work

2.1 FRM

FRM [4] is an extension of the whole matching algorithm proposed in [1], and
introduced the notion of a window of the fixed size. Figure 1 shows the sliding
and disjoint windows extracted from a sequence S.

S
�

1
w�

2
w�

3
w�

1n ww − +
�

...

(a) Extraction of Sliding Windows

S
�

1
w�

2
w� pw

�...

(b) Extraction of Disjoint Windows

Fig. 1. Extraction of Sliding and Disjoint Windows

In the indexing stage, FRM extracts sliding windows of size w from all the
data sequences S in a database, which are called data windows. For efficient
subsequence matching, the multi-dimensional index is used for indexing those
data windows. The subsequence matching stage of FRM consists of the index
search (IS) and the post-processing (PP) phases. In the IS phase, FRM divides
a given query sequence Q into disjoint windows of size w, which are called query
windows. For each query window, FRM searches for all the data windows that
are close to the query window using the index constructed in the indexing stage.
The candidate set is constructed with all the subsequences containing the data
windows obtained in the IS phase. The candidate set contains false alarms, i.e.,
the subsequences that are not to be returned as the final query result. The PP
phase is for removing such false alarms. FRM sets the window size w to be the
minimum length min(Len(Q)) of the query sequences Q in a specific application.
It is proved in [4] that FRM does not cause false dismissal, i.e., the algorithm
does not miss any subsequence that should be returned as the final query result.

FRM forms minimum bounding rectangles (MBRs) containing multiple data
windows as shown in Figure 2, and stores the MBRs in the index. By storing
the MBRs in the index instead of each data window individually, while it can
reduce the necessary storage space, it can also dramatically increase the number
of false alarms [6]. In Figure 2, qi (1 ≤ i ≤ p) is a query window and ε′ is the
search range from qi. As shown in the figure, even though the data windows
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MBR

iq
� ε ′

Fig. 2. MBR and Search Range in FRM

in the MBR are not actually within the search range centered with qi, since
the MBR overlaps the search range, the subsequences corresponding to the data
windows are contained in the candidate set. Those windows increase the size of
a candidate set and cause severe performance degradation.

2.2 Dual-Match

Dual-Match was proposed in [6] to overcome the weakness of FRM addressed
above. Dual-Match extracts windows in the way opposite to FRM: It extracts dis-
joint windows from data sequences and sliding windows from a query sequence.
In Dual-Match, instead of storing the MBRs containing multiple data windows
as in FRM, each data window is individually stored in the index. By this way of
constructing the index, Dual-Match can dramatically reduce the number of false
alarms, and can obtain search performance much better than FRM. Usually,
Dual-Match sets the window size w to be �(min(Len(Q)) + 1)/2�. It is proved in
[6] that Dual-Match does not cause false dismissal when using the window size.

3 Preliminary Experiments

3.1 Experiment Environments

We used 620 Korean stock price data sequences of length 1024 in the preliminary
experiments. To generate query sequences, we randomly extracted and perturbed
subsequences from the data sequences. We used the total execution time for
subsequence matching for all the query sequences as the performance factor.

We performed two preliminary experiments. The first experiment used only
one index of the fixed window size w = 64 and observed the tendency of sub-
sequence matching performance while changing the query sequence length to
Len(Q) = 64, 128, 256, 512, and 1024. The second experiment used the query
sequences of the fixed length Len(Q) = 1024 and observed the tendency of sub-
sequence matching performance while changing the window size to w = 64, 128,
256, 512, and 1024.
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Fig. 3. Variation of Total Execution Time According to Query Sequence Lengths
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Fig. 4. Variation of Total Execution Time According to Window Sizes

3.2 Experiment Results and Analysis

Figures 3(a) and 3(b) show the results of the first preliminary experiment for
FRM and Dual-Match, respectively. In the figures, the horizontal axes repre-
sent the query sequence length, and the vertical axes the total execution time
expressed in the unit of seconds. Figures 4(a) and 4(b) show the results of the
second preliminary experiment for FRM and Dual-Match, respectively. In the
figures, the horizontal axes represent the window size.

According to the results of two preliminary experiments, the subsequence
matching performance was found to be roughly proportional to the query se-
quence length and to be inversely proportional to the window size. By the shape
of graphs in Figures 3 and 4, the execution time or cost T of subsequence match-
ing can be expressed as the following Eq. (1):

T = c · Len(Q)
w

(c > 0) . (1)
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4 The Proposed Method

4.1 Basic Idea

Both FRM and Dual-Match use only one index constructed using the windows of
a fixed size [4, 6]. Such an approach may result in a very poor search performance
in the applications where query sequences are of various lengths. To obtain the
satisfiable search performance, the subsequence matching method proposed in
this paper constructs multiple indexes for windows of various sizes.

The index used in the proposed method is called the w-index [5]. Given a
query sequence, subsequence matching is performed using one of the w-indexes
chosen by the following Eq. (2):

wmax =
{

max {wi|wi ≤ Len(Q) (1 ≤ i ≤ k)} for FRM,
max {wi|wi ≤ �(Len(Q) + 1)/2� (1 ≤ i ≤ k)} for Dual-Match ,

(2)

where k is the number of w-indexes, and wi (1 ≤ i ≤ k) are the window sizes for
which w-indexes are constructed. Once wmax is chosen using Eq. (2), subsequence
matching is performed using the w-index constructed using the windows of size
wmax.

The following Lemma 1 shows the robustness of the proposed method.

Lemma 1. The subsequence matching using the w-index chosen by Eq. (2) does
not cause false dismissal.

Proof: We omit the proof due to the page limitation. �

Procedure GetWindowSizes
(1) Compute wmax(Q1);
(2) for i = 2 .. k do
(3) for each possible w (≤ M) other than wmax(Qj) (1 ≤ j < i) do
(4) Compute T ; // using Eq. (3)
(5) if T is minimum then
(6) wmax(Qi) = w;
(7) endif
(8) end for
(9) end for
end.

Fig. 5. Window Sizes Determination Algorithm

Even though it is possible to use the w-index for window size w′ other than
wmax chosen by Eq. (2), it provides the better search performance to use the
w-index chosen by Eq. (2) than that for w′. If w′ is smaller than wmax, it holds
that w′ < wmax ≤ Len(Q) (for FRM) or w′ < wmax ≤ �(Len(Q) + 1)/2� (for
Dual-Match). Due to the window size effect, the search performance using the
w-index for window size w′ is worse than that for window size wmax.
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If w′ is larger than wmax, there must exist a query sequence Q whose length
satisfies that w′ > Len(Q) (for FRM) or w′ > �(Len(Q) + 1)/2� (for Dual-
Match). Since neither FRM nor Dual-Match can process the query sequence Q
using the w-index for window size w′, they should perform subsequence matching
by the sequential scan. The search performance by the sequential scan is much
worse than that using the w-indexes.

4.2 Construction of Multiple w-Indexes

In this paper, we discuss the index construction method using the physical
database design approach. We assume that the query tendency in the future
should be similar to that in the past in most applications. Given the distribu-
tion of the query sequence lengths in the past and the number k of w-indexes to
be constructed, the proposed method determines the window sizes w1, w2, . . .,
wk to construct the maximal w-indexes.

We first formulate the cost equation for subsequence matching for all the
query sequences in an application. To compute the cost function, we partition
all the query sequences into groups Q1, Q2, . . ., Qg by their lengths (Len(Q1) <
Len(Q2) < . . . < Len(Qg)), where g is the number of the groups, i.e., the number
of distinct lengths. We let the window sizes chosen by Eq. (2) for each group be
wmax(Q1), wmax(Q2), . . ., wmax(Qg) (wmax(Q1) ≤ wmax(Q2) ≤ . . . ≤ wmax(Qg)).
Here, we assume that the number of w-indexes k is less than or equal to the
number of query sequence groups g.1

Under these configurations, we can compute the total cost T of subsequence
matching based on index interpolation by extending Eq. (1) in Section 3 as the
following Eq. (3):

T =
∑

1≤i≤g

(
Len(Qi)
wmax(Qi)

)
· Fi , (3)

where Fi (1 ≤ i ≤ g) is the frequency of each query sequence group Qi, which
can be computed by dividing the number of query sequences in a group Qi by
the number of all the query sequences.2

We next present an algorithm to determine the window sizes. If we consider
all the combinations of window sizes, the time complexity should become O(Mk),
where M is the maximum query sequence length. The heuristic algorithm shown
in Figure 5 is given the distribution of query sequence lengths and the number of
w-indexes k, and returns the window sizes wmax(Qi) (1 ≤ i ≤ k) that minimizes
the total search cost T in Eq. (3). Since the algorithm has only two nested
for-loops in the figure, the time complexity is O(M · k).

1 If k is greater than g, there must exist at least (k−g) w-indexes that are never used.
So, we can discard such w-indexes and downsize the problem so that k is less than
or equal to g.

2 Unlike Eq. (1), Eq. (3) does not contain the positive constant c because the cost
values computed by Eq. (3) are only relatively compared with one another in the
algorithm in Figure 5.
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5 Performance Evaluation

5.1 Experiment Environment

We used the real and the synthetic data sequences for performance evaluation
in the experiments. The real data sequences, which were also used in Section
3, are 620 Korean stock price sequences of length 1024, and the synthetic data
sequences are 5000 random walk sequences of length 1024.

The query sequences have lengths that are multiples of 32 in the range [64,
1024], and those with the same length belong to a group (31 groups in total).
We unevenly distributed the query sequences over the groups, and Table 1 shows
the distribution of query sequence lengths. We used the sum of execution times
for the whole 216 query sequences as the performance factor, and adjusted the
tolerance ε for each query sequence so that 20 subsequences should be returned
as the final result.

We compared the performances of three methods in the experiments: (A)
FRM and Dual-Match algorithms using only one index (the same as the original
algorithms), (B) FRM and Dual-Match algorithms extended to use the w-indexes
with the fixed interval, and (C) FRM and Dual-Match algorithms extended to
use the w-indexes constructed by the proposed algorithm. Each of them is briefly
called as method (A), (B), and (C) in this paper.

5.2 Experiment Results

We performed two experiments in this paper. First, we compared the perfor-
mances of methods (A), (B), and (C) using the real data sequences changing the
number of w-indexes. Second, we compared the performances using the synthetic
data sequences changing the number of data sequences.

We performed the first experiment for FRM and Dual-Match independently.
For FRM, we used only one index for w = 64 for method (A), five w-indexes
for w = 64, 304, 544, 784, 1024 for method (B), and five w-indexes for w =
64, 224, 384, 768, 896 for method (C). For Dual-Match, we used only one index
for w = 32 for method (A), five w-indexes for w = 32, 152, 272, 392, 512 for
method (B), and five w-indexes for w = 32, 112, 192, 384, 448 for method (C).
Figure 6 shows the result of the first experiment. In the figures, the horizontal

Table 1. Number of Query Sequences in Each Group

Number of query Number of query Sub-total number of
sequence groups sequences in each group query sequences

4 30 120
5 10 50
6 5 30

16 1 16

Total: 31 216
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Fig. 6. Comparisons of Performances Changing the Number of w-Indexes
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Fig. 7. Comparisons of Performances Changing the Number of Data Sequences

axes represent the number of w-indexes, and the vertical axes represent the total
execution time in seconds. In Figure 6(a), when using five w-indexes, method
(C) outperformed up to 18.4 times than method (A) and up to 2.1 times than
method (B). In Figure 6(b), method (C) outperformed up to 13.3 times than
method (A) and up to 1.8 times than method (B).

We performed the second experiment to observe the performances changing
the number of synthetic data sequences to 1000, 3000, and 5000. For both FRM
and Dual-Match, we used five w-indexes for methods (B) and (C) for the same
window sizes w as in the first experiment. Figure 7 shows the result of the
second experiment. In the figures, the horizontal axes represent the number
of data sequences. In Figure 7(a), when using 5000 data sequences, method (C)
outperformed up to 35.5 times than method (A) and up to 3.5 times than method
(B). In Figure 7(b), method (C) outperformed up to 14.5 times than method
(A) and up to 2.1 times than method (B).
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6 Conclusions

In this paper, we proposed a new subsequence matching method based on index
interpolation [5] to overcome the search performance degradation of the existing
algorithms due to the window size effect. We formulated a cost function in the
view point of physical database design, and presented a heuristic algorithm based
on the cost function to construct multiple w-indexes that maximize the search
performance of the proposed method. We showed the superiority of the proposed
method upon the existing algorithms by a series of experiments.
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Abstract. Conceptual models play an important part in a variety of domains, 
especially in meteorological applications. This paper proposes a novel 
conceptual modeling approach based on a two-phase spatial data mining and 
knowledge discovery method, aiming to model the concepts of the evolvement 
trends of Mesoscale Convective Clouds (MCCs) over the Tibetan Plateau with 
derivation rules and environmental physical models. Experimental results show 
that the proposed conceptual model to much extent simplifies and improves the 
weather forecasting techniques on heavy rainfalls and floods in South China. 

1   Introduction 

Conceptual modeling is concerned with identifying, analyzing and describing the 
essential concepts and constraints of a domain with the help of modeling tools which 
are based on a small set of basic meta-concepts and derivation rules [1]. Conceptual 
models play an important part in a variety of areas. Especially as we are moving into the 
information age in which a vast amount of image data such as satellite images, medical 
images, and digital photographs are generated every day, concept extraction and 
modeling in those data-rich multimedia environment becomes much more important 
than before [2]. Therefore, how to extend the conceptual modeling techniques to those 
new emerged applications is an important research issue.  

It is, however, well known that not all conceptualizations of a domain are equally 
suitable. Hence, the extraction of concept information requires a process of specifying 
data models or derivation rules that define the mapping from the actual data to the 
concepts that the domain users are interested. This process usually requires in-depth 
domain knowledge of relevant technologies. 

In this paper, to address the conceptual modeling problem related to a real 
meteorological application, we propose a novel conceptual modeling approach based 
on a two-phase spatial data mining and knowledge discovery method, which aims at 
modeling concepts of the evolvement trends of Mesoscale Convective Clouds (MCCs) 
over the Tibetan Plateau by using their spatial environmental physical attributes and the 
meteorological satellite spatio-temporal imagery. The concept model consists of two 
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parts: derivation rules and environmental physical models, which correspond to the two 
data mining phases respectively. The proposed conceptual model is proved to simplify 
and improve the weather forecasting techniques on heavy rainfalls and floods in South 
China to much extent.  

The rest of this paper is organized as follows. Firstly, the research background 
including some related work is shortly described in Section 2. Next, Section 3 proposes 
the architecture of our conceptual model describing the evolvement trends of MCCs. 
The two-phase spatial data mining and knowledge discovery process is then presented 
in Section 4 and experimental results are illustrated in Section 5. Finally, conclusion 
remarks with several future work issues are provided in Section 6. 

2   Background and Motivation 

2.1.   Meteorological Background 

The study of the life cycles, movement trajectories and evolvements of MCCs is always 
an important and challenging issue in the meteorological field. Especially in China, 
MCCs over the Tibetan Plateau were recently revealed to be the major factor resulting 
in the heavy rainfalls in Yangtze River Basin, which directly causes severe floods in 
South China [3]. Consequently, it is in high demand to make an appropriate 
conceptualization of the evolvement trends of MCCs over the Tibetan Plateau from the 
satellite data and image collections, in order to predict and evaluate the potential 
occurrences of strong precipitations effectively and efficiently. 

Nowadays, meteorology community has already established some numerical 
weather forecasting systems based on different kinds of satellite imagery by using 
empirical numerical models. Examples are as follows. Souto et al. proposed a cloud 
analysis method aiming at rainfall forecasting in Spain by using a high-resolution 
non-hydrostatic numerical model applied to the satellite observations [4]. Arnaud et al. 
presented an automatic cloud tracking method based on area-overlapping analysis [5]. 
However, there are still many research issues, such as trajectory prediction and 
causation analysis, cannot be solved by numerical means. For this purpose, 
domain-specific concept models should be constructed with the goal of generalizing the 
properties and discovering the hidden associations from the data collections, by which 
the meteorological and geographical data can be transformed into information, 
inference, and even decision making. 

2.2   Data Sources 

Satellites with high spatial and temporal resolutions always provide a huge amount of 
meaningful data for meteorological research. The collection with large amount of data, 
as the foundation for spatial data mining and knowledge discovery, is indispensable for 
conceptual modeling of MCCs. For this purpose, satellite imagery, together with the 
brightness temperature (TBB) data taken by Geostationally Meteorological Satellite 
(GMS) 5, and High resolution Limited area Analysis and Forecasting System (HLAFS) 
data, which provides nine different kinds of environmental physical attributes including 
geopotential height (H), temperature (T), relative humidity (RH), vorticity (VOR), 
wind divergence (DIV), vertical wind speed (W), water vapor flux divergence (IFVQ), 
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pseudo-equivalent potential temperature (θSE), K index (K), are used in the research of 
this paper as the target datasets. The data are from June 1998 to August 1998, a 
representative period when South China suffered from severe floods resulting from 
intensive heavy rainfalls, provided by China 
National Satellite Meteorological Center. 
The satellite imagery and TBB data are used 
for identifying and tracking MCCs, while the 
HLAFS data are actually employed to model 
the relationships between the evolvement 
trends of MCCs and their environmental 
physical models. Fig. 1 illustrates a snapshot 
of GMS-5 satellite cloud imagery. Since only 
the MCCs over the Tibetan Plateau are of our 
research interest, the actual spatial coverage 
of the data is from latitude 27°N to 40°N and 
longitude 80°E to 105°E.  

2.3   Cloud Tracking and Characterization 

The MCC is the most essential and natural concept in the conceptual model targeting to 
explore the evolvement trends of MCCs over the Tibetan Plateau. Since the satellite 
imagery and data are spatio-temporal, we should firstly identify and track each MCC 
from the whole image sequences correctly and efficiently, then make necessary 
characterization by extracting their attributes from the corresponding data collections.  

To address the above problems, we propose a fast tracking and characterization 
method of multiple moving clouds from meteorological satellite imagery based on 
feature correspondences [5,6]. The method is based on the fact that in a relative small 
time-span, the deformation of a MCC is progressive and detectable, which means that 
at two consecutive satellite images the same MCC will keep a relatively similar moving 
speed, shape, area and texture. Using the 8-connectivity chain code representation [7], 
each MCC is firstly segmented out from each satellite image, then the following 
features are computed: area, intensity, and protraction ratio. We also compute two 
kinds of morphological features, i.e. roundness and scattering degree based on Fourier 
Transformation [6]. In addition, spatial self-correlation function is also calculated for 
each cloud as its texture features. Then, we can make use of feature correspondences to 
identify and track the original MCCs in the time-varying satellite image sequences. 

The first kind of feature correspondence is to compute the overlapping area ratio of 
two MCCs detected in two consecutive image windows of a pre-defined size. Those 
two MCCs are identified as the same original MCC if their overlapping area ratio is 
greater than the threshold value. The other feature correspondence is applied on 
morphological features and texture features, which are combined into a feature vector. 
We choose normalized Euclidean distance measurement to calculate their similarities, 
in terms of which two MCCs are identified whether they belong to the same original 
MCC. 

Subsequently, in the characterization stage, the qualified MCCs are categorized into 
four types according to their evolvement trends on the satellite imagery, that is, MCCs 
moving out of the Tibetan Plateau in East (E), MCCs moving out of the Tibetan Plateau 

Fig. 1. GMS-5 Satellite Cloud Image 
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in Northeast (NE), MCCs moving out of the Tibetan Plateau in Southeast (SE) and 
MCCs staying in the Tibetan Plateau (STAY-IN).  

3   Architecture of Conceptual Model  

Conceptual model has reached a high maturity due to the availability of a sound and 
complete theory. However, we are entering an age where information content becomes 
a key concern. Therefore, data mining and knowledge discovery, i.e. the integration of 
data, information and knowledge, will be one of the very important future research 
directions of conceptual modeling [2]. By identifying valid, novel, interesting, useful, 
and understandable patterns in data, it allows to decrease complexity of processed data 
noticeably, and to focus on key factors of a conceptual model being created.  

The conceptualization of the evolvement trends of MCCs over the Tibetan Plateau is 
a typical case facing one of the above challenges. From the satellite imagery and data, 
we should firstly infer the presence of objects, i.e., MCC structures, and the existence 
of a state of affairs, such as splitting, merging, vanishing and new-emergence of MCCs. 
Then, appropriate attributes of each object, including TBB value, HLAFS attributes 
and MCC’s feature values, should be singled out to model the target concepts. 

In this paper, we propose a data model called the Mesoscale Convective Cloud 
Conceptual Model (MC3M), to map the satellite data into human perceived concepts 
related to the evolvement trends of 
MCCs. The objective of MC3M is to 
enable the meteorologists to 
understand the data models easily and 
use them to perform forecasting tasks 
without worrying too much about 
technical details. The architecture of 
MC3M conceptual model is shown in 
Fig. 2. 

The MC3M conceptual model is 
specially designed to comprise the 
following three main components: (1) 
a multi-tier conceptual schema, (2) 
satellite databases, and (3) a data and 
information processor, which 
includes a two-phase spatial data 
mining and knowledge discovery 
process.  

The satellite databases consist of all the attribute data related to the MCCs in the 
satellite imagery. The conceptual schema describes the concept hierarchy used to 
predict the evolvement trends of MCCs, composed of the following four parts: basic 
concepts, attribute selection, derivation rules and target concepts. Naturally, the 
tracked MCCs in the satellite imagery are represented as the basic concepts. On the 
other hand, from meteorologist’s perspective, the evolvement trends of MCCs, 
especially the directions when they are moving out of the Tibetan Plateau, can be 
referenced as the firsthand proof for their weather analysis and forecasting decisions. 

Fig. 2.  Architecture of MC3M Conceptual Model 
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So the four categories of the qualified MCCs, i.e., E, NE, SE and STAY-IN, serve as 
the target concepts.  

Furthermore, in MC3M model, to implement the inference from the basic concepts to 
the target concepts, the conceptual schema should determine which kinds of attributes 
will be included in the construction of environmental physical models, and which ones 
will be ruled out. Moreover, a set of derivation rules should also be set up for this 
purpose. Those issues play a key role to make our conceptual modeling approach sound 
and practical. Therefore, data and information processor, the third component of 
MC3M model, is thus introduced to address the above two issues effectively. The data 
and information processor implements a two-phase spatial data mining and knowledge 
discovery method, which is detailed in the next section. 

4   Spatial Data Mining and Knowledge Discovery 

One of the purposes of data mining and knowledge discovery technology is to aid in 
constructing valid conceptual model from the large data repositories. There are already 
researchers carried out their conceptual modeling process combining with data mining 
and knowledge discovery methodologies. For example, Goan proposed a method 
tightly coupling the knowledge discovery process with an explicit conceptual model to 
address the user interaction and collaboration problem [8]. With this method, the user 
can then use the explicit conceptual model to access different kinds of information. 

In this paper, as stated above, spatial data mining and knowledge discovery 
technologies are employed to deal with two important issues to the conceptual model of 
MCCs, that is, environmental physical model construction and derivation rules 
generation. The meteorologists have revealed that the evolvement trends of MCCs have 
strong connections with some factors in the corresponding TBB data, HLAFS attributes 
and their representative features such as area, shape, etc. However, how to exactly find 
out what factors indeed contribute to the evolvement patterns of MCCs is really a 
problem. Moreover, to reveal how the selected attributes finally affect the evolvement 
trends of MCCs, that is, to establish the environmental physical models of MCCs is 
another tough work. So, aiming at solving these problems automatically, a two-phase 
spatial data mining and knowledge discovery method, which is naturally a data-driven 
approach with large-scale scientific databases, is proposed and implemented to relieve 
the meteorologists of the heavy burden of manual work. Supposing that all the data in 
satellite databases are defined as a set Ω, the attributes relevant to predicting the 
evolvement trends of MCCs are defined as a set Ψ, where Ψ is a subset of Ω, and the 
target concepts, i.e., the evolvement trends of MCCs, are defined as a set £, then the 
two-phase spatial data mining and knowledge discovery method we proposed can be 
represented as the following two mapping functions: fp1: Ω→Ψ, and fp2: Ψ→£.   

The former function fp1 generates derivation rules using C4.5 decision tree algorithm 
[9,10], by which the evolvement trend of each MCC can be inferred provided that their 
TBB data and HLAFS attributes are extracted. The latter function fp2 then determine 
which HLAFS attributes are crucial to influence the evolvement trends of MCCs that 
will possibly cause heavy rainfalls in Yangtze River Basin, and plot the corresponding 
environmental physical model graphs based on those selected “relevant” HLAFS 
attributes.  

Y. Y  et al. gn a
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4.1   Data Preprocessing from Spatial Perspective 

Before spatial data mining and knowledge discovery steps are taken, the satellite data 
should be preprocessed according to certain domain-related prior knowledge. In order 
to analyze and discover the relationship 
and causality between MCCs and their 
attributes in terms of the knowledge 
from meteorologists, we should not only 
consider the geographical center point 
of a MCC, but also take into account, 
from a kind of spatial perspective, its 
adjacent geographical neighborhoods. 
This spatial perspective is illustrated in 
Fig. 3. 

As we can see from Fig. 3, the 
geographical neighborhood regions of 
our interests are labeled as A, B and C, 
respectively, where the center of MCC is located in the central cell of region B. Each of 
the neighborhood region is in a size of 1°(longitude)×3°(latitude). For each MCC 
located in region B, the average values of HLAFS attributes for geographical region A, 
B and C are all computed. Next, we then calculate the difference value of each 
corresponding HLAFS attribute values in region B and A, which are denoted as a 
feature vector Db-a, and those of region C and B, which are denoted as another feature 
vector Dc-b. Afterwards, a new feature vector consisting of the following attributes is 
generated for each MCC: 

1) All the elements of feature vector Db-a, which are related to HLAFS attributes 
including Hb-a, Tb-a, RHb-a, VORb-a, DIVb-a, Wb-a, IFVQb-a, θSEb-a, and Kb-a; 

2) All the elements of feature vector Dc-b, which are related to HLAFS attributes 
including Hc-b, Tc-b, RHc-b, VORc-b, DIVc-b, Wc-b, IFVQc-b, θSEc-b, and Kc-b; 

3) Area of each MCC; 
4) Shape of each MCC, which is categorized into Ellipse, Circle or other shapes 

according to its morphological features; 
5) Geographical position of each MCC represented as latitude and longitude values;  
6) The lowest average TBB value of each MCC. 

4.2   Phase I: Mining for Derivation Rules   

The target concepts of our model can be defined to be a set of independently identified 
constructs composed of knowledge primitives and environmental physical models. The 
objective of data mining phase I is to conclude and abstract a set of independently 
identified knowledge primitives, which are used to predict the evolvement trends of 
MCCs based on their environmental physical field attributes, i.e., HLAFS attributes, and 
other extracted spatial features such as latitude, longitude and area, shape etc. Each of 
knowledge primitive is represented as a derivation rule explaining the relationship 
between those attributes of MCC and its evolvement trend. In Phase I, we make use of 
C4.5 decision tree algorithm to generate the derivation rules. The resulting rules define 
the patterns by which a concept, that is, the evolvement trends of MCCs, can be deduced. 

Fig. 3. Spatial Perspective in Data Mining 
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The resulting rules is in the form as ‘P1Λ…ΛPm→Q’, where P1,…,Pm are different 
attribute data, and Q is one of the characterization categories of MCCs, i.e. “E”, “NE”, 
“SE” or “STAY-IN”. The rule is interpreted as: “When the precondition ‘P1Λ… ΛPm’ 
comes into existence, then the pattern ‘Q’ is to be determined on the evolvement  trends 
of the MCC with a certain probability”. 

One of the advantages of this method is that useful information and knowledge can 
be efficiently mined from large-scale databases, with high accuracy and relatively low 
computation burden. For each MCC, we can infer its evolvement trend using the 
knowledge represented as decision rules. Moreover, it can handle categorical and 
continuous attributes both employed in our data mining process, and the rules generated 
by C4.5 decision tree algorithm are quite easy to understand as well. 

4.3   Phase II: Mining for Environmental Physical Models 

The resulting derivation rules define the patterns by which the evolvement of MCCs 
can be deduced. However, that is not enough for predicting the possible heavy rainfall 
occurrences. Meteorologists always achieve their heavy rainfall prediction by eliciting 
and plotting the environmental physical model influencing the evolvement trends of 
MCCs that will possibly raise heavy rainfalls. Using environmental physical models, 
the influence of each relevant attribute on the evolvement trends of MCCs can be 
evaluated and then used to predict the real evolvement of new MCC.  

Nevertheless, not all the attributes appearing as the precondition of the resulting 
derivation rules are relevant factors. We take advantage of the resulting C4.5 decision 
tree generated in Phase I to identify the relevant attributes, for it can clearly show which 
attributes are more important than others. We firstly make a simple statistic of all the 
preconditions of those result C4.5 rules, then select the HLAFS attributes that appear 
simultaneously at least in two rules as the variables used for constructing 
environmental physical models, which is also crucial to our conceptual modeling. 
Finally, all the values of each relevant HLAFS attribute corresponding to the identified 
MCCs are spatially averaged, which are then used to plot the corresponding 
environmental physical models for the heavy rainfall forecasting purpose. 

It should be noted that the derivation rule part of the target concepts are based on 
each MCC. For each newly identified MCC, we can deduce their evolvement trend 
from the knowledge represented as decision rules. While for the environmental 
physical model, it targets on each individual attribute, where the attribute values of the 
same kind of MCCs are spatially averaged to provide a geographical relevance analysis 
of their evolvement trends. Both two parts are integrated and complementary 
components for modeling the concepts of the evolvement trends of MCCs. 

5   Experimental Results 

We concentrate on conceptual modeling issues under the “learning-from-data” 
paradigm. This paradigm requires large number of training and testing samples to 
derive meaningful results from data. We therefore carried on experiments of our 
meteorological concept modeling approach on a large-scale database, as mentioned in 
Section 2.2. The large size of those data provides the consistent and comprehensive 
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archive of satellite data information, from which there are totally 320 qualified MCCs 
tracked and characterized for conceptual modeling purpose, among which 50 MCCs 
moved out of the Tibetan Plateau (1050E):  37 MCCs for “E”, 9 MCCs for “NE” and 4 
MCCs for “SE”. 70% of all the identified MCCs, that is, totally 224 MCCs, are used as 
training samples and the remaining 30% part are kept for testing. The attributes used in 
the data mining process are listed as follows: the nine different kinds of HLAFS 
attributes, area of MCC (km2), the average lowest TBB value of MCC (°C), shape of 
MCC (Ellipse, Circle, Others) and geographical position of MCC (longitude and 
latitude coordinate values). 

Table 1 lists the resulting decision rules of C4.5 algorithm, which have already been 
pruned, for classifying the evolvement trends of MCCs moving out of the Tibetan 
Plateau (at 500hPa level). After tree pruning process, the number of misclassification 
on test cases is 5 MCCs out of 96 MCCs, and the error rate is 5.2%.   

Table 1. The Resulting Decision Rules for MCCs 

Rule No. Decision Rule 
1 101.5°E <Longitude≤104°E Λ Area≤233750 Λ IFVQc-b ≤-74 → NE(2/1) 

2 
101.5°E <Longitude≤104°E Λ Area≤233750 Λ Hb-a≤17 Λ Kb-a≤12 Λ 
Tb-a>9 Λ IFVQc-b>-74 Λ DIVc-b≤6 → E(10) 

3 
101.5°E <Longitude≤104°E Λ Area≤233750 Λ Hb-a>17 Λ Kb-a≤12 Λ 
Tb-a>9 Λ IFVQc-b> -74 Λ IFVQb-a >2 ΛDIVc-b≤6 → E(3) 

4 Longitude≤104°E Λ Area>233750 Λ Kc-b ≤0 → NE(3/1) 
5 Longitude≤104°E Λ Area>233750 Λ Hb-a≤9 ΛθSEc-b≤0 → SE(2/1) 

6 
Longitude≤104°E Λ Area>233750 Λ Wb-a≤138 Λ Hb-a>9 Λ Kc-b>0 Λ 
θSEc-b≤0 → E(8) 

7 
Longitude≤104°E Λ Area>233750 Λ Wb-a>138 Λ Hb-a>9 Λ Kc-b>0 Λ 
θSEc-b≤0 → SE(3/1) 

8 Longitude≤104°E Λ Area>521250 ΛθSEc-b>0 Λ DIVb-a>-10 → E(2) 
9 104°E <Longitude<105°E Λ Area>26250 → E(14) 

10 104°E <Longitude<105°E Λ Latitude>30.5 Λ Area≤26250 → E(2) 

Therefore, from the above results shown in Table 1, the conclusions related to target 
concept modeling of MCCs, i.e. generating derivation rules and establishing 
environment physical models (at 500hPa air pressure level) can be summarized as 
follows: 

(1) Attributes such as vorticity(VOR), relative humidity(RH), temperature(T) and 
MCC shape are less important for the evolvement trends of MCCs. 
(2) If longitude of the centroid of a cloud is less than 104°E, then the evolvement trend 
of that MCC is mainly determined by attributes such as MCC area, K index(K) and 
water vapor flux divergence(IFVQ). 
(3) If longitude of the centroid of a MCC is located between 104°E and 105°E, and the 
MCC area is greater than 26250 km2, then that MCC will be much probable to move out 
of the Tibetan Plateau. 
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The results in Table 1 also illuminate that K, H, DIV and IFVQ are important and 
relevant HLAFS attributes influencing the evolvement trends of MCCs. The 
environmental physical models constructed using those HLAFS attributes, together 
with the C4.5 decision rules, constitute our concept model depicting the evolvement 
trends of MCCs. Fig. 4 gives an instance of the environmental physical model involved 
in IFVQ attribute, in which the black trail indicates the averaged evolvement trend of 
an identified class of MCCs. 

The experimental results indicate that 
it is feasible to model and predict the 
evolvement trends of MCCs on the 
Tibetan Plateau based on their attribute 
values from the satellite databases. 
Moreover, it is also proved that our 
concept modeling approach provides an 
automatic and robust means for 
meteorologist to observe and analyze 
MCCs more effectively and efficiently, 
which is very important to reveal their 
unknown connections with intensive 
precipitations in the South China.  

6    Conclusions 

In this paper, to address the conceptual modeling problem related to a real 
meteorological application, we propose a novel conceptual modeling approach based 
on a two-phase spatial data mining and knowledge discovery method, which aims at 
modeling the concepts of the evolvement trends of MCCs over the Tibetan Plateau by 
using their spatial environmental physical attributes and the meteorological satellite 
spatio-temporal imagery. The concept model consists of two parts: derivation rules and 
environmental physical models, which correspond to the two data mining phases 
respectively. The proposed conceptual model is proved to simplify and improve the 
heavy rainfall forecasting process in South China to much extent. 

However, it can also be clearly learned that there still has potential to further 
improve our research. Currently, the target concepts are categorized into only four 
types, that is, E, NE, SE and STAY-IN. In the future, this categorization will be refined 
with finer granuity to model the target concepts more accurately. Moreover, how to 
apply conceptual modeling approach to reveal the unknown patterns of intensive 
precipitations is still another important issue worth of more considerations. 
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Abstract. The discovery of new and potentially meaningful relationships 
between concepts in the biomedical literature has attracted the attention of a lot 
of researchers in text mining. The main motivation is found in the increasing 
availability of the biomedical literature which makes it difficult for researchers 
in biomedicine to keep up with research progresses without the help of 
automatic knowledge discovery techniques. More than 14 million abstracts of 
this literature are contained in the Medline collection and are available online. 
In this paper we present the application of an association rule mining method to 
Medline abstracts in order to detect associations between concepts as indication 
of the existence of a biomedical relation among them. The discovery process 
fully exploits the MeSH (Medical Subject Headings) taxonomy, that is, a set of 
hierarchically related biomedical terms which permits to express associations at 
different levels of abstraction (generalized association rules). We report 
experimental results on a collection of abstracts obtained by querying Medline 
on a specific disease and we show the effectiveness of some filtering and 
browsing techniques designed to manage the huge amount of generalized 
associations that may be generated on real data. 

1   Introduction 

In biomedicine, the decoding of the human genome has increased the number of 
online publications leading to information overload. Every 11 years, the number of 
researchers doubles [10] and Medline, the main resource of research literature, has 
been growing with more than 10,000 abstracts per week since 20021. Therefore, it 
becomes more and more difficult for researchers in biomedicine to keep up with 
research progresses. Moreover, the data to be examined (i.e. textual data) are 
generally unstructured as in the case of Medline abstracts and the available resources 
(e.g. PubMed, the search engine interfacing Medline) do not still provide adequate 
mechanisms for retrieving the required information. The need to analyze this volume 

                                                           
1 http://www.nlm.nih.gov/pubs/factsheets/medline.html 
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of unstructured data and to provide knowledge to improve retrieval effectiveness 
makes biomedical text mining a central bioinformatic problem and a great challenge 
for data mining researchers. 

In this paper we present the application of association rule mining to Medline 
abstracts in order to detect associations between concepts as indication of the 
existence of a biomedical relation but without trying to find out the kind of relation. 
The discovery process fully exploits the MeSH (Medical Subject Headings) 
taxonomy, that is, a set of hierarchically related biomedical terms which permits to 
mine multi-level association rules (generalized association rules). Considering the 
hierarchical relations reported in the MeSH taxonomy allows the discovery algorithm 
to find associations at multiple levels of abstraction from one side, but generally leads 
to a huge amount of generalized associations from the other side. The two-fold aim of 
the paper is to investigate how taxonomic information can be profitably used in the 
task of concept relationship discovery and to evaluate the effectiveness of some 
filtering and browsing techniques designed to manage the huge amount of discovered 
associations. 

The paper is organized as follows. Section 2 illustrates the background on our work 
and some related works on biomedical text mining. Section 3 presents the problem of 
mining generalized association rules and some filtering methods. In Section 4, some 
experimental results on a collection of abstracts obtained by querying Medline on a 
specific disease are reported. Finally, some conclusions are drawn and some possible 
directions of future work are also presented. 

2   Background and Related Works  

In our previous work [3], we presented a data mining engine, namely MeSH Terms 
Associator (MTA), that was employed in a distributed architecture to refine a 
generic PubMed query. The idea is to support users by offering them the possibility 
of iteratively expanding their query on the basis of discovered correlations between 
their topic of interest and other terms in the MeSH taxonomy. A natural extension 
of this initial work is to enable an association discovery process that takes 
advantage of the MeSH taxonomy defined on biomedical terms.  Kahng et al. [6] 
have already investigated an efficient algorithm for generalized association rule 
mining using the MeSH taxonomy. In this seminal work, no processing on Medline 
abstracts is performed but a MeSH-indexed representation (in Medline, to every 
record a set of relevant MeSH terms is manually associated as representation of the 
content of the document the record is about) is adopted. Moreover, the evaluation of 
the interestingness of mined associations with respect to the task of improving 
PubMed retrieval capabilities is not an issue considered by the authors. A different 
perspective is taken by Srinivasan [13] and Aronson et al. [2], who state the 
importance of query expansion to improve retrieval effectiveness of the PubMed 
engine. In particular, for the indexing process they both use a MeSH-indexed 
representation, while for the query expansion process, Srinivasan exploits a 
statistical thesaurus containing correlations between MeSH terms (MeSHs) and text, 
and Aronson et al. use the MetaMap system to associate UMLS (Unified Medical 
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Language System, that is, a semantic classification of the MeSH dictionary) 
Metathesaurus concepts to the original query. 

For what concerns the application of association rule mining to the biomedical 
literature, an interesting work has been carried out by Hristovski et al. and 
implemented in the  BITOLA system [5]. They tailor their work for the discovery of 
new relations involving a concept of interest, where the novelty of the relation is 
evaluated by matching transitive associations. Indeed, they first find all the concepts 
Y related to the concept of interest X, then all the concepts Z related to Y and finally, 
they check if X and Z appear together in the biomedical literature. If they do not 
appear together, the system has discovered a potentially new relation that will be 
evaluated by the user. The search of associations is constrained to associations 
involving only two terms (i.e. the concept of interest and a new related concept) and 
can be limited by the semantic type to which terms belong with respect to the UMLS 
dictionary. In particular, they exploit an association rule base gathered by the UMLS 
vocabulary on which the discovery of new associations will be performed. As 
document representation, a MeSH-indexed representation is used and no knowledge 
about the MeSH taxonomy is exploited. 

The idea of applying the transitivity property on correlations in order to discover 
relations between concepts has been widely investigated also from a different 
perspective. Indeed, in [14] transitive knowledge is exploited not only for the 
discovery of new relations with an input topic but also for the discovery of 
connections between two given topics of interest that are bibliographically disjointed 
(e.g. two topics that have been studied independently and may belong to two different 
sub-areas of research). In both cases, the intermediate level of correlations is used as a 
transitivity level between topics in order to both discover “hidden” connections and 
provide the set of correlating concepts. In this work, correlations are extracted on the 
basis of co-occurrences computed in profiles of topics, where a profile is built in form 
of a vector of MeSH term vectors, that is, a vector that for each UMLS semantic type 
reports MeSHs weights (a measure of the conditional importance of each MeSH 
term). Srinivasan approach is inspired by the pioneer work of Swanson [15], who first 
explored potential linkages via intermediate concepts starting from two given topics. 
Many other works inspired to Swanson’s approach mainly differs for the document 
processing phase. While Swanson restricted the analysis only to titles of Medline 
records, others consider the MeSH-indexed representation of abstracts or the whole 
abstracts as free-text. In this case, n-grams may be extracted and evaluated by means 
of different weighting schemes (e.g. TFIDF) as indexing method [9] or a UMLS-
indexed representation may be obtained by applying the natural language processing 
capabilities of the MetaMap system [17, 11].  

All these works aim at capturing connections between distinct sub-areas of 
biomedical literature in order to gain new knowledge on a single topic of interest or 
on the relation between two topics of interest. This leads to restricting the discovery to 
only two-term associations as in [5], which means extraction of knowledge only about 
co-occurrences, or to restricting the discovery to three-term associations as in the case 
of Swanson and works inspired by him, which means extraction of knowledge not 
only about co-occurrences but also about correlating terms. Moreover, in discovered 
associations, the topic (topics) of interest has (have) to be directly involved in the 
associations. On the contrary, we are interested in mining associations involving an 
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unknown number of terms, which should be quite certain with respect to the 
distribution of associations and which may directly involve the topic of interest or not. 
Besides, we are not interested in discovering literature connections on an unknown 
segment of Medline but we intend to use the topic of interest directly as a query to 
retrieve from Medline the segment of related abstracts and then perform an 
“unbiased” mining on MeSHs contained in this set of abstracts, aiming at capturing 
the knowledge they share. 

3   The Approach  

In this section we present the general problem of mining association rules and the 
extension to the use of taxonomic knowledge on data. Moreover, some filtering 
techniques are discussed. 

3.1   Mining Association Rules  

Association rules are a class of regularities introduced by [1] that can be expressed by 
an implication:  

X → Y 

where X and Y are sets of items, such that X∩Y = ∅. The meaning of such rules is 
quite intuitive: Given a database D of transactions, where each transaction T∈D is a 
set of items, X → Y expresses that whenever a transaction T contains X than T 
probably contains Y also. The conjunction X∧Y is called pattern. 

Two parameters are usually reported for association rules, namely the support, 
which estimates the probability p(X⊆T ∧ Y⊆T), and the confidence, which estimates 
the probability p(Y⊆T | X⊆T). The goal of association rule mining is to find all the 
rules with support and confidence exceeding user specified thresholds, henceforth 
called minsup and minconf respectively. A pattern X∧Y is large (or frequent) if its 
support is greater than or equal to minsup. An association rule X→Y is strong if it has 
a large support (i.e. X∧Y is frequent) and high confidence. 

Srikant and Agrawal [12] have extended this basic mechanism in order to mine 
associations at the right level of a taxonomic knowledge defined on items. For this 
purpose, they have defined generalized association rules as association rules X → Y 
where no item in Y is an ancestor of any item in X in the taxonomy. The basic 
algorithm to mine generalized association rules extends each transaction of the 
database to include each ancestor of the items contained in the transaction. 

3.2   Filtering Association Rules 

Although discovered association rules are evaluated in terms of support and 
confidence measures, which ensure that discovered rules have enough statistical 
evidence, the number of discovered association rules is usually high and even 
considering only those rules with high confidence and support it is not true that all of 
them are interesting. It may happen that some of them correspond to prior knowledge, 
refer to uninteresting items or are redundant. On the other hand, the presentation of 
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thousands of rules can discourage users from interpreting them in order to find 
nuggets of knowledge. Furthermore, it is very difficult to evaluate which rules might 
be interesting for end users by means of some simple statistics, such as support and 
confidence. Therefore, an additional processing step is necessary in order to clean, 
order or filter interesting patterns/rules, especially when the mining is performed at 
different level of abstraction on items because it intrinsically introduces a degree of 
complexity in the amount of discovered patterns/rules.  

Two different approaches can be applied to structure the set of discovered rules and 
filter out interesting ones, automatic and semiautomatic methods. The former allows 
to filter rules without using user knowledge, while the latter allows to strongly guide 
the exploration of the set of discovered rules on the basis of user domain knowledge. 
An automatic method which aims at removing redundancy in rules has been already 
investigated in our previous work, namely association rule covers proposed by [16]. 
Carrying on the work on the automatic approach, we have then investigated the 
effectiveness of some measures proposed by [8], which aim at evaluating the 
interestingness of rules from a statistical point of view different from classical support 
and confidence measures. In this work, the definition of interestingness of a rule is 
based on the following statement:  

Let П be a statistical property of a set of association rules, MП its mean value, σП 
its standard deviation and p a coefficient2, two different behaviours for a rule can be 
defined: rules behaving in a standard way in relation to the property П, that is rules 
whose value of П is less than or equal to MП + (p*σП) and rules behaving in a rare 
way in relation to П, that is rules whose value of П is greater than MП + (p*σП).  

In order to use this definition of interestingness of a rule, two statistical properties 
of rules have been considered. In particular, the three formulations of the dependency 
property and the statistical surprise as defined in [8] are used.  

In order to augment automatic methods with user knowledge, some semiautomatic 
approaches have also been investigated. Indeed, in our previous work user-defined 
templates proposed by [7] are illustrated. An example of the template mechanism  
according to which the user can select and filter all the rules that satisfy a criterion 
specified in form of a template is reported. Considering the inclusive template 
“Analytical Diagnostics and Therapeutic Techniques and Equipment” !  Mental 
Disorders, some rules satisfying it are the following:  

“Analytical Diagnostics and Therapeutic Techniques and Equipment” !  
Mental Disorders 

“Analytical Diagnostics and Therapeutic Techniques and Equipment”! 
Dementia 

Therapeutics !  Mental Disorders 
Therapeutics !  Dementia 
Therapeutics !  Alzheimer Disease. 

Nevertheless, templates seem to be a quite dispersive method because it is useful 
to select all the rules satisfying a certain criterion but in this way, a large number of 
rules in any case could be proposed to the user. For this reason, we have also 
provided to the user a browsing functionality which allows to look at the set of 

                                                           
2 Its value is often assumed to be equal to the maximum value of the statistical surprise property. 
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Fig. 1. Exploration of a set of rules by means of subspaces of rules. Rules that are 
representative of each subspace are reported in boldface. The exploration is based on the 
enhancement of one of the side of the representative rule 

“Psychiatry and Psychology” ! Tauopathies 
Mental Disorders ! Tauopathies 
 Brain Diseases ! Tauopathies 

    Mental Disorders ! Analytical Diagnostics, … ,  Tauopathies  
Mental Disorders ! Brain Diseases ,  Tauopathies 

 Mental Disorders , Dementia!  Tauopathies  
Mental Disorders ,  Brain Diseases!  Tauopathies 

  Mental Disorders ! “Chemicals and Drugs”,  Brain Diseases ,  Tauopathies 

discovered rules as a set of subspaces of rules, where for each subspace a 
representative rule is identifiable.  

 

Then, the user can visit the rule space following his/her interest and moving 
towards more and more specific subspaces. An example of the exploration of a rule 
set by means of subspaces is shown in Fig. 1. In particular, on the basis of the users’ 
interest (e.g. the set of rules involving the Tauopathies MeSH term), he/she can 
explore subspaces of rules at different level of specialization by selecting which side 
of the rule should be enhanced. 

4   Experimental Results 

In this section, we intend to compare results on generalized and flat association rule 
discovery on datasets generated by means of PubMed queries formulated by experts 
in the biomedical sector. An example of PubMed query formulated by biomedical 
researchers may ask for discovering the factors related to the reactions to Diabetes 
treatments (i.e. “Diabetes Drugs Response”).  

Submitting the query to PubMed, a set of retrieved abstracts is found out and 
initially annotated by the BioTeKS Text Analysis Engine (TAE) provided within the 
IBM UIM Architecture [4], by using a local MeSH terms dictionary. For each query, 
a single table of a relational database is created and fed with MeSHs occurring in the 
corresponding set of retrieved abstracts. In particular, each transaction of a single 
table is associated to an individual abstract and is described in terms of items that 
correspond to MeSHs. The simplest representation, namely the boolean 



506 M. Berardi et al. 

 

representation, is adopted in order to represent the occurrence of a MeSH term in an 
abstract. More precisely, we consider only the most frequent MeSHs (about 50) with 
respect to the set of retrieved abstracts and we use the “canonical” form of each 
MeSH term, which is available in the MeSH dictionary. This allows to introduce a 
light control on redundancy in the data, since many MeSHs may occur referring to the 
same canonical term. The MeSH taxonomy is organized in 15 distinct hierarchies 
structured  in a tree form that is about 11 levels deep. 

In this study, two segments of Medline have been considered, that is the sets of 
abstracts related to two queries, namely “Hypertension Adverse Reaction Drugs” and 
“Alzheimer Drug Treatment Response”. We have retrieved 130 abstracts by running 
the first query while 653 abstracts by running the second query. For each set of 
abstracts, the contingency table has been created. Depending on the set of MeSHs 
occurring in a set of abstracts, a different part of the MeSH taxonomy should be 
considered. Indeed, for the “Hypertension Adverse Reaction Drugs” query five 
hierarchies (Diseases, Biological Science, “Chemicals and Drugs”, “Psychiatry and 
Psychology”, “Analytical Diagnostics and Therapeutic Techniques and Equipment”) 
have been used; while for the “Alzheimer Drug Treatment Response” query six 
hierarchies (Diseases, Biological Science, “Chemicals and Drugs”, “Psychiatry and 
Psychology”, “Analytical Diagnostics and Therapeutic Techniques and Equipment”, 
Anatomy) have been used.  

In Fig. 2, the number of discovered associations is drawn by varying both minsup 
and minconf values. The great difference in the number of generalized association 
rules compared with the number of flat association rules is a quite obvious 
observation considering that flat association rule discovery corresponds with 
generalized association rule discovery restricted to leaves of the taxonomy. 

 
 
 

Generally, association rules with low support express only a casual information 
since it is knowledge not statistically justified. Indeed, flat rules generated with low 
minsup often express this kind of knowledge. In contrast, generalized association 
rules generated with low minsup may represent knowledge with a probabilistic 
evidence as well. An example comes from considering the following two rules that 
have been both discovered with low (0.4) as well as with high (0.8) value of minsup 
by means of generalized association rule mining. 
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Fig. 2. Number of discovered rules varying minsup and minconf 
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Tauopathies!Alzheimer Disease, Delirium, Dementia, Amnesic Cognitive Disorders  
    0.807 support, 1 confidence 

Neurodegenerative Diseases ! Mental Disorders, Brain Diseases 
0.807 support, 1 confidence 

 
Moreover, by means of generalized association rule discovery it is possible to 

check whether a rule is a specific case of a more general one. Thus, though a certain 
rule has been discovered with low minsup value, in any case it is statistically justified, 
because its related generalized rule is statistically justified too. For instance, if we 
consider the flat rule 

 
Therapeutics ! Alzheimer Disease  0.621 support, 0.813 confidence 
 

and the corresponding one discovered by generalized association discovery 
 
Therapeutics ! Alzheimer Disease  0.621 support, 0.813 confidence 
 

we can explore the following ancestor rules and verify that the most general one has 
in any way enough probabilistic evidence. 

 
Therapeutics ! Dementia   0.663 support, 0.868 confidence 
Therapeutics ! Mental Disorders  0.669 support, 0.876 confidence 
“Analytical Diagnostics and Therapeutic Techniques and Equipment” !  
Mental Disorders    0.717 support, 0.925 confidence 
 
Moreover, we discover association rules from datasets which contain only the 50 

most frequent MeSHs. Therefore, it is possible that an association rule that has low 
support in these datasets may correspond with a pattern that is strongly supported in 
the datasets containing all the MeSHs. 

When we compare results on flat association rules and generalized rules on the 
same dataset, an interesting observation can be made about some rules that are 
generally considered as “trivial” rules except if the knowledge about ancestor rules is 
provided. Indeed, the MeSH taxonomy sometimes presents nodes that are duplicate in 
different part of the hierarchies. It aims to represent a different perspective of the 
same term. For instance, it may happen that discovered rules capture associations like 
X ! X, where X is a MeSH that belongs to two different hierarchies in the MeSH 
structure. In the case of flat rules they should be discarded, while in the case of 
generalized rules, by exploring their ancestor rules the user may justify this kind of 
rules. 

5   Conclusion and Future Work 

In this paper the application of generalized association rule mining to biomedical 
literature has been presented. Given a biomedical topic of interest as input query to 
PubMed, the set of related abstracts in Medline is retrieved and a MeSH-based 
representation of them is produced by exploiting the annotation capabilities of 
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BioTeKS TAE. Associations are generated on a single set of abstracts with the aim of 
discovering potentially meaningful knowledge in form of relations among MeSHs. 
We assume that discovered associations play the role of relevant knowledge shared by 
the set of abstracts under study and that can be profitably used to expand the query on 
the topic of interest. Some browsing and filtering techniques have also been used to 
support the user in the complex task of evaluating the huge amount of discovered 
associations. Nevertheless, a number of improvements on this work are worth to be 
explored. In particular, further work on the document processing phase is necessary to 
evaluate how the document representation model affects the quality of discovered 
rules. Currently, we are working on the elimination of the threshold on the number of 
MeSHs to consider in the contingency table and on the application of feature selection 
methods in order to improve the MeSH-based representation. For instance, instead of 
representing the simple boolean occurrence of a MeSH, the occurrence frequency is 
employed and a TFIDF selection of MeSHs is performed. An interesting extension 
can be the exploitation of some form of “context” in which a term occurs. A solution 
is to use n-grams rather than single terms, in combination with a weighting schema 
that allows to evaluate the relevance of the n-grams for the set of abstracts. Another 
solution is to investigate the use of natural language processing techniques in order to 
extract information from sentences where terms occur. By using these techniques, we 
can also aspire to gain information about the kind of relation among co-occurrent 
MeSHs and to explore the application of multi-relational approaches to association 
rule mining. From the other hand, further work on the evaluation of the quality of the 
rules is in progress. In fact, we are working on a visualization technique based on the 
computation of similarity measures between rules which can help biomedical experts 
in the interpretation of rules.  
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Abstract. In the context of the Pangea project at IBM, we needed to
design an information extraction module in order to extract some in-
formation from datasheets. Contrary to several information extraction
systems based on some machine learning techniques that need some lin-
guistic parsing of the documents, we propose an hybrid approach based
on association rules mining and decision tree learning that does not re-
quire any linguistic processing. The system may be parameterized in
various ways that influence the efficiency of the information extraction
rules we discovered. The experiments show the system does not need a
large training set to perform well.

Text Mining, Information Extraction.

1 Introduction

Information extraction is subject to many efforts for some years [3]. The avail-
ability of a large amount of digital documents leads to the need to automatically
extract information available in these one. The MUC conference series con-
tributed to the design of many successful theories and systems applied in various
kinds of applications. Information extraction has been defined by Grishman in
[18] as the identification of instances of a particular class of events or relation-
ships in a natural language text, and the extraction of the relevant arguments
of the event or relationship. The core of information extraction systems is a set
of extraction rules that identify, in each text, the information to be extracted.
This information may then be used to instantiate some slots of a template.

Let us consider an information extraction task which aims at extracting
information from classifieds such as the address, the category, the rental and
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Information extraction systems may be classified in several ways depending
on their ability to process free, semi-structured or structured texts. Structured
documents have a defined format and various information may be easily discov-
ered because the system know where to find them. Semi-structured documents,
such as HTML documents, do not have such rigid format as structured docu-
ments but they have a sufficiently regular structure to allow the system to find
information in some particular areas of the document. Finally, free texts do not
rely on any rule concerning their structure or content, which make them difficult
to process.

From the mid-1990s, some researches began to focus on the problem of au-
tomatically learning information extraction rules using some machine learning
techniques. The early years of machine learning for information extraction have
seen the design of several systems such as AutoSlog [26], CRYSTAL [29] or LIEP
[19]. These systems performed quite well but were based on a pre-processing step
that involved sophisticated linguistic processes. In 1997 Kushmerick introduced
the term Wrapper induction in [23] for the first time and opened an important
field of researches. Several systems tried to use some first order logic features and
proposed some frameworks based on inductive logic programming [25]. RAPIER
[5], designed by Califf and Mooney was able to process structured and semi-
structured texts. The extraction patterns learned by RAPIER were based on
delimiters and content description and were expressed in the form of rules that
exploit the syntactic and semantic information. RAPIER needed a part-of-speech
tagger and a lexicon in order to provide such information. Designed by Freitag,
SRV [16] also dealt with structured and semi-structured texts. In [30], Soderland
presented the WHISK system which was the first system able to deal with struc-
tured, semi-structured and free texts. Nevertheless, in order to process free texts
the system used some syntactic and semantic information. Moreover, even with
such information, WHISK performed badly on free texts. Sasaki also proposed
to apply some ILP techniques in order to generate information extraction rules
[27] but his system also requires some linguistic processing of the texts. From
the beginning of this decade, the number of researches that aim at discovering
rules for information extraction has increased. Several works have been based
on grammatical inference techniques such as [17] or [8, 7] but they only dealt
with structured or semi-structured documents. Based on various other frame-
works but also only dealing with structured or semi-structured texts, we can
cite Pinocchio or (LP)2 by Ciravegna [10–12], the WhizBang site wrapper from
Cohen [13], the Wrapper Induction systems of Kushmerick [21, 22], Bouckaert’s
system based on Baeysian networks [4], Yang’s system [32] or Lin’s work [24] to
design wrappers induced from Web pages. Some recent systems can deal with

the category (1bd & 2bd), the rent ($995-$1200) and the extra features (pool,
covpkg). Such information may then be stored in a database and used for other
specific tasks such as SQL queries, data mining, etc.

some extra features. Given the following ad: “BLOSSOM HL 1bd & 2bd,Remod!
Bonus, pool, covpkg. 1221 Blossom Hill$995-$1200 408 978-9618”, an efficient
information extraction tool is able to extract the address (1221 Blossom Hill),
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existing system can efficiently deal with free texts without integrating a linguistic
process.

As we will see in the next section, our data consist in ASCII files containing
many unknown words and they rely on no linguistic structure so none of the
approaches previously listed may be used in our context. Thus we choose to
design a system that is able to deal with free texts but without any linguistic
parsing. In the remaining of the paper, we show the way we combine frequent
pattern mining and decision tree learning in order to mine technical documents
to discover information extraction rules for a specific task. In the next section we
describe the context of this research, that is the Pangea project at IBM. Then,
in section 3 we present the architecture of the system we designed and the main
algorithm we implemented. In section 4, some experiments show the efficiency
of our system in term of precision and recall. Finally we conclude and give some
future directions for this work.

That work was part of the Pangea project which aimed at designing an experi-
mental B2B e-marketplace in the domain of electronic components and is quite
similar to [6].

Figure 1 gives a simplified architecture of the system. It is based on a sophisti-

Fig. 1. Simplified architecture of the pangea system

cated interface to a database of electronic components [28] and at the first use
of the system, only information from the database is available. Nevertheless, a
Web crawler was designed in order to continuously discover, from the Web, new
information about electronic components in the form of pdf files. A classifier was
incorporated, based on the Athena tool designed at IBM [1], in order to classify

free texts such as ALLiS from Déjean [14] at Xerox or Chieu’s system [9] but
they need some linguistic pre-processing steps in order to be efficient.

In fact, what can be noticed from the study of all these systems is that
either they deal with free texts and they need some syntactic and/or semantic
pre-processing, or they do not need any linguistic process but then they only
deal with structured or semi-structured documents. The assessment is that no

2 Context of the Project

2.1 Global Architecture of the Pangea System
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2.2 Information Extraction in Pangea

The main task for incorporating the datasheets in the database is to be able to
index them using the names of the components they describe. Such names are
called part-numbers in the remaining of the paper. Thus automatically extract-
ing, from datasheets, the part-number of an electronic component described in
these datasheets was the task we had to solve. Datasheets that are crawled from
the Web are mainly in pdf format. Because pdf files are often encrypted and pdf
specifications are more than 1100 pages, it was chosen to convert pdf files into
ASCII files and to design an information extraction tool that processed these
ASCII files. Nevertheless, this process leads to an important loss of information
and these files do no more rely on any syntactic and semantic structure. On pdf
files, it would be possible to use some of the systems that were cited in the previ-
ous section in order to extract rules from structured documents. On ASCII files,
as no more structure remains, no efficient linguistic processing can be performed.
Thus we had to look at thousands of datasheets trying to manually (visually)
discover some underlying rules for each kind of datasheets. Obviously this task
quickly appeared to be tedious, boring and time consuming. Thus we decided
to experiment some text mining techniques in order to automatically build the
information extraction rules without the help of linguistic processing.

Following Feldman [15], we can see a part of the Pangea project as a Knowledge
Discovery from Textual databases (KDT) process.

3.1 Knowledge Discovery from Texts

The first step of this KDT process is a selection step that aims at selecting pdf
files about electronic components from the huge amount of pdf files available
from the Web. The second one is a cleaning step that aims at deleting redundant
files, files that are corrupted, etc. The third one is a transformation step that
converts the resulting files into ASCII files. Then for each file we do a labelling
step, manually assigning the part-number of the electronic component described
in this file. This task is quite easy to do as we have the associated pdf files
that are very explicit about the part-number and as we see later, our process
doesn’t require a large amount of labelling. From this set of pairs of ASCII files
and part-numbers, we use some text mining techniques – described in the next
section – in order to discover information extraction rules. Then, given a new

tor, ...). The ultimate goal is to use the information contained in the datasheets
crawled from the Web in order to enrich the evolving database. With such a sys-
tem, the users are always sure to find an up-to-date information about electronic
components. If we want the system to be as much automatic as possible, we have
to automatically extract the useful information from the new datasheets crawled
from the Web. That leads us to design an information extraction module.

3 Mining Information Extraction Rules
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Fig. 2. Flow of data in our IE rule mining system

A very basic lexical parser traverses each ASCII file and returns a flow of
tokens. Then, for each part-number that appears in the file, the system extracts
the n words before and n words after the part-number, n beeing defined by the
user. For a given part-number, we call these 2n words its context (of size n).
Then, using an apriori-like algorithm [2], we mine the frequent contexts, that is,
contexts that occur more than a threshold (called support) fixed by the user.
At the end of this process we get a set of models of contexts. Of course, such
patterns may also be models of contexts of tokens that are not part-numbers. So
we scan the ASCII files using our models of contexts in order to find the context
of part-numbers and the context of non part-numbers matching them. Hence,
we get some positive and negative examples of contexts of part-numbers. We can
then build a decision tree using a classical C4.5-based algorithm. Finally, given
this decision tree, we can use it in order to extract the part-number of a new
ASCII datasheet. From this datasheet we just have to collect all the contexts
of all the tokens and for each one we use the decision tree in order to decide
either the token is the part-number of the electronic component described in
that datasheet or not.

pdf file, we only need to convert it into the ASCII format and run the rules on
it. Then, the result of this inference step is the part-number of the electronic
component described in this new datasheet.

3.2 Basic rinciple of the ystem

We now focus on the module of Pangea designed for discovering information
extraction rules and Figure 2 shows the various steps of the process.

S
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Input: np, the number of pages scanned per datasheet
sc, the size of the contexts of the part-numbers
minsup, the support threshold for the apriori algorithm
D, the set of pairs (d, pn) where d is a datasheet
and pn is the part-number of the component it describes

Output: Tree, a decision tree for Information Extraction.

begin
Contexts ← extract contexts(D,np,sc)
Models of contexts ← apriori(Contexts,minsup)
Positives ← generate positive(Model of contexts)
Negatives ← generate negative(D,Model of contexts,np,sc)
Tree ← C4.5(Positives,Negatives)

end

Mining Information Extraction Rules

D of pairs of datasheets and their corresponding part-numbers. It extracts all
the contexts of part-numbers from D and then call an apriori-like algorithm to
mine some patterns from them, producing the models of contexts. These models
are then used to generate the positive and the negative examples of contexts of
part-numbers. Finally a C4.5-like algorithm (from the Weka library ) is called
to build a decision tree from positive and negative examples of contexts.

Extracting the contexts of part-numbers (function extract contexts)
from each datasheet is simply done using a sliding window technique. For each
datasheet, each time the system finds a part number at the middle of the window
of words, it stores the words before and after the part-number as a context of
this one.

In fact, these contexts may be real contexts of part-numbers but also con-
text of tokens that are not part-numbers. For example, if we get [The,large,is,a]
as a context for the part-number TA87G48, this one can also be a context for
the token chip which is not a part-number. In order to discover the contexts
of tokens that are not part-numbers (that we call negative examples) we have
to scan the ASCII datasheets once again. Here again we use a sliding window
technique and each time a context of a token that is not a part-number matches
a model of context, we label this context as a negative example (function gen-
erate negative).

http://www.cs.waikato.ac.nz/∼ml/

3.3

We now present the core algorithm integrated in the system in order to im-
plement the architecture of Figure 2. It is parameterized by several constants:
the number of pages processed per datasheet, the size of the context of a to-
ken and the support threshold for the apriori algorithm. It takes as input a set

2

2

Algorithm for Discovering Information Extraction Rules

Algorithm 1.
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label as positive examples only the contexts which are an instance of a model of
contexts.

3.4

Hence we built the decision tree that models a set of information extraction
rules, we can use it in order to extract a part-number from a new datasheet.
Once again we use a sliding window and process every contexts of the new
datasheet with the decision tree. For each context, the tree will state if it is a
context of part-number or not. In the first case, we store the part-number that
has been discovered. At the end of the process, we get a set of candidate part-
numbers associated with the datasheet. A simple heuristic is then used in order
to choose the true part-number from that set: we choose the part-number that
appears the most frequently in the set of candidates. We can note that, even if
the system shows some good performances – as shown in the next section – a
better strategy could be implemented here in order to increase even more the
efficiency of the system.

4 Experiments

We evaluate the efficiency of our system using the usual values named recall
and precision [31]. The first one is the percentage of useful information correctly
extracted by the system and the second one is the percentage of information
extracted by the system which is correct. The higher those values are, the better
the system is. In fact, in the previous section we have seen that our system is
parameterized by various constants. Thus it is interesting to observe its behavior
as we tune these constants.

4.1

In this experiment we extracted the contexts of part-numbers scanning the three
first pages of each datasheet and fixed the size of the contexts to three words. The
training set contains 120 datasheets (with their corresponding part-number) and
the test set approximately 100 datasheets. We run the system and observe the
values of recall and precision of the system as we change the support threshold
value in the apriori algorithm while extracting models of contexts. The support
threshold has obviously some effects on the number of models of contexts gener-
ated by the apriori algorithm. From that fact, the value of support has also some
effects on the number of positive and negative examples the system generates

Concerning the positive examples (function generate positive), that is the
contexts of part-numbers, we do not need to process the database once again
because we already stored the contexts in the set Contexts. Nevertheless, some
contexts of part-numbers may not be an instance of any model of contexts be-
cause, having a too small support, they did not succeed in generating a frequent
set, and thus a model of context, during the use of the apriori algorithm. From
that fact, we need to traverse the set of contexts of part-numbers in order to

Extracting a Part-Number Using the Decision Tree

Impact of the Support Threshold
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as shown on figure 3(a). Figure 3(b) shows the changes of recall and precision
according to the support threshold for the apriori algorithm.

We may observe that recall and precision change according to the inverse
changes of the ratio card(E−)/card(E+), where E+ et E− are respectively the
set of positive and negative examples. We can explain this by the fact that
the largest the set of negative examples is with respect to the set of positive

examples, the most it will have an harmful impact in the decision tree built by
the system. Nevertheless, if the number of negative examples tends to be equal
to the number of positive examples, the decision tree becomes more efficient and
the performances of the system quite good. Such a phenomenon is not surprising
and some researches have already been done in order to solve such a problem
for example by Kubat, Holte and Matwin, in [20].

4.2

In this experiment we generated the models of contexts considering a support
threshold equal to 5% for the apriori algorithm. The size of the contexts was

Fig. 3.

Impact of the Number of Pages Scanned er Datasheet
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We ran the system and observed the values of recall and precision as we
changed the number of pages used for each datasheet by the system. Once again,
we may observe on Figure 3(c) that the number of pages processed by the system
has also an effect on the number of positive and negative examples the system
generates. Figure 3(d) shows the changes of recall and precision according to the
number of pages processed per datasheet. We observe again a variation in recall
and precision according to the inverse changes of the value card(E−)/card(E+).

5 Conclusion

In this paper we presented a system that is able to discover information ex-
traction rules from technical datasheets of electronic components. Our system
is based on a combination of frequent pattern mining and decision tree learn-
ing. The main advantage and originality of our approach is that it does not
require any linguistic process to deal with free texts. The experiments show that
our system performs quite well, in term of precision and recall, for extracting
part-numbers from datasheets and it can efficiently replace a manually designed
information extraction tool.

In the future we would like to discover information extraction rules that
extract many other features from the datasheets. We also think our method
may be applied to other domains such as bioinformatics where we could learn,
for example, to extract gene names from texts.
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Abstract. In this paper we propose an ontology-supported technique to pre-
process the remark fields in real-life customer servicing databases in order to 
discover useful information to help re-categorize misclassified service records 
owing to human ignorance or bad design of problem categorization. This proc-
ess restores the database into one with more meaningful data in each record, 
which facilitates subsequent data analysis. Our experience in applying the tech-
nique to a real-life database shows a substantial quality improvement can be ob-
tained in mining association rules from the database. 

1   Introduction 

Customer servicing databases appear in all customer relationship management sys-
tems. They are usually designed to contain domain-specific categorizing fields, which 
take on proper values to reflect the physical semantics of a service record. But the 
predefined field values are hardly exhausted and therefore values like “others” have to 
be introduced. Categorizing fields containing scattered “others” values inevitably 
hamper subsequent analysis. Fortunately, the database usually also contains one or 
more remark fields to remember extra information about a service record.  We hu-
mans thus can retrieve significant information embedded in those fields to help dis-
cover the real meaning behind the “others” values.  

In this paper, we develop this process into a formal technique. Taking a trouble-
shooting database of a GSM system as an example, we first preprocess the database 
to discover significant values from the remark fields with ontology’s support, and 
then revise the database by replacing the “others” values with these significant val-
ues. To prove the technique is viable, we finally conduct a mining process on the 
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revised database and make comparison on how the process helps discover better 
association rules. 

2   Ontology-Supported Data Preprocessing  

The trouble shooting database for a GSM system contains three categorizing fields, 
one symptom field to record customer’s complaints, one cause field to put down the 
causes behind the symptoms, and one process field to describe the processes the rep-
resentatives take to resolve the causes. There are two remark fields, one associated 
with the symptom field, and the other associated with both the cause and process 
fields. Before performing data preprocessing, we followed the guidance of the con-
struction procedures proposed by Noy and McGuinness’ work [1] to develop three 
ontologies related to symptoms, causes, and processes, namely GSMSO (GSM-trouble 
Symptom Ontology), GSMCO (GSM-trouble Cause Ontology) and GSMPO (GSM-
trouble Process Ontology), respectively, to define the conceptual terminologies and 
concept hierarchies in the GSM trouble shooting domain. Our approach to data pre-
processing includes three steps: Remarks Grouping, Keyword Extraction, and Terms 
Substitution. We will describe the steps using the refinement of symptom field as the 
example. 

Remarks Grouping retrieves symptom remarks from the records that have value 
“others” in the symptom field, groups those remarks into different documents accord-
ing to their causes, and tokenizes the texts in each document by MMSEG [2]. 

After tokenizing, we found many Chinese terms in the GSM trouble-shooting do-
main cannot be discriminated very well. Keyword Extraction is thus introduced to fix 
the problem. With the support of the GSMSO ontology, it first fixes the wrongly seg-
mented tokens and then re-names them according to the symptom terms in the ontol-
ogy. It finally eliminates the terms which cannot be found in the ontology. Only on-
tology terms or their synonyms can stay in the document after this step.  

Terms Substitution starts by utilizing TFIDF [3] to calculate a weight for each term 
in the documents of symptom remarks, and then identifies most significant terms, 
which contains weights over a pre-defined threshold. With these significant terms, we 
can replace “others” with proper new terms in every record. Note the replacement is 
done in accord with what significant terms are contained in the symptom remark field 
of a record.  

3   Empirical Evaluation  

We apply the technique to revise a real-life GSM trouble shooting historical database, 
taken from one of the major telecommunication company in Taiwan. The revised 
database is then subjected to a data-mining module [4] for discovering implicit trou-
ble-shooting rules. Two sets of rule are discovered, namely, rules in terms of symp-
tom!cause and rules in terms of cause!process. Our experimental results show, the 
total accuracy rate of the symptom!cause rules has been improved from 38.2% (be-
fore data preprocessing) to 79.5% (after data preprocessing), and the total accuracy 
rate of the cause!process rules has been improved from 33.4% to 72.5% [5].  
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4   Conclusion 

The proposed ontology-supported data preprocessing technique can revise a cus-
tomer-servicing database so that further data analysis can obtain better results. The 
technique is ontology supported and hence can successfully identify significant terms 
from properly grouped remark fields, which are grouped together according to the 
semantics of related fields. The technique is text mining-based and hence can discover 
most significant terms from the grouped remark fields. The most significant terms 
then can be used to replace meaningless “others” values and make service records 
more meaningful. Our experience shows the technique can facilitate better association 
rules mining from a revised real-life trouble-shooting database. 
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Abstract. In this paper, a multi-objective genetic algorithm is proposed to deal 
with a real-world fuzzy job shop scheduling problem.  Fuzzy sets are used to 
model uncertain due dates and processing times of jobs.  The objectives consid-
ered are average tardiness and the number of tardy jobs.  Fuzzy sets are used to 
represent satisfaction grades for the objectives taking into consideration the 
preferences of the decision maker. A genetic algorithm is developed to search 
for the solution with maximum satisfaction grades for the objectives. The de-
veloped algorithm is tested on real-world data from a printing company. The 
experiments include different aggregation operators for combining the objec-
tives.  

Keywords: job shop scheduling, fuzzy logic and fuzzy sets, genetic algorithms. 

1   Introduction 

Scheduling is defined as the problem of allocation of machines over time to compet-
ing jobs [1].  The m x n job shop scheduling problem denotes a problem where a set 
of n jobs has to be processed on a set of m machines.  Each job consists of a chain of 
operations, each of which requires a specified processing time on a specific machine.  

Although production scheduling has attracted research interest of operational re-
search and artificial intelligence community for decades, there still remains a gap be-
tween the academic research and real world problems.  In the light of the drive to 
bridge this gap, we consider in this work a real-world application and focus on two 
aspects in particular, namely uncertainty inherent in scheduling and multi-objective 
scheduling.   

Scheduling parameters are not always precise due to both human and machine re-
source factors [2].  As a result, classical approaches, within a deterministic scheduling 
theory, relying on precise data might not be suitable for representation of uncertain 
scenarios [3]. Consequently, the deterministic scheduling models and algorithms have 
been extended to the stochastic case, mainly to models that assume that processing 
times are random variables with specified probability distributions [1]. However, 
probabilistic characteristics of processing times and other scheduling parameters are 
often not available in manufacturing environments. That is the reason why standard 
stochastic methods based on probability are not appropriate to use. Fuzzy sets and 
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fuzzy logic have been increasingly used to capture and process imprecise and uncer-
tain information [4,5]. For example, Chanas et al. consider minimization of maximum 
lateness of jobs in a single machine scheduling problem [6] and minimization of 
maximal expected value of the fuzzy tardiness and minimization of the expected value 
of maximal fuzzy tardiness in a two-single machine scheduling problem [7].  Itoh et 
al. [8] represent the execution times and due dates as fuzzy sets to minimize the num-
ber of tardy jobs.  

Real-world problems require the decision maker to consider multiple objectives 
prior to arriving at a decision [9, 10].  Recent years have seen an increasing number of 
publications handling multi-objective job shop scheduling problems [11]. A survey on 
available multi-objective literature is given in [9] and a review on most recent evolu-
tionary algorithms for solving multi-objective problems is given in [12]. 

This paper deals with a real-world job shop scheduling problem faced by Sher-
wood Press, a printing company based in Nottingham, UK. It is a due date driven cli-
ent-oriented company. This is reflected in the objectives of minimizing average tardi-
ness and number of tardy jobs. The durations of operations on the machines, 
especially the ones involving humans are not known precisely. Also, due dates are 
rigid and can be relaxed up to a certain extent. Fuzzy sets are used to model imprecise 
scheduling parameters and also to represent satisfaction grades of each objective. A 
number of genetic algorithms with different components are developed and tested on 
real-world data. 

The paper is organized as follows. In Section 2, the fuzzy job shop problem is in-
troduced together with the objectives and constraints; then, the real-world problem at 
Sherwood Press is described. The fuzzy genetic algorithm with the fitness function, 
which aggregates multiple objectives, is given in Section 3. Experimental results ob-
tained on real-world data are discussed in Section 4 followed by conclusions in Sec-
tion 5. 

2   Problem Statement 

In the job shop problem considered in this research, n jobs nJJ ,...,1  with given re-

lease dates nrr ,...,1  and due dates ndd ,...,1  have to be scheduled on a set of m ma-

chines mMM ,...,1 . Each job jJ  j=1,…,n consists of a chain of operations determined 

by a process plan that specifies precedence constraints imposed on the operations. 
Each operation is represented as an ordered pair ( )ji, , i=1,..,m and its processing time 

is denoted by ijp .  

The task is to find a sequence of operations of n jobs on each of m machines with the 
following objectives:  

(1) to minimize the average tardiness CAT: 

CAT = { } njjdjCjT
n

j
jT

n
,...,1;,0max;

1

1 =−=∑
=

 and jC  is the completion 

time of job jJ on the last machine on which it requires processing. 

(1) 
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(2) to minimize the number of tardy jobs CNT: 
 

CNT = ∑
=

n

j ju
1

; =ju 1 if jT >0, otherwise =ju 0 (2) 

The resulting schedule is subject to the following constraints: (1) the precedence con-
straints which serve in ensuring that the processing sequence of operations of each job 
conforms to the predetermined order, (2) the capacity constraints which ensure that a 
machine processes only one job at a time and its processing cannot be interrupted.  

Any solution satisfying all above listed constraints is called a feasible schedule. 

2.1   A Real-World Job Shop Problem 

In this section, a job shop problem faced by a printing company, Sherwood Press Ltd, 
is described. There exist 18 machines in the shopfloor, which are grouped within 7 
work centers: Printing, Cutting, Folding, Card-inserting, Embossing and Debossing, 
Gathering, Stitching and Trimming and Packaging.  Jobs are processed in the work 
centres, following a pre-determined order.  A ‘Job Bag’ is assigned to each order to 
record the quantity in units to be produced and the ‘Promised delivery date’ of the or-
der (referred to as due date).  

Processing times of jobs are uncertain due to both machine and human factors. 
Consequently, the completion time of each job is uncertain. In addition, as it is not 
always possible to construct a schedule in which all jobs are completed before their 
due dates, some of the jobs may be tardy.  The model should allow the decision maker 
to express his/her preference to the tardiness of each job. Fuzzy sets are used to model 
uncertain processing times of jobs and the decision maker’s preference to the tardi-
ness of each job. 

Unlike a conventional crisp set, which enforces either membership or non-
membership of an object in a set, a fuzzy set allows grades of membership in the set. 

A fuzzy set 
~
A  is defined by a membership function )(~ x

A
µ  which assigns to each ob-

ject x in the universe of discourse X, a value representing its grade of membership in 
this fuzzy set [13]: 

[ ]1,0:)(~ →Xx
A

µ  (3) 

A variety of shapes can be used for memberships such as triangular, trapezoidal, 
bell curves and s-curves [13]. Conventionally, the choice of the shape is subjective 
and allows the decision maker to express his/her preferences.  

The ‘estimation’ of processing time of each operation is obtained taking into con-
sideration the nature of the machines in use.  While some machines are automated and 
can be operated at different speeds, others are staff-operated and therefore the proc-

essing times are staff-dependent. Uncertain processing times 
~
ijp  are modeled by tri-

angular membership functions represented by a triplet ( 1
ijp , 2

ijp , 3
ijp ), where 1

ijp  and 
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3
ijp  are lower and upper bounds of the processing time while 2

ijp  is so-called modal 

point [13]. An example of fuzzy processing time is shown in Fig.1. A trapezoidal 

fuzzy set (TrFS) is used to model the due date 
~
jd of each job, represented by a dou-

blet ( 1
jd , 2

jd ), where 1
jd  is the crisp due date and the upper bound 2

jd of the trape-

zoid exceeds 1
jd  by 10%, following the policy of the company.  An example of a 

fuzzy due date is given in Fig.2.  
 

1

0 t
1
jd 2

jd

jd
~)(tµ

 
 

Fig. 1. Fuzzy processing time   Fig. 2. Fuzzy due date 

3   A Fuzzy Genetic Algorithm for the Job Shop Scheduling 
Problem 

A genetic algorithm (GA) is an iterative search procedure widely used in solving op-
timization problems, motivated by biological models of evolution [14]. In each itera-
tion, a population of candidate solutions is maintained. Genetic operators such as mu-
tation and crossover are applied to evolve the solutions and to find the good solutions 
that have a high probability to survive for the next iteration.   

The main characteristics of the fuzzy GA developed for job shop scheduling are de-
scribed below: 

• Chromosome: Each chromosome is made of two sub-chromosomes of length m, 
named machines sub-chromosome and dispatching rules sub-chromosome.  The 
genes of the first sub-chromosome contain machines, while genes of the second 
sub-chromosome contain the dispatching rules to be used for sequencing opera-
tions on the corresponding machines.  

• Initialization: The machine sub-chromosome is filled in by randomly choosing ma-
chines i, i=1,..,m.  The initialization of the dispatching rules sub-chromosome is 
done by choosing randomly one among the following four rules: Early Due Date 
First, Shortest Processing Time First, Longest Processing Time First, Longest Re-
maining Processing Time First. 

• Crossover operator: This operator is applied with a certain probability in order to 
combine genes from two parent sub-chromosomes and create new children sub-

t

1

0

ijp~

2
ijp1

ijp

)(tµ

3
ijp
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chromosomes, taking care that machines are not duplicated in the machine sub-
chromosome [11]. 

• Mutation operator: A randomly chosen pair of genes exchange their positions in a 
sub-chromosome.  Mutation is applied independently in both sub-chromosomes. 

• Selection: A roulette-wheel-selection technique is used for selection of chromo-
somes to survive to the next iteration. The probability of a survival of the chromo-
some is proportional to its fitness.  

• Elitist strategy: In each generation, the best chromosome is automatically trans-
ferred to the next generation. 

• Fitness function: The genetic algorithm searches for the schedule with highest fit-
ness, where the fitness function is used to assess the quality of a given schedule 
within the population. The fitness function aggregates the Satisfaction Grade (SG) 
of two objectives. The satisfaction grades are calculated taking into consideration 
the completion times of the jobs. Fuzzy processing times of job operations imply 
fuzzy completion times of jobs.  The question arises how to compare a fuzzy com-
pletion time of a job with its fuzzy due date, i.e. how to calculate the likelihood that 
a job is tardy. Two approaches are investigated: (1) based on the possibility meas-
ure introduced by Dubois et al [5] and also used by Itoh et al [8] to handle tardy 
jobs in a job shop problem, and (2) based on the area of intersection introduced by 
Sakawa in [2]. 

1. The possibility measure ~
jC

π ( jd
~

) evaluates the possibility of a fuzzy event, jC
~

, 

occurring within the fuzzy set jd
~

[8]. It is used to measure the satisfaction grade of 

a fuzzy completion time TSG (
~

jC ) of job Jj:  

TSG (
~

jC )= ~
jC

π ( jd
~

)= sup min{ )t(~
jC

µ , )t(~
jd

µ }         j=1,..,n 
(4) 

where )t(~
jC

µ and )t(~
jd

µ  are the membership functions of fuzzy sets 
~

jC and 
~

jd re-

spectively. An example of a possibility measure of fuzzy set 
~

jC  with respect to fuzzy 

set 
~

jd is given in Fig.3. 

t

~

jd
~

jC

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ ~~

jj dCπ

0

1

1d 2d

µ(t)

 

Fig. 3. Satisfaction Grade of completion time using possibility measure 
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2. Area of Intersection measures the portion of jC
~

 that is completed by the due date 
~

jd  (Fig. 4). The satisfaction grade of a fuzzy completion time of job Jj is defined:  

 TSG (
~

jC )=(area jj dC
~~
∩ )/(area jC

~
) (5) 

t
1
jd 2

jd

1

0

jd
~

( )jCTSG
~

( )tµ

jC
~

 

Fig. 4. Satisfaction Grade of completion time using area of intersection 

The objectives given in (1) and (2) are transformed into the objectives to maximize 
their corresponding satisfaction grades: 

(1) Satisfaction grade of Average Tardiness: ATS =
n

1
∑
=

n

j
SGT

1
(

~
jC ) (6) 

(2) Satisfaction grade of number of tardy jobs: A parameter λ  is introduced such that 

a job jJ  j=1,…,n is considered to be tardy if TSG (
~

jC )≤λ, 0≤λ≤1. After calculating 

the number of tardy jobs nTardy, the satisfaction grade SNT is evaluated as:  

 SNT =
⎪⎩

⎪
⎨
⎧

>
<<−

=

''0
''0'')''(

01

nnTardyif
nnTardyifnnTardyn

nTardyif
 

n”= 15% of n, where n is the total number of jobs. 

(7) 

We investigate three different aggregation operators, which combine the satisfac-
tion grades of the objectives: 

1. Average of the satisfaction grades: F1=1/2 (SAT + SNT) 
2. Minimum of the satisfaction grades: F2=Min (SAT , SNT) 
3. Average Weighted Sum of the satisfaction grades: F3= 1/2 (w1SAT + w2SNT), where 

wk ∈[0,1], k=1,2, are normalized weights randomly chosen used in the GA and 
changed in every iteration in order to explore different areas of the search space 
[10]. 

Apart from handling imprecise and uncertain data, fuzzy sets and fuzzy logic en-
able multi-objective optimization in which multiple objectives that are non-
commensurable are simultaneously taken into consideration. In this problem, objec-
tives, the number of tardy jobs and the average tardiness of jobs are measured in dif-
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ferent units but have to be used simultaneously to assess the quality of schedules.. 
Values of objectives are mapped into satisfaction grades, which take values from [0,1] 
interval and can be combined in an overall satisfaction grade.  

4   Performance of the GA on Real- orld Data 

The developed GA algorithms were tested on real-world data collected at Sherwood 
Press over the period of three months denoted here by February, March and April.  
The load of each month is given in Table 1. 

Table 1. Datasets 

Month Number of Jobs Number of Operations 
February 64 214 
March 159 549 
April 39 109 

 
The experiments were run on a PC Pentium with 2 GHz and 512 MB of RAM, us-

ing Visual C++ .Net. The parameters used in the GAs are given in Table 2. 

Table 2. Genetic algorithm parameters 

Population size 50 
Length of the chromosome  2m, where m = number of machines 
Probability crossover 0.8 
Mutation crossover 0.3 
Termination condition 250 iterations 

4.1   Experiments with Different Values of λ 

The first sets of experiments are conducted with the aim of investigating what an ef-
fect changing the value λ  has on the solution. A higher value of λ leads to higher 
number of tardy jobs. This is illustrated in Fig. 5, in which two values are used for λ: 

λ =0.3 and λ =0.7. Let jJ  be a job with a fuzzy due date 
~

jd  that could complete at 

 

t

jd
~ '~

jC

( )jdjC
~~π

7.0=λ

3.0=λ

''~
jC '''~

jC( )tµ

 

Fig. 5. Assessment of job tardiness with different completion times and values of λ 

W
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~
'
jC , 

~
''
jC or 

~
'''

jC : If it completes at 
~
'jC , then ~

jC
π (

~
jd ) ≥ 0.7; therefore, jJ  is not 

tardy for both λ=0.3 & λ=0.7. If job jJ  completes at 
~

''
jC , it is tardy if λ=0.7 and not 

tardy if λ=0.3. If it completes at 
~

'''
jC , jJ  is tardy for both λ=0.3 & 0.7.  

As an illustration, Fig. 6 shows the satisfaction grades of the objectives obtained on 
the March data, where the aggregation operator Average is used together with the 
possibility measure to determine tardy jobs. It can be seen that, SNT converges to a 
higher value (SNT =0.54) faster when λ=0.3 then when λ=0.7.   
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Fig. 6. The convergence of the values of objectives for different λ values 

4.2   Experiments with Different Variations of the Genetic Algorithm 

Six different variations of the genetic algorithm were developed at λ =0.7, with differ-
ent approaches to determine tardy jobs, using possibility measure (Pos) and area of in-
tersection (Area), and different aggregation operators, using Average, Min and 
WSum. For illustration purposes, results obtained on March data set running the dif-
ferent GA variations 20 times each are given in Table 3. The data in column FF shows 
the best/average value of the Fitness Function; of course, these values cannot be com-
pared due to the difference in the nature of the aggregation operators. The columns 
SNT and SAT show the corresponding best/average values of satisfaction grades of the 
objective functions, while CNT shows the corresponding values of the objective func-
tion of number of tardy jobs. However, three different aggregation operators enable 
the decision maker to express his/her preferences. Average aggregation operator al-
lows compensation for a bad value of one objective, namely a higher satisfaction 
grade of one objective can compensate, to a certain extent, for a lower satisfaction 
grade of another objective.  On the contrary, Minimum operator is non-compensatory, 
which means that the solution with a bad performance with respect to one objective 
will not be highly evaluated no matter how good is its performance with respect to 
another objective.   
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The possibility measure reflects more optimistic attitude to the jobs’ tardiness 
than the area of intersection because the former measure considers the highest point of 
intersection of the two fuzzy sets regardless of their overall dimensions, while the area 
of intersection considers the proportion of the fuzzy completion time that falls within 
the fuzzy due date. 

Table 3. Best and average values of satisfaction grades 

Variations of GA FF SAT SNT CNT 
AverageArea 0.641/0.62 0.911/0.908 0.371/0.331 14/15 
MinArea 0.371/0.264 0.904/0.893 0.371/0.264 14/17 

     WSumArea 0.43/0.415 0.907/0.893 0.371/0.26 14/17 
AveragePos 0.69/0.66 0.923/0.913 0.455/0.41 12/13 
MinPos 0.455/0.342 0.914/0.903 0.455/0.342 12/15 
WSumPos 0.435/0.425 0.919/0.902 0.455/0.316 12/15 

5   Conclusion 

This paper deals with a multi-objective fuzzy job shop scheduling problem, where un-
certain processing times and due dates are represented by fuzzy sets. The objectives 
considered are average tardiness and the number of tardy jobs. Six variations of the 
genetic algorithm are developed combining three aggregation operators for objectives 
and two different methods to determine tardiness of jobs. The results obtained high-
light the differences of these aggregation operators in terms of compensation of objec-
tives and the influence of the parameter λ in expressing an attitude toward the tardi-
ness of jobs. 

Our future research work will be focused on investigation of splitting jobs into 
lots and combining two or more jobs to be processed at the same time on the machine 
and processing different jobs of the same category, one after the other to reduce cost 
of set-up times. 
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Abstract. In this paper, we focus on engineering Pareto−optimal dig-
ital circuits given the expected input/output behaviour with a minimal
design effort. The design objectives to be minimised are: hardware area,
response time and power consumption. We do so using the Strength
Pareto Evolutionary Algorithms. The performance and the quality of
the circuit evolved for some benchmarks are presented then compared
to those of single objective genetic algorithms as well as to the circuits
obtained by human designers.

1 Introduction

Digital circuit design is a well-established area with a variety of on-the-shelf
design methods and techniques. These tools, however, worry only about fulfilling
the expected input/output behaviour of the circuit with the exception of some of
them, which allow engineering circuits of relatively reduced size, i.e. the number
of gate used. With the latter, the designer counterpart is a considerable designing
effort.

The problem of interest consists of how can one design optimal circuits that
implement a given input/output behaviour without much designing effort. The
obtained circuits are expected to be minimal in terms of space, time and power
requirements: The circuits must be compact i.e. uses a reduced number of gates,
efficient, i.e. produces the output in a short time and easy or not demanding, i.e.
consumes little power. The response time and power consumption of a circuit
depends on the number and the complexity of the gates forming the longest path
in it. The complexity of a gate depends solely on the number of its inputs. Fur-
thermore, the design should take advantage of the all the kind of gates available
on reconfigurable chip of field programmable gate array (FPGAs).

In this work, we design innovative and efficient evolutionary digital circuits.
Circuit evaluation is based on their possible implementation using CMOS tech-
nology [2]. The produced circuits are balanced i.e., the trade-off between the
required hardware area, the propagation time of the circuit output signals and
the power consumption is the best. We do so using multi-objective evolutionary
optimisation. We exploit the Strength Pareto Evolutionary Algorithm (SPEA)
presented in [1]. SPEA is the most recent and efficient multi-objective evolution-
ary algorithm [5].

M. Ali and F. Esposito (Eds.): IEA/AIE 2005, LNAI 3533, pp. 534–543, 2005.
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The rest of this paper is organised in five sections. First, in Section 2, we
define multi-objective evolutionary hardware and introduce the characteristics
of the basic components allowed. Subsequently, in Section 3, we present the
multi-objective evolutionary algorithm used to perform the evolution i.e., the
strength Pareto evolutionary algorithm [1]. Thereafter, in Section 4, we describe
the circuit encoding and the genetic operator used followed with the definition
and implementation of the circuit fitness evaluation with respect to all three
considered objective. Then, in Section 5, we evaluate the performance of the
evolutionary process and assess the quality of the evolved Pareto-optimal digital
circuits. Also, we compare the area, time and power requirements to those of
circuit designs engineered by human designers and single objective genetic algo-
rithm. Last but not least, in Section 6, we summarise the content of the paper
and draw some useful conclusions.

2 Principles of Multi-objective Evolutionary Hardware

Evolutionary hardware consists simply of hardware whose design was evolved us-
ing genetic algorithms, wherein individuals represent circuit designs. In general,
evolutionary hardware designs offer a mechanism to get a computer to provide a
design of circuit without being told exactly how to do it. In short, it allows one
to automatically create circuits. It does so based on a high level statement of
the constraints the yielded circuit must respect. The input/output behaviour of
the expected circuit is generally considered as an omnipresent constraint. Fur-
thermore, the generated circuit should have a minimal size, minimal response
time or minimal power consumption. However, this is the case in single objective
evolutionary computation. Throughout the paper, we assume that CB be the set
of all possible circuits that implement a given input/output behaviour CB.

Starting form random set of circuit designs, which is generally called initial
population, evolutionary hardware design breeds a population of designs through
a series of steps, called generations, using the Darwinian principle of natural
selection. Circuits are selected based on how much they adhere to the specified
constraints. Fitter individuals are selected, recombined to produce off-springs
which in turn should suffer some mutations. Such off-springs are then used to
populate of the next generation. This process is iterated until a circuit design that
obeys to all prescribed constraints is encountered within the current population.

Each circuit within the population is assigned a value, generally called fitness.
A circuit design is fit if and only if it satisfies the imposed input/output be-
haviour. In single objective optimisation, a circuit design is considered fitter
than another if and only if it has a smaller size, shorter response or consumes less
power, depending of the optimisation objective size, time or power consumption
minimisation respectively. In multi-objective optimisation, however, the concept
of fitness is not that obvious. It is extremely rare that a single design optimises
all objectives simultaneously. Instead, there normally exist several designs that
provide the same balance, compromise or trade-off with respect to the problem
objectives.
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Table 1. Node operators together with the corresponding size and delay

Name Symbol Gate Delay Name Symbol Gate Delay

not − 1 0.0625 nand � 1 0.1300
and · 2 0.2090 nor ∓ 1 0.1560
or + 2 0.2160 xnor � 3 0.2110
xor ⊕ 3 0.2120 mux [ ] 3 0.2120

A circuit C1 ∈ CB dominates another circuit C2 ∈ CB, denoted by C1 � C2

(interchangeably C2 is dominated by C1) if and only if C1 is no worse than C2,
i.e. area(C1) ≤ area(C2), time(C1) ≤ time(C2) and power(C1) ≤ power(C2),
and C1 is strictly better than C2 in at least one objective, i.e. area(C1) <
area(C2), time(C1) < time(C2) or power(C1) < power(C2). Otherwise, C1 does
not dominate C2 (interchangeably C2 is not dominated by C1).

The usual interpretation of the term optimum in multi-objective optimisation
is the Pareto optimum that was first proposed by Francis Y. Edgeworth [6] and
later generalised by Vilfredo Pareto [7]. A circuit C ∈ CB is Pareto-optimal if
and only if there exists no other circuit C ′ ∈ CB such that C ′ dominates C.

Both in single and multi-objective optimisation, an important aspect of evo-
lutionary hardware design is thus to provide a way to evaluate the adherence of
evolved circuits to the imposed constraints as well as the corresponding quality.
First of all, the evolved circuit design must fulfil the input/output behaviour,
which is given in a tabular form of expected results given the inputs. This is
the truth table of the expected circuit. Second, the circuit must Pareto-optimal.
This constraint allows us to yield digital circuits with optimal trade-offs regard-
ing area, time and power consumption.

We estimate the necessary area for a given circuit using the concept of gate
equivalent. This is the basic unit of measure for digital circuit area complexity
[2]. It is based upon the number of logic gates that should be interconnected
to perform the same input/output behaviour. This measure is more accurate
that the simple number of gates [2]. For response time estimation purposes, the
circuit is viewed as a pipeline. Each stage in this pipeline includes a set of gates.
We approximate the propagation delay of the output signals by the maximum
delay imposed by the pipeline. The number of gate equivalent and output signal
propagation delay for each kind of gate are given in Table 1. The data were
taken form [2]. Note that only 2-input gates not, and, or, xor, nand, nor,
xnor and 2:1-mux are allowed. The power consumption of a circuit is computed
using a rough estimation of the circuit switching activity [3, 4]. Details of how
the multiple objectives of the optimisation are evaluated are given in Section 4.

3 SPEA: Strength Pareto Evolutionary Algorithms

In single-objective optimisation, the concept of optimality is clear. The optimal
solution is the one that satisfies all the imposed constraints and optimise the
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unique objective. In multi-objective optimisation, however, that concept is not
that obvious. In the section, we give the necessary definitions and the inher-
ent terminology to formalise the concept of optimality within a multi-objective
optimisation problem.

The strength Pareto evolutionary algorithm (SPEA) was proposed by Zitzler
and Thiele [1]. It uses the Pareto dominance to preserve the population diver-
sity. Besides the generational population, it maintains an external continuously
updated population. This population is kept up-to-date with evolved solutions
that are non-dominated within the generational population. When the number
of non-dominated solutions, which are stored externally, exceeds a pre-specified
size, a clustering is applied to prune the population. The fitness evaluation of in-
dividuals is done considering only the individuals of the the external population.
The individuals selected to participate of the reproduction process are drawn
from both the generational and external populations. SPEA applies a new shar-
ing method to compute the fitness of individuals that appear in the same niche.
The SPEA proceeds as described in Algorithms 1.

Algorithm 1. SPEA procedure
Input. Tournament size Tsize and generation number Gsize
Output. Pareto set S
1. Initialise(P ); generation := 1; S := ∅;
2. do
3. S := {C|∃/D ∈ P, C � D}; S := S \ {C|∃D ∈ S, D � C};
4. if |S| < Tsize then Prune(S);
5. Fitness(P, S); generation := generation + 1;
6. Mutation(Crossover(Select(P, S, Tsize)));
7. while generation �= Gsize;
8. return S;
end.

In Algorithm 2, function Initialise(P ) allows the building of an initial pop-
ulation in P , function Prune(S, Psize) prunes the Pareto set S reducing its size
down to Psize. It does so using a clustering procedure, which is explained later
in this section and function Fitness(P, S) computes the fitness of the individuals
in P and S. The tournament selection is used.

The clustering performed by SPEA uses cluster analysis [8]. This computation
is described in Algorithm 2. In this algorithm, ∆l1,l2 represents the distance
between clusters l1 and l2, which is computed as the average distance between
all the possible pairs of individuals across the two clusters. The measure δi,j is
the Euclidean distance between individuals i and j [9]. The computation in line
7 of the clustering algorithm allows the construction of the reduced Pareto set
by selecting from each cluster a representative individual, i.e. that with minimal
average distance to all other individuals within the cluster.

A central concept to the way SPEA evaluates individual fitness consists of
the so-called individual strength. This is defined only for the individuals that
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are part of the Pareto set (external population). The strength of an Circuit C
in the Pareto set P is the non-negative real number in [0,1), proportional to
the number of individuals in P that are dominated by C. We denote circuit C’s
strength by θC [1].

Algorithm 2. SPEA clustering procedure - Prune
Input. Pareto set S, tagret size Psize
Output. Pruned Pareto set P
1. L :=

⋃

s∈S

{{s}}; P := ∅;
2. while |L| > Psize do
3. for each pair of clusters (l1, l2) ∈ L × L do
4. ∆l1,l2 := 1

|l1|×|l2| ×
∑

(s1,s2)∈l1×l2
δs1,s2 ;

5. L = L \ {l1, l2} ∪ {l1 ∪ l2} where ∆l1,l2 = min(x,y)∈L×L ∆x,y;
6. for each cluster l ∈ L do

7. P := P ∪ {s} where
∑

x∈l
δx,s

|l| = miny∈l

(∑
z∈l

δy,z

|l|

)

;

8. return P ;
end.

The fitness evaluation in SPEA is computed for all the individuals includ-
ing those in the generational and Pareto set. There is a difference, however.
The individuals in the external population are ranked using the correspond-
ing strength while those that belong to the generational population are given a
specific fitness value instead. The fitness of an individual is obtained summing
up the strengths of all the individuals in the Pareto set that dominates it and
adding 1 so that solutions in the external population will always have a better
fitness. This is because we assume a minimisation problem and so individuals
with smaller fitness are better. The fitness function is described in Algorithm 3.

Algorithm 3. SPEA fitness evaluation procedure - fitness
Input. Population P , Pareto set S
Output. Fitness measure of individuals Fitness
1. for each individual C ∈ S do F [C] := θC ;
2. for each individual C ∈ P do
3. Fitness[C] := 1;
4. for each individual D ∈ S|D � C do Fitness[C] := Fitness[C] + θD;
5. Fitness[C] := Fitness[C] + 1;
6. return F ;
end.

4 Evolving Pareto-Optimal Digital Circuits

In general, two main important concepts are crucial to any evolutionary compu-
tation: individual encoding and fitness evaluation. In evolutionary multi-objective
optimisation, individual fitness is understood as its dominance regarding the so-



Pareto-Optimal Hardware for Digital Circuits Using SPEA 539

lutions of the pool. Considering Definition 1 and Definition 2, one needs to know
how to appreciate the solutions with respect to each one of the multiple ob-
jectives. So In the section, we concentrate on these two aspects for evolving
Pareto-optimal digital circuits.

4.1 Circuit Encoding and Genetic Operators

We encode circuit schematics using a matrix of cells that may be interconnected.
A cell may or may not involved in the circuit schematics. A cell consists of two
inputs or three in the case of a MUX, a logical gate and a single output. A cell
may draw its input signals from the output signals of gates of previous rows. The
gates includes in the first row draw their inputs from the circuit global input
signal or their complements. The circuit global output signals are the output
signals of the gates in the last raw of the matrix.

Crossover of circuit schematics, as for specification crossover, is implemented
using a variable four-point crossover. The mutation operator can act on two
different levels: gate mutation or route mutation. In the first case, a cell is ran-
domised and the corresponding gate changed. When a 2-input gate is altered
by another 2-input gate, the mutation is thus completed. However, when a 2-
input gate is changed to a 3-input gate (i.e. to a mux), the mutation operator
randomise an additional signal among those allowed (i.e. all the input signals,
their complements and all the output signals of the cells in the rows previous).
Finally, when a mux is mutated to a 2-input gate, the selection signal is simply
eliminated. The second case, which consists of route mutation is quite simple. As
before, a cell is randomised and one of its input signals is chosen randomly and
mutated using another allowed signal. (For more details on the genetic operators
used see [10].)

4.2 Circuit Evaluation

As introduced, we aim at evolving Pareto-optimal digital circuit regarding four
objectives: soundness, hardware area, response time and power dissipation.

In order to appreciate the qualities of an evolved circuit with respect to
the optimisation objectives, let C be a digital circuit that uses a subset (or
the complete set) of the gates given in Table 1. Let Gates(C) be a function that
returns the set of all gates of C. On the other hand, let V alue(T ) be the Boolean
value that C propagates for the input Boolean vector T assuming that the size
of T coincides with the number of input signal required for C.

The soundness of circuit C is evaluated as described in (1), wherein X rep-
resents the input values of the input signals while Y represents the expected
output values of the output signals of C, n denotes the number of output signals
that C has. Function Soundness allows us to determine how much an evolved
circuit adheres to the prescribed input/output behaviour. For each difference be-
tween the evolved circuit output values and the expected output signals, penalty
ξ is accumulated. Note that the smaller the returned value the sounder is the
considered circuit. Thus, for sound circuits (i.e. those that implement the speci-
fied input/output behaviour), function soundness returns 0. Note that objective
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soundness is not negotiable, i.e. only sound individuals are considered as solu-
tions.

Soudness(C) =
n∑

j=1

⎛

⎝
∑

i|V alue(Xi)�=Yi,j

ξ

⎞

⎠ (1)

The hardware area required for the implementation of circuit C is evaluated
as described in (2), wherein function Gates(C) returns the set of all gates of
circuit C while function GateEquiv(g) provides the number of gate equivalent
to implement gate g.

Area(C) =
∑

g∈Gates(C)

GateEquiv(g) (2)

The response time of circuit C is given in (3), wherein Levels(C) be a function
that returns the set of gates of C grouped by level. Levels are ordered. Notice
that the number of levels of a circuit coincides with the cardinality of the list
expected from function Levels. Function Delay returns the propagation delay
of a given gate as shown in Table 1.

Time(C) =
∑

l∈Levels(C)

max
g∈l

Delay(g) (3)

Unlike soundness, area and response time, the evaluation of the dissipated
power by a given digital circuit is not simple as it depends on the values of the
input signals. Several estimation model were elaborated [4]. The average power
dissipation for a digital circuit C is given in (4), wherein Vdd is the supply voltage,
T is the global clock period, Transitions(g) represents the times the output of
gate g switches from 0 to 1 and vice versa and Capacitance(g) represents the
output or load capacitance of gate g.

Poweravg(C) =
V 2

dd

2 × T
×

∑

g∈Gates(C)

(|Transitions(g)| × Capacitance(g)) (4)

In the (4), the first term of the product is the same for all circuits so can be
discarded. Thus the average power can be represented by the summation term.
The Switching activity at gate g, which determines Transition(g), depends on
the input signal changes. To avoid this dependency, we enumerate all possible
transition times for each gate. A gate output switches each time one of its input
signals switch.

For a two-input gate g, if its input signals switch at times {t11, t21 . . . , tm1 } and
{t12, t22 . . . , tn2} respectively, then the output signal of gate g will switch at times
{t11 + Delay(g), . . . , tm1 + Delay(g)} ∪ {t12 + Delay(g), . . . , tn2 + Delay(g)}. Note
that the primary inputs are supposed to switch only once during a given cycle
period. So assuming that these input signals all switch at time 0, consequently
gate g at the first level of the circuit will switch only once at time Delay(g). For
the sake of practicality and without loss of generality, we assume that the load



Pareto-Optimal Hardware for Digital Circuits Using SPEA 541

capacitance of a gate by the corresponding number of fanouts. Also, we ignore
the first factor in (4) as it is the same for all circuits.

5 Performance Results

In this section, we compare the Pareto-optimal evolutionary circuits yield by our
multi-objective optimisation to those designed by a human as well as to those
evolved by single objective genetic algorithms [11]. Here, we use four benchmarks
and the symbol of Table 1.

Both the first and second benchmarks need a 4-bit input signal X = 〈x3x2x1x0〉
and yield a single-bit output signal Y . The third and fourth benchmarks also
requires a 4-bit input signal X but the respective circuits propagate a 4-bit and
3-bit output signal respectively. The truth tables of the four benchmarks are
summarised in Table 2 below. Note that the fourth benchmark is a simple 2-bit
multiplier of X = 〈x3x2〉 times Y = 〈x1x0〉. (The notation of the input signals is
purely for space sake!) For the first benchmark, we were able to evolve several

Table 2. Truth tables of the used benchmarks

Input 1nd 2rd 3th Benchmark 4th Benchmark

x3 x2 x1 x0 y(1) y(2) y
(3)
3 y

(3)
2 y

(3)
1 y

(3)
0 y

(4)
2 y

(4)
1 y

(4)
0

0 0 0 0 1 1 0 0 0 0 1 0 0
0 0 0 1 1 0 0 0 0 0 0 1 0
0 0 1 0 0 1 0 0 0 0 0 1 0
0 0 1 1 1 0 0 0 0 0 0 1 0
0 1 0 0 0 1 0 0 0 0 0 0 1
0 1 0 1 0 0 0 0 0 1 1 0 0
0 1 1 0 1 1 0 0 1 0 0 1 0
0 1 1 1 1 1 0 0 1 1 0 1 0
1 0 0 0 1 1 0 0 0 0 0 0 1
1 0 0 1 0 1 0 1 0 0 0 0 1
1 1 1 0 1 1 0 1 1 0 1 0 0
1 0 1 1 0 0 0 1 1 0 0 1 0
1 0 0 0 0 0 0 0 0 0 0 0 1
1 1 0 1 1 1 0 0 1 1 0 0 1
1 1 1 0 0 1 0 1 1 0 0 0 1
1 1 1 1 0 1 1 0 0 1 1 0 0

Pareto-optimal digital circuits. The specifications of one of these circuits is given
by the signal assignment of (5). The characteristics (i.e. area, time and power)
of the circuit are (13, 0.783, 11).

y(1) ⇐= ((x2 · x3) · x0) � ((x1 � x2) ∓ (x2 + x3)) (5)

For the second benchmark, as for the first one, we were able to evolve several
Pareto-optimal digital circuits. The specifications of one of these circuits is given
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by the signal assignments of (6). The characteristics (i.e. area, time and power)
of the circuit are (9, 0.639, 7).

y(2) ⇐= [x0 � x3, x1, x2] + (x1 ∓ x3) (6)

For the third benchmark, we were also able to evolve several Pareto-optimal
digital circuits. The specifications of one of these circuits is given by the signal
assignments of (7). The characteristics (i.e. area, time and power) of the circuit
are (16, 0.425, 13).

y
(3)
3 ⇐= (x2 · x0) · (x3 · x1)

y
(3)
2 ⇐= (x3 · x1) · (x0  x2)

y
(3)
1 ⇐= (x3  x0) ⊕ (x2  x1)

y
(3)
0 ⇐= (x2 · x0) + x0

(7)

For the fourth benchmark, we evolved several Pareto-optimal digital circuits.
The specifications of one of these circuits is given by the signal assignments of
(8). The characteristics (i.e. area, time and power) of the circuit are (17, 0.685,
12).

y
(4)
2 ⇐= (x0 + x2) · ((x0 + x2)  (x1  x3))

y
(4)
1 ⇐= (x0 + x2) · ((x0 + x2)  (x1 + x3))

y
(4)
0 ⇐= ((x0 + x2)  (x1  x3)) ∓ ((x0 + x2)  (x1 + x3))

(8)

Fig. 1. Graphical comparison of the area×delay×power factor for the three methods

Figure 1 shows a comparison between the fittest circuits engineered by a
human designer, Coello’s genetic algorithm and our genetic algorithm, which is
based on genetic programming. In this figure, POH stands for Pareto-Optimal
Hardware, CGA for Coello Genetic Algorithm and CDM for Conventional Design
Methods. We observed that big majority of the circuits we evolved dominate
Coello’s and the conventionally designed ones. Furthermore, the remaining cir-
cuits are not dominated neither by Coello’s nor by the conventionally designed
ones.
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6 Conclusion

In this paper, we designed Pareto-optimal innovative evolutionary digital cir-
cuits. The produced circuits are balanced in the sense that they exhibit the best
trade-off between the required hardware area, propagation time of output sig-
nals and power dissipation. We did so exploiting the strength Pareto evolutionary
algorithm which is the most recent and efficient multi-objective evolutionary al-
gorithm. The Pareto-optimal circuits obtained for a set of benchmarks present
the best area × time × power factor when compared to both circuits that were
designed using conventional methods as well as to those genetically evolved by
Coello’s in [11]. The big majority of the circuits we evolved dominates the ones
that were compared with and the rest is not dominated by neither of the cir-
cuits in comparison. A future work consists in performing a massive evolution
for the used benchmarks which should yield all Pareto-optimal circuits for each
benchmark. This would allow us to identify the Pareto fronts and its 3D repre-
sentations.
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Abstract. This paper describes the application of a genetic algorithm to nearest-
neighbour based imputation of sample data into a census data dataset.  The 
genetic algorithm optimises the selection and weights of variables used for 
measuring distance.  The results show that the measure of fit can be improved 
by selecting imputation variables using a genetic algorithm. The percentage of 
variance explained in the goal variables increases compared to a simple 
selection of imputation variables. This quantitative approach to the selection of 
imputation variables does not deny the importance of expertise. Human 
expertise is still essential in defining the optional set of imputation variables. 

1   Introduction 

All member states of the European Union run a Farm Accountancy Data Network 
(FADN). An FADN is a system for collecting data about financial position, financial 
results, technical structure, environmental data, labour, etcetera, on a sample of farms. 
The sample is drawn from an agriculture census containing data such as land use, 
livestock, and labour force. The sample is designed to minimise the standard error of 
some important variables on a national aggregation level. However, many research 
and policy questions apply to smaller regions or branches of agriculture. 

Data fusion based on nearest neighbour approximation is a promising technique for 
small area estimation. The census gives data about land use, livestock, and labour 
force for each farm in the small area. The missing data about financial results, 
environmental data, etcetera, can be imputed from FADN sample farms selected from 
a larger area. The distance in terms of some variables known in both census and 
sample is the criterion for matching sample records to census farms. An example of 
this approach can be found in [1]. 

Determining optimal variables for distance measurement is a general problem in 
nearest neighbour classification. [2] introduces the application of genetic algorithms 
to select morphological features for the classification of images of granite rocks. The 
conclusion drawn there is that using only 3 out of 117 candidate features for distance 
measurement gives best recognition performance. This result confirms experience 
from application of agriculture data: adding more features to measure distance does 
not always improve the approximation. This paper reports the application of a genetic 
algorithm for optimisation of feature selection and feature weight for nearest 
neighbour selection to small area estimation in agricultural statistics. 
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2   Description of Datasets and Method 

Datasets extracted from the Dutch agriculture census 1999 and the Dutch FADN 
sample 1999 were used for the experiments. The dataset selected from the census 
contains the variables listed below for N=26626 specialised dairy farms. 
 

Total area (ha) Farmer’s age Cows per ha Ec size poultry Nr of chicken 
Farm type  Grassland area Economic size Nr of breedpigs Nr of cattle 
Region Feed crops area Ec size pigs Nr of fatting pigs Labour force(fte) 
County Nr of dairy cows Ec size cows Nr of peepers  

 

The sample dataset contains the variables listed above as well as the variables 
listed below for n=395 dairy farms. 

 

N supply N cattle Cost fertilizer Total cost Entrepr. income 
N manure N products Cost petrol Net farm result Family farm inc. 
N fertilizer N residue Cost petroleum Labour result Total income 
N concentrates Cost pesticides Cost diesel Nr entrepren.s Savings 
N feed Cost energy Use diesel Net result Investments 
N removal Cost manure Total revenue Labour result f  

 

Into each record of the census, data were imputed from the sample record with 
minimal Euclidean distance dE over a weighted selection of the census variables. 
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where wi denotes the user-specified weight of the i-th out of j imputation variables 
and xi and yi denote standardised values of the i-th imputation variable in the census 
and the sample, respectively. 

The quality of the approximation for some goal variable can be estimated by leave-
one-out cross-validation [3]. For this purpose we impute into each sample record from 
the nearest different sample record and compute the coefficient of determination R2. 
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where ygi denotes the original value of the g-th goal variable of the i-th sample record 
and zgi denotes its imputed value. 

A genetic algorithm using leave-one-out-R2 as a fitness function was applied to 
optimize the selection of distance variables and weight, configured as follows: 

 

Initialisation At random 
Population size 10 
Parent selection Select two at random 
Recombination mechanism One-point crossover 
Recombination probability 100% 
Mutation mechanism Randomly reinitialize with 10% probability 
Mutation probability 100% 
Number of offspring 10 
Survivor selection Best of merged population and offspring 
Termination After 100 generations 
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3   Experimental Results and Conclusion 

Table 1 shows that there is no single optimal configuration for approximation of a set 
of variables. However, this type of table is very useful for a researcher selecting the 
imputation variables for a particular research project. The researcher can judge the 
importance of the goal variables for the project and can use his expert knowledge 
about relations between variables in order to select a good set of imputation variables. 

The pattern of selected imputation variables differs across goal variables, although 
some imputation variables are selected more frequently than others. The last row of 
Table 1 gives the frequencies of selection in the optimisation. One might be tempted 
to use the frequencies for selection of imputation variables. However, tests show that 
combining most frequently selected variables decreases quality of approximation for 
individual goal variables, and does not necessarily result in a better estimate.  

The results of the research reported in this paper show that the measure of fit can 
be improved by selecting variables with help of a genetic algorithm. The percentage 
of variance explained in the goal variables increases compared to intuitive selection of 
imputation variables. The example also illustrates that the optimal estimation of 
different goal variables requires the selection of different sets of imputation variables. 

The quantitative approach to the selection of imputation variables does not deny 
the importance of expertise. Human expertise is still essential in defining the optional 
set of imputation variables. Furthermore the human expert should judge the face 
validity of the results in order to guarantee the acceptance of the outcomes.  

Table 1. Optimal combination of imputation variables for distance measurement for some goal 
variables (Euclidean distance, all variables having equal weight) 

Goal variable R2 Use census variable for distance (1) or not (0) 
N supply 0.67 0  0  1  0  0  0  0  1  0  1  1  1  0  0  1  0  1  0  1 
N manure 0.77 0  0  1  0  0  0  1  0  0  1  0  1  0  0  1  1  0  0  0 
N fertilizer 0.75 0  1  0  0  1  0  0  0  0  1  0  0  1  0  0  0  1  0  0 
N feed 0.46 1  0  1  0  1  0  0  1  0  1  0  1  0  1  0  0  0  0  1 
N residue 0.72 0  0  1  0  1  0  1  0  0  1  0  1  0  0  0  0  0  0  0 
Total cost 0.71 0  0  0  0  1  0  1  1  0  1  1  1  0  0  0  0  0  0  1 
Net farm result 0.41 1  0  0  0  0  1  0  0  0  1  0  0  0  0  1  0  1  1  0 
Family farm income 0.43 0  0  1  1  0  0  0  1  0  1  0  0  0  0  1  0  0  0  0  
Savings 0.43 0  0  1  1  1  1  1  1  1  0  0  1  0  0  0  0  0  1  1  
Investments 0.42 1  0  0  0  1  0  0  1  0  1  1  0  0  1  0  0  0  0  1 

Frequency 3  1  6  2  6  2  4  6  1  9  3  6  1  2  4  1  3  2  5 

References 

1. H.C.J.Vrolijk, STARS: statistics for regional studies. In: K.J.Poppe (Ed.), Proc. of Pacioli 11 
New roads for farm accounting and FADN, LEI, The Hague, 2004, ISBN 90-5242-878-6. 

2. V.Ramos, F.Muge, Less is More: Genetic Optimisation of Nearest Neighbour Classifiers. In: 
F.Muge, C.Pinto, M.Piedade (ed), Proc. of RecPad’98 , Lisbon, 1998, ISBN 972-97711-0-3. 

3. M.Stone, Cross-validatory choice and assessment of statistical predictions. Journal of the 
Royal Statistical Society, Vol.B, 36, pp.111-147, 1974. 



Applying Genetic Algorithms for Production
Scheduling and Resource Allocation. Special
Case: A Small Size Manufacturing Company

A. Ricardo Contreras, C. Virginia Valero, and J.M. Angélica Pinninghoff
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Abstract. This paper describes a Genetic Algorithm approach to solve
a task scheduling problem at a small size manufacturing company. The
operational solution must fulfill two basic requirements: low cost and
usability. The proposal was implemented and results obtained with the
system lead to better results compared to previous and non-computerized
solutions.

1 Introduction

Small companies are not generally able to invest in extensive computing resources
and in these cases planning is typically a non-computerized activity. The core
idea of this work is to model a low cost computer-aided solution keeping in mind
the idea of portability. The hypothesis here is that it is possible to obtain good
results for small productive companies and that the experience can be replicated
by similar companies. In this work we are operating under the assumption that
pure genetic algorithms can give rise to good solutions, and that those solutions
could be improved later, and because of this we suggest direct constraint handling
[2]. Once the genetic algorithm gives a feasible solution, the next step is to
improve this solution by exploring a bounded space through tabu search. Tabu
search is a meta-heuristic that guides a local heuristic search procedure to explore
the solution space beyond local optimality [1]. The local procedure is a search
that uses an operation called move to define the neighborhood of any given
solution [3], [4].

2 The Problem

In this experiment we have chosen a small foundry. This company does not
handle inventory systems and products are produced on demand for customers.
The production line has six stages and there is an expert in charge of daily
production planning. The expert is a production chief and decisions he makes
are based only on his own experience. In figure 1 we show the production line.
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A product remains at a given stage a variable time, depending on many
factors (basically physical features), and operations that are to be accomplished
at each stage depend on human and/or machine resources. The most crucial stage
is Fusion, which encompasses Molding and Shoot Blasting. This stage is always
done on site. For other stages it may be possible to outsource if an excessive
workload occurs.

Fig. 1. Production line

Purchase orders (PO) are the core element of production planning. A pur-
chase order contains a key, customer data, product data as well as specifying
the necessary production processes, costs and delivery dates. Each order could
contain from one to n products, each product having a variable quantity of com-
ponent parts. Planning is focused on obtaining the optimal yield of the critical
resource (alloy) as well as completing the PO in the shortest possible time.

3 The Proposal

The core idea is to generate an optimal production plan for m purchase orders,
each one of them having from 1 to n products (with p parts) all of them having
the same material (alloy). The purchase order specifies the different stages each
product must go through and the estimated time to complete each stage. Solution
is represented as a complete population in which manufacturing time is minimal.
The population consists of a set of products and the associated resources for
each production stage, having one product as a minimum. This product can be
produced in one production stage (minimum), some of the stages or all of them.

The chromosome is defined as the minimal unit for considering all the prod-
ucts, always having the same size, as a means to facilitate crossover, containing k
production stages; if a particular stage is not required for a specific product, the
processing time for this stage is zero. Each production stage, is associated with
a corresponding resource (i.e. for stage 1 only type 1 resources are considered).

The model was implemented considering the particular constraints the com-
pany imposes, trying to obtain a portable solution for applying to similar com-
panies. In doing so, a special module was created to configure general parameters
as resources, capabilities and so on. Once the genetic algorithm gives a feasible
solution, the next step is try to improve this solution by exploring a bounded
space through tabu search, in which case, only short term adaptive memory
is used, because we are interested in the neighborhood related to the selected
solution and not to explore new neighborhoods.
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4 Solution Using Genetic Algorithms

By considering a pure genetic treatment, a simple crossover is accomplished
based on resources. Mutation is not a valid alternative at this developmental
stage, because a change in a chromosome should lead to a non valid plan.

Initial population generation is created in a deterministic fashion. The num-
ber of chromosomes is determined by the quantity of products to be manufac-
tured, one chromosome per product.

In general, when working with genetic algorithms we have a population of
individuals and the objective is to evaluate each one of these individuals to select
the best of them. In our case, although individual evaluation is important, we
need to evaluate the whole population because it represents company planning.
In particular, we are interested in finding the optimal makespan which is defined
as the time in which the last product finished its manufacturing process. So,
fitness for the population is defined as follows:

Fitness(P (t)) = max{tf (Xt
1n), ...tf (Xt

kn)} − min{ti(Xt
11), ...ti(X

t
k1)}

Where max{tf (Xt
1n), ..., tf (Xt

kn)} apply on the ending time for the last pro-
ductive stage; min{ti(Xt

11), ...ti(X
t
k1)}, apply for the initial time of the first

production stage. In this way we get an integer number representing time units
(minutes) allowing us to compare two different populations.

The general parameters are number of generations 2500; roulette wheel is the
selection technique, crossover percentage is 75, and mutation doesn’t apply.

Once the genetic algorithm generates a feasible solution, a new heuristic is
implemented to verify if it is possible to obtain an improved result. The selected
heuristic is Tabu Search and the analyzed neighborhood for the solution considers
the following parameters: Move is resource exchange; Tabu list size is 10; number
of neighbors generated is 30% of total products; general depth is 50; partial depth
is 50% of General depth; stopping rule is a solution better than the GA solution
is found; and finally, aspiration criteria is: if neighbor fitness is better that actual
best fitness, removes configuration from tabu list.

5 Tests and Results

To analyze the system performance a small family test consisting of 15 products
was considered, with each product having a variable number of component parts
(up to 200). The system was able to find, in 50% of considered situations, better
results than obtained in an experts initial planning.

For different crossover percentages the best value is always reached, but the
frequency of the best value appears to be variable.

By considering tabu search, given a pure genetic algorithm solution, and
considering only the closer neighborhood, parameters are a general depth varying
from 50 to 80 iterations. In general there is no change in results so the general
depth is arbitrarily set to 50. For partial depth the test considered from 1/3 to
2/3 of general depth; as no changes were detected the final value is set to 50
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In each search step, a number of neighbors equivalent to 30% of population
are generated; although the test considered variations from 20% to 50% of popu-
lation. A higher value for this parameter is not recommended because of memory
considerations.

Performance of the system found improvements in 10% of considered cases.
In testing, each parameter set was executed ten times and for each execution
the best ten values (or the average) were considered, distributed in variable size
sets depending on general depth, i.e., for a general depth of 50, the size for each
set is 5, and analyzing the best value and the average of those 5 values.

6 Conclusions

Obtained results are satisfactory because planning obtained represents an im-
provement over non-computerized planning. In addition, there were no capital
costs associated with new equipment as the computer was already in use for gen-
eral management tasks. The use of tabu search improves only slightly the pure
genetic algorithm solution. The crossover operator results in a large variability.
Initial population is deterministically generated by trying to optimize resource
assignment. Evaluation function (fitness) doesn’t consider problem constraints
once they are handled in a direct way. Classic selection strategy was modified to
guarantee that each product is to be selected only once. The roulette wheel was
chosen as an adequate mechanism to support the necessary variability.
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Abstract. In this paper, an efficient genetic algorithm (EGA) for TSK-type neu-
ral fuzzy identifier (TNFI) is proposed for solving identification problem. For 
the proposed EGA method, the better chromosomes will be initially generated 
while the better mutation points will be determined for performing efficient mu-
tation. The adjustable parameters of a TNFI model are coded as real number 
components and are searched by EGA method. The advantages of the proposed 
learning algorithm are that, first, it converges quickly and the obtained fuzzy 
rules are more precise. Secondly, the proposed EGA method only takes a few 
population sizes.  

1   Introduction 

Recently, GA appears to be better candidates for solving dynamic problem [1]-[4].  In 
this paper, we propose an efficient genetic algorithm (EGA) for TSK-type neural 
fuzzy identifier (TNFI) to solve the above problems. Compared with traditional ge-
netic algorithm, the EGA uses the sequential-search based efficient generation 
(SSEG) method to generate an initial population and to decide the efficient mutation 
points. This paper is organized as follows. The proposed efficient genetic algorithm 
(EGA) is presented in Section II. In Section III, the proposed EGA method is evalu-
ated using an example, and its performances are benchmarked against other struc-
tures. Finally, conclusions on the proposed model are summarized in the last section. 

2   Efficient Genetic Algorithm  

The proposed EGA consists of two major operators: initialization, mutation. Before 
the details of these three operators are explained, coding and crossover are discussed. 
The coding step is concerned with the membership functions and fuzzy rules of a 
                                                           
* Corresponding author. 
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TSK-type neural fuzzy system [1]. The crossover step is adopted two-point crossover 
in the proposed EGA. The whole learning process is described step by step below. 

a. Initialization Step: The detailed steps of the initialization method are described as 
follows: 

•Step 0: The first chromosome is generated randomly. 
•Step 1: To generate the other chromosomes, we propose the SSEG method to gener-
ate the new chromosomes. In SSEG, every gene in the previous chromosomes is se-
lected using a sequential search and the gene’s value is updated to evaluate the per-
formance based on the fitness value. The details of the SSEG method are as follows: 
(a) Sequentially search for a gene in the previous chromosome. 
(b) Update the chosen gene in (a) according to the following formula: 

Chrj[p]= 
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where p=2*n +1,…, 2*n +(1+n)                                        (3) 
where λλ )_/1(**),_( valuefitnessvvvaluefitness =∆                 (4)  

where [ ]1,0, ∈λα are the random values; valuefitness _  is the fitness computed using 

Eq (5); [ minσ , maxσ ],[ minm , maxm ] and [ minw , maxw ] represents the rang that we 

predefined to generate the chromosomes; p represents the pth gene in a chromosome; 
and j represents jth rule, respectively. If the new gene that is generated from (b) can 
improve the fitness value, then replace the old gene with the new gene in the chromo-
some. If not, recover the old gene in the chromosome. After this, go to (a) until every 
gene is selected. 
•Step 2: If no genes are selected to improve the fitness value in step 1, than the new 
chromosome will be generated according to step 0. After the new chromosome is 
generated, the initialization method returns to step 1 until the total number of chromo-
somes is generated. 

In this paper, the fitness value is designed according the follow formulation: 

Fitness= )),(1/(1
_

yyE+ ,where 2
__

)(),( ii yyyyE −=  

for i=1,2,…..N                                                      (5) 

where
iy represents the true value of the ith output,

iy
−

 represents the predicted value, 

),(
_

yyE is a error function and N represents a numbers of the training data of each 

generation.   

b. Mutation Step: In EGA, we perform efficient mutation using the best fitness value 
chromosome of every generation. And we use SSEG to decide on the mutation points. 
When the mutation points are selected, we use Eqs. (1) to (4) to update the genes.  
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3   Illustrative Examples 

To verify the performance of the proposed EGA method, we use the examples given 
by Narendra and Parthasarathy [2]. We shall compare the performance of the EGA 
method to that of other approaches based on this example. After 500 generations, the 
final RMS error of the output approximates 0.003. In this example, we compared the 
performance of the EGA with the traditional symbiotic evolution (TSE) [3] and the 
traditional genetic algorithm (TGA) [4]. Figures 1 (a) show the outputs of the EGA 
methods. Figure 1 (b) shows the learning curves of the three methods. In this figure, 
we find that the proposed EGA method converges quickly and obtains a lower rms 
error than others.  

 
(a)                                                             (b) 

Fig. 1.  (a)Results of the desired output and the proposed EGA. (b) The learning curves of the 
proposed EGA method, the TSE [3] and the TGA [4] 

4   Conclusion 

In this paper, a novel genetic algorithm, called efficient genetic algorithm (EGA), was 
proposed to perform parameter learning. The EGA uses the sequential-search based 
efficient generation (SSEG) method to generate an initial population and to decide the 
efficient mutation points. Computer simulations have shown that the proposed EGA 
method obtained a better and quicker convergence than other method. 
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Abstract. In this paper, we propose an overall architecture for hard-
ware implementation of genetic algorithms. The proposed architecture
is independent of such specifics. It implements the fitness computation
using a neural networks.

1 Introduction

Generally speaking, a genetic algorithm is a process that evolves a set of indi-
viduals, also called chromosomes, which constitutes the generational population,
producing a new population. The individuals represent a solution to the problem
in consideration. The freshly produced population is yield using some genetic op-
erators such as selection, crossover and mutation that attempt to simulate the
natural breeding process in the hope of generating new solutions that are fitter,
i.e. adhere more the problem constraints.

Previous work on hardware genetic algorithms can be found in [2, 4, 5]. Mainly,
Earlier designs are hardware/software codesigns and they can be divided into
three distinct categories: (i) those that implement the fitness computation in
hardware and all the remaining steps including the genetic operators in soft-
ware, claiming that the bulk computation within genetic evolution is the fitness
computation. The hardware is problem-dependent; (ii) and those that imple-
ment the fitness computation in software and the rest in hardware, claiming
that the ideal candidate are the genetic operators as these exhibit regularity and
generality [1]. (iii) those that implement the whole genetic algorithm in hard-
ware [4]. We believe that both approaches are worthwhile but a hardware-only
implementation of both the fitness calculation and genetic operators is also valu-
able. Furthermore, a hardware implementation that is problem-independent is
yet more useful.

2 Overall Architecture for the Hardware Genetic
Algorithm

Clearly, for hardware genetic algorithms, individuals are always represented us-
ing their binary representation. Almost all aspects of genetic algorithms are very
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attractive for hardware implementation. The selection, crossover and mutation
processes are generic and so are problem-independent. The main issue in the
hardware implementation of genetic algorithms is the computation of individ-
ual’s fitness values. This computation depends on problem-specific knowledge.
The novel contribution of the work consists of using neural network hardware to
compute the fitness of individuals. The software version of the neural network is
trained with a variety of individual examples. Using a hardware neural network
to compute individual fitness yields a hardware genetic algorithm that is fully
problem-independent. The overall architecture of the proposed hardware is given
Fig. 1. It is massively parallel. The selection process is performed in one clock
cycle while the crossover and mutation processes are completed within two clock
cycles.

Fig. 1. Overall architecture of the hardware genetic algorithm proposed

3 Fitness Evaluation Component

The individual fitness measure is estimated using neural networks. In previous
work, the authors proposed and implemented a hardware for neural networks [3].
The implementation uses stochastic signals and therefore reduces very signifi-
cantly the hardware area required for the network. The network topology used
is the fully-connected feed-forward. The neuron architecture is given in Fig. 2.
(More details can be found in [3].) For the hardware genetic implementation, the
number of input neurons is the same as the size of the individual. The output
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Fig. 2. Stochastic bipolar neuron architecture ([3])

neuron are augmented with a shift register to store the final result. The train-
ing phase is supposed to be performed before the first use within the hardware
genetic algorithm.

4 Conclusion

In this paper, we proposed a novel hardware architecture for genetic algorithms.
It is novel in the sense that is massively parallel and problem-independent. It
uses neural networks to compute the fitness measure. Of course, for each type
of problem, the neuron weights need to be updated with those obtained in the
training phase.
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1 Introduction

The Multi-Vehicle routing problem (MVRP) in real time is a graph modification
problem. In order to solve this kind of problems, alternative approaches have
been investigated. Evolutionary Algorithms (EAs) have presented relevant re-
sults. However, these methodologies require special encoding to achieve proper
performance when large graphs are considered. We propose a representation
based on NDE [Delbem et al., (2004a); Delbem et al., (2004b)] for directed
graphs. An EA using the proposed encoding was developed and evaluated for
the MVRP.

2 Node-Depth Encoding

This encoding is based on the concept of node depth in a graph tree and consists
basically of a linear list containing the tree nodes and their depths, creating
an array of pairs (nx, dx), where nx is a node and dx its depth.

Reproduction operators were developed in [Delbem et al., (2004a)] to pro-
duce new spanning forests from an undirected graph. This Section presents two
operators (named operator 1 and operator 2) to generate new spanning forests
using the NDE. Both operators generate a spanning forest F ′ of a directed graph
G when they are applied to another spanning forest F of G.

The operator 1 requires two nodes previously determined: the prune node
p, which indicates the root of the subtree to be transferred; and the adjacent
node a, which is a node of a tree different from Tfrom and that is also adjacent
to p in G. The operator 2 requires three nodes previously determined: the prune
node p, the adjacent node a, and the new root node r of the subtree.

Next Section explains both operators considering that the required set of
nodes were previously determined. Efficient procedures to find adequate nodes p,
r, a are presented in [Delbem et al., (2004b)]. For directed graphs, the choice
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of an adequate node r requires a procedure different from that presented in
[Delbem et al., (2004b)]. First, pick up randomly a node from the pruned subtree
(range (ip + 1)-il, see Section 2.1), and call it r. Then, verify if there is a path
from r to p using an adjacent list with predecessors of each node. If there is no
path, pich up randomly another r; otherwise, r is determined.

2.1 Operator 1

In the description of the operator 1, we consider that the NDE were implemented
using arrays. Besides, we assume that p, its index ip in the array Tfrom, a, and
its index ia in the array Tto are known.

The operator 1 can be described by the following steps:

1. Determine the range (ip-il) of indices in Tfrom corresponding to the subtree
rooted at the node p. Since we know ip, we only need to find il. The range
(ip-il) corresponds to the node p at ip and the consecutive nodes x in the
array Tfrom such that ix > ip and dx > dp, where dx is the depth of the
node x;

2. Copy the data in the range ip-il from Tfrom into a temporary array Ttmp

(containing the data of the subtree being transferred). The depth of each
node x from the range ip-il is updated as follows: dx = dx − dp + da + 1;

3. Create an array T ′
to containing the nodes of Tto and Ttmp (i.e., generate a

new tree connecting the pruned subtree to Tto);
4. Construct an array T ′

from comprising the nodes of Tfrom without the nodes
of Ttmp;

5. Copy the forest data structure F to F ′ exchanging the pointers to the arrays
Tfrom and Tto for pointers to the arrays T ′

from and T ′
to, respectively.

2.2 Operator 2

The operator 2 possesses the following arguments: nodes p, r, a, and the trees
Tfrom and Tto. The nodes p, r are in the tree Tfrom and a is in Tto. The differences
between operator 1 and operator 2 are in the steps 2 and 3 (see Section 2.1), i.e.
only the formation of pruned subtrees and their storing in temporary arrays are
different.

The procedure of copy of the pruned subtree for the operator 2 can be divided
into two steps: The first step is similar to the step 2 for the operator 1 and differs
from it in the exchanging of ip by ir. The array returned by this procedure is
named Ttmp1.

The second step uses the path from r to p (see the introduction of Section ??).
The nodes from this path, i.e. r0, r1, r2, . . ., rn, where r0 = r and rn = p, are
considered as roots of subtrees. The subtree rooted at r1 contains the subtree
rooted at r0 and so on. The algorithm for the second step should copy the
subtrees rooted at ri (i = 1, . . . , n) without the subtree rooted at ri−1 and store
the resultant subtrees in a temporary array Ttmp2.

The step 3 of the operator 1 creates an array T ′
to from Tto and Ttmp. On the

other hand, the operator 2 uses the array [Ttmp1 Ttmp2] to construct T ′
to.
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3 Tests

Multi-Vehicle Routing [Brayasy, (2001); Liu et al., (1998)] in Real Time was
used to evaluate the EA using the NDE for directed graphs. Several tests were
performed using a large graph corresponding to the city of Sao Carlos, Brazil.
This graph has about 4,700 nodes. For all the tests the EA performed 3,000
evaluations. The tests were carried out using a Dual Intel Xeon 2GHz with
4GRAM.

The first set of tests evaluated the capacity of the evolutionary approach of
finding the best route for the one-vehicle routing problem. The obtained results
show that the proposed approach can find optimal (obtained by Dijkstra) or near
optimal routes. Table 1 shows the tests for three origins and two destinations,
which shows the proposed approach can obtain proper solutions in relatively
short running time.

Table 1. Results for different origins and destinations

Test Origin Destination Cost 1 No. Nodes

15 2259 297 7456 84

16 2856 297 7827 89

17 2302 297 5719 60

18 2259 4051 2128 27

19 2856 4051 3265 40

20 2302 4051 4508 49
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Abstract. This paper proposes two novel methods to optimize quantitative 
association rules. We utilize a multi-objective Genetic Algorithm (GA) in the 
process. One of the methods deals with partial optimal, and the other method 
investigates complete optimal. Experimental results on Letter Recognition 
Database from UCI Machine Learning Repository demonstrate the 
effectiveness and applicability of the proposed approaches. 

1   Introduction 

The optimized association rules problem was first introduced by Fukoda et al [3]. 
Recently, Rastogi and Shim [4] improved the optimized association rules problem in a 
way that allows association rules to contain a number of uninstantiated attributes. In 
this paper, we introduce two kinds of optimized rules. These are partial optimized 
rules and complete optimized rules. For this purpose, we used a multi-objective GA 
based method. In partial optimal, the number of intervals is given, and multi-objective 
GA based optimized rules are found by adjusting the boundary values for the given 
number of intervals. In complete optimal, the boundary values of the intervals along 
with their numbers are unknown. But, the sum of the amplitudes of the intervals gives 
all the domain of each relevant attribute regardless of the number of intervals. In other 
words, each value of an attribute certainly belongs to an interval. These intervals are 
adjusted so good that the most appropriate optimized rules are obtained. Experimental 
results conducted on the Letter Recognition Database from UCI Machine Learning 
Repository demonstrate that our methods give good results. 

The rest of the paper is organized as follows. Sections 2 introduces our multi-
objective optimization methods. Experimental results are reported in Section 3. 
Section 4 is the conclusions. 

2   Partially and Completely Optimized Rules  

As partially optimized rules are concerned, given the number of intervals for each 
attribute, optimized rules are found with respect to three important criteria. These are 
support that indicates the percentage of records present in the database and have 
positive participation for the attributes in the considered rule, confidence and 
amplitude, which is computed according to the average amplitude of the intervals 
belonging to the itemset. The latter parameter can be formalized as: 
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where k is the number of attributes in the itemsets and il  and iu  are the limits of the 

intervals corresponding to attribute i. By this method, the rules with smaller amplitude 
of intervals are generated. 

Complete optimization method handles all the intervals together in a way where no 
value of the attribute will stay out. In this case, some intervals generate stronger rules, 
and the others extract weaker rules. The objective measures of this method are 
support, confidence and interval, which can be defined as: 
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where it  is the number of the interval for attribute i. 

3   Experimental Results 

All the experiments were conducted on a Celeron 2.0 GHz CPU with 512 MB of 
memory and running Windows XP. As experimental data, we used the Letter 
Recognition Database from UCI Machine Learning Repository. The database consists 
of 20K samples and 16 quantitative attributes. We concentrated our analysis on only 
10 quantitative attributes. In all the experiments, the GA process started with a 
population of 60 for both partial and complete optimized rules. Also, crossover and 
mutation probabilities were chosen as 0.8 and 0.01, respectively; 5 point crossover 
operator has been used in the process. 

 

Table 1. Number of rules generated vs. number 
of generations for 2 intervals (partial optimal) 

Number of 
Generations 

Number of 
Rules 

250 83 
500 99 
750 111 

1000 115 
1250 118 
1500 118  
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Fig. 1. Number of rules found for different 
number of intervals (partial optimal) 

 
The first experiment finds the number of rules generated for different number of 

generations. The results are reported in Table 1. It can be easily seen from Table 1 
that almost after 1250 generations, the GA does not produce more rules, i.e., it 
converges. In the second experiment, we obtained the number of rules for different 
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number of intervals in the case of partial optimal. The results are reported in Figure 1. 
The curve is almost smooth after 4 intervals. This simply tells that no much gain will 
be achieved when the number of intervals increases beyond 4.  

The second set of experiments handles complete optimized rules. The results of the 
conducted experiments are given in Table 2 and Figure 2. Table 2 shows that the GA 
process almost converges after 1200, or say 1500 generations. Figure 5 demonstrates 
that the run time increases almost linearly as the number of transactions increases. 
This somehow supports the scalability of the proposed approach. 

Table 2. Number of rules generated vs. number 
of generations in the case of complete optimal  

Number of 
Generations 

Number 
of Rules 

300 127 
600 162 
900 189 

1200 201 
1500 205 
2000 207  
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Fig. 2. Runtimes in different number of 
transactions (complete optimal) 

4   Conclusions 

In this paper, we contributed to the ongoing research by proposing two multi-
objective GA based optimization methods. Each approach uses three measures as the 
objectives of the method: Support, Confidence and Amplitude or Interval. The results 
obtained from the conducted experiments demonstrate the effectiveness and 
applicability of the optimized rules. Currently, we are investigating the optimization 
of fuzzy association rules by applying these methods. 
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Abstract. We discuss a new design of group method of data handling 
(GMDH)-type neural network using evolutionary algorithm. The performances 
of the GMDH-type network depend strongly on the number of input variables 
and order of the polynomials to each node. They must be fixed by designer in 
advance before the architecture is constructed. So the trial and error method 
must go with heavy computation burden and low efficiency. To alleviate these 
problems we employed evolutionary algorithms. The order of the polynomial, 
the number of input variables, and the optimum input variables are encoded as a 
chromosome and fitness of each chromosome is computed. The appropriate in-
formation of each node are evolved accordingly and tuned gradually throughout 
the GA iterations. By the simulation results, we can show that the proposed net-
works have good performance. 

1   Introduction 

System modeling and identification is important for system analysis, control, and 
automation as well as for scientific research. So a lot of attention has been directed to 
developing advanced techniques of system modeling. As one of modeling techniques, 
there is a GMDH-type algorithm. Group method of data handling (GMDH) was intro-
duced by Ivakhnenko in the early 1970’s [1-3], which has been extensively used for 
prediction and modeling complex nonlinear processes. The main characteristics of the 
GMDH are that it is a self-organizing and provides an automated selection of essential 
input variables without a prior information on a target system [4]. Self-organizing 
polynomial neural networks (SOPNN) [5] is a GMDH-type algorithm and one of 
useful approximator techniques, which has an architecture similar to feedforward 
neural networks whose neurons are replaced by polynomial nodes. The output of the 
each node in SOPNN structure is obtained using several types of high-order polyno-
mial such as linear, quadratic, and modified quadratic of input variables. These poly-
nomials are called as partial descriptions (PDs). The SOPNN shows a superb per-
formance in comparison to the previous modeling methods. But it has some draw-
backs to be solved. The performances of SOPNN depend strongly on the number of 
input variables to the model as well as polynomial types in each PD. They must be 

                                                           
* Corresponding author. 



564 D. Kim and G.-T. Park 

 

chosen in advance before the architecture of SOPNN is constructed. In most cases, 
they are determined by the trial and error method with a heavy computational burden 
and low efficiency. Moreover, the SOPNN algorithm is a heuristic method so it does 
not guarantee that the obtained SOPNN is the best one for nonlinear system modeling. 
Therefore, more attention must be paid to solve the above mentioned drawbacks. 

In this paper we will present a new design methodology of SOPNN using evolu-
tionary algorithm (EA) in order to alleviate the above mentioned drawbacks. We call 
this EA-based SOPNN. The EA is employed for determining optimal number of input 
variables to each node, optimal input variables among many inputs for each node, and 
an appropriate type of polynomial in each PD. 

2   Design of EA-Based SOPNN 

The SOPNN is based on the GMDH algorithm [1] and utilizes a class of polynomials. 
Depending on the polynomial order, three different polynomials were employed. The 
fundamentals of SOPNN have been explained in detail [5]. Instead of repeating them, 
they are briefly stated here. As stated earlier, the SOPNN employs a class of polyno-
mials called the PDs. As an illustrative example, specific forms of a PD in the case of 
two inputs are given as 

 
Type 1  = 0 1 1 2 2c c x c x+ +  

Type 2  = 0 1 1 2 2c c x c x+ + + 2 2
3 1 4 2 5 1 2c x c x c x x+ +  

Type 3  = 0 1 1 2 2c c x c x+ + 3 1 2c x x+  
    (1) 

where ic  is called regression coefficients. 

PDs in the first layer are created by given input variables and the polynomial order. 
The coefficients of the PDs are determined by using the training data and typically by 
means of the least square method. The predictive ability of constructed PD is then 
tested with the test data. After constructing all PDs, several of them are selected in 
order of the predictive ability. This process is repeated for the subsequent layers. It 
should be noted that in this case the predicted outputs from the chosen PDs in the first 
layer are used as the new input variables to a PD in the second layer. When the stop-
ping criterion is satisfied, only one node in the final layer characterized by the best 
performance is selected as the output node. The remaining nodes in that layer are 
discarded. Furthermore, all the nodes in the previous layers that do not have influence 
on the selected output node are also removed by tracing the data flow path on each 
layer.  

When we design the SOPNN using EA, the most important consideration is the 
representation strategy, that is, how to encode the key factors of the SOPNN into the 
chromosome. We employ a binary coding for the available design specifications. We 
code the order and the inputs of each node in the SOPNN as a finite-length string. Our 
chromosomes are made of three sub-chromosomes. The first one is consisted of 2 bits 
for the order of polynomial (PD), which represents several types of order of PD. The 
relationship between bits in the 1st sub-chromosome and the order of PD is shown in 
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Table 1. Thus, each node can exploit a different order of the polynomial. The second 
one is consisted of 3 bits for the number of inputs of PD, and the last one is consisted 
of N bits which are equal to the number of entire input candidates in the current layer. 
These input candidates are the node outputs of the previous layer, which are concate-
nated a bit of 0’s and 1’s coding. The input candidate is represented by a 1 bit if it is 
chosen as input variable to the PD and by a 0 bit it is not chosen. But if many input 
candidates are chosen for model design, the modeling is computationally complex, 
and normally requires a lot of time to achieve good results. For the drawback, we 
introduce the 2nd sub-chromosome into the chromosome to represent the number of 
input variables to be selected. The number based on the 2nd sub-chromosome is 
shown in the Table 2.  

Table 1. Relationship between bits in the 1st sub-chromosome and order of PD 

Bits in the 1st sub-
chromosome 

Order of PD 

00 Type 1 
01 
10 

Type 2 

11 Type 3 

Table 2. Relationship between bits in the 2nd sub-chromosome and number of inputs to PD 

Bits in the 2nd sub-
chromosome 

Number of inputs 
to a PD 

000 1 

001 
010 

2 

011 
100 

3 

101 
110 

4 

111 5 

The relationship between chromosome and information on PD is shown in Fig. 1. 
The PD corresponding to the chromosome in Fig. 1 is described briefly as Fig. 2. The 
node with PD corresponding to Fig. 1 is can be expressed as (2) 

2 2
1 6 0 1 1 2 6 3 1 4 6 5 1 6ˆ ( , )y f x x c c x c x c x c x c x x= = + + + + +  

(2) 

where coefficients c0, c1, …, c5 are evaluated using the training data set by means of 
the LSM. Therefore, the polynomial function of PD is formed automatically accord-
ing to the information of sub-chromosomes. 
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Fig. 1. Example of PD whose various pieces of required information are obtained from its 
chromosome 

 

Fig. 2. Node with PD corresponding to chromosome in Fig. 1 

The design procedure of EA-based SOPNN is shown in Fig. 3. At the beginning of 
the process, the initial populations comprise a set of chromosomes that are scattered 
all over the search space. The populations are all randomly initialized. Thus, the use 
of heuristic knowledge is minimized. The assignment of the fitness in EA serves as 
guidance to lead the search toward the optimal solution. After each of the chromo-
somes is evaluated and associated with a fitness, the current population undergoes the 
reproduction process to create the next generation of population. The roulette-wheel 
selection scheme is used to determine the members of the new generation of popula-
tion. After the new group of population is built, the mating pool is formed and the 
crossover is carried out. We use one-point crossover operator with a crossover prob-
ability of Pc (0.85). This is then followed by the mutation operation. The mutation is 
the occasional alteration of a value at a particular bit position (we flip the states of a 
bit from 0 to 1 or vice versa). The mutation serves as an insurance policy which 
would recover the loss of a particular piece of information. The mutation rate used is 
fixed at 0.05 (Pm). After the evolution process, the final generation of population 
consists of highly fit bits that provide optimal solutions. After the termination condi-
tion is satisfied, one chromosome (PD) with the best performance in the final genera-
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tion of population is selected as the output PD. All remaining other chromosomes are 
discarded and all the nodes that do not have influence on this output PD in the previ-
ous layers are also removed. By doing this, the EA-based SOPNN model is obtained. 

YES

NO

Start

Results: chromosomes which have
good fitness value are selected for the
new input variables of the next layer

Generation of initial population:

the parameters are encoded into a
chromosome

Termination condition

Evaluation: each chromosome is
evaluated and has its fitness value

End: one chromosome (PD)
characterized by the best

performance is selected as the output
when the 3rd layer is reached

A`: 0 0 0 0 0 0 0 0 0 1 1 A`:  0 0 0 1 0 0 0 0 0 1 1

before mutation after mutation

A:  0 0 0 0 0 0 0 1 1 1 1
B:  1 1 0 0 0 1 1 0 0 1 1

A`:  0 0 0 0 0 0 0 0 0 1 1
B`:  1 1 0 0 0 1 1 1 1 1 1

before crossover after crossover

The fitness values of the new chromosomes
are improved trough generations with

genetic operators

---: mutation site

---: crossover site

A:  0 0 0 0 0 0 0 1 1 1 1 B:  1 1 0 0 0 1 1 0 0 1 1

Reproduction: roulette wheel

One-point crossover

Invert mutation

 

Fig. 3. Block diagram of the design procedure of EA-based SOPNN 

The important thing to be considered for the EA is the determination of the fitness 
function. To construct models with significant approximation and generalization abil-
ity, we introduce the error function such as  

(1 )E PI EPIθ θ= × + − ×  (3) 

where [0,1]θ ∈ is a weighting factor for PI and EPI, which denote the values of the 
performance index for the training data and testing data, respectively. Then the fitness 
value [6] is determined as follows: 

1

1
F

E
=

+
     (4) 

Maximizing F is identical to minimizing E. The choice of θ  establishes a certain 
tradeoff between the approximation and generalization ability of the EA-based 
SOPNN.  

3   Simulation Results 

We show the performance of the EA-based SOPNN model for nonlinear time series 
modeling and prediction. The gas furnace process [7] has been intensively studied in the 
previous literature [8-11]. In this paper, we consider u(t-3), u(t-2), u(t-1), y(t-3), y(t-2), 
y(t-1) as input variables, and y(t) as the output variable. The total data set consisting of 
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296 input-output pairs is divided into two parts. The first 148 pairs are used for training 
purpose and the others serve for testing purpose. PI and EPI are calculated by  

148
2

1

1
ˆ( ) ( )

148 i i
i

PI EPI y y
=

= −∑      (5) 

where iy  is the actual output, ˆiy  is the output of the EA-based SOPNN.  

The design parameters of EA-based SOPNN for modeling are shown in Table 3. In 
the 1st layer, 20 chromosomes are generated and evolved during 40 generations, where 
each chromosome in the population is defined as corresponding node. So 20 nodes are 
produced in the 1st layer based on the EA operators. All nodes are estimated and evalu-
ated using the training and testing data sets, respectively. They are also evaluated by the 
fitness function of (4) and ranked according to their fitness value. We choose nodes as 
many as a predetermined number w from the highest ranking node, and use their outputs 
as new input variables to the nodes in the next layer. In other words, The chosen PDs (w 
nodes) must be preserved and the outputs of the preserved PDs serve as inputs to the 
next layer. The value of w is different from each layer, which is also shown in Table 3. 
This procedure is repeated for the 2nd layer and the 3rd layer.  

Table 3. Design parameters of EA-based SOPNN for modeling 

Parameters 1st layer 
2nd 
layer 

3rd layer 

Maximum generations 40 60 80 
Population size:( w) 20:(15) 60:(50) 80 

String length 11 20 55 
Crossover rate (Pc) 0.85 
Mutation rate (Pm) 0.05 
Weighting factor: θ 0.1~0.9 

Type (order) 1~3 
 

Table 4 summarizes the values of the performance index, PI and EPI, of the proposed 
EA-based SOPNN according to weighting factor. These values are the lowest value in 
each layer. The overall lowest value of the performance index is obtained at the third 
layer when the weighting factor is 0.5. When the weighting factor θ is 0.5, Fig. 4 depicts 
the trend of the performance index produced in successive generations of the EA.  

Table 4. Values of performance index of the proposed EA-based SOPNN 

1st layer 2nd layer 3rd layer Weighting 
factor (θ) PI EPI PI EPI PI EPI 

0.1 0.0214 0.1260 0.0200 0.1231 0.0199 0.1228 
0.25 0.0214 0.1260 0.0149 0.1228 0.0145 0.1191 
0.5 0.0214 0.1260 0.0139 0.1212 0.0129 0.1086 

0.75 0.0214 0.1260 0.0139 0.1293 0.0138 0.1235 
0.9 0.0173 0.1411 0.0137 0.1315 0.0129 0.1278 
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(a) performance index for PI                      (b) performance index for EPI 

Fig. 4. Trend of performance index values with respect to generations through layers (θ=0.5) 

Fig. 5 shows the actual output versus model output. The model output follows the 
actual output very well. Where the values of the performance index of the proposed 
method are equal to PI=0.012, EPI=0.108, respectively. 
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Fig. 5. Actual output versus model output 

4   Conclusions 

In this paper, we propose a new design methodology of SOPNN using evolutionary 
algorithm. We can see that the proposed model is a sophisticated and versatile archi-
tecture which can construct models for poorly defined complex problems. Moreover, 
the architecture of the model is not predetermined, but can be self-organized auto-
matically during the design process. The conflict between overfitting and generaliza-
tion can be avoided by using fitness function with weighting factor.  
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Predicting Construction Litigation Outcome Using 
Particle Swarm Optimization 
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Abstract. Construction claims are normally affected by a large number of 
complex and interrelated factors. It is highly desirable for the parties to a 
dispute to know with some certainty how the case would be resolved if it were 
taken to court. The use of artificial neural networks can be a cost-effective 
technique to help to predict the outcome of construction claims, on the basis of 
characteristics of cases and the corresponding past court decisions. In this 
paper, a particle swarm optimization model is adopted to train perceptrons. The 
approach is demonstrated to be feasible and effective by predicting the outcome 
of construction claims in Hong Kong in the last 10 years. The results show 
faster and more accurate results than its counterparts of a benching back-
propagation neural network and that the PSO-based network are able to give a 
successful prediction rate of up to 80%. With this, the parties would be more 
prudent in pursuing litigation and hence the number of disputes could be 
reduced significantly. 

1   Introduction 

By its very nature, the construction industry is prone to litigation since claims are 
normally affected by a large number of complex and interrelated factors. The 
disagreement between the involving parties can arise from interpretation of the 
contract, unforeseen site conditions, variation orders by the client, acceleration and 
suspension of works, and so on. The main forums for the resolution of construction 
disputes are mediation, arbitration, and the courts. However, the consequence of any 
disagreements between the client and the contractor may be far reaching. It may lead 
to damage to the reputation of both sides, as well as inefficient use of resources and 
higher costs for both parties through settlement. The litigation process is usually very 
expensive since it involves specialized and complex issues. Thus, it is the interest of 
all the involving parties to minimize or even avoid the likelihood of litigation through 
conscientious management procedure and concerted effort. 

It is highly desirable for the parties to a dispute to know with some certainty how 
the case would be resolved if it were taken to court. This would effectively help to 
significantly reduce the number of disputes that would need to be settled by the much 
more expensive litigation process. The use of artificial neural networks can be a cost-
effective technique to help to predict the outcome of construction claims, on the basis 
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of characteristics of cases and the corresponding past court decisions. It can be used to 
identify the hidden relationships among various interrelated factors and to mimic 
decisions that were made by the court. 

During the past decade, the artificial neural networks (ANN), and in particular, the 
feed forward backward propagation perceptrons, are widely applied in different fields 
[1-2]. It is claimed that the multi-layer perceptrons can be trained to approximate and 
accurately generalize virtually any smooth, measurable function whilst taking no prior 
assumptions concerning the data distribution. Characteristics, including built-in 
dynamism in forecasting, data-error tolerance, and lack of requirements of any 
exogenous input, render it attractive for use in various types of prediction. Although 
the back propagation (BP) algorithm is commonly used in recent years to perform the 
training task, some drawbacks are often encountered in the use of this gradient-based 
method. They include: the training convergence speed is very slow; it is easily to get 
stuck in a local minimum. Different algorithms have been proposed in order to 
resolve these drawbacks, yet the results are still not fully satisfactory [3-5].  

Particle swarm optimization (PSO) is a method for optimizing hard numerical 
functions based on metaphor of human social interaction [6-7]. Although it is initially 
developed as a tool for modeling social behavior, the PSO algorithm has been 
recognized as a computational intelligence technique intimately related to 
evolutionary algorithms and applied in different areas [8-11].  

In this paper, a PSO-based neural network approach for prediction of the outcome 
of construction litigation in Hong Kong is developed by adopting PSO to train multi-
layer perceptrons, on the basis of characteristics of real cases and court decisions in 
the last 10 years.  

2   Nature of Construction Disputes 

The nature of construction activities is varying and dynamic, which can be evidenced 
by the fact that no two sites are exactly the same. Thus the preparation of the 
construction contract can be recognized as the formulation of risk allocation amongst 
the involving parties: the client, the contractor, and the engineer. The risks involved 
include the time of completion, the final cost, the quality of the works, inflation, 
inclement weather, shortage of materials, shortage of plants, labor problems, 
unforeseen ground conditions, site instructions, variation orders, client-initiated 
changes, engineer-initiated changes, errors and omissions in drawings, mistakes in 
specifications, defects in works, accidents, supplier delivery failure, delay of schedule 
by subcontractor, poor workmanship, delayed payment, changes in regulations, third-
party interference, professional negligence, and so on. 

Prior to the actual construction process, the involving parties will attempt to sort 
out the conditions for claims and disputes through the contract documents. However, 
since a project usually involves thousands of separate pieces of work items to be 
integrated together to constitute a complete functioning structure, the potential for 
honest misunderstanding is extremely high. The legislation now in force requires that 
any disputes incurred have to be resolve successively by mediation, arbitration, and 
the courts [12]. 
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3   Multi-layer Feed-Forward Perceptron 

A multi-layer feed-forward perceptron represents a nonlinear mapping between input 
vector and output vector through a system of simple interconnected neurons. It is fully 
connected to every node in the next and previous layer. The output of a neuron is 
scaled by the connecting weight and fed forward to become an input through a 
nonlinear activation function to the neurons in the next layer of network. In the course 
of training, the perceptron is repeatedly presented with the training data. The weights 
in the network are then adjusted until the errors between the target and the predicted 
outputs are small enough, or a pre-determined number of epochs is passed. The 
perceptron is then validated by presenting with an input vector not belonging to the 
training pairs. The training processes of ANN are usually complex and high 
dimensional problems. The commonly used gradient-based BP algorithm is a local 
search method, which easily falls into local optimum point during training.  

4   Particle Swarm Optimization (PSO) 

Particle swarm optimization (PSO) is an optimization paradigm that mimics the 
ability of human societies to process knowledge. It has roots in two main component 
methodologies: artificial life (such as bird flocking, fish schooling and swarming); 
and, evolutionary computation. The key concept of PSO is that potential solutions are 
flown through hyperspace and are accelerated towards better or more optimum 
solutions. 

4.1   PSO Algorithm 

PSO is a populated search method for optimization of continuous nonlinear functions 
resembling the movement of organisms in a bird flock or fish school. Its paradigm can 
be implemented in a few lines of computer code and is computationally inexpensive 
in terms of both memory requirements and speed. It lies somewhere between 
evolutionary programming and genetic algorithms. As in evolutionary computation 
paradigms, the concept of fitness is employed and candidate solutions to the problem 
are termed particles or sometimes individuals. A similarity between PSO and a 
genetic algorithm is the initialization of the system with a population of random 
solutions. Instead of employing genetic operators, the evolution of generations of a 
population of these individuals in such a system is by cooperation and competition 
among the individuals themselves. Moreover, a randomized velocity is assigned to 
each potential solution or particle so that it is flown through hyperspace. The 
adjustment by the particle swarm optimizer is ideally similar to the crossover 
operation in genetic algorithms whilst the stochastic processes are close to 
evolutionary programming. The stochastic factors allow thorough search of spaces 
between regions that are spotted to be relatively good whilst the momentum effect of 
modifications of the existing velocities leads to exploration of potential regions of the 
problem domain. 

There are five basic principles of swarm intelligence: (1) proximity; (2) quality; (3) 
diverse response; (4) stability; and, (5) adaptability. The n-dimensional space 
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calculations of the PSO concept are performed over a series of time steps. The 
population is responding to the quality factors of the previous best individual values 
and the previous best group values. The allocation of responses between the 
individual and group values ensures a diversity of response. The principle of stability 
is adhered to since the population changes its state if and only if the best group value 
changes. It is adaptive corresponding to the change of the best group value. 

In essence, each particle adjusts its flying based on the flying experiences of both 
itself and its companions. It keeps track of its coordinates in hyperspace which are 
associated with its previous best fitness solution, and also of its counterpart 
corresponding to the overall best value acquired thus far by any other particle in the 
population. Vectors are taken as presentation of particles since most optimization 
problems are convenient for such variable presentations. The stochastic PSO 
algorithm has been found to be able to find the global optimum with a large 
probability and high convergence rate. Hence, it is adopted to train the multi-layer 
perceptrons, within which matrices learning problems are dealt with. 

4.2   Adaptation to Network Training 

A three-layered preceptron is chosen for this application case. Here, W[1] and W[2] 
represent the connection weight matrix between the input layer and the hidden layer, 
and that between the hidden layer and the output layer, respectively. When a PSO is 
employed to train the multi-layer preceptrons, the i-th particle is denoted by 

},{ ]2[]1[
iii WWW =  (1) 

The position representing the previous best fitness value of any particle is recorded 
and denoted by 

},{ ]2[]1[
iii PPP =  (2) 

If, among all the particles in the population, the index of the best particle is 
represented by the symbol b, then the best matrix is denoted by 

},{ ]2[]1[
bbb PPP =  (3) 

The velocity of particle i is denoted by  

},{ ]2[]1[
iii VVV =  (4) 

If m and n represent the index of matrix row and column, respectively, the 
manipulation of the particles are as follows  
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where j = 1, 2; m = 1, …, Mj; n= 1, …, Nj; Mj and Nj are the row and column sizes of 
the matrices W, P, and V; r and s are positive constants; α and β are random numbers 
in the range from 0 to 1. Equation (5) is employed to compute the new velocity of the 
particle based on its previous velocity and the distances of its current position from 
the best experiences both in its own and as a group. In the context of social behavior, 

the cognition part )],(),([ ][][ nmWnmPr j
i

j
i −α  represents the private thinking of 

the particle itself whilst the social part )],(),([ ][][ nmWnmPs j
i

j
b −β  denotes the 

collaboration among the particles as a group. Equation (6) then determines the new 
position according to the new velocity [6-7]. 

The fitness of the i-th particle is expressed in term of an output mean squared error 
of the neural networks as follows 
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where f is the fitness value, tkl is the target output; pkl is the predicted output based on 
Wi; S is the number of training set samples; and, O is the number of output neurons. 

5   The Study 

The system is applied to study and predict the outcome of construction claims in 
Hong Kong. The data from 1991 to 2000 are organized case by case and the dispute 
characteristics and court decisions are correlated. Through a sensitivity analysis, 13 
case elements that seem relevant in courts’ decisions are identified. They are, namely, 
type of contract, contract value, parties involved, type of plaintiff, type of defendant, 
resolution technique involved, legal interpretation of contract documents, 
misrepresentation of site, radical changes in scope, directed changes, constructive 
changes, liquidated damages involved, and late payment.  

Some of the 13 case elements can be expressed in binary format; for example, the 
input element ‘liquidated damages involved’ receives a 1 if the claim involves 
liquidated damages or a 0 if it does not. However, some elements are defined by 
several alternatives; for example, ‘type of contract’ could be remeasurement contract, 
lump sum contract, or design and build contract. These elements with alternative 
answers are split into separate input elements, one for each alternative. Each 
alternative is represented in a binary format, such as 1 for remeasurement contract and 
0 for the others if the type of contract is not remeasurement. In that case, only one of 
these input elements will have a 1 value and all the others will have a 0 value. In this 
way, the 13 elements are converted into an input layer of 30 neurons, all expressed in 
binary format. Table 1 shows examples of the input neurons for cases with different 
types of contract. The court decisions are also organized in an output layer of 6 
neurons expressed in binary format corresponding to the 6 elements: client, 
contractor, engineer, sub-contractor, supplier, and other third parties.  

In total, 1105 sets of construction-related cases were available, of which 550 from 
years 1991 to 1995 were used for training, 275 from years 1996 to 1997 were used for 
testing, and 280 from years 1998 to 2000 were used to validate the network results 
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with the observations. It is ensured that the data series chosen for training and 
validation comprised balanced distribution of cases. 

Table 1. Examples of the input neurons for cases with different types of contract 

Cases  
Input neuron 

Remeasurement Lump sum Design and 
build 

Type of contract -
remeasurement 

1 0 0 

Type of contract - lump 
sum 

0 1 0 

Type of contract – design 
and build 

0 0 1 

Sensitivity analysis is performed to determine the best architecture, with variations 
in the number of hidden layers and number of hidden neurons. The final perceptron 
has an input layer with thirty neurons, a hidden layer with fifteen neurons, and output 
layer with six neurons. In the PSO-based perceptron, the number of population is set 
to be 40 whilst the maximum and minimum velocity values are 0.25 and -0.25 
respectively. 

6   Results and Discussions 

The PSO-based multi-layer ANN is evaluated along with a commonly used standard 
BP-based network. In order to furnish a comparable initial state, the training process 
of the BP-based perceptron commences from the best initial population of the 
corresponding PSO-based perceptron. Figure 1 shows the relationships between the 
normalized mean square error and fitness evaluation time during training for PSO-
based and BP-based perceptrons. Table 2 shows comparisons of the results of network 
for the two different perceptrons.  

The fitness evaluation time here for the PSO-based perceptron is equal to the 
product of the population with the number of generations. It is noted that testing 
cases of the PSO-based network are able to give a successful prediction rate of up to 
80%, which is much higher than by pure chance. Moreover, the PSO-based 
perceptron exhibits much better and faster convergence performance in the training 
process as well as better prediction ability in the validation process than those by 
the BP-based perceptron. It can be concluded that the PSO-based perceptron 
performs better than the BP-based perceptron. It is believed that, if the involving 
parties to a construction dispute become aware with some certainty how the case 
would be resolved if it were taken to court, the number of disputes could be reduced 
significantly. 
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Fig. 1. Relationships between the normalized mean square error and fitness evaluation time 
during training for PSO-based and BP-based perceptrons  

Table 2. Comparison of prediction results for outcome of construction litigation 

Training Validation  
Algorithm Coefficient of 

correlation 
Prediction 
rate 

Coefficient of 
correlation 

Prediction 
rate 

BP-based 0.956 0.69 0.953 0.67 
PSO-based 0.987 0.81 0.984 0.80 

7   Conclusions 

This paper presents a PSO-based perceptron approach for prediction of outcomes of 
construction litigation on the basis of the characteristics of the individual dispute 
and the corresponding past court decisions. It is demonstrated that the novel 
optimization algorithm, which is able to provide model-free estimates in deducing 
the output from the input, is an appropriate prediction tool. The final network 
presented in this study is recommended as an approximate prediction tool for the 
parties in dispute, since the rate of prediction is up to 80%, which is much higher 
than chance. It is, of course, recognized that there are limitations in the assumptions 
used in this study. Other factors that may have certain bearing such as cultural, 
psychological, social, environmental, and political factors have not been considered 
here. Nevertheless, it is shown from the training and verification simulation that the 
prediction results of outcomes of construction litigation are more accurate and are 
obtained in relatively short computational time, when compared with the commonly 
used BP-based perceptron. Both the above two factors are important in construction 
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management. It can be concluded that the PSO-based perceptron performs better 
than the BP-based perceptron.  
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Abstract. Intelligent and adaptive approach to model two links manipulator 
system with self-organizing radial basis function (RBF) network is presented in 
this paper. The self-organizing algorithm that enables the RBF neural network 
to be structured automatically and on-line is developed, and with this proposed 
scheme, the centers and widths of RBF neural network as well as the weights 
are to be adaptively determined. Based on the fact that a 3-layered RBF neural 
network has the capability that represents the nonlinear input-output map of any 
nonlinear function to a desired accuracy, the input output mapping of the two 
link manipulator using the proposed RBF neural network is shown analytically 
through experimental results without knowing the information of the system in 
advance. 

1   Introduction 

As the developments of mechatronics and computer controlled systems, many kinds 
of manipulator systems are widely used in various application areas, and especially, 
the modeling and control of arm manipulators have attracted the attention of many 
researchers in the past few years[1-2]. To control an arm manipulator with a system-
atic approach, the mathematical model for the controlled system is necessary and to 
be derived by using the physical dynamic laws governing the motion characteristics 
[3]. However, this approach is much complex and sometimes infeasible. The main 
goal of the system modeling is to obtain a mathematical model whose output matches 
the output of a dynamic system for a given input. Because the solution to the exact 
matching problem is extremely difficult, in practical cases, the original problem is 
relaxed to developing the model whose output is to be as close as possible to the out-
put of the real dynamic system. Recently, many kinds of schemes for the system 
modeling have been developed [4-5]. Owing to its modeling performance with simple 
structure, fast computation time and higher adaptive performance, radial basis 
function network (RBFN) is one of the most promising.  

                                                           
* Corresponding author. 
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The construction of RBFN involves three different layers: Input layer which con-
sists of source nodes, hidden layer in which each neuron computes its output using a 
radial basis function (RBF) and output layer which builds a linear weighted sum of 
hidden layer outputs to supply the response of the network. The RBFN is basically 
trained by some learning strategies. The learning strategies in the literature used for 
the design of RBFN differ from each other mainly in the determination of centers of 
the RBF [6-8]. However, the general training methods share some fundamental draw-
backs. One of them is that the general RBF neural network has no ability to get the 
proper structure. Moreover, most of the current research results on identification or 
control of uncertain nonlinear systems do not present an on-line structuring scheme. 
Generally, it is difficult to find a proper structure of RBFN in the case that identified 
systems are totally unknown. In that case, an on-line structuring algorithm is highly 
required in which a proper structure of the network is searched during a learning 
phase and it is the current issue which has been actively researched.  

In this paper, we propose a self-organizing RBFN as an identifier of two-link robot 
manipulator system. The propose RBFN has no need of an initialization and has the 
ability to change its own structure during learning procedure. The proposed network 
initially has only one node in the hidden layer, but during the learning process, the 
network creates new nodes, and annexes similar nodes if they are needed. Identifica-
tion results of the two-link robot manipulator will be showed to demonstrate the per-
formance and efficiency of the scheme. 

2   Self-organizing Radial Basis Function Network 

RBFN is a three-layer neural networks structure. The structure of the RBFN is shown 
in Fig. 1. In RBFN, each hidden neuron computes the distance from its input to the 
neuron’s central point, c, and applies the RBF to that distance, as shows in Eq (1) 

2 2( ) ( / )i i ih x x c rφ= −  (1) 

where hi(x) is the output yielded by hidden neuron number i when input x is ap-
plied;φ  is the RBF, ci is the center of the ith hidden neuron, and ri is its radius.  

The neurons of the output layer perform a weighted sum using the outputs of the 
hidden layer and the weights of the links that connect both output and hidden layer 
neurons 

1

0
0

( ) ( )
n

j ij i j
i

o x w h x w
−

=

= +∑  (2) 

where oj(x) is the value yielded by output neuron number j when input x is applied: wij 

is the weight of the links that connects hidden neuron number i and output neuron 
number j, w0j is a bias for the output neuron, and finally, n is the number of hidden 
neurons. 

In the conventional design procedure, we have to set the initial structure before 
starting the learning of the network. In particular, it is hard to specify this initial struc-
ture in advance due to the uncertain distribution of on-line incoming data. We ap-
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proach this problem using a self-organizing RBFN inspired by [10]. In what follows, 
N(t) stands for the number of units at time t, and is zero initially. 

 

Fig. 1. Structure of the radial basis function network 

2.1   Similarity Measure  

Suppose the Aµ  and Bµ  as the activation functions of neurons A and B, respectively.  

2 2
1 1

2 2
2 2

( ) exp{ ( ) / }

( ) exp{ ( ) / }

A

B

x x m

x x m

µ σ

µ σ

= − −

= − −
 (3) 

And consider a criterion for the degree of similarity of two neurons, ( , )S ⋅ ⋅ . Then, 

( , )S ⋅ ⋅  takes the values in [0, 1], and the higher ( , )S A B  is, the more similar A and B 

are. For self-organizing learning the similarity measure for bell-shaped membership 
functions is used as follows. 
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 (5) 
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2.2   Creating a New Neuron  

The procedure for creating new neuron is consists of several steps. The steps are as 
follows;  

Step 1: Get the input ( )tx  and calculate the φ vector Shown in Fig. 2 

1 2 ( )

T

N tφ φ φ φ⎡ ⎤= ⎣ ⎦#  (6) 

where , 1,2, , ( )q q N tφ = #  is the output value of each hidden neuron. 
 

Step 2: Find the unit J having the maximum response value shown in Fig. 3 

1, ( )
maxJ q

q N t
φ φ

=
=  (7) 

������� �������

( )tX

1φ

2φ

1 2[  ]Tφ φ φ=

������� �������

( )tX

1φ

2φ

1 2 1 >   Jφ φ φ φ→ =

 

Fig. 2. Schematic representation of step 1  Fig. 3. Schematic representation of step 2 
 

Step 3: Determine whether a new neuron is added or not according to the following 
criterion shown in Fig. 4 

is winner (Do nothing).

Create a new unit.

J

J

if J

if

φ φ
φ φ

⎧ ≥ →⎪
⎨

< →⎪⎩
 (8) 

where 0 1φ≤ <  is a threshold value. We set this 0.750 

( )tX

������

 >   Do nothingJφ φ →

Jφ
φ

( )tX

�����������	�	
	��	��

Jφ
φ

��������������

 Create a new unitJφ φ< →

 
(a) No neuron is added     (b) New neuron is added 

Fig. 4. Schematic representation of step 3 
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Step 4: Modify or initialize parameters. 

1) If J th neuron is the winner (Do nothing), 

[ ]

( ) ( 1)

1
( )

( )

( ) ( 1)

( ) ( 1) ( ) ( ) ( 1)

J J

J
J

J J J J

n t n t

t
n t

N t N t

t t t u t t

α

α

= −

=

= −

= − + − −m m m

 (9) 

where Jα  is the local gain  

The local gain, Jα , governs the speed of the adaptive process for center, Jm  and is 

inversely proportional to the active frequency, Jn , of the Jth unit up to the present 

time instant.  

2) If a new neuron is created, we initialize parameters. 

( )

( )

( )

( ) ( ) 1

x( )

0, 1,...,

N t

JN t

N t i

N t N t

t

i n

σ σ

+

+

+

+ = +

=

=

= =

m

θ

 (10) 

where t+ indicates the time right after t.  

2.3   Annexing Two Neurons  

Step 5: Find the similarity set for annexation shown in Fig. 5. If we have N(t) neuron 
at time instance t, the similarity set is  

{ (1,2), (1,3) , ( ( ) 1, ( ))}annexationS S S S N t N t= −#  (11) 

where S(i, j) is the similarity between ith and jth neuron.  

�������

�������
�������

(1,2)S (1,3)S (2,3)S

 
Fig. 5. Schematic representation of step 5 
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Step 6: In the similarity set, if there are elements which satisfy S(i, j) > 0S , ith and 

jth neuron are annexed. We set 0S 0.980. The annexed neuron has the center, slope 

and weight determined as 

,

( ) ( ) 1

( ) ( )
( )

2
( ) ( )

( )
2

( ) ( ) ( ) ( )
( ) , 1,...,

( )

i j
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i j
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ik i jk j
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newi

N t N t

t t
t

t t
t

t t t t
t k n

t

σ σ
σ

φ φ
φ

+

+

+

+
+

= −
+

=

+
=

+
= =

m m
m

θ θ
θ

 (12) 

In step 4 and step 6, the new weight 
( )N t k+θ  and , ( ), 1,...,annex k t k n+ =θ  are set to 

have no effect on the output of the RBF neural network by creation or annexation, 
that is ( ) ( )t t+=y y

$ $
. The RBF neural network gets to find proper structure with above 

procedures step 1- step 6 going on.  

3   Application to Robot Manipulators 

Let us consider a two degree-of-freedom planar manipulator with revolute joints. Its 
figure and specification are shown in Fig. 6 and Table 1, respectively. For the identi-
fication of the two-link robot manipulator in this paper, the input vectors of the self-
organizing RBFN consist of angle, angular velocity and torque input for each axis, 
and all of them are to be measured with experimental setup. The output vector is the 
estimated angle and angular velocity for each axis. 

 

Fig. 6. Modeled two degree-of-freedom robot manipulator 
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Table 1. Specification of robot manipulators 

 1-axis 2-axis 
Motor DC 24V/4.6W DC 24V/4.6W 
Encoder 200pulse / rev 200pulse/rev 
Gear ratio 144:1 144:1 
Operation range 65  130  

Because the pre-information about the robot manipulators is unknown, measuring 
procedure for real input-output vector is necessary. For that purpose, a simple ex-
perimental environment connecting to the manipulator is set up. Its simple block dia-
gram is shown in Fig. 7.  

IBM

PS/2

Interface

Circuit

Two-link 

manipulator

Angle, angular 

velocity

Torque input
Main driver

 
Fig. 7. Block diagram of the experimental environment 

 
The experimental results are illustrated in Figs. 8-10. In the figures, the real (meas-

ured) and estimated values of angle and angular velocity of each axis, and their errors 
are presented. And the variation of the number of neurons in the hidden layer is also 
displayed. From the figures, we can see that the estimated values track well the origi-
nal measured values. The RBFN has one neuron at the beginning, but the number of 
neurons increases gradually, and when the RBFN has enough neurons, the number of 
neurons is not increased any more.  
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Fig. 8. Angle, angular velocity in 1-axis 
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Fig. 9. Angle, angular velocity in 2-axis 
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Fig. 10. No. of neurons and errors of angle and angular velocity of each axis 

4   Conclusions 

In this paper, an intelligent and adaptive approach to identify a two-degree-of-
freedom robot manipulator system with self organizing radial basis function network 
is presented and experimentally verified. The RBFN creates and annexes neurons on-
line and automatically during the identification procedure. And the centers and widths 
of RBFN as well as the weights are to be adaptively determined. If the input vector is 
too far away from the existent neurons, the new neuron will be created, and if the two 
neurons are too close each other, these neurons will be annexed. 

Using this scheme, robot manipulators are modeled well and performance and ef-
ficiency are demonstrated. 
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A SOM Based Approach for Visualization
of GSM Network Performance Data

Pasi Lehtimki and Kimmo Raivio

Helsinki University of Technology,
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P.O. Box 5400, FIN-02015 HUT, Finland

Abstract. In this paper, a neural network based approach to visualize
performance data of a GSM network is presented. The proposed approach
consists of several steps. First, a suitable proportion of measurement data
is selected. Then, the selected set of multi-dimensional data is projected
into two-dimensional space for visualization purposes with a neural net-
work algorithm called Self-Organizing Map (SOM). Then, the data is
clustered and additional visualizations for each data cluster are provided
in order to infer the presence of various failure types, their sources and
times of occurrence. We apply the proposed approach in the analysis of
degradations in signaling and traffic channel capacity of a GSM network.

Keywords: data mining, neural networks, visualization, self-organizing
map, telecommunications.

1 Introduction

The radio resource management in current wireless communication networks
concentrates on maximizing the number of users for which the quality of service
(QoS) requirements are satisfied, while gaining the maximal profitability for
the operator [12]. In practice, the goal is to obtain an efficient usage of the
radio resources (i.e. maximal coverage and capacity with the given frequency
spectrum) while keeping the infrastructure costs at the minimum. Currently,
the variety of services is developing from voice-oriented services towards data-
oriented services, causing new difficulties for the network resource management
due to the increased diversity of QoS requirements.

The most severe performance degradations of wireless networks from the user
point of view involve the reduced availability (blocking) of the services as well as
the abnormal interruption of the already initiated services (dropping). In prin-
ciple, such performance degradations may result from unpredictable hardware
breakdowns or temporary changes in the operating environment (i.e in traffic
flow), but on the other hand, they may originate from incorrect (or unsuitable)
network configuration, causing bad performance more regularly.

The system knowledge required to optimize GSM system performance is very
difficult to formalize as a mathematical model and therefore, automatic control
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of many configuration parameters is unfeasible. Instead, the network optimiza-
tion is carried out by application domain experts having a long experience in the
problem field. In such a case, it is more efficient to exploit the existing expert
knowledge and to try to represent the most informative portion of the measure-
ment data in an efficient form in order to support performance optimization.

In this paper, an analysis process based on Self-Organizing Map (SOM) to
visualize GSM network performance data is presented. The SOM has been ap-
plied in the analysis of 3G network performance, including advanced network
monitoring and cell grouping [7, 6].

Next, the basic SOM algorithm is presented. Then, the overall SOM based
analysis process for GSM performance data is outlined. Then, we demonstrate
the use of the analysis process in two problem scenarios in which the capacity
problems in the signaling and traffic channels are analyzed.

2 Methods

2.1 Self-organizing Map

One of the most widely used neural network algorithms is the Kohonen’s Self-
Organizing Map [5]. It consists of neurons or map units, each having a loca-
tion in a continuous multi-dimensional measurement space as well as in a dis-
crete two-dimensional output grid. During the so-called training phase, a multi-
dimensional data collection is repeatedly presented to the SOM until a topology
preserving mapping from the multi-dimensional measurement space into the two-
dimensional output space is obtained. This dimensionality reduction property of
the SOM makes it especially suitable for data visualization.

The training phase of SOM consist of two steps: the winner map unit search,
followed by application of an update rule for the map unit locations in the
measurement space. In winner search, an input sample x is picked up randomly
from the measurement space and the map unit c closest to the input sample x
is declared as the winner map unit or the best-matching map unit (BMU):

c = argmin
i

||x − mi||, (1)

in which mi is the location of the ith map unit in the measurement space and c
is the index of the winner map unit in the output grid of SOM.

After the winner search, the locations of the map units in the measurement
space are updated according to the rule:

mi(t + 1) = mi(t) + α(t)hci(t)[x(t) − mi(t)], (2)

in which 0 < α(t) < 1 is a learning rate factor and hci(t) is usually the Gaussian
neighborhood function

hci(t) = exp
(

−||rc − ri||
2σ2(t)

)
, (3)
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Data selection Clustering VisualizationSOM

Fig. 1. A block diagram illustrating the phases of the proposed analysis process

where rc is the location of the winner unit and ri is the location of the ith map
unit in the discrete output grid of SOM. The learning rate factor α(t) and the
neighborhood radius σ(t) are monotonically decreasing functions of time t.

2.2 The Overall Analysis Process

The proposed SOM based analysis process is illustrated in Figure 1. Next, the
steps of the analysis process are discussed in detail.

Data Selection. The GSM system consists of large amount of base stations
(BSs), each serving the users on distinct geographical areas (cells). The per-
formance of the BSs is described by a large amount of variables called Key
Performance Indicators (KPIs) with typical sampling frequency of one hour. For
each KPI, an objective value can be defined by the network operator in order to
define the acceptable performance of the network.

When projection methods such as the SOM are used in data visualization,
all samples usually have equal priority when determining the projection (dimen-
sionality reduction) function. In many trouble shooting tasks, however, more
accurate visualizations of failures would be more appropriate at the expense of
samples representing normal operation. When analyzing the performance degra-
dations of a GSM network, the data subset to be used in projection function
determination can be selected by choosing the KPIs of interest and removing
the samples that represent normal operation (the objective values for the se-
lected KPIs are met). For example, if an accurate visualization of traffic channel
problems are desired, it would be justified to use only the samples in which traffic
channel blocking or traffic channel drop rate exceed some pre-selected threshold.

SOM Training. After the subset of data of interest is selected, the data is
normalized in order to make all variables equally important independently on
the measurement unit. Then, the normalized data is used as the input data in the
SOM training. The training procedure for the SOM was described in Section 2.1.
The trained SOM is used to visualize the multi-dimensional input data using the
component plane representation of SOM [10].

Clustering. The clustering of the data aims in partitioning the data into “nat-
ural” groups, each (hopefully) describing different types of failures present in the
GSM network. Therefore, the clustering of the data allows the analysis process to
be divided into subproblems in which different types of failures are analyzed sep-
arately. We have adopted a clustering approach in which the clustering process is
carried out for the map units of SOM (in the measurement space) instead of the
original data subset [11]. We have used the k-means clustering algorithm [2] for
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different values of k (the number of clusters in which the data is divided). The
best clustering among different values of k is selected according to the Davies-
Bouldin index [1].

Visualization. After the SOM training and clustering, a visualization of the
selected multi-dimensional input data is obtained. This information helps the
application domain expert to make inferences about the possible problem sce-
narios present in the data. The cluster analysis based on SOM component planes
reveals the variety of failures faced by the network. It is relatively easy task for
an expert to select the most important variables (KPIs) for each failure type. By
analyzing the amount of samples in different fault clusters originating from each
cell of the GSM network, the locations of the different failure types are efficiently
obtained. Finally, the visualization of the times of occurrence of different fault
types reveals additional temporal information about the faults. These three types
of simple visualizations allows the selection of variables, cells and time periods
that are taken into further analysis using conventional methods.

3 Experiments

3.1 Analysis of SDCCH Capacity Problems

In this section, we demonstrate the use of the presented analysis process by
analyzing the capacity problems in the signaling channel. The available data set
consists of several KPIs with sampling frequency of one hour. The measurements
were made in 41 cells during 10-week time period, resulting in about 40 000 multi-
dimensional data vectors. First, we selected a suitable data selection scheme in
order to focus on the signaling channel capacity problems. The selected variable
set consisted of SDCCH blocking and availability rates, uplink and downlink
signal strengths and signal quality measurements, as well as the amount of circuit
switched traffic in the cell.

We applied an inequality constraint with SDCCH Blocking > 0 % in order
to filter the uninformative (normal operation) samples from the analysis. Then,
we applied histogram equalization based normalization method for the selected
data set in order to obtain invariance w.r.t the scales of the variables. Then, we
trained a SOM in which the map units were organized in a 15×10 hexagonal grid
by applying 500 epochs of batch training and 500 epochs of sequential training.

For comparison purposes, we used Principal Component Analysis (PCA) [3]
and Independent Component Analysis (ICA) [4] methods to obtain alternative
coordinate axes in the original data space along which the data samples were to
be projected. We compared the quality of the projections using the measures of
trustworthiness and preservation of neighborhoods [9]. We found out that the
SOM and PCA based projections were equally good, outperforming the ICA
based projection in both measures. We evaluated the same accuracy measures
for the same data subset in cases where the data selection had no impact on
actual projection function (i.e all the data was used in forming the projection).
We found out, that the SOM and ICA based projections lost in representation
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Fig. 2. (a) SOM of data samples representing possible signaling channel capacity prob-
lems. Clusters 1, 4, 6 and 7 represent possible signaling channel capacity problems. (b)
Cells 12, 15 and 16 contribute the most to the fault clusters. (c) In cell 12, the failures
appear mostly during a 4-day period

accuracy when data selection was not used. The PCA based projection performed
equally well in both cases (with and without data selection).

In Figure 2(a), the so-called component planes of the SOM are shown. In
order to visualize the cluster structure of the data, we clustered the map units
of SOM using k-means clustering algorithm and plotted the resulted clustering
with the U-matrix representation [8] of SOM. The numbers in the map units of
SOM indicate the cluster memberships of the map units.

By analyzing the properties of each cluster using the component planes, four
clusters that represent possible signaling channel capacity problems can be iden-
tified: cluster 4 contains high values for signaling channel blocking, with mod-
erate amount of traffic. Clusters 1 and 6 represent behavior in which a drop in
channel availability is likely to cause the high blocking values. Cluster 7 rep-
resents channel blockings that are likely to be a result of bad signal quality,
i.e the connection is refused because the required channel quality could not be
provided. The U-matrix reveals, that the clusters 1, 6 and 7 are located further
apart from the other clusters.

By analyzing the number of hits into different fault clusters (see Figure 2(b)),
it was evident that nearly all of the samples in the fault clusters were generated
by only three cells of the network. Hits from other cells can be viewed instan-
taneous situations that do not give reasons to configuration adjustments and
therefore can be ignored.
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Fig. 3. (a) In cell 12, peaks in signaling channel blocking appear during a drop in
channel availability. (b) The blocking rates of the cells 15 and 16 are very correlating

When plotting the times of occurrences of the hits to the fault clusters from
these three cells, it was found that the cell 12 had a 4-day period when most of
the samples into fault cluster 1 were generated (see Figure 2(c)). This suggests
that the signaling channel availability were temporarily reduced (i.e the amount
of available channels dropped) and therefore, some of the channel requests were
blocked. In order to verify this assumption, we plotted the signaling channel
availability and blocking from that time period (see Figure 3(a)). According to
this figure, it is even more clear that it is the drops in availability that causes
the requests to be blocked.

Most of the samples of cluster 4 were generated by cells 15 and 16 (in the
same site), suggesting that they suffer from signaling channel blocking at high
amounts of users. In addition, these samples were generated mostly during one
day. The signaling channel blockings of these cells from that day are shown in
Figure 3(b). Clearly, the blocking rates of the two cells are strongly correlating.
Such behavior can be due to a failure in a close-by cell, causing requests to
originate from larger geographical area than normally. Therefore, the amount
of channel requests is abnormally high. On the other hand, such increase in
signaling channel traffic may also be caused by a configuration error leading to
increased amount of location updates or paging traffic. It should be noted that
the amounts of signaling traffic capacity problems in this network are relatively
small (only less or equal to 10 hits per cell into any of the problem clusters).

3.2 Analysis of TCH Capacity Problems

In this experiment, we repeated the same analysis procedure for traffic channel
data. The selected variables consisted of TCH blocking, dropping and availability
rates, uplink and downling signal strengths as well as the amount of circuit
switched data traffic. In addition, we applied the inequality constraint requiring
that TCH Blocking > 0 % or TCH Drop Rate > 2 %.
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Fig. 4. The SOM of traffic channel capacity problems and the corresponding clusters
on top of SOM

Then, a SOM was trained using the normalized data subset as the input
data. The training procedure of SOM was similar to the one with the signaling
channel data. Also, we trained SOMs with bigger map grids, but they did not
provide any clear benefits over the map of size 15×10. When comparing the SOM
based projection with the PCA and ICA projections, we found out that all the
projections were equally good. The SOM based projection provided the worst
values of trustworthiness measure with small neighborhoods, but the best values
with large neighborhoods. Also, the ICA based projection gave worse values of
preservation of neighborhoods as the size of the neighborhood increased. The
importance of data selection in forming the projection function was not as clear
as in the signaling channel capacity analysis. This is due to the fact that in the
signaling channel capacity analysis, the data selection retained only 0.4 % of
the samples, and in the traffic channel capacity analysis, the used data selection
scheme retained up to 27 % of the samples.

In Figure 4, the SOM of the traffic channel capacity problems is shown with
the corresponding clusters. From the figure, several fault clusters can be identi-
fied: cluster 1 represents samples with relatively high drop rate and low amount
of traffic. Cluster 3 represents moderate amount of traffic channel drops and
degraded traffic channel availability. In cluster 8, blocking appears with rela-
tively high amount of traffic. Cluster 9 contains samples with high drop rate,
low uplink and downlink signal strengths, and low amount of traffic.

Similarly to the signaling channel capacity analysis, the contributions of the
cells into these clusters were analyzed. In the analysis, it was found that cells
39 and 9 generated many samples into cluster 3, stating that they suffer from
call dropping due to low availability. By plotting the drop rate and channel
availability as time series for both cells (not shown), it became clear that the
drop rates in these cells were in the same level also when the availability was full.
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Fig. 5. The amount of traffic channel blocking at different amounts of traffic in cells 2
and 10. In these cells, the capacity is increased twice during the analyzed period

Therefore, the call dropping is not likely to be caused by the reduced channel
availability. However, it is interesting that these problems appear simultaneously
in these cells (see Figure 6(a)) and that they were located on nearly overlapping
coverage areas.

Cells 2 and 10 generated most of the samples in cluster 8, i.e they seem to
suffer from blocking at high amounts of traffic. The amount of resources (fre-
quencies) may not be appropriate for these cells. They did not suffer from signal
quality or channel availability problems, and therefore, the blockings are exclu-
sively due to insufficient resources. Figure 5 shows the amount of blocking vs. the
amount of traffic of these cells in three different time periods. In Figures 5(a)
and (d), the first time period is shown. It is clear that the blockings start to
increase when the amount of traffic in cell 2 is more than 0.15 Erlangs and in
cell 10, more than 0.25 Erlangs. However, during the next time period shown
in Figures 5(b) and (e), the blockings start to appear when the amount of traf-
fic exceeds 0.3 Erlangs in cell 2 and 0.5 Erlangs in cell 10. It seems likely that
the amounts of resources were increased between these two periods. However,
blocking still appears. In Figures 5(c) and (f), the third time period is shown.
This time period lasts only two days, but the same behavior seems to continue:
blocking starts to appear when the amount of traffic exceeds 0.5 Erlangs in cell
2 and 1.0 Erlangs in cell 10.
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Cells 6 and 26 generated most of the samples in cluster 9, indicating that
they suffer from call dropping when the received signal strengths were low and
the amount of traffic was low. Further analysis revealed that the low signal
strengths did not explain the amount of dropping, since the variation in signal
strengths did not cause variation in drop rates. Also, if low signal strength would
have caused traffic channel dropping, power control should have increased the
power levels in order to place it at appropriate level. Instead, these cells behave
similarly to cells 4, 7, 12, 13, 18, 24, 26, 39, 40 and 41 that generated a lot of
samples into cluster 1. Cluster 1 is essentially similar to the cluster 9, except the
higher signal strength levels.
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Fig. 6. (a) The drop in traffic channel availability in cells 9 and 39 was not explaining
the inadequate drop rate values. Instead, the drop rate levels were high constantly.
Interestingly, the channel availabilities dropped simultaneously in both cells. (b) The
cells with lowest capacity tend to suffer from higher drop rates. (c) The highest drop
rates occur at very low amount of traffic. This behavior is common to all cells

The key observation here is that all these cells suffer from high drop rates
at low amount of traffic. There are at least two reasons that might explain
this behavior. First, the so-called microcells characterized by low power levels,
low capacity and small coverage areas are frequently positioned to cover the
busiest locations such as city areas. Often, such areas also represent the most
difficult propagation environments and the highest user mobility, causing serious
variations in radio channel conditions. In Figure 6(b), the capacity of the cells
(measured as maximum amount of traffic observed in the data) is plotted against
the average drop rate. From the figure it is clear, that highest average drop rates
are observed in the cells that also have the smallest capacity. As mentioned
before, such small capacity cells are frequently used in hot-spot areas where
user mobility is high and propagation conditions are difficult. Therefore, the
call dropping in these cells are probably caused by physical constraints of the
environment and it might be difficult to achieve better performance in such cells.

Secondly, it is evident that the highest drop rate values are observed when
the amount of traffic is close to zero (see Figure 6(c)). When the amount of calls
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is very low, a drop of only a few connections may cause very high drop rates.
This is due to the fact that the formula used to generate the traffic channel
drop rate from several low-level counters exaggerates the seriousness of the fault
at low number of calls during the measurement period. The inaccuracy of the
traffic channel drop rate causes similar behavior in all cells, but is obviously more
frequently present in the cells with higher drop rates at all amounts of traffic.

It can be concluded, that the traffic channel problems are much more regular
than the signaling channel problems. The traffic channel problem clusters are
hit about 50 - 500 times and the signaling channel problem clusters were hit at
most 13 times. The most typical problem type was traffic channel dropping in
low capacity cells.

4 Conclusion

In this paper, a SOM based approach to visualize GSM network performance
data was presented. This visualization process allowed us to efficiently locate the
problem cells and find the times of occurrences of problems, and to select the
appropriate variables in order to continue the analysis by conventional analysis
methods. By visualizing all the possible variable pairs over the whole time period
from all the cells would have produced a very high number of graphs, making
the manual analysis of such results unfeasible. Therefore, the use of the proposed
analysis process helped to achieve a higher degree of efficiency in the analysis of
multi-dimensional GSM network performance data.
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Abstract. Tide tables are the method of choice for water level predictions in 
most coastal regions.  In the United States, the National Ocean Service (NOS) 
uses harmonic analysis and time series of previous water levels to compute tide 
tables.  This method is adequate for most locations along the US coast.  
However, for many locations along the coast of the Gulf of Mexico, tide tables 
do not meet NOS criteria.  Wind forcing has been recognized as the main 
variable not included in harmonic analysis. The performance of the tide charts 
is particularly poor in shallow embayments along the coast of Texas.  Recent 
research at Texas A&M University-Corpus Christi has shown that Artificial 
Neural Network (ANN) models including input variables such as previous 
water levels, tidal forecasts, wind speed, wind direction, wind forecasts and 
barometric pressure can greatly improve water level predictions at several 
coastal locations including open coast and deep embayment stations.  In this 
paper, the ANN modeling technique was applied for the first time to a shallow 
embayment, the station of Rockport located near Corpus Christi, Texas.  The 
ANN performance was compared to the NOS tide charts and the persistence 
model for the years 1997 to 2001. This site was ideal because it is located in a 
shallow embayment along the Texas coast and there is an 11-year historical 
record of water levels and meteorological data in the Texas Coastal Ocean 
Observation Network (TCOON) database. The performance of the ANN model 
was measured using NOS criteria such as Central Frequency (CF), Maximum 
Duration of Positive Outliers (MDPO), and Maximum Duration of Negative 
Outliers (MDNO). The ANN model compared favorably to existing models 
using these criteria and is the best predictor of future water levels tested. 

1   Introduction 

In recent years the importance of marine activities has grown steadily. With the 
growth of the economy, the shipping industry has seen its activity increase leading to 
a push towards larger and deeper draft vessels.  The operation of such vessels in ports 
where shallow water is a concern would greatly benefit from accurate advanced water 
level related information. Coastal communities would greatly benefit from such 
forecasts as well. A comparison of measured water levels with tidal forecasts is 
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presented in Fig. 1. The Division of Nearshore Research (DNR) at Texas A&M 
University–Corpus Christi has taken on two main tasks:  the design of a model that 
will provide more accurate results than the currently relied upon tide charts, and to 
make the results from this model accessible to the marine community.  
 

 

Fig. 1. Comparison of the Rockport Tide Chart predictions (gray) and the actual water level 
measurements (black) in 1998.  (Notice the discrepancy between the predicted and actual 
values.) 

The area of interest for this work is Rockport, TX., a coastal community of 7385 
people, with a maximum elevation of only two meters. In general, all tourist activities, 
restaurants, and entertainment facilities are located near the water, no more than a few 
inches above the water level in Aransas Bay, a particularly shallow embayment (See 
Fig. 2).  

     

Fig. 2. Rockport, TX. The city is located 35 miles from Corpus Christi, one of the nations most 
active ports 
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Several approaches have been considered to solve the task of providing a more 
accurate model.  This paper is focused on Artificial Neural Networks (ANN), which 
to date, have provided more accurate results for open coast and deeper embayments, 
but had not been tested for such shallow embayment. The ANN took into account the 
astronomical tide information in addition to time series of measured water levels, 
wind speeds and wind directions and barometric pressures.         

The input data had been queried from data compiled for more than 10 years in the 
real-time database of the TCOON [2] (See Figs. 3,4). The models were trained over 
large data sets, and all the results were then compared using the National Ocean Service 
skill assessment statistics, with an emphasis on the Central Frequency. Central 
Frequency is the ratio of predictions that are within plus or minus X cm from the actual 
measurement.  For NOS to consider a model operational, its Central Frequency of 15 
cm must be equal or greater than 90%.  The tide charts (the current method of water 
level predictions) for the entire coast of Texas did not pass the standard.  The deficiency 
of the tide charts and the reason for the deficiency are known by the National Oceanic 
and Atmospheric Administration (NOAA).  As the agency has  stated,  “…presently 
published predictions do not meet working standards” when assessing the performance 
of the tide charts for Aransas Pass, Texas [3]. 

The first test for a new model to be accepted is that it must improve upon the 
performance of a benchmark model called the persisted difference or “Persistence” 
model. The persistence model relies on the inference that a presently observed 
distance between the tide chart prediction and the actual water level will persist into 
the future. The Persistence model basically takes an offset and applies it to the tide 
charts for the prediction. It is simple and yet considerably more effective than the tide 
charts in predicting water levels along the Texas Gulf coast. Once this benchmark was 
incorporated, the objective shifted to the development and assessment of an ANN 
model applied to various locations along the Gulf Coast and within shallow estuaries 
and embayments. 

 

 

 

 

 

 

 

 
 
 
 

 
Fig. 3. A typical TCOON station. Each station records a variety of time series data then 
transmits the data to the TCOON database 
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Fig. 4. Comparison of six coastal stations and their respective RMSE and Central Frequency 
for the tide charts.  The NOS standard is 90%, and the best value is 89.1% 

2   Site Description, Model Topology, and Training 

Rockport, Texas, the central area of interest for this paper, is most directly affected by 
Aransas Bay, which is linked to the Gulf of Mexico through Aransas Pass (See Fig. 
2).  The barrier island protecting Rockport from the effects of the Gulf is called San 
Jose Island, which is also connected to Matagorda Island. The shallow waters 
between the barrier islands and the Rockport coastline lead to a delay between the 
observed water level trends in the Gulf and in Rockport.  In general, what is observed 
in the Gulf takes a few hours to register in the affected bays. Most of the directly 
observed water level changes had been correlated with strong winds and frontal 
passages [3, 4].   This made it important to test the inclusion of winds as part of the 
input to the ANN model, but many other factors must also be considered. The 
presently used ANN model includes previous water levels measurements, tidal 
forecasts, previous wind speed and wind direction measurements, wind forecasts, and 
barometric pressure.  A schematic of the model is presented in Fig. 5.  Although a 
plethora of other time series data is available, it was shown by way of factor analysis 
that only a few components were actually necessary to model the water level changes 
[1].  Five years of hourly data between 1997 and 2001 were chosen to train and test 
the ANN model. Less than 2% of the data was missing for each of the data series (See 
Table 1) used in this work except for the Bob Hall Pier 1999 data set where 2.2% of 
the wind data was missing. The gaps were filled by linear interpolation within the 
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Table 1. Availability of data for the Rockport station from 1996-2001, and a summary of the 
missing data 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

 
gaps for wind data and for water level gaps, the tidal component of the water level 
was first subtracted, then the gap was filled by interpolation, and finally the tidal 
component was added back in. All water level measurements were in reference to 
mean low water levels because the main audience for our predictions is ship captains, 
and many nautical charts use this as their reference point.  The tidal forecasts, water 
levels, and all meteorological data were downloaded from the TCOON database.  The 
tide forecasts were computed using a years worth of water level data and 26 harmonic 
constituents, using NOAA procedures. The information from the different inputs was 
scaled to a [-1.1, 1.1] range and inserted into the first or hidden layer of the ANN (See 
Fig. 5).  A set of random numbers was picked to start the training process, then 
weights and biases were progressively optimized to adjust to the desired output or 
target.  The number of layers could be varied with each case, but previous studies in 
Galveston Bay and Corpus Christi Bay showed that simple ANN using only one 
hidden and one output layer to be the most effective [5].  

All ANN models had been developed, trained, tested, and assessed in a MatLab 
R13 environment and using the Neural Network Toolbox.  The computers using 
MatLab ranged in processor speed from 450 MHz to 2.6 GHz.  The Levenberg-
Marquardt algorithm was used to train the model.  The model was trained over one 
year of data, then applied to the other four years to create five training sets and twenty 
testing sets.  The average performances were computed over the testing sets.  The 
effectiveness of the models were determined using the National Ocean Service skill 
assessment statistics (See Table 2).   

Data Set 
Year 

Data Set 
Span 

Data 
Available 

%pwl 
Missing

Max Dur 
Miss Data 
(pwl) 

Rockport 

*Data is hourly* 

1996 
1/1/96 -    
12/31/96 

pwl, wtp, 
harmwl, sig 1.40% 112 pts. 

1997 
1/1/97 – 
12/31/97 

pwl, wtp, 
harmwl, sig 0.53% 22 pts. 

1998 
1/1/98 – 
12/31/98 

pwl, wtp, 
harmwl, sig 0.43% 23 pts. 

1999 
1/1/99 – 
12/31/99 

pwl, wtp, 
harmwl, sig 0.13% 4 pts. 

2000 
1/1/00 – 
12/31/00 

pwl, wtp, 
harmwl, sig 0.14% 7 pts. 

2001 
1/1/01 – 
12/31/01 

pwl, wtp, 
harmwl, sig 0.05% 1 pt. 
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Fig. 5. Schematic of Artificial Neural Network Model 

3   Optimization and Application 

The first step in the optimization of the Artificial Neural Network was to find the 
number of previous water levels optimizing the accuracy of the water level forecasts.  
The average Central Frequency (CF) was used to evaluate the accuracy of the 
forecast.  Previous water levels were added to the model in increments of three 
previous hours until the optimum CF was reached for that forecast, then the same 
process was repeated for increased forecasting times.  Once the optimum number of 
previous water levels was found, the typical methodology would have been to include 
previous winds.  However, since the database for the Rockport station did not have 
wind data for the period of this study this step was eliminated.  The next step in the 
optimization was to find the best number of previous water levels for another nearby 
station.  We decided to use the Bob Hall Pier, an open coast station.  The same 
process was used for these previous water levels until the best combination of water 
levels from Bob Hall Pier and Rockport was found.  Then, using the optimal water 
levels from Rockport, the third station, Port Aransas, was also evaluated.  Once again, 
previous water levels were increased until the optimum number was found.  Bob Hall 
Pier and Port Aransas have complete wind data, so once the optimal water levels were 
established, the winds for these stations could be incorporated into the model.  
Previous winds were added in the same fashion aswater levels: increasing the number 
of previous winds by three hours at a time until the optimum or 48 previous hours is 
reached.  The final step in the optimization was incorporating the wind forecasts.  In 
the operational models the wind forecasts will be provided by the National Center for 
Environmental Predictions (NCEP) Eta-12 of this study, wind forecasts were created 
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Table 2. NOS Skill assessment statistics. (The Central Frequency is the main performance 
assessment) 

using the actual wind measurements. The performance of the ANN for the Rockport 
station was significantly improved when the wind forecasts from Bob Hall Pier were 
included, but not when including wind forecasts from the Port Aransas station.  
Changing the number of neurons was also a possibility in finding the optimized 
model, but previous studies showed no significant improvement in the results [6].  In 
general more accurate forecasts were observed when larger numbers of previous 
water levels were used. The optimal ANN model changes slightly for different 
forecast times, but in general, using 24 hours of previous water levels at Rockport, 24 
hours of previous water levels at Bob Hall Pier, and 12 hours of previous wind speeds 
and wind directions at Bob Hall Pier lead to the most accurate water level forecasts 
without using wind forecasts. This model resulted in a CF(15 cm) of 99.59% for a 3-
hour forecast, 99.20% for a 12-hour forecast, 97.85% for a 24-hour forecast, and 
91.33% for a 48-hour forecast. Even for a two-day water level forecast, the model 
stays about 1.3% above the NOS criteria for a successful model or 90%.  The tide 
charts, however had a CF(15 cm) of 85%, and the Persistence Model, 87.18% for 48-
hour forecasts. Both of which were below the standard for a NOS acceptable model.  
Adding the Bob Hall Pier wind forecasts to the model increased the CF by 3.6%, 
which emphasized the importance of having wind forecasts available for the 
operational model.   

4   Discussion 

The performance of the ANN at the Rockport station showed significant improvement 
over all other discussed models. The 91.33% CF for 48-hour forecasts is a significant 
improvement over the other models considered (85% for the tide charts and 87% 
 
 

Error  The predicted value p minus  the observed value r  

SM   Series Mean; the mean value of a time series y 

RMSE  Root Mean Square Error 

SD   Standard Deviation 

CF(X)   Central Frequency; % of errors within the limits of -X and X 

POF(2X)   Positive Outlier Frequency; % of errors greater than X 

NOF(2X)   Negative Outlier Frequency; % of errors less than –X 

MDPO(2X) Maximum Duration of Positive Outliers 

MDNO(2X) Maximum Duration of Negative Outliers 
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forthe Persistence model). It was interesting to find that data from Bob Hall Pier was 
more helpful in improving forecasts than data at Port Aransas. Since geographically, 
Port Aransas is closer to Rockport and Port Aransas, like Rockport, is shielded from 
the Gulf of Mexico by the barrier islands.   

The importance of winds can be observed in the increase in accuracy when this 
information is added to the model. A 0.4% increase in CF was observed when wind 
data was incorporated, and although this seems like a small difference, practically this 
represents an additional day and a half for which the predictions will be within the ± 
15cm range. When wind forecasts were used there was a 3.6% increase in 
effectiveness, which corresponds to an additional 13 days of acceptable water level 
predictions.  Archived wind forecasts were not available throughout this research, so 
the forecasts were obtained from actual measurements.  The real-time model will 
utilize the Eta-12 wind forecast database, made available through a collaboration with 
the Corpus Christi Weather forecasting Office [7].  These forecasts have already been 
tested in a separate study of three local stations: Bob Hall Pier, Naval Air Station, and 
Port Aransas [8].  This study and a related study on Galveston Island showed that the 
difference between wind forecasts and wind measurements was not significant for the 
model, and that the water level predictions were not significantly affected by the 
likely differences between forecasts and measurements.  Incorporating accurate wind 
forecasts will be particularly important when predicting water levels during frontal 
passages.  The ANN has difficulty in catching very rapid changes in water levels 
without the association of wind forecasts during sudden changes in wind speeds and 
wind directions.   

5   Conclusions 

The Rockport station was the first of the TCOON shallow water stations upon which 
ANN models were tested. The results showed that the ANN outperforms all present 
models for the Rockport station [2].  The tide charts and the Persistence models do 
not meet the NOS criteria, while the Linear Regression model and the Neural 
Network Models (one with wind forecasts and one without) showed accuracy above 
the 90% CF criteria with the ANN model including wind forecasts having the best 
performance at 94.5%.  The effectiveness of the model shows that a strong correlation 
can be established between water level forecasts and meteorological factors.  The 
optimal model is a combination of the previous water levels at both Rockport and Bob 
Hall Pier, and previous wind information from the same coastal station.  In this case, 
24 hours of previous water levels at both Rockport and Bob Hall Pier, and 12 hours of 
previous winds at Bob Hall Pier.  Wind forecasts significantly improve the water level 
forecasts and efforts are being made to incorporate Eta-12 wind information into the 
model.  The simplicity and effectiveness of the tested Artificial Neural Network 
models has shown that this powerful and flexible modeling technique have benefited 
the marine community since the predictions of these models were made available on 
the World Wide Web in late Fall, 2003.  
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Fig. 6.  The effects of the inclusion of wind forecasts.  The top line is the ANN model using 
Rockport previous water levels, Bob Hall Pier previous water levels and wind measurements, 
and Bob Hall Pier wind forecasts, which led to an increase in CF(15cm) of 3.5%. The second 
line is using information from Port Aransas, and the third line is using information from 
Rockport only.  The bottom line is the tide chart prediction 
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Abstract. This work proposes a decision model construction process by 
extracting the mapping function from the trained neural model.  The 
construction process contains three tasks, namely, data preprocessing, 
hyperplane extraction, and decision model translation.  The data preprocessing 
uses the correlation coefficient and canonical analysis for projecting the input 
vector into the canonical feature space.  The hyperplane extraction uses the 
canonical feature space to train the neural networks and extracts the 
hyperplanes from the trained neural model.  The genetic algorithm is used to 
adjust the slop and reduce the number of hyperplanes.  The decision model 
translation uses the elliptical canonical model to formulate the preliminary 
decision model.  Finally, the genetic algorithm is used again to optimize the 
canonical decision model. 

1   Introduction 

Decision modeling is a key element in most decision support systems.  It has been 
used to support the decision maker in selecting different alternative during decision 
activity. However, the decision model development is not a simple task.  It must 
capture enough of the reality to make it useful for the decision makers.  Many 
methods have been proposed for developing the decision model, such as, 
optimization, statistical estimation, decision tree, linear programming, decision 
theory, and simulation. However, the traditional methods contain the following 
shortcomings.  First, the decision modeling can be cumbersome if there are many 
alternatives or goals need to choice. The large amount of data may cause the analysis 
task become intractable.  Moreover, the generalization ability of the decision model is 
also another problem for solving unseen situations.  Exceptions may cause the fragile 
decision model.  Finally, an optimal solution may not guarantee to be generated 
through the modeling process.  

Neural networks are endowed with the parallel-distributed capability that can be 
used to modeling the large amount of data and generating the optimal solutions for the 
decision makers.  This work proposes a decision model construction process by 
extracting the mapping function from the trained neural networks.  The construction 
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process contains three tasks, namely, data preprocessing, hyperplane extraction, and 
decision model translation.  The data preprocessing uses the correlation coefficient 
and canonical analysis to project the input vector into the canonical feature space.  
The hyperplane extraction uses the canonical feature space to train the neural 
networks and extracts hyperplanes from the trained neural networks.  The decision 
model translation uses the elliptical canonical model to build the preliminary decision 
model.  Finally, the genetic algorithm is used to optimize the canonical decision 
model.  

2   Decision Model Construction  

The decision model construction contains three main tasks, namely, data 
preprocessing, hyperplane extraction, and decision model translation.  The data 
preprocessing projects the input data into the canonical feature space.  The data 
preprocessing uses the correlation coefficient analysis to find the variable with the 
maximum correlation coefficient as the decision attribute.  The data preprocessing 
then uses the decision attribute to sort the data in ascending order.  The sorting 
process generates a maximum distance between different set of data.  Moreover, the 
data preprocessing uses the maximum summation of correlation coefficient between 
the classes to partition the variables into two clusters.  The data preprocessing then 
unifies the variables in each cluster into a canonical attributes [1].  The hyperplane 
extraction then uses the reduced canonical data to train the neural networks.  The 
hyperplane extraction extracts the hyperplanes from the trained neural networks.  The 
hyperplane extraction uses the weights between the input and hidden layer of the 
feedforwad neural networks.  Moreover, the hyperplane extraction uses the genetic 
algorithm to adjust the slop and reduce the number of hyperpalnes.  The decision 
model translation constructs use the elliptical canonical model to construct the 
elliptical canonical model.  The decision model translation uses the elliptical shapes to 
cover the canonical data in the hyperplanes decision regions.  Finally, the decision 
model translation then uses the genetic algorithm to optimize the canonical decision 
model. 

3   Data Preprocessing 

The data preprocessing conducts two subtasks, namely, data classification and 
canonical analysis transformation.  The data classification uses the correlation 
coefficient analysis to do the data sorting and data clustering.  First, the data sorting 
computes the coefficient dependence between attributes to construct the correlation 
coefficient matrix.  It selects the attribute with the maximum correlation coefficient as 
the decision attribute.  It then uses the decision attribute to sort the data in ascending 
order.  The sorting process generates a maximum distance between different set of 
data.  Specifically, the data sorting computes the maximum correlation summation 
value of each attribute in the attribute correlation coefficient matrix [2].  Moreover, 
the data clustering uses the correlation coefficient analysis again to find the maximum 
distance between two classes that are far away [2].  Finally, the canonical analysis 
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transformation unifies the attributes of each cluster into canonical attributes.  The 
canonical formula, C1 and C2, transforms the variables in each cluster into the 
following formula. 

443322111 ususususC +++=                                              (1) 

443322112 vtvtvtvtC +++=                                              (2) 

where ui and vi are the ith variable in the cluster 1 and 2, si and ti are the ith canonical 
coefficient of the canonical attribute 1 and 2.   

4   Hyperplane Extraction 

The hyperplane extraction is responsible to train the neural networks and extract the 
hyperplanes from the trained neural networks.  The neural networks training uses the 
reduced canonical data to train the neural networks.  The hyperplane extraction then 
uses the weights between the input and hidden layers of the trained feedforward 
neural networks to construct the hyperplanes.  The hperplanes can be extracted from 
the hidden layer of the feedforward neural networks directly.  It partitions the input 
space into many decision regions.  The genetic algorithm is used to refine these 
hyperplanes.  It adjusts the slope or reduces the number of the hyperplanes to achieve 
better classification.  Fist, it simplifies the variables in the hyperplane formula into 
two for reducing the number of chromosome by Eq. 3.   

021 =−+ jj txsx                                                (3) 

where sj and tj are the normalized coefficients.  The chromosome then uses binary 
value to represent the hyperplane variables.  Ultimately, the genetic algorithm uses 
the crossover and mutation operators to optimize the slope of the hyperplanes [2].   

5   Decision Model Transformation 

The decision model construction conducts two subtasks, namely, canonical model 
transformation and canonical decision model optimization.  The canonical model 
transformation is responsible for transforming the decision regions from the trained 
neural model into the elliptical canonical model.  The shape of the decision region is a 
polygon divided by the hyperplanes.  The elliptical canonical model transformation 
then uses the coordination of each vertex for transforming the polygon into a elliptical 
canonical model.  The ellipse model can represent the data distribution in the decision 
regions using the following equation. 
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where h and k are the center of the ellipse, a, b, and θ are the length of the semi-major 
ellipse axis, the length of semi-minor ellipse axis, and the ellipse angle rotated 
clockwise [2].  The angle degree of the ellipse ranges between of -π/2 and π/2.  The 
canonical neural model then uses the elliptical pattern to cover the data in each 
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decision boundary.  A polygon is transformed into an ellipse.  The center of the 
ellipse is the center of the polygon. Eq. 5, 6, 7, and 8 represent the transformation of 
above, where a and b are the length of semi-major axis and the length of semi-minor 
axis of ellipse [2].  Finally, the genetic algorithm is used to refine the accuracy  of the 
canonical neural model.   
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6   Conclusions 

This work proposes a decision model construction process by extracting the mapping 
function from the trained neural model.  The construction process contains three 
tasks, namely, data preprocessing, hyperplane extraction, and decision model 
translation.  The proposed canonical decision model construction system exhibits the 
following interesting features.  First, the system projects the training data into the 
canonical feature space for reducing the dimension complexity.  The decision model 
can be interpreted by human directly in the feature space.  This method is much the 
same as the kernel function used in the support vector machine.  Moreover, the 
system unlocks the mapping function black box in the neural networks.  The system 
uses the canonical model to represent the mapping function of the neural networks.  
The canonical decision model uses elliptical shapes to cover the problem decision 
regions.  The modeling is performed according to the construction process of 
canonical decision model.  Finally, the proposed system uses the genetic algorithm to 
adjust the slope of the hyperplanes and elliptical shapes in the decision region, 
regarded as changing the synaptic weights in a neural model.  The optimization 
process enhances the accuracy and generalization ability of the decision model.   
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Abstract. Our work focuses on: the problem of detecting unusual changes of 
consumption in mobile phone users, the corresponding building of data 
structures which represent the recent and historic users’ behaviour bearing in 
mind the information included in a call, and the complexity of the construction 
of a function with so many variables where the parameterization is not always 
known. 

1   Description of the Problem 

The existing systems of fraud detection try to consult sequences of CDR’s (Call Detail 
Records) by comparing any field function with fixed criteria known as Triggers. A 
trigger, when activated, sends an alarm which leads to fraud analysts’ investigation. 
These systems make what are known as a CDR’s absolute analysis and they are used 
to detect the extremes of fraudulent activity. To make a differential analysis, patterns 
of behavior of the mobile phone are monitored by comparing the most recent activities 
to the historic use of the phone; a change in the pattern of behavior is a suspicious 
characteristic of a fraudulent act. In order to build a system of fraud detection based 
on a differential analysis it is necessary to bear in mind different problems: (a) the 
problem of building and maintaining “users’ profiles” and (b) the problem of detecting 
changes in behavior. Pointing the first problem, in a system of differential fraud 
detection, information about the history together with samples of the most recent 
activities is necessary. An initial attempt to solve the problem could be to extract and 
encode Call Detail Records (CDR) information and store it in a given format of 
record. To do this, two types of records are needed; one, which we shall call CUP 
(Current User Profile) to store the most recent information, and another, to be called 
UPH (User Profile History) with the historic information [1, 2]. When a new CDR of 
a certain user arrives in order to be processed, the oldest arrival of the UPH record 
should be discarded and the oldest arrival of the CUP should enter the UPH. 
Therefore, this new, encoded record should enter CUP. It is necessary to find a way to 
“classify” these calls into groups or prototypes where each call must belong to a 
unique group. For the second problem, once the encoded image of the recent and 
historic consumption of each user is built, it is necessary to find the way to analyze 
this information so that it detects any anomaly in the consumption and so triggers the 
corresponding alarm.  
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2   Description of the Suggested Solution 

In order to process the CDR’s, a new format of record  must be created containing the 
following information: IMSI (International Mobile Subscriber Identity), date, time, 
duration and type of call (LOC: local call, NAT: national call, INT: international call). 
For constructing and maintaining the “user’s profiles”, we have to fix the patterns that 
will make up each of the profiles. The patterns must have information about the user’s 
consumption. We propose the use of SOM (Self Organizing Map) networks to 
generate patterns (creating resemblance groups) to represent LOC, NAT, and INT 
calls respectively [3]. The user’s profile is built using the patterns generated by the 
three networks. The data used to represent a pattern are the time of the call and its 
duration. The procedure to fill the patterns consists of taking the call to be analyzed, 
encoding it and letting the neural network decide which pattern it resembles. After 
getting this information, the CUP user profile must be adapted in such a way that the 
distribution of frequency shows that the user now has a higher chance of making this 
type of calls. Knowing that a user’s profile has K patterns that are made up of L 
patterns LOC, N patterns NAT and I patterns INT, we can build a profile that is 
representative of the processed call and then adapt the CUP profile to that call. If the 
call is LOC, the N patterns NAT and the I patterns INT will have a distribution of 
frequency equal to 0, and the K patterns LOC will have a distribution of frequency 

given by the equation ⎟⎟
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/  [2] where X is the encoded call to be 

processed; v is the probability that X call could be i pattern and Qi is the pattern i 
generated by the neural  LOC network. If the call were NAT, then L must be replaced 
by N and the distribution of LOC and INT frequencies will be 0; if the call were INT, 
then L must be replaced by I and the distribution of LOC and NAT frequencied will 
be 0. The CUP and UPH profiles are compared using the Hellinger distance [3] in 
order to settle whether there have been changes in the pattern of behavior or not. The 
value of distance will establish how different must CUP and UPH be, in order to set 
an alarm going. By changing this value, there will be more or fewer alarms set off. 

3   Results 

The generated patterns after the training of the neural networks (LOC, NAC, INT) are 
shown as follows: Fig.1 shows 144 patterns corresponding to local calls, Fig.2 shows 
64 patterns corresponding to national calls and  Fig. 3 shows the 36 patterns 
corresponding to international calls.  The construction of profiles and detection of 
changes in behavior are shown as follows: Fig. 4 shows a user’s CUP at the moment 
an alarm was set off. It can be observed that the distribution of frequencies indicates a 
tendency to make local calls (patterns 1 to 144) and International calls (patterns 209 
to 244), Fig. 5 shows the same user’s UPH at the moment the alarm was set off. It can 
also be observed that the distribution of frequencies indicates a major tendency to 
make INT calls only (patterns 209 to 244). 
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Fig. 1. LOC Patterns  Fig. 2. NAC Patterns  Fig. 3. INT Patterns 
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Fig. 4. User’s CUP when an alarm was set off Fig. 5. User’s UPH when an alarm was set off 
 

By analyzing the detail of this user’s calls from dates previous to the triggering of 
the alarm to the day it was set off, there is evidence that the alarm responded to the 
user’s making only international calls till the moment that he started making local 
calls. When the number of local calls modified the CUP in the way illustrated by the 
graph, the alarm was triggered. If the user pays his invoice for international calls, this 
alarm is not an indicator of fraud, but it is an indicator of a sensitive change of 
behaviour in the pattern of user’s consumption, and that is exactly what this system 
searches.  

4   Conclusions 

Though the change in behaviour does not necessarily imply fraudulent activity, it 
manages to restrict fraud analysts’ investigation to this users’ group. Applying to this 
group other types of techniques [1], it is possible to obtain, with a high degree of 
certainty, a list of users who are using their mobile phone in a “ not loyal” way. It is 
also proven, with the experiences carried out, that the differential analysis provides 
with much more information than the absolute analysis, which can only detect peaks 
of consumption and cannot describe the user behavior in question.  
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Abstract. This paper proposes an intelligent medical image understanding 
method using a novel two-tier artificial neural network ensembles framework to 
identify lung cancer cells and discriminate among different lung cancer types by 
analyzing the chromatic images acquired from the microscope slices of needle 
biopsy specimens. In this way, each neural network takes the shape and color 
features extracting from lung cancer cell images as the inputs and all the five 
possible identification results as its output.  

1   Introduction 

Lung cancer is one of the most common and deadly diseases in the world. Therefore, 
lung cancer diagnosis in early stage is crucial for its cure [1]. In this paper, a novel 
medical image understanding method is proposed to identify lung cancer cells and 
discriminate among different lung cancer types, by constructing a two-tier artificial 
neural network ensembles framework input by low-level image features. The method 
has already successfully implemented and applied to a Lung Cancer Cell Image 
Analysis System (LC2IAS) developed for early stage lung cancer diagnosis. 

2   System Architecture 

The hardware configuration mainly includes a medical electron microscope, a digital 
video camera, an image capturer, and the output devices including a printer and a 
video display. The video frames are captured and saved as 24 bit RGB color images, 
on the basis of which the image understanding software identifies and discriminates 
among different lung cancer cells automatically according to the diagnosing flow as 
follows. 
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Firstly, the RGB image is projected into a one-dimensional gray level space in 256-
scale using an algorithm customized for lung cancer cell images [2]. Then, image 
processing techniques including smoothing, contrast enhancement, mathematic 
morphological operations and color enhancement are utilized to improve image 
quality. After that, the image is thresholded and an 8-connectivity chain code 
representation [3] is used to mark all the possible cells in it. At the same time, color 
information of all the possible cells and the whole image is simultaneously kept for 
later use. Finally, the shape and color features of all the possible cells are extracted to 
feed in a trained two-tier neural network ensembles framework, in order to identify 
whether lung cancer cells exist in the specimen or not. If there exist lung cancer cells, 
a further diagnosis will be made to indicate which type of lung caner the specimen 
case may have.  

The extracted shape features include perimeter, size, major axis length, minor axis 
length, aspect ratio, roundness degree, protraction degree and the variance of all the 
pixel values of a cell, which can be easily computed based on 8-connectivity chain 
code representation [4]. The extracted color features include the means and variances 
of red, green and blue components of RGB color space, and hue, illumination and 
saturation components of HIS color space [4], both of each individual cell and of the 
whole slice image. Moreover, a self-defined Cratio component, which represents the 
ratio of blue component in a cell, is also derived from the medical fact.  

3   Two-Tier Neural Network Ensembles 

The proposed neural network ensembles framework comprises two independent 
neural network ensembles at two different tiers, which is illustrated in Fig. 1. The first 
tier takes the extracted shape features as its input, and the second tier takes the color 
features as its input. This kind of ensemble simulates the professional diagnosis 
experiences so well that the accuracy and performance can both be improved.   

Fig. 1. The Neural Network Ensemble Framework 

We choose error Back-Propagation (BP) learning algorithm for each individual 
neural network at each tier. Each BP neural network has three layers, taking 
normalized image feature vectors, shape or color, as its input units, and having five 
output units representing all the possible diagnosis results: adenocarcinoma, 
squamous cell carcinoma, small cell carcinoma, abnormal cell, and normal cell, each 
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associated with a computed output value. The hidden units are configured by 
experience, where the first tier has seven and the second tier has ten. 

4   Experimental Results 

We have used 676 cells from 312 stained slice images collected from Department of 
Pathology, Nanjing Bayi Hospital as the experimental data set. All the samples are 
well-archived real cases ever diagnosed by medical experts. The data set is divided 
into two sets: a training set containing 550 cells (among which 321 are for the first 
ensemble tier while the remainder (229) are for the second ensemble tier), and a test 
set (126 cells). The experimental results are listed in Table 1.  

Table 1. Experimental results of individual neural network ensemble and the two-tier method 

Ensemble Type General-error False Negative False Positive Cross-error  
1st tier 15.9% 7.9% 4.8% 3.2% 
2nd tier 24.6% 13.5% 4.0% 7.1% 
Two-tier method 8.7% 3.2% 4.0% 1.6% 

In Table 1, there are totally four error measures. General-error measures the rate of 
overall false identifications, consisting of False Negative, False Positive, and Cross-
error. False Negative measures the rate of false negative identifications that are 
cancer cells but erroneously identified as normal cells or abnormal cells. False 
Positive measures the rate of false positive identifications that are not cancer cells but 
erroneously identified as cancer cells. Cross-error is defined to measure the rate of 
false discriminations among different cancer types.  

We can learn from Table 1 clearly that the two-tier method outperforms both 
individual ensembles by obtaining more satisfied values in all of the four measures. 
Moreover, the most noticeable and crucial improvement is that False Negative and 
Cross-error are both well controlled. It can be seen from Table 1 that False Negative 
is decreased to 3.2% and Cross-error is decreased to 1.6%, making the two-tier 
method more reliable in routine diagnosis. This is because the two-tier framework is 
able to combine the two ensembles to make use of the relative strengths of each and 
achieve the optimization of errors.  
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Abstract. The preservation of common components has been recently isolated 
as a beneficial feature of genetic algorithms. One interpretation of this benefit is 
that the preservation of common components can direct the search process to 
focus on the most promising parts of the search space. If this advantage can be 
transferred from genetic algorithms, it may be possible to improve the overall 
effectiveness of other heuristic search techniques. To identify common compo-
nents, multiple solutions are required – like those available from a set of paral-
lel searches. Results with simulated annealing and the Traveling Salesman 
Problem show that the sharing of common components can be an effective 
method to coordinate parallel search.  

Keywords: Parallel Algorithms, Heuristic Search, Simulated Annealing,  
Genetic Algorithms, Combinatorial Optimization, and Traveling Salesman 
Problem. 

1   Introduction 

Genetic algorithms are a heuristic search procedure modelled after Darwinian evolu-
tion and sexual reproduction. To implement this model, a genetic algorithm (GA) uses 
a population of solutions, fitness-based selection, and crossover [7][9]. Fitness-based 
selection over a population of solutions imitates the process of “survival of the fit-
test”, and crossover simulates sexual reproduction to create new offspring solutions. 
Compared to other evolutionary computation techniques (e.g. [6][18]), the distin-
guishing feature of a genetic algorithm is the crossover operator.  

It is generally believed by many GA researchers (e.g. [5][7][19]) that recombina-
tion is “the overt purpose of crossover” [19]. However, this emphasis helps over-
shadow the remaining mechanisms of a crossover operator: “respect” and “transmis-
sion” [14]. Specifically, in crossing two parents, the offspring should only be com-
posed of components that come from the parents (transmission), and it should pre-
serve all of the features that are common to the two parents (respect). 
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Respect, or the preservation of common components, has recently been isolated 
and demonstrated to be a beneficial feature of crossover operators [2]. Building on the 
commonality hypothesis which suggests that “schemata common to above-average 
solutions are above average”, one interpretation of this benefit is that the preservation 
of common components will focus changes to the uncommon/below-average compo-
nents of a solution [4]. This focus increases the probability that a given change will 
lead to an improvement in the overall solution (see figure 1). Subsequently, a search 
procedure which preserves common components should be more effective than one 
that does not.  

Since multiple solutions are required to identify common components, a point-
search technique like simulated annealing [11] is not normally capable of benefiting 
from respect. However, multiple solutions become available with parallel search. 
Therefore, the preservation of common components holds promise as a method to 
coordinate and improve the performance of parallel search techniques.  

A parallel implementation of simulated annealing has been developed for the Trav-
eling Salesman Problem (TSP). Experiments have been run in three modes: no coor-
dination (i.e. run n trials and keep the best), coordination by transferring complete 
solution, and coordination by sharing common components. In these experiments, the 
best performance was achieved when the parallel search processes were coordinated 
by the sharing of common components.  

2   Background 

The benefit of crossover has traditionally been attributed to the mechanism of recom-
bination [5][7][19]. If two parents each have a unique beneficial feature, then cross-
over can combine these two features into a “super offspring” that has both of these 
features. However, combinatorial optimization problems are not generally decom-
posable, so two good sub-solutions will not always recombine well.  

Fig. 1. In the OneMax problem, the objective is to have all 1’s. A solution is improved when a 
0 is turned into a 1. In the above example, changing a component at random has only a 30% 
chance of improving a parent solution. When changes are restricted to uncommon components, 
the probability of an improvement increases to 50% [4]  

A newly isolated benefit of crossover is the preservation of common components 
[2]. When common components are preserved, changes to the parent solutions are 
restricted to the uncommon components. Compared to unrestricted changes, these 
restricted changes are more likely to lead to improvements (see figure 1). This advan-

Parent 1:    1 0 1 1 0 1 0 1 1 1 
Parent 2:    1 1 0 1 0 1 1 1 0 1 
 
Common:      1     1 0 1   1   1 
 
Uncommon 1:    0 1       0   1 
Uncommon 2:    1 0       1   0 
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tage of crossover should also apply to combinatorial optimization problems that have 
“big valley” fitness landscapes (e.g. the TSP).  

In a big valley fitness landscape, random local optima are more similar than ran-
dom solutions, the similarities among local optima increase with their quality, and the 
global optimum is in the “centre” of the cluster of local optima [1][12]. Starting from 
a local optimum, a search path that reduces solution similarities is likely to be heading 
away from the centre of this big valley. Conversely, a search operator that maintains 
solution similarities by preserving common components has a greater probability of 
directing the search process towards the better solutions found at the centre of the big 
valley. 

3   Parallel Simulated Annealing 

Simulated annealing [11] is an iterative improvement technique based on the physical 
process of metal annealing. Compared to hill climbing, simulated annealing is de-
signed to allow probabilistic escapes from local optima. Assuming a minimization 
objective, the simulated annealing process can be visualized as a ball rolling downhill 
through a landscape of peaks and valleys. Depending on how much “energy” is in the 
ball, it has the ability to “bounce out” of local minima. When the temperature/energy 
approaches zero, the ball will come to rest in a final minimum – ideally the global 
minimum if the cooling schedule has been slow enough.  

Fig. 2. In a typical distribution of local minima for the TSP (shown on the left), the best solu-
tions have more common edges [1]. When escaping from a local minimum, simulated anneal-
ing will normally consider only the increase in the objective function. However, among moves 
that increase the objective function, the moves that create additional different edges are more 
likely to be leading the search process away from the centre of the big valley than the moves 
that preserve common components 

Simulated annealing (SA) does not normally specify how the “ball” will escape from 
local minima – it can climb any valley wall with equal probability. This feature of SA is 
well-suited to problems with randomly distributed local minima. However, for problems 
that have big valley fitness landscapes, it may be beneficial to concentrate the search 
efforts of simulated annealing on the most promising part of the search space at the 
centre of the big valley. This focusing of the search effort can be achieved by using a 
search operator that preserves common components (see figure 2).  
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To identify/preserve common components, multiple solutions are required – like 
those available in a parallel implementation. In experiments using a fixed amount of 
computational effort, it has previously been shown that the preservation of common 
components can improve the performance of simulated annealing [2]. However, the 
efficacy of this form of communication as a means to coordinate parallel search pro-
cedures has not yet been fully analyzed.  

4   The Traveling Salesman Problem 

GA and SA researchers often use the Traveling Salesman Problem (TSP) as a stan-
dard combinatorial optimization problem. In addition to being well-defined (find the 
least-cost Hamiltonian cycle in a complete graph of N cities), many benchmark prob-
lems are readily available through TSPLIB [16]. The following experiments are con-
ducted on 5 symmetric TSPLIB instances (i.e. pcb1173, pcb3038, fl1400, fl1577, and 
fl3795) that offer a good range of sizes. In general, instances below 1000 cities are no 
longer interesting [10], and instances above 4000 cities were too large for the current 
implementation1.  

5   The Experiments 

The following experiments will compare three means of coordinating parallel search: 
no coordination, coordination by transferring complete solutions, and coordination by 
sharing common components. The base case of no coordination is equivalent to “run 
n trials and keep the best”. Transferring complete solutions and sharing common 
components should allow both of these coordination methods to direct more search 
effort towards the most promising parts of the search space. However, sharing com-
mon components should maintain greater diversity and allow a “continuous” redirec-
tion of the search process towards the centre of the big valley.  

5.1   Simulated Annealing for the TSP 

The base SA application for the TSP (BaseSA) was developed with the following 
parameters. BaseSA starts from a random solution, uses a geometric cooling schedule 
(µ = 0.9) with 100 temperature cycles/annealing stages, applies two million two-opt 
swaps per stage2, and returns to the best found solution at the end of each temperature 
cycle. Since a fixed number of annealing stages are used, the temperature is not de-
creased if the best solution does not improve during that annealing stage. To deter-
mine the initial temperature, a preliminary set of 50 two-opt swaps where only im-
proving steps are accepted is used. At the end of this set, the initial temperature starts 
at the average length of the attempted backward steps / ln(0.5).  

                                                           
1  Source available at http://www.atkinson.yorku.ca/~sychen/research/search.html 
2  In general, the number of two-opt swaps performed during each temperature cycle should 

increase with the problem size (e.g. [17]). However, the performance degradation caused by 
using a fixed number of two-opt swaps should help highlight any benefits (e.g. improved ef-
ficiency) of coordination 
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The above implementation of simulated annealing was run in sets of n = 1, 2, 4, 
and 8 independent parallel runs. After all individual runs in a set are complete, the 
best solution found by any of these runs is returned as the final solution. Thirty inde-
pendent trials are run for each value of n, and the results are reported as percent dis-
tance above the known optimal solution. (See Table 1.)  

Table 1. Average percentage above optimal for 30 independent trials of BaseSA with two 
hundred million total two-opt swaps performed per parallel run 

5.2   Coordination with Complete Solutions 

Information among parallel searches can be shared by transferring complete solutions 
(e.g. [12][17]). In the following experiments, each process stores its best solution and 
queries a random parallel run for its best stored solution at the end of each tempera-
ture cycle. The better of these two solutions is used as the starting point for the next 
temperature cycle.  

Coordination with complete solutions was tested with sets of n = 2, 4, and 8 paral-
lel processes. Results are again reported as percent distance above the known optimal 
solution. (See Table 2.) The total number of two-opt swaps is held constant, but the 
communication overhead increases the actual runtimes (of each process) by about 2% 
compared to using no coordination.  

Table 2. Average percentage above optimal for 30 trials of SA coordinated by transferring 
complete solutions with two hundred million total two-opt swaps performed per parallel run 

5.3   Coordination with Common Components 

Transferring complete solutions can overly concentrate the search effort which may 
subsequently reduce the individual contributions of each parallel process. Conversely, 
sharing common components can help direct the search efforts of each SA implemen-

n = 1 n = 2 n = 4 n = 8 
Instance 

avg std dev avg std dev avg std dev avg std dev 

pcb1173 8.55 1.03 8.07 0.72 8.05 0.53 7.49 0.59 
fl1400 5.82 2.05 4.33 1.38 3.58 1.15 2.86 0.89 
fl1577 10.97 3.11 9.09 2.84 7.69 1.94 6.91 1.55 
pcb3038 15.34 1.64 15.13 1.08 14.59 0.81 13.66 0.50 
fl3795 24.09 5.15 22.04 5.24 19.68 2.36 17.22 2.46 

n = 2 n = 4 n = 8 
Instance 

avg std dev avg std dev avg std dev 

pcb1173 8.28 0.65 7.85 0.67 7.29 0.63 
fl1400 4.91 1.64 4.03 1.02 4.69 1.74 
fl1577 9.40 2.77 8.83 2.30 7.76 2.82 
pcb3038 14.65 0.97 13.83 1.12 13.15 0.77 
fl3795 21.97 3.70 20.04 3.96 19.53 4.93 
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tation towards the centre of the big valley without sacrificing diversity. Specifically, a 
two-opt swap replaces two current edges with two new edges. To help preserve solu-
tion similarities and direct the search process towards the centre of the big valley, the 
replaced edges should be uncommon edges.  

Similar to the experiments coordinated with complete solutions, each process 
stores and returns to its best solution at the end of each temperature cycle. The best 
stored solution of a random parallel process is examined, but each process continues 
with its own solution – only common edges are recorded from the shared solution. 
During the next temperature cycle, 90% of the two-opt swaps will ensure that one of 
the replaced edges is an uncommon edge [2].  

Coordination with common components was tested with sets of n = 2, 4, and 8 par-
allel processes. Results are again reported as percent distance above the known opti-
mal solution. (See Table 3.) Compared to using no coordination, the communication 
overhead and the cost of identifying and preserving common components have in-
creased the actual runtimes of each parallel process by about 10%.  

Table 3. Average percentage above optimal for 30 trials of SA being coordinated by sharing 
common components with two hundred million total two-opt swaps performed per parallel run 

6   Results 

The basic test for a coordination method is to determine if it performs better than 
having no coordination at all. Surprisingly, coordination with complete solutions was 
often less effective than no coordination, and the occasional improvements were not 
highly significant (as determined by one-tailed t-tests). (See Table 4.) Conversely, the 
improvements observed when coordinating with common components are consistent 
and significant. This coordination strategy receives the benefits of both search diversi-
fication (n independent processes) and search concentration (each process uses the 
others to help direct it to the centre of the big valley). Overall, coordination with 
common components is clearly the most effective of the three coordination strategies.  

The absolute performance of the above SA implementations is not particularly 
strong (e.g. [2][10][17]), and the difference with [2] is primarily attributed to starting 
from a random solution. Although additional tuning of BaseSA could be done, this is 
neither critical nor highly relevant to the purpose of the experiments. In particular, the 
diverse absolute results help highlight the consistent improvements in performance 
 

n = 2 n = 4 n = 8 
Instance 

avg std dev avg std dev avg std dev 

pcb1173 5.08 0.64 4.88 0.65 4.40 0.55 
fl1400 3.15 1.33 2.45 0.90 1.94 0.47 
fl1577 2.48 1.12 2.19 0.87 1.49 0.48 
pcb3038 11.06 0.73 10.83 0.72 10.33 0.57 
fl3795 11.27 2.17 10.10 1.89 8.86 1.44 
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Table 4. Results of one-tailed t-tests comparing methods of coordination. Values indicate 
percent probability that results achieved by the first coordination method are the same as those 
achieved by the second method (- indicates that the expected improvement was not observed) 

that are achieved by coordinating parallel runs through the sharing of common com-
ponents. Specifically, the effectiveness of this coordination strategy is visible early 
(e.g. fl3795) and late (e.g. fl1577) in the search process.  

7   Discussion 

The benefit of parallel search is minimal if there is no coordination among the proc-
esses. Clearly, each process should have some information about the progress of other 
processes (e.g. a copy of their best solution). However, how this information is used 
can have a significant effect on the efficiency and/or effectiveness of the resulting 
parallel search strategy. 

For example, parallel search processes could be coordinated by using recombina-
tion (e.g. [8][20]) which is more traditionally viewed as the primary advantage of 
crossover and genetic algorithms [5][7][19]. However, population search procedures 
lead to a fair amount of convergence (i.e. speciation) which is not necessarily a desir-
able feature for parallel search. When using recombination, the diversity among the 
parallel searches would have to be limited to avoid the situation where “crossover can 
be compared to the very unpromising effort to recombine animals of different spe-
cies” [20]. Conversely, medical experiments for humans are often performed on a 
diverse set of animals that we would not likely receive any benefit if we were to re-
combine with them (e.g. rats, monkeys, etc). In a similar fashion, the coordination of 
parallel search with common components allows each process to share information on 
its key structures without sacrificing diversity.  

Coordinating parallel search with complete solutions also sacrifices diversity. With 
respect to the goal of balancing exploration and exploitation in the search process, the 
copying of complete solutions eliminates one path in favour of another. Arguably, if 
that second search path has no chance of finding a better solution than the first path, 
then there is no point to expend any additional effort on exploring that path. When 
measuring the efficiency of parallel search for a given level of effectiveness (e.g. 
[17]), copying complete solutions may be a reasonable method of coordination. How-
ever, if the processing power is available, coordination with common components has 
been shown to be significantly more effective.  

n = 2 n = 4 n = 8 

Instance 
complete 

vs. 
none 

common
vs. 

none 

complete
vs. 

none 

common
vs. 

none 

complete
vs. 

none 

common 
vs. 

none 

pcb1173 - 0.00 13.57 0.00 9.92 0.00 
fl1400 - 0.09 - 0.01 - 0.01 
fl1577 - 0.00 - 0.00 - 0.00 
pcb3038 5.76 0.00 0.27 0.00 0.52 0.00 
fl3795 47.84 0.00 34.14 0.00 - 0.00 
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In many combinatorial optimization problems, the solution space resembles a big 
valley [1]. Specifically, there are many good solutions in the vicinity of other good 
solutions, and this is the premise behind search techniques like memetic algorithms 
[13][15]. However, memetic algorithms do not necessarily exploit the feature that 
defines the big valley – common components [3]. The coordination of parallel search 
processes with common components explicitly uses this feature in an attempt to direct 
each search process towards the centre of the big valley. For the TSP, the results indi-
cate that this attempt has been quite successful.  

8   Conclusions 

There are two goals for any strategy to coordinate parallel search: greater efficiency 
and greater effectiveness. The experiments conducted with a simulated annealing 
implementation for the Traveling Salesman Problem demonstrate that sharing infor-
mation on common components can be an effective way to coordinate parallel search. 
Compared to no coordination and coordination with complete solutions, coordination 
with common components has been significantly more effective.  
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Abstract. The knowledge-driven causal models, implementing some inferential 
techniques, can prove useful in the assessment of effects of actions in contexts 
with complex probabilistic chains. Such exploratory tools can thus help in “fore-
visioning” of future scenarios, but frequently the inverse analysis is required, that 
is to say, given a desirable future scenario, to discover the “best” set of actions. 
This paper explores a case of such “future-retrovisioning”, coupling a causal 
model with a multi-objective genetic algorithm. We show how a genetic algo-
rithm is able to solve the strategy-selection problem, assisting the decision-maker 
in choosing an adequate strategy within the possibilities offered by the decision 
space. The paper outlines the general framework underlying an effective knowl-
edge-based decision support system engineered as a software tool.  

1   Introduction 

When undertaking actions and strategies, a decision-maker normally has to cope with 
the complexity of the present and future context these strategies will fall in. For the 
purpose of our research, we can assume that “acting” is always explicitly or implicitly 
oriented with the intent to make a desirable future scenario more probable (and make 
the undesirable one less probable). However, the frequently complex interactions 
among possible social, natural or technological factors can make extremely difficult 
to take decisions, especially if there are strong constraints. This difficulty can be re-
lated to the fact the actors tend to consider only the first-order, or at most the second-
order potential effects, being unable to cope intuitively with long cause-effect chains 
and influences, such that could sometimes bring about quite counter-intuitive and 
unexpected consequences. For the purpose of adequately taking into account and of 
coping reliably with the actual system's complexity, it might show useful to build a 
causal model and its related computational technique. 

A widely used approximate technique is the so called Cross-Impact Analysis (CIA) 
[1], which provides estimated probabilities of future events as the result of the ex-
pected (i.e. estimated) interactions among them. Such approach was originally pro-
posed by Helmer and Gordon in the 1966. Subsequently, Gordon and Hayward have 
developed a stochastic algorithmic procedure, capable of proving quantitative results 
[2]; the idea had number of variants and applications [3-6]. Such causal models and 
the related computational-inferential techniques made possible the simulation of  
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effects of subsets of implemented actions on the probability of the final scenarios. 
However, that brought about the issue of the inverse problem: given a desirable sce-
nario, how to find the optimal set of actions in terms of effectiveness and efficiency, 
which could make the desirable scenario most probable? 

In this paper we will propose and exploit a multi-objective genetic algorithm 
(MOGA) approach in the search for the best set of actions and the related budget 
allocation problem in the outlined probabilistic context. The computational frame-
work described here, coupling the causal model and the MOGA, has been imple-
mented is a software tool and is being used as an effective knowledge-based decision 
support system (DSS). 

2   The Dynamics of a System of Events 

Let us consider a time interval t∆  and the set 

1{ , , }Ne e=Σ …  (1) 

whose elements we will call non recurrent events, events which can occur at most 
once in the time interval [ 0t , 0t t+ ∆ ]. Furthermore assume that, during the given time 
interval, the occurrence of an event can modify the probability of other events (i.e. the 
set Σ represents a system). Noticeably, the interactions among events can be signifi-
cantly complex, given the possibility of both feedbacks and memory-effect (i.e. the 
events' probability can depends on the order of occurrences of events). 

We can define the state of  Σ as an N-dimensional vector s=(s1,...,sN), where si=1 if 
the i-th event has occurred, otherwise si=0 (i.e. every occurrence of an event triggers a 
state transition). Between the initial time 0t  and the final time 0t t+ ∆ , the system Σ 
performs, in general, a number of state transitions before reaching the final state. 

Every non occurred event ie  in a state sk has, with respect to the next state transi-
tion, a probability of occurrence ip  which can vary during the system's evolution.  

 

 

Fig. 1. The state-transition diagram for a three-
event system without memory 

 Fig. 2. A scheme of the Cross Impact Analysis
approach 

As an example, let us consider the three-event no-memory system 1 2 3{ , , }e e e=Σ . 

The state-transition diagram is represented in the Fig. 1, where all states are labelled 
using letters from A to H. When the system is in the state C, it has the transition prob-
ability pCE (i.e. the current p1) to switch to the state E.  

Eventually, at the end the system reaches a state called scenario where, in general, 
we may observe that some events have occurred during the given time interval. In 

a
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particular, observing the entire evolution of the system over time, we can define the 
probability of occurrence of the event ie ,  which will be indicated as ( )iP e , or the 

probability of non-occurrence, indicated as ( )iP e¬ . Also, it is possible to determine 

the joint probabilities, such as ( )i j kP e e e∧ ¬ ∧ ∧" . 

Clearly, only the knowledge of all transition probabilities allows us to determine 
such probabilities referred to the whole time interval. Unfortunately, given N events, 
the number of possible state transitions is 12NN −  (e.g. 5.120 for 10 events) in a non 
memory-dependent system, and about !eN  (e.g. about 10 millions for 10 events) in a 
memory-dependent system [4]. As numbers grow, the problem becomes increasingly 
intractable. Nevertheless, as explained in detail further below, an alternative is given 
by applying Monte Carlo-like stochastic simulations on the cross-impact model [2]. 

2.1   An Approximate Solution: The Cross-Impact Analysis Approach 

As widely known [7], a stochastic simulation procedure permits the estimation of 
probabilities from a random series of scenarios generated by a causal model. Hence, a 
possible approach to the former problem is to develop a causal model such as the CIA 
[1,2], which allows the execution of a stochastic inferential procedure (see Fig. 2). In 
the majority of cross-impact schemes [2,3,4], every event first gets attributed an initial 
probability and then it is assumed that, during the system's evolution along the time 
interval, an event occurrence can modify other events' probability. Thus, the model is 
specified with the assignment of 2N  probabilities: 

- for each event ek with k=1...N, an initial a priori probability ˆ ( )keΠ  is assigned, 

estimated under the hypothesis of the non-occurrence of all the other events; 
- for each ordered couple of events (ei, ej), with i j≠ , an updated probability 

( )j ieΠ  is assigned, defining the causal influence of ej over ei, and representing 

the new probability of ei under the assumption of the occurrence of ej. 

It is important to point out that the updated probabilities introduced above are not the 
conditional probabilities as defined in the formal probability theory. Instead, they 
should be intended as new a priori probabilities based upon a newly assumed knowl-
edge on the state of the system [4]. Also, it is worth noting that there are formalised 
procedures allowing a panel of experts to produce knowledge-based estimates of the 
above probabilities (e.g. see [8]). 

Frequently [2,4], the updated probabilities ( )j ieΠ  are not assigned explicitly, but 

using a relation ( ) ( ( ), )j i i ije e fφΠ = Π , where ( )ieΠ  is the probability of ei before the 

occurrence of ej, while fij is an impact factor specifying the “intensity” of the effects 
of the ej over the probability of occurrence of ei. 

As shown elsewhere [2], defining the elements of the model (i.e. the initial prob-

abilities ˆ ( )keΠ  and the probability updating relations) is the basis for executing M 

stochastic simulations of the system's evolution. The procedure is briefly illustrated in 
the Algorithm 1. In a Monte Carlo fashion, at the end of the execution procedure, the 
matrix Q  contains M  stochastically generated scenarios, making possible to estimate 
the probability of an arbitrary scenario as the frequency of occurrence. 
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1. A N M× integer matrix Q and the integer k are initialised by zeros; 
2. while ( k<M ) 

2.1 all events are marked as non-tested; 
2.2 while ( there exist non tested events ) 

2.1.1 a non-tested event ei, which has probability ( )ieΠ , is randomly selected and 
is marked as tested; 

2.1.2 a random number [0,1]c ∈  is generated; 
2.1.3 if ( c < ( )ieΠ  ) then  

- [ , ] [ , ] 1i k i k← +Q Q ; 
- all probabilities are updated using the equation ( ) ( ( ), )i j j jie e fφΠ = Π ; 

2.1.4 endif 
2.3 end while 
2.4 1k k← + ; 

3. end while 

Algorithm 1. The stochastic procedure for the scenario probabilities estimation 

The cross-impact model employed by us presents some differences with respect to 
the classical formulations. In particular, for the purpose of a better representation of a 
decision-making context, we are assuming that the system's entities are differentiated 
and collected into three sets 

, ,Σ =< >E U A  (2) 

where E is a set of NE events; U is a set of NU unforeseen events, i.e. external events 
(exogenous to the simulated system) whose probability can not be influenced by the 
events in E; A is a set of NA actions, which are events whose probabilities can be set 
to one or zero by the actor, and can thus be considered as actions at his/her disposal. 
We assume that the occurrence of events (normal and unforeseen) and actions can 
influence the probabilities of ie ∈ E . In particular the causal model is specified with: 

- the NE events ie ∈ E , each characterised by its initial probability ˆ ( )ieΠ , esti-

mated assuming the single event as isolated; 

- the NU unforeseen events iu ∈ U , each defined by a constant probability ˆ ( )iuΠ ; 

- each action a ∈ A  is defined as ,  a Iµµ=< > , where Iµµ ∈  is an effort repre-

senting the "resources" invested in an action (e.g. money, time, energy, etc.).  

The interactions among entities are defined by three impact factor groups and some 
interaction laws. In particular we have three matrices, FUE, FEE, and FAE, whose ge-
neric element [ , ]ij MAX MAXf f f∈ −  determines, as explained below, a change of the 

probability of the event ei, respectively caused by the occurrence of the unforeseen 
event uj, by the occurrence of the event ej and by the implementation of the action aj. 

The impact factors affect the change of the events’ probabilities as follows:  

1 ( )
( ) , 0

( ) , 0
( )

1

i
i

i

ij ij
MAX

j i
ij

ij
MAX

e
e f f

f

e f
e

f
f

− Π
Π × ≥

Π =
Π <

⎧ +⎪⎪
⎨ ⎛ ⎞⎪ × +⎜ ⎟⎪ ⎝ ⎠⎩

 (3) 
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where ( )j ieΠ  is the updated probability (see Fig. 3-a). Note that the expression (3) 

works in a common-sense fashion: the resistance to change grows as the values gets 
closer to its limits. 

In order to account for the different kinds of effort-impact responses, each action ai 
is characterised by an impact intensity iψ  expressed as a function of the action effort 

(see Fig. 3-b). The actual action's impact factors are obtained multiplying the maxi-
mum action impact factor in FAE by iψ . The idea is that the more an actor “invests” in 

an action, the greater is the action's influence on the system. In particular, for each 
action, the effective effort interval is defined as [ ,  ]i i i iα µ µΩ = , with ]0,1[iα ∈ , 

where iµ  and i iα µ  are the efforts corresponding to respectively the 99% and the 1% 

of the maximum action's impact. Clearly, the iα can be close to 1 in case of actions 
which are not reasonably scalable. Hence the impact intensity ( )ψ µ  is defined as: 

1
( )

1 a be µψ µ − −=
+

,  where  2 1

( 1)

c c
a

α µ
−=
−

  and 1 2 
1

c c
b

α
α
−=

−
 (4) 

with 1 ln[(1 0.01) / 0.01]c = −  and 2 ln[(1 0.99) / 0.99]c = − .  

As in the classical cross-impact models, defining all model's entities, parameters 
and equations, allows us to perform a series of M stochastic simulations using the 
procedure illustrated in the Algorithm 1. Subsequently, any scenario probability can 
be estimated as the frequency of occurrence. 
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Fig. 3. (a) how the impact factor f affects probabilities of events; (b) how the action's effort 
µ affects the impact intensity of actions 

3   Searching for the Best Strategies 

When the system is highly complex, some aid for the automatic scenario analysis is 
required. In particular, the most frequent need is the determination of a strategy (i.e. 
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efforts to allocate on every potential action) which is optimal with respect to some 
objective functions. The problem can be stated as follows. 

 First we can assume that a joint probability P (i.e. the probability of a scenario) is 
expressed as a probabilistic function of the effort vector 1 2( , , , )ANµ µ µ=m …  repre-

senting a strategy, being iµ  the effort “invested” in ai. Then, let us consider a parti-

tion of the set E in three subsets: G, the set of the positive events; B, the set of the 
negative events; I = E \ G U B, the set of neutral events. 

Assuming that events belonging to the same subset are equally important, we want 
to find the strategy m able to simultaneously maximise the joint probability of events 
belonging to G and minimise the joint probability of events belonging to B. The 
search may include the strategy effort minimisation, and some effort constraints. 
Hence: 

1

max ( ), ( ) ( )

max ( ), ( ) ( )

min ( ), ( )
AN

i

P e e

P e e

mµ µ

δ δ

δ δ

δ δ

∈Ω

∈Ω

∈Ω

⎧ = ∀ ∈
⎪
⎪ = ¬ ∀ ∈
⎨
⎪

=⎪
⎩

∑

G G
m

B B
m

m

m m G

m m B

m m

 (5) 

with the constraint max( )  µδ µ≤m , where  Ω  is the parameter space and maxµ  is the 

maximum allowed effort. 
The objective functions in (5) are not available in explicit form, and their values 

can be computed only executing a complete simulation, as illustrated under 2.1. That 
makes the use of a classic optimisation methods, such as those gradient-based, rather 
difficult. All that suggests the employment of a technique based on the local function 
knowledge such as Genetic Algorithms (GAs). In our case, a GA is used to evolve a 
randomly initialised population, whose generic element is a chromosome representing 
the NA-dimensional vector m. The i-th gene of the chromosome is obtained as the 
binary encoding of iµ , using a suitable bit numbers and its interval of definition iI . 

Each chromosome can be decoded in a strategy m  and, performing the stochastic 
simulation, the objective functions in (5) can be computed. 

In general, the constrained optimisation problem of q scalar functions ( )iφ x , where 

∈ Ωx , being Ω  the decision space, can be stated as: 

max ( )   with   1i i qφ
∈Λ

=
x

x … ,     where: { : ( ) 0, 1... }ia g a i mΛ = ∈ Ω ≤ =  (6) 

Often, the conflicts among criteria make difficult to find a single optimum solution. 
Methods for reducing the problem (6) to a single criteria exist, but they are too sub-
jectively based on some arbitrary assumption [9]. 

In a different and a more suitable approach, the comparison of two solutions with 
respect to several objectives may be achieved through the introduction of the concepts 
of Pareto optimality and dominance [9-13]. This avoids any a priori assumption about 
the relative importance of individual objectives, both in the form of subjective 
weights or as arbitrary constraints. In particular, considering the optimisation problem 
(6), we say that a solution x dominates the solution y if: 
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{1, , },   ( ) ( )     {1, , }: ( ) ( )i i k ki m k mφ φ φ φ∀ ∈ ≥ ∧ ∃ ∈ >x y x y… …  (7) 

In other words, if x is better or equivalent to y with respect to all objectives and 
better in at least one objective [10,11]. A non-dominated solution is optimal in the 
Pareto sense (i.e. no criterion can be improved without worsening at least one other 
criterion). On the other hand, a search based on such a definition of optimum almost 
always produces not a single solution, but a set of non-dominated solutions, from 
which the decision-maker will select one. 

In the present work, the employed approach for the individual classification is the 
widely used Goldberg’s ‘non-dominated sorting’ [10]. Briefly, the procedure proceeds 
as follows: (i) all non-dominated individuals in the current population are assigned to 
the highest possible rank; (ii) these individuals are virtually removed from the popula-
tion and the next set on non-dominated individuals are assigned to the next highest 
rank. The process is reiterated until the entire population is ranked.  

The MOGA (see Algorithm 2) proceeds on the basis of such ranking: every indi-
vidual belonging to the same rank class has the same probability to be selected as a 
parent. The employed GA makes use of elitism as suggested by the recent research in 
the field [13], which means that from one generation to another, the non-dominated 
individuals are preserved. This allows us to extract the Pareto-set from the last popu-
lation. In order to maximise the knowledge of the search space, the Pareto-optimal 
solutions have to be uniformly distributed along the Pareto front, so the GA includes a 
diversity preservation method (i.e. the procedure Filter in Algorithm 2). Just as in 
single-objective GAs, the constraints are handled by testing the fulfilment of the crite-
ria by candidate solutions during the population creation and replacement procedures. 

1. Initialise randomly the population P of size NP accounting for the constraints 
2. 0k ←  
3. while ( k K< ) 

3.1 Evaluate the objective functions for each individual in P  
3.2 Execute the non-dominated sorting and rank the population P  
3.3 Copy in the set C  all elements x P∈ which have the highest rank 
3.4 ( )C Filter C←  
3.5 while ( #C< NP ) 

3.5.1 Select randomly from P, on the basis of their rank and without replace-
ment, the two parents 0 0,x y P∈ ; 

3.5.2 Perform the uniform crossover producing two children 1 1,x y ; 
3.5.3 Perform the children mutation with probability pm producing 1 1,x y ; 
3.5.4 if ( the constraints are fulfilled ) then 1 1{ , }C C x y← ∪ ; 
3.5.5 else 00{ , }C C x y← ∪ ; 

3.6 end while 
3.7 P C← ; 
3.8 1k k← + ; 

4. end while 
5. C ← Non-dominated elements of P  

Algorithm 2. The used elitist multi-objective GA. The Filter procedure eliminates the elements 
which are closer than an assigned radius, using the Euclidean distance in the decision space. At 
the end of the procedure, the set C contains the Pareto-optimal solutions 
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4   An Example Application  

The coupled CIA-GA presented here has been adopted in a DSS, developed in C++. 
The software can visualise the definition of the model as a directed graph (see Fig. 
4.), and its main outcome is the best-strategy set, computed on the basis of the user’s 
classification of events. 

 

 

Fig. 4. The presented example graph and impact factors in the DSS software 

Table 1. The entity characteristics in the presented example 

 

Id Set Description Π 
e1 G Increase of tourist incomings 0.26 
e2 B Population decrease, especially young people 0.35 
e3 I Increase of un-skilled immigration 0.12 
e4 G High added-value economical activities 0.08 
e5 B Increase of traffic congestion 0.42 
e6 G Industrial development 0.41 
e7 G Increase of real-estate values 0.40 
e8 I Population increase their demand for services 0.20 
e9 G Agricultural development 0.50 

E
ve

nt
s 

e10 B Increase of unemployment 0.25 
      

Id Description Π 
u1 An exceptional flooding 0.06 
u2 Increase of demand for agro-biological products 0.64 
u3 High competition from emerging countries 0.39 
u4 Euro:Dollar - 1:2 0.02 

U
nf

or
es

ee
n 

ev
en

ts
 

u5 Oil crisis 0.21 
     

Id Description λ  maxα
a1 Better quality  of the high-school education 0.30 50 
a2 Support for entrepreneurial start-ups 0.10 80 
a3 Better services for citizens 0.30 50 
a4 Investments in new technologies 0.60 40 
a5 Rehabilitation and re-qualification of the historical centre 0.75 50 
a6 Measures for environmental protection and territorial preservation 0.50 20 
a7 Extension and foundation of new universities 0.80 40 
a8 Improvement of collective transportation systems 0.80 30 

A
ct

io
ns

 

a9 Support for agricultural development 0.20 20  
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The example application discussed here is related to a policy-making case-study. 
The Table 1 reports all entities included in the model and their estimated characteris-
tics, as well as the events' rating (i.e. positive, negative and neutral sets). The cross-
impact factors are shown in the Fig. 4. 

The randomly initialised GA population was composed of 200 chromosomes, each 
coding a strategy (i.e. the 9 effort values relative to the available actions). For each 
effort value a 12-bit string was employed.  

 
Fig. 5.  The set of computed non-dominated solutions in the space of the objective functions 
defined in Eq. 5. The selected solution is indicated by the two arrows 
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Fig. 6. Effort allocation in the selected 
solution (the total effort is 272) 

Fig. 7. How the event probabilities change in case 
of the selected solution  

The objective function was evaluated performing a 200-iteration Monte Carlo 
simulation for each individual in the population. Given that the adopted GA was of 
elitist kind, the values of the objective function relative to the current Pareto set are 
conveniently stored from one generation into its successors (i.e. the simulations are 
not re-performed). In every generation, after the ranking, for each selected couple a 
one-site cross-over and subsequently a children mutation with probability pm=0.003 
were applied. In this example, in order to explore the whole decision space, the effort 
constraints were not considered. The computation was simply terminated after 20 
generations (the software allows a real-time monitoring of the Pareto-set evolution). 
Using a standard PC, less than ten minutes were required for the total computation.  
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The Fig. 5, representing the final non-dominated set, shows how the proposed 
multi-objective approach allows the user to select a solution from a variety of possi-
bilities. Clearly the final selection must be performed on the basis of some additional 
subjective decision. The selected strategy in our case, corresponding to 272 effort 
units, is highlighted in Fig. 5. In particular, the Fig. 6 reports the suggested effort 
allocation and the Fig. 7 reports the variation of the estimated probabilities corre-
sponding to the solution.  

5   Conclusions 

We have presented a decision support tool coupling a classical causal model and a 
multi-objective genetic algorithm. While coupling a causal model with a single-
objective GA is not a novelty (e.g. see [14]), we have shown that the use of a MOGA 
approach offers the decision-maker the choice of an adequate strategy, extending the 
knowledge about the variety of possibilities offered by the decision space. In particu-
lar, our application shows that the proposed DSS can be particularly useful in assist-
ing the decision-making processes related to the future probabilistic scenarios. 
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Abstract. In this article partitioning of finite element meshes is tackled
using colonies of artificial ant–like agents. These agents must restructure
the resources in their environment in a manner which corresponds to a
good solution of the underlying problem. Standard approaches to these
problems use recursive methods in which the final solution is dependent
on solutions found at higher levels. For example partitioning into k sets is
done using recursive bisection which can often provide a partition which
is far from optimal [15]. The inherently parallel, distributed nature of the
swarm-based paradigm allows us to simultaneously partition into k sets.
Results show that this approach can be superior in quality when com-
pared to standard methods. Whilst it is marginally slower, the reduced
communication cost will greatly reduce the much longer simulation phase
of the finite element method. Hence this will outweigh the initial cost of
making the partition.

1 Introduction

The problems tackled in this paper arise in the application of the Finite Element
Method (FEM) which is used in branches of engineering such as fluid dynamics.
Numerical simulation using techniques such as the Finite Element Method dis-
cretises the domain into a mesh consisting of a set of geometrical elements. It then
solves for quantities of interest at the element nodes. Due to the large compu-
tational expense of such simulations, parallel implementations may be required,
with the discretised domain partitioned or divided among several processors, in
a manner that attempts to balance the load and minimise the communication
between processors. This arises because the solution for a given element requires
information from neighbouring elements that share edges, or points. With only
two processors the graph partitioning problem becomes a graph bisection prob-
lem, where given a graph G = (V,E) with vertices V equivalent to nodes in
the mesh and edges E equivalent to connected nodes in the mesh, a partition
V = V1 ∪ V2 must be found such that V1 ∪ V2 = 0, |V1| � |V2| and the number
of cut edges |Ec| is minimised, where Ec = {(v1 v2) ∈ E | v1 ∈ V1, v2 ∈ V2}.

The emergent organisation known as stigmergy, seen in insect colonies, was
first observed by Grassé in 1959 [3], who postulated that only indirect commu-

M. Ali and F. Esposito (Eds.): IEA/AIE 2005, LNAI 3533, pp. 638–647, 2005.
c©Springer-Verlag Berlin Heidelberg 2005
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nication is used between workers, through their environment. Partitioning prob-
lems have been tackled, using the brood sorting capabilities seen in colonies of
Leptothorax Unifasciatus. Deneubourg et al. [1] produced such sorting behaviour
in a colony of ant-like agents. Ants move on a 2–D grid and can pick-up and drop
objects. The probability of picking up an object is proportional to the isolation
of that object, whereas the probability of dropping an object is proportional to
similarity of objects in the local environment. Kuntz and Snyers [12] extended
this to clique partitioning by relating the similarity of nodes to connectivity in
the graph. Here the larger number of shared nodes two vertices have the more
similar they are. Another approach adopted by Kuntz and Snyers [13] uses the
spatial colonisation of nodes in a graph by a number of competing colonies of
animats. The vertices are mapped onto a grid and competing species attempt
to colonise nodes by having the most animats present. The vertices colonised by
each species corresponds to a set in the graph partitioning problem.

Most partitioning methods employ recursive bisection which can often pro-
vide a partition which is far from optimal [15]. What seems optimal at the top
level of recursion may provide a poor partition at lower levels given the benefit
of hindsight. Recently many methods have been generalised to partition into
more than two sets at each stage of recursion [5], [7]. However, results have been
relatively poor in comparison. The best partitioning algorithms generally em-
ploy a combination of global and local methods. Global methods [14] use the
structure of the graph whilst local methods [9, 2] try to improve a partition by
swapping nodes between sets. Furthermore, multilevel versions of these methods
have been shown to outperform their single level counterparts [8], [6]. Here, the
graph is first coarsened down to a small number of vertices, by grouping sets of
nodes to form the vertices of the new graph. A partition of this smaller graph
is computed and this partition is projected back towards the original graph by
refining the partition at intermediate levels of coarseness.

2 Method

Our approach is based on competing Ant colonies which must restructure their
environment in a manner reflecting a good solution of the underlying problem.
Initially, two competing colonies of ants are considered. Each colony is centred
around a fixed cell on a grid which represents the environment in which the ants
can navigate. The ants must learn to forage for food, each piece of food on the
grid represents a node in the mesh which is being partitioned. The ants must
find all the food and place it in the appropriate nest such that the set of nodes
represented by the food in Nest1 forms a set V1 and the set of nodes in Nest2
forms a set V2. The mesh partitioning problem is equivalent to a graph bisection
problem, where given a graph G = (V,E) with vertices V , equivalent to nodes
in the mesh, and edges E equivalent to connected nodes in the mesh, a partition
V = V1 ∪ V2 must be found such that V1 ∩ V2 = ∅, |V1| ≈ |V2| and the number
of cut edges |Ec| is minimised where Ec = {(v1, v2)

∣
∣ v1 ∈ V1, v2 ∈ V2}.
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2.1 The Ant Foraging Strategy

The Program used to govern movement of the ants is derived by Genetic Pro-
gramming [10, 11] and is known as the Ant Foraging Strategy (AFS). Initially,
all ants are located in their respective nests. Each iteration involves one move-
ment of each ant in each colony according to this Program. AFS allows the ants
to collect food and place it around the appropriate nest so that it represents
a good partition of the underlying mesh. Each iteration represents one action
by each ant in each colony. The possible actions are described below. Each grid
cell holds a variable amount of food but may contain any number of ants. Each
colony must collect food and hence an emergent co-operation between ants in
the same colony is needed which is provided by pheromone trails. Each trail has
a decay rate and hence must be reinforced or will disappear and because food
sources are relatively constant this rate is quite low.

Control Algorithm.

if(Carrying Food) then
if (In Nest Locus) then (Drop Food)
else (Move To Nest)

else
if(Food Here) then (Pick Up Food)
else

if(Food Ahead) then (Move Forward)
else

if(In Nest Locus) then (Move To Away Pheromone)
else

if (Help Signal) then (Move To Help)
else (Follow Strongest Forward Pheromone)

Movement and Pheromone Trails. All ants are placed on the grid cell rep-
resenting the colony nest at time t=0. They are initialised to face in a random
direction i.e. North, South, East or West. During each time step (iteration),
an ant can move only to one of the four adjacent neighbouring grid squares.
move forward causes an ant to move one grid square in the direction it is facing.
There are also directional actions, turn right and turn left which cause the
ant to change the direction it is pointing by rotating clockwise or anticlockwise
90 degrees. move random causes the ant to point in a random direction and move
forward one grid square in that direction. When an ant tries to move off the grid,
it is forced to turn left or right with equal probability. By preventing the ants
from wrapping around to the other side of the grid, a colony will be less likely
to collect food corresponding to a disconnected partition of the graph which is
mapped structurally onto the grid.

To partition the graph, each colony must collect a set of food pieces so that the
associated nodes assigned to each colony correspond to a good global partition
of the graph. To do this, ants must forage for food and bring it back to the nest.
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When food is picked up, it disappears off the map. It can only be dropped if the
ant is near the nest. in nest locus is True if an ant is within a distance of 2
grid squares from the colony nest. drop food causes the food to reappear on the
map, it is placed around the nest cell using a clockwise search to find the first
cell with enough space to hold the node corresponding to the food piece.

To co-ordinate the activity of each colony, pheromone trails are used. These
act as implicit communication signals which can be detected only by ants from
the same colony. Pheromone is dropped only when an ant is carrying food, hence
other ants can follow trails to find regions of the grid containing a high density
of food. The amount of pheromone deposited, (Pheromone Strength Ph) is 100.0
units and the Decay Rate Phdecay is 5% each iteration. move to strong forward
pheromone which causes the ant to move forward one square. The probability of
movement in each direction is proportional to the amount of pheromone in each
grid square associated with that direction. A cumulative probability distribution
is used to decide which direction is chosen. For example, if the ratio of pheromone
in the 3 grid squares is 1:1:2 representing the relative amounts of pheromone in
left:right:forward grid squares, then, for a given random number r between 0
and 1, the direction chosen would be dependent on the distribution as follows:

movement =

⎧

⎨

⎩

move left if 0 ≤ r ≤ 0.25
move right if 0.25 < r ≤ 0.50
move forward if 0.5 < r ≤ 1.00

move to away pheromone causes the ant to move away from the nest in one
of two away directions. The horizontal away direction can be either East or West
according to which direction would increase the horizontal distance between the
ant and the nest. Similarly, the vertical away direction can be either North or
South.The away direction is chosen probabilistically and is proportional to the
amount of pheromone in the grid squares corresponding to each away direction.
For each pheromone action a small positive value of 90.0 is used when the amount
of pheromone in a square is 0.0. This allows a small amount of exploration for
new food sources.

Picking Up and Dropping Food. An ant can pick up food if food here is
True. This occurs when there is food on the current grid square which has not
already been collected and assigned to the ant’s colony. This stops ants trying to
pick up food already assigned to that colony. Ants can pick up both unassigned
food which has not yet been picked up and assigned food which has been placed
in another colony’s nest. These two eventualities in pick up food are governed
by different rules and are known as foraging and raiding.

As stated previously, unassigned food is given a weight which relates to the
number of cuts which will be created if the selected node is assigned to the ant’s
colony. The total number of cuts depends upon which colonies the connected
nodes in the graph have been assigned. If all connected nodes are unassigned
there are no cuts created. The edge weights between nodes correspond to the
number of cuts produced if each node is placed in a different set. The total
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number of cuts produced by assigning the node are calculated as a proportion of
all possible cuts i.e., the total edge weight. If this proportion is greater than 0.5
the ant cannot pick up the food piece. Otherwise the food is assigned a weight
corresponding to the proportion of cuts produced. This weight indicates how
many ants are needed to pick up and carry the food. Hence, the less cuts the
easier it is for the ants to collect a piece of food.

The proportion of cuts produced, pc, determines the weight of the food. If
a weight of greater than 1 is assigned to a piece of food, an ant must send
out a help signal, which can be detected by other ants from the same colony.
if help signal is True if there is a signal within a distance of Hl grid squares.
The help signal is used to attract other ants as food can only be picked up if the
appropriate number of ants are present to lift the weight.

Weight =

⎧

⎨

⎩

1 if pc = 0.2
2 if pc = 0.35
3 if pc = 0.5

Assigned food is always given a weight of 1. The probability of pick-up is
dependent on the change in the proportion of cuts produced when a piece of
food is reassigned to another colony. As with the unassigned food, the cuts are
calculated as a proportion of the total possible cuts and an ant can pick it
up with a greater probability if the proportion of cuts decreases when food is
reassigned. If the proportion of cuts increases it can be picked up with a much
lower probability.

The reason for this, is to encourage a better partition by making it easier for
ants to pick up food which decreases the proportion of cuts. However, if the ants
can only reassign food which reduces the proportion of cuts, then the system
could easily get stuck in local minima. So, moves which increase the proportion
of cuts are allowed with a low probability to improve the search mechanism.
Hence, the probability of picking up an assigned piece of food is related to δpc,
the change in the proportion of cuts which is produced by reassigning the food,
(δpc is equal to the current pc minus the new pc). The probability of picking
up food which increases the proportion of cuts is related to the number of cuts
produced by reassigning the node and the appropriate deterioration constant
C1 = 1.0 or C2 = 6.0.

Prob =

⎧

⎪⎪⎨

⎪⎪⎩

1.0 if δpc ≥ 0.0
1.0/(C1 ∗ (pc)2) if − 0.166 < δpc < 0.0
1.0/(C2 ∗ (pc)2) if − 0.5 < δpc ≤ −0.166
0.0 if δpc ≤ −0.33

Unsuccessful pick-up leads to a move random action. Ants can sense food
in the immediate and adjacent squares using the functions, if food here, and
if food ahead. It is also assumed that they can remember the position of the
colony nest. move to nest makes an ant move one step towards the nest whereas
move to help which moves the ant one step towards the nearest help signal.
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Preprocessing. In order to produce a good k-way partition we map the struc-
ture of the graph onto the grid environment (i.e connected nodes are placed
next to each other to reflect the spatial layout of the underlying graph) and then
place the colony nests in a position to take advantage of this structure. Hence
important global information is embedded in the grid environment such that
ants need only use information in their local environment to find a good initial
partition. Hence our method utilises both global and local information. In order
to take advantage of the structural information provided by the layout of food
on the grid we attempt to place each nest at the centre of roughly the same
amount of food. To do this we use a primitive recursive bisection technique. A
multilevel approach is adopted in which an initial coarse-grained graph (each
node corresponds to a cluster of nodes in the original graph) is partitioned and
the resulting partition is projected back through less coarse-grained graphs until
the original graph is reached.

Run Parameters. This method produces high quality results over a range of
parameter values. However we have tried to reduce the time taken by tuning
certain parameters as described below. To reduce the search we eliminate un-
wanted partitions such as unbalanced and disconnected sets which cause a high
number of cuts. This is done by defining an upper bound on the number of nodes
a colony can collect. Each colony can exceed the upper bound (relating to the
number of nodes in a balanced partition) by one piece of food. We also define
a lower bound (relating to 90% of a balanced partition) which must be present
in a colony before an ant from another colony can raid the food. We adopt a
multilevel approach to cut down the search space and intermittent greedy phases
where ants can only pick up food if the resultant partition would be the same
as, or better quality than, the existing partition. At each successive level of the
algorithm the blocks of nodes are split in two, doubling the number of blocks on
the grid. After producing the new set of blocks each successive level consists of a
greedy phase followed by a non-greedy phase until the node level is reached.The
convergence interval is 300 iterations at each level for both the greedy and non-
greedy phases. If no improvement is seen the next phase or level is started. To
further speed up the algorithm we reduce the grid from 20 ∗ 20 at the first level
to 10 ∗ 10 for subsequent levels.

3 Results

We have compared the results of our k-way algorithm (ML-AFS) against both
single level and multilevel partitioning methods involving both recursive bisec-
tion and k-way methods. In particular we compare our results with Recursive
Spectral Bisection (RSB) [14] and Multilevel Kernighan Lin (ML-KL) [6], a mul-
tilevel version of RSB using the Kernighan Lin heuristic (KL) for local improve-
ment of partitions at each successive level. K-way versions of these algorithms
use higher eigenvectors to partition the graph into k parts and a k-way version
of KL to swap nodes between sets. Table 1 compares our method against RSB
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Table 1. Comparison of Results with Recursive Bisection Methods from Chaco - show-

ing number of cuts created by 8 Sets partitions and percentage improvement in quality

of ML-AFS over these methods

% Improvement of ML-AFS
Test Case RSB ML-KL ML-AFS over (ML-KL)

Airfoil2067 388 355 310 12.7
Rectangle925 269 233 221 5.2
Circle3795 547 499 442 11.4
Cascade885 208 187 161 13.7
Saddle1169 263 247 230 6.8
Naca4000 522 489 443 9.4
Spiral4680 559 531 476 10.3
La3335 310 287 271 5.6
PsSquare2298 448 388 353 8.9
PsSquare635 150 153 129 15.5

Table 2. Comparison of Results with Main Methods from Chaco Package - showing

number of cuts created by 8 sets partitions and time taken in brackets

Test Case RSB RSB+KL ML-KL RSB RSB+KL ML-KL ML-AFS
Scheme Rb Rb Rb Kway Kway Kway Kway

Airfoil2067 388 353 355 358 341 357 310
(time) (2.45) (2.54) (0.83) (2.5) (2.5) (1.28) (5.02)

Rec925 269 225 233 270 258 256 221
(time) (0.86) (0.94) (0.57) (0.72) (1.24) (0.85) (2.90)

Circle3795 547 517 499 550 516 509 442
(time) (4.6) (5.3) (1.15) (3.6) (4.62) (2.06) (9.13)

Cascade885 208 194 187 262 210 209 161
(time) (0.72) (0.89) (0.46) (0.72) (1.4) (1.0) (2.84)

Saddle1169 263 251 247 309 270 288 230
(time) (1.1) (1.16) (0.7) (0.91) (1.65) (1.24) (6.99)

Naca4000 522 492 489 524 517 528 443
(time) (6.24) (6.34) (1.19) (3.78) (4.74) (1.41) (9.04)

Spiral4680 559 534 531 592 563 570 476
(time) (6.73) (7.84) (1.53) (5.11) (5.76) (1.58) (9.21)

La3335 310 287 287 331 310 386 271
(time) (5.26) (5.32) (1.13) (4.31) (4.82) (2.18) (11.11)

PsSquare2298 448 401 388 455 424 418 353
(time) (2.99) (2.9) (0.94) (2.04) (2.74) (1.22) (7.39)

PsSquare635 150 137 153 178 174 189 129
(time) (0.48) (0.55) (0.41) (0.51) (0.65) (0.47) (2.82)
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Fig. 1. Assignment Fitness and Raiding Profile for an 8 Set partition of Film286 (-ve

value means no food collected)

and ML-KL from the Chaco Package [4]. We show the percentage improvement
of our method over Chaco’s ML-KL as this gives the best results out of all meth-
ods in the Chaco Package. ML-KL is coarsened to 200 nodes as recommended by
Hendrickson and Leyland. Table 2 shows a comparison with all the main methods

(a) AFS (b) RSB

Fig. 2. 8 Sets Partitions for Circle3795

in the Chaco Package including RSB, RSB combined with KL (RSB+KL) and
ML-KL. All results for our k-way algorithm (ML-AFS) are the best partition
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found during a run. Example partitions produced by ML-AFS are displayed
alongside those produced by RSB in Figure 2.

4 Discussion

We have presented an algorithm which can take advantage of a rough initial
partition and provide k-way search for a high quality initial partition which can
be significantly better than recursive bisection approaches. It can be seen that
ML-AFS is up to 15.5% better than those provided by ML-KL. This is because
useful structural information is embedded into the environment so that each
colony can find a good start point for the k-way partition with minimal search.
However, analysis of the algorithm shows that a relatively high amount of raiding
takes place whilst the initial partition is created. This is shown in Figure 1 which
gives the Assignment Fitness (proportion of the total nodes assigned to a colony)
and the Raiding Profile (proportion of nodes collected which are raided from
another colony nest over intervals of 10 iterations) for a Finite Element mesh
with 286 nodes. Hence, the crude recursive bisection scheme for nest placement
does not determine the initial partition but merely gives a useful start point.

The upper and lower set bounds also help to reduce the search space by
cutting out partitions with unbalanced sets. Furthermore, the combination of
non-greedy and greedy local improvement allows the algorithm to successively
refine this partition over various levels of granularity without the search getting
stuck in local minima or lost in undesirable regions of the fitness landscape. Other
swarm-based methods [12, 13] suffer from a lack of structural information and are
hence relatively inefficient as they generally start from a random configuration.
In our algorithm important structural information is embedded into the grid
environment and a multilevel approach is used. This facilitates high quality
partitions whilst greatly reducing the search space. Kuntz and Snyers use much
larger grids and numbers of agents, making them unviable for partitioning graphs
with over 500 nodes. They report run times of up to 15 minutes on graphs with
known cluters of high connectivity and results are not compared with standard
methods, hence direct comparison is difficult.

5 Conclusions

Our results show that the distributed swarm-based approach taken has provided
much better quality results than standard methods which take a recursive ap-
proach such that the final solution is dependent on solutions found at higher lev-
els of recursion.It is between approximately 6 and 10 times slower than standard
ML methods. However the saving in communication cost over two consecutive
recursive 8-way partitions would be approximately between 10 and 30 percent.
As the simulation phase is generally very much longer than the partitioning
phase this could lead to large overall savings in time as communication costs can
drammatically slow down the solution process.
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The Probabilistic Heuristic In Local (PHIL)
Search Meta-strategy

Marcus Randall
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QLD 4229, Australia

Abstract. Local search, in either best or first admissible form, gener-
ally suffers from poor solution qualities as search cannot be continued
beyond locally optimal points. Even multiple start local search strate-
gies can suffer this problem. Meta-heuristic search algorithms, such as
simulated annealing and tabu search, implement often computationally
expensive optimisation strategies in which local search becomes a subor-
dinate heuristic. To overcome this, a new form of local search is proposed.
The Probabilistic Heuristic In Local (PHIL) search meta-strategy uses a
recursive branching mechanism in order to overcome local optima. This
strategy imposes only a small computational load over and above clas-
sical local search. A comparison between PHIL search and ant colony
system on benchmark travelling salesman problem instances suggests
that the new meta-strategy provides competitive performance. Exten-
sions and improvements to the paradigm are also given.

Keywords: heuristic search, combinatorial optimisation, meta-heuristic.

1 Introduction

Local search is a classical approach to solving combinatorial optimisation prob-
lems (COPs). There have been numerous instances of local search algorithms
being used by themselves to solve COPs (e.g., [3, 5, 10, 12]) (usually as a means
of implementing a control strategy); as the basis of meta-heuristic search strate-
gies (e.g., simulated annealing (SA) [14] and tabu search (TS) [8]); or as an
adjunct heuristic to other heuristics/meta-heuristics (e.g., ant colony optimisa-
tion (ACO) [4], greedy randomised adaptive search procedures (GRASPs) [6]).
While the iterative meta-heuristic search strategies (such as SA and TS) are
able to use local search to overcome local optima (usually at the expense of long
runtimes), the settling in local minima or maxima for the classical approach is
a limitation. However, the cost for using meta-heuristic strategies is that they
can require significant amounts of computational runtime beyond that of the
local search component. The Probabilistic Heuristic In Local (PHIL) search is
designed to extend classical local search by augmenting it with a computation-
ally inexpensive probabilistic branching strategy. This branching strategy is a
recursive one that continues the search process from a point within the current
search trajectory.

M. Ali and F. Esposito (Eds.): IEA/AIE 2005, LNAI 3533, pp. 648–656, 2005.
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The remainder of the paper is organised as follows. Section 2 discusses other
extensions to local search while Section 3 describes the extensions to the clas-
sic algorithm that constitute PHIL search. Section 4 presents the results of the
computational experiments using benchmark travelling salesman problem (TSP)
instances. Additionally, a comparison to an implementation of ant colony sys-
tem (ACS) is provided. Finally Section 5 provides a discussion of some of the
extensions and enhancements that are possible for the new search strategy.

2 Local Search

There have been a number of variations of local search that have been extended
from the previously described classical forms. Some of the more notable ap-
proaches are described below.

Guided Local Search (GLS) [9, 15] is a nominal extension to classical lo-
cal search that enables it to become a meta-strategy. Once local search be-
comes stuck in a local optimum, the meta-strategy component is activated. The
weights/penalties in an augmented objective function are increased so as to guide
the local search out of the particular local optimum. This is a form of search
space transformation that has only been applied to a few combinatorial opti-
misation problems. An extended version of the algorithm in which tabu style
aspiration criteria and random moves are added gives comparable performance
on the quadratic assignment problem to standard TS approaches [9].

The Affine Shaker algorithm of Battiti and Techolli [1, 2] works by succes-
sively sampling sub-regions of search space. Each region is defined by a central
starting point (i.e., the region surrounds this point equally). This region is then
sampled to generate a new tentative point. Depending on whether this new point
is of better or worse quality, the sampling area is expanded or compressed (re-
spectively). If the sampling is able to produce a better solution, this becomes
the new starting point, and the sub-region is relocated around this point. Thus
the process can continue for a number of iterations. The affine shaker algorithm
has been applied to problems within neural networking back propagation [2] and
as part of continuous reactive tabu search solving benchmark functions [1].

Paquette and Stützle [10] present an enhancement of local search called It-
erated Local Search (ILS) that optimises problems, such as the graph colouring
problem, in which there are two optimisation criteria. In terms of this problem,
ILS first attempts to find feasible colourings for successively smaller chromatic
numbers. At each iteration of the algorithm, a complete local search based heuris-
tic (such as classic hill climbing or tabu search) is executed. The procedure ter-
minates once a legal colouring cannot be found and hence returns the chromatic
number of the previous colouring. The authors reported receiving comparable
results to state of the art heuristics and meta-heuristics on benchmark problems.

Yuret and de la Maza’s [16] Dynamic Hill Climbing algorithm is a population
based approach that uses genetic algorithm mechanisms of reproduction and
selection in order to modify solutions. It also adds two elements to the search.
These are: a) the dynamic alteration of the search space co-ordinate system and
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b) the exploitation of local optimum. The first is necessary when the search
encounters a local optima. It re-orients the search space co-ordinate system in
order to compute an escape trajectory. In terms of the latter, the local optima
found by the search process are recorded. If the population becomes stuck, a
diversification measure is enacted. A new starting point point is generated by
maximising the Hamming distance between the nearest recorded local optimum.
At this stage, the search process is restarted and the list of local optima is
reset. Dynamic hill climbing has been applied to De Jong’s set of continuous
test functions and has provided competitive performance [16].

Unlike the previously described local search methods, Complete Local Search
[7] implements a local search having a memory component. The strategy keeps
a finite list of previously visited solutions. This list is used to prohibit the search
process from exploring the neighbourhoods of these solutions at a later stage.
Experimental evaluation on the travelling salesman and subset sum problem
instances [7] suggest that though its execution times are efficient, its overall
performance is not yet comparable with standard heuristic and meta-heuristic
implementations.

3 The PHIL Search Algorithm

PHIL search is an extension of classical local search. It resembles multistart local
search as it performs multiple local searches. The key difference is that instead of
starting at a random point in state space, PHIL search probabilistically chooses
a point within the recently completed local search trajectory. The rationale for
this is that the point will at least be better than the starting point and may
lead to a superior end point. At this point, the new local search (referred to as a
branch) chooses the next best transition operation1 and proceeds until no more
improvement is possible (i.e., the classic local search termination condition).
Moreover, this is a recursive process as once a local search trajectory has been
explored (in terms of the generation of probabilistic branch points), the strategy
will return to the branch from which the current branch was initiated. This is
consistent with depth first search behaviour.

Termination of the overall algorithm is either after a certain number of indi-
vidual PHIL searches have been executed, or when a particular solution cost has
been obtained. In terms of the former, an individual PHIL search is completed
once the root branch (the original local search trajectory) has explored all its
branch points. These may be referred to as search trees. The only parameter
required by PHIL search (referred to as α) is the probability of branching at a
point on the local search trajectory. A high probability will produce dense search
trees, while the reverse is true for a low probability.

Algorithms 1-4 give the combined pseudocode description of PHIL search.
The first presents the framework in which PHIL search is executed. The termi-
nation condition used here represents the number of search trees generated. The

1 Any standard local search operator can be used within PHIL search.
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Algorithm 1 The initialisation phase of PHIL search
1: Get user parameters(α, num restarts)
2: for trial = 1 to num restarts do
3: x = Generate a random initial feasible solution
4: cost = Find cost(x)
5: Initialise all of index array elements to 0
6: cost = Perform phil(x, α, cost, index, 1)
7: if cost < best cost then
8: best cost = cost
9: end if

10: end for
11: Output best cost
12: end

Algorithm 2 The PHIL search strategy
1: Perform phil(x, α, cost, index, level)
2: x′ = x
3: cost, trail length = Perform local search(x′, cost, tran list1, tran list2)
4: index[level] = Probabilistic find branch point(x, α, tran list1, tran list2)
5: if index[level] �= dead branch then
6: index[level] = index[level] + 1
7: level = level + 1
8: Perform phil(x, α, cost, index, level)
9: level = level − 1
10: else
11: return cost
12: end if
13: end Perform phil

overall PHIL strategy is given in Algorithm 2 while Algorithm 3 corresponds to a
standard local search procedure. The final part of PHIL search probabilistically
chooses a branching point on the current local search trajectory. Fig. 1 provides
an explanation of some of the terms used within the overall algorithm.

4 Computational Experience

The methodology and results of testing PHIL search are described herein. The
target application for this initial study is the TSP. The local search operator
is the inversion operator, as it has been shown to be effective by Randall and
Abramson [12].

Initial experimentation with the α parameter suggests that appropriate values
of it are a function of the size of the problem. In this case, the term “appropriate”
refers to values that tend to produce good quality solutions. Using a linear
regression model on a subset of the test problem instances revealed that α =
−0.008n + 0.925 (where n is the number of cities and the minimum bound of
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Algorithm 3 The local search component of PHIL search
1: Perform local search(x, cost, tran list1, tran list2)
2: new cost = cost
3: index = 1
4: while new cost < cost do
5: cost = new cost
6: neighbours = Evaluate neighbours(x)
7: tran list1[index] = neighbours[1]
8: if there is a second best transition then
9: tran list2[index] = neighbours[2]
10: end if
11: Apply transition(x, tran list1[index])
12: new cost = Find cost(x)
13: index = index + 1
14: end while
15: return new cost and index
16: end Perform local search

Algorithm 4 The probabilistic branching strategy within PHIL search
1: Probabilistic find branch point(x, trail length, α, tran list1, tran list2, index)
2: Perform all transitions up to and including the indexth

3: while found = false And index < trail length do
4: Apply transition(x, tran list1[index])
5: q = unif rand()
6: if q ≤ α And tran list2[index] is present then
7: Apply transition(x, tran list2[index])
8: return index
9: end if
10: index = index + 1
11: end while
12: return dead branch
13: end Probabilistic find branch point

the equation is 0.005) is a good overall function for the TSP. The investigation
of this parameter will receive further attention in future studies.

4.1 Methodology and Problem Instances

The computing platform used to perform the experiments is a 2.6GHz Red Hat
Linux (Pentium 4) PC with 512MB of RAM.2 Each problem instance is run
across ten random seeds.

The experiments are used to compare the performance of PHIL search to
a standard implementation of ACS (extended details of which can be found
in Randall [11]). As the amount of computational time required for an ACS
iteration is different to that of a PHIL search iteration, approximately the same

2 The experimental programs are coded in the C language and compiled with gcc.
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Fig. 1. Terms used within the PHIL search algorithm

x is the solution vector,
Find cost evaluates the objective function,
dead branch signifies a branch that has been explored,
Evaluate neighbours evaluates all the neighbours of a solution using a defined local
search operator,
neighbours is an ordered array of transition attributes of the neighbours,
tran list1 refers to the list of best transitions at each stage of the local search while
tran list2 is the list of the second best,
Apply transition() applies a transition to a solution using a set of transition attributes
and
unif rand() produces a uniform random number.

Table 1. Problem instances used in this study

Name Size (cities) Best-Known Cost

hk48 48 11461
eil51 51 426
st70 70 675
eil76 76 538
kroA100 100 21282
bier127 127 118282
d198 198 15780
ts225 225 126643
pr299 299 48919
lin318 318 42029

amount of computational time per run is given to both strategies. This is based
on 3000 ACS iterations. It must be noted that the ACS solver applies a standard
local search (using inversion as the operator) to each solution that is generated.

Ten TSP problem instances are used to test both the ACS strategy and PHIL
search. These problems are from TSPLIB [13] and are given in Table 1.

4.2 Results and Comparison

The results for the ACS and PHIL search strategies (in terms of objective cost
and the amount of computational time required to reach a run’s best objective
value) are given in Tables 2 and 3 respectively. In order to describe the range
of costs gained by these experiments, the minimum (denoted “Min”), median
(denoted “Med”) and maximum (denoted “Max”) are given. Non-parametric
descriptive statistics are used as the data are highly non-normally distributed.
Additionally, each cost result is given by a relative percentage difference (RPD)
between the obtained cost and the best known solution. This is calculated as
E−F

F × 100 where E is the result cost and F is the best known cost.
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Table 2. The results of the ACS strategy on the TSP instances. Note that Runtime

is recorded in terms of CPU seconds

Problem Cost (RPD) Runtime
Min Med Max Min Med Max

hk48 0 0.08 0.08 0.04 1.29 16.32
eil51 0.47 2 2.82 0.08 0.49 40.69
st70 0.15 1.33 2.07 36.39 43.48 87.56
eil76 0.19 1.3 2.42 0.08 70.23 114.73
kroA100 0 0 0.54 8.67 34.58 192.17
bier127 0.32 0.72 1.87 58.64 253.21 855.28
d198 0.16 0.33 0.6 154.53 1723.34 2422.52
ts225 0.63 1.15 1.93 513.65 3019.9 5484.59
pr299 0.42 0.92 2.68 10139.87 10794.69 13470.37
lin318 1.39 1.92 3 10388.72 14185.36 16090.43

Table 3. The results of the PHIL search strategy on the TSP instances

Problem Cost (RPD) Runtime
Min Med Max Min Med Max

hk48 0 0.25 0.44 3.89 31.38 53.01
eil51 0 0.7 1.64 1.74 22.91 48.37
st70 0.15 0.3 0.74 19.73 127.04 264.78
eil76 1.12 2.42 3.35 56.7 138.69 309.24
kroA100 0.05 0.44 0.84 7.92 466.59 714.43
bier127 0.66 1.57 1.76 12.92 204.48 304.76
d198 1.12 1.66 1.86 17.26 1213.02 2172
ts225 0.34 0.61 0.93 173.25 2570.73 3602.72
pr299 2.13 2.64 3.7 455.17 6479.34 13885.99
lin318 2.96 3.86 4.51 5423.68 14961.38 19807.22

Given that PHIL search is a new technique, its overall performance is good
in terms of solution quality and consistency. Both strategies can find solutions in
all cases within a few percent of the best known costs. For the larger problems,
PHIL search’s performance is slightly behind that of ACS. However, it must be
bourne in mind that this ACS (as is standard with ant colony techniques) also
executes local searches for each solution that it constructs. It is suspected that
a greater exploration of the mechanics and the parameters of the new technique
will yield still better results. This is discussed in the next section.

5 Conclusions

A new meta-strategy search technique, based on local search, has been pro-
posed in this paper. PHIL search uses a recursive branching strategy, based on
previous points within a search trajectory, to generate new searches. The advan-
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tage to this technique is that the branching strategy is computationally light in
comparison to the characteristic mechanics of other meta-heuristics, particularly
TS and ACO. Additionally, it only requires one parameter. The performance of
PHIL search on benchmark TSP instances is encouraging. It can achieve solution
costs within a few percent of best known costs and it is comparable to an ACS
implementation.

In principle, PHIL search can be applied to any combinatorial optimisation
problem that has been solved by traditional techniques (such as SA, TS and
ACO). The development of the procedure is still in the initial stages. Some of the
larger issues include the mechanics of the branching strategy and PHIL search’s
performance on a wider range of COPs. The former will involve the investigation
of alternative strategies such as those based on heuristic strategies rather than
just probabilities. As for the latter, the performance of PHIL search needs to
be benchmarked against other meta-heuristics, especially on larger and more
difficult problems. Of interest will be the incorporation of constraint processing
within the strategy. Additionally, it is also possible to replace the local search
branches with either tabu searches or simulated annealing.
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Abstract. The issue of how to provide location-based service (LBS) is
attracted many researchers. In this paper, we focus on a typical situation
of LBS which is to provide services for users in cars that move in a
road network. To provide such kinds of services, an integrated method
for representing transportation information in addition to road map is
proposed. Based on the datasets generated by this method, queries in
LBS applications can be responded efficiently.

1 Introduction

With the improvements of geographic positioning technology and the popularity
of communication methods such as Internet and ad hoc network, new personal
services are proposed and realized, many of which serve the user with desired
functionality by considering the user’s geo-location. This kind of service is also
called as location-based service (LBS). A typical example is to provide services
for users in cars that move in a road network. To provide such kinds of services,
a variety of types of queries should be considered, such as range queries, nearest
neighbor queries, path search query and so on. All these queries should be based
on the transportation information on the road network, including transportation
route and current travel cost (e.g., travel time) on the segments of road network.
Therefore, how to represent the road network with transportation information
and support efficient mobile services should be considered.

Transportation information is different from the information of road net-
work. It is important to identify one-way roads with attributes of links, traffic
constraints (e.g., no-left-turn and no-U-turn) information about turns between
links, or access conditions from one link to another [1]. Moreover, for some im-
portant route planning problems, the turn costs are also taken into consideration
[2], encountered when we make a turn on a cross-point. A typical method [3]
represents the transportation network using a directed graph. In the graph, each
edge depicts a one-way road and each node corresponds to a junction. Two-ways
roads can be presented as a pair of edges: one in each direction. However, extra
nodes should be added to the graph when there are any access limitations (con-
straints of specific traffic controls). In other words, one node on the road network
may be represented with several vertices corresponding to the junctions, and they

M. Ali and F. Esposito (Eds.): IEA/AIE 2005, LNAI 3533, pp. 657–666, 2005.
c©Springer-Verlag Berlin Heidelberg 2005
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are independent with each other. Since this representation method ignores the
spatial attributes of map objects, only the routing queries are applicable well on
this model.

An architecture was proposed in [4] for keeping traffic information on nodes
of road network. However, the information of traffic constraints and turn costs
on the nodes is omitted in their discussion. To represent the traffic cost and
the turn cost, a method in [2] was proposed. The turn cost is represented by a
pseudo-dual graph with additional nodes and links, which leads to the high cost
of search algorithms (e.g., Dijkstra’s algorithm [5]). Moreover, the pseudo-dual
graph is insufficient (and needs the reference to the primary graph) for route
drawing.

The fundamental objective in this paper is to propose an integrated repre-
sentation method of transportation network to support mobile services that the
user movement is restricted to the transportation network.

This paper is organized as follows. The representation method for integrated
management of traffic conditions and spatial information about road network
is proposed in Section 2. Section 3 describes the queries based on the previous
representation method. Section 4 analyzes our method and Section 5 makes a
conclusion on our work.

2 Modeling of Transportation Network

Not only the kinds of information but also the management method of trans-
portation information affect the processing efficiency of queries in ITS applica-
tions. In this section, we propose a representation method for integrating traffic
information and spatial information about road network by considering the fol-
lowings terms:

1) The traffic conditions change continuously, and the snapshot of conditions is
recorded as traffic information. In comparison with the traffic information,
the map of road network is seldom updated, and can be regarded as static
information. Therefore, if the static information is managed by an efficient
structure, the changes of traffic information associated with the road map
should not disturb the stability of the structure.

2) The integrated representation should not only support the spatial query on
road network and the temporal query on traffic information, but also support
the interaction between these two kinds of queries.

A road network with nodes and links representing respectively the crosses
and road segments can be regarded as an un-directed graph G, G = (V,L),
where V is a set of vertices { v1, v2, ...vn}, and L is a collection of lines { l1, l2,
...lm}. Traffic information on the road network is regarded as a directed graph
G′, G′ = (V,A), where V is a set of vertices { v1, v2, ...vn}, and A is a collection
of arcs { a1, a2, ...ap}.

Figure 1 depicts these two kinds of graphs. In the un-directed graph of Figure
1 (a) road segments are represented by lines, while in the directed graph of Figure
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1 (b) junctions are represented by arcs. One line for road segment in Figure 1
(a) may be corresponded to two arcs in Figure 1 (b) with two-directions traffic
information. In addition to the directions of traffic, there are usually traffic
controls (constraints) on road network to constrain the action of traffic. An
example of cross-node, vk, with constraints of no left-turn and no U-turn is given
in Figure 2. Road junctions are represented by using [3]’s model in Figure 2(1),
where each edge depicts a one way road and each node corresponds to a junction.
Extra nodes are added to the graph, here vk is split into four nodes. Considering
the shortcomings of this model, we propose super-node representation method
for integrating junctions (including traffic cost and traffic constraints) and road
network.
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Fig. 1. Road segment and traffic arc
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Fig. 2. Cross node with constraint

A super-node can be regarded as a node in road network with multiple cor-
responding junctions, for example, vk in Figure 2 (2). We define a super-node
vk, or simply a node, as a triple (p, ca, cm). The first element p belongs to
R2 and is the position of vk. Arcs connected to vk are divided into two types.
The arcs which have vk as their final vertex are called in-arcs for vk, denoted as
ini, and similarly the arcs which have vk as their initial vertex are out-arcs, de-
noted as outj . The number of those arcs are called as in-degree and out-degree,
respectively. Every out-arc is defined as a cost-arc. The second element of vk

triple, ca, is the set of (cost-arc, vi, cost) triples. Every cost-arc is a out-arc of
vk whose final vertex is vi and traffic cost is cost . Consider the cross-node vk in
Figure 2(2), ca is a set like this: { (out1, v1 costk1), (out2, v2 costk2), (out3, v3

costk3),(out4, v4 costk4)}.
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The third element of vk, cm, is a constraint-matrix . For each pair of in-arc
and out-arc, ( ini, outj), of vk, cm specifies whether it is allowed to move from ini

to outj , i.e., cm: cain×caout− > {0, 1}, where 0 and 1 indicate that movement is
prohibited and allowed, respectively. The matrix values reflect the specific traffic
regulations that apply to the particular node. constraint-matrix for vk in Figure
2 (2) is:

⎛
⎜⎝

out1 out2 out3 out4

in1 0 0 1 1
in2 1 0 0 1
in3 1 1 0 0
in4 0 1 1 0

⎞
⎟⎠

which reflects that there is traffic constraints of no-left-turn and no-U-turn on
vk. Here, cm(in1, out2) = 0 indicates that it is not allowed to move from v1 to
v2 via vk, while cm(in1, out3) = 1 indicates that it is allowed to move from v1

to v3 via vk.
Moreover, our method is able to process the turn cost by extending constraint-

matrix to a turn-cost/constraint-matrix , t cm, i.e., t cm: cain×caout− > t cost,
0 ≤ t cost ≤ MAX. A value less than MAX specify the turn cost from ini to
outj , and MAX specifies there is restriction from ini to outj .

For example, the turn-cost/constraint-matrix for vk in Figure 2 (2) may be
like this:

⎛
⎜⎝

out1 out2 out3 out4

in1 MAX MAX 40 10
in2 10 MAX MAX 30
in3 40 10 MAX MAX
in4 MAX 30 10 MAX

⎞
⎟⎠.

This method decreases the redundancies of nodes and traffic arcs in the
database by adopting a complex node representation. For the basic road net-
work, the additional information for traffic information is managed on every
node. When the number of nodes and traffic arcs keep the same, the modifi-
cation to any of the traffic information does not injure the stability of spatial
index structure (i.e., R-tree [6]) for road network. Therefore, a kind of queries in
ITS application, which refer to the spatial information, can be solved by taking
advantages of the spatial index. Another kind of queries, which refer to traf-
fic information, can also be solved effectively. In the next section, we center on
solving the second kind of queries.

3 Queries on Transportation Network

Within computer science, past research has covered the efficient support for
variety of types of queries, including different types of range queries, nearest
neighbor queries and reverse nearest neighbor queries [7, 8, 9]. However, this line
of research generally make simple assumptions about the problem setting – much
work assumes that data and mobile objects are points embedded in, typically,
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two-dimensional Euclidean space. The result is inadequate for many LBSs, which
is based on transportation network and at least the distance should computed
based on the path length or cost. Though there was work based on road network
[10, 4, 11], only the computation based on path length was talked about. In this
section, we propose methods for searching on transportation network with the
examples of region query, path search query and continuous nearest neighbor
search query. All the queries are based on the path cost, in other word, traffic
cost.

3.1 Path Search Regions on Road Network

The length of every road segment of a road network can be regarded as static
value in a path search process. When the traffic cost on every road segment is
approximated with a value in direct proportion with the length of segment, there
are two propositions on the transportation network for nearest object search.

[Proposition 1] For a source point S and a target object t, r is the path length
from S to t, k is a parameter for computing traffic cost based on path length.
When the path cost from S to t is k× r, any target object which is with less cost
from S than k × t can only be found inside a circle region, denoted as r-region,
whose center is S and whose radius is r (Figure 3(a)). �
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Fig. 3. (a) r-region; (b) p-region

We leave the proof out in this paper, as it can be convinced by the fact that
any road segment outside r-region can only lead to a path longer than r from S
and the traffic cost greater then k × r.

[Proposition 2] For two points S and t on the road network with straight-line
distance d, the test of whether there is a path shorter than r from S to t can be
based on a path search region, denoted as p-region, the sum of the straight-line
distance between any nodes inside this region and S and that between this node
and t is not longer than r. �

For an easy description we define a coordinate for them in Figure 3(b), and
there is:

p − region = {(x, y)|
√

(x + d/2)2 + y2 +
√

(x − d/2)2 + y2 ≤ r}. (1)

By taking using these two propositions, queries on transportation network
can be transformed to the search on road network, which is based on the spatial
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information of road network. Queries based on spatial information can take ad-
vantage of the spatial structures (e.g., R-tree [6]) and achieve an efficient process.
However, when there is no direct proportion between traffic cost and path length,
An “ink-blot” search method is considered. The “ink-blot” search method solves
a path search from vi to vt likes this: it begins from expanding vi’s connecting
nodes in the sequence of the cost on the cost-arc; if the target node has not been
expanded, the search goes on by expanding the nodes connected by those ex-
panded nodes. By using this method, the region query and the nearest neighbor
queries can be responded, efficiently.

3.2 Region and CNN Queries

Region query based on traffic cost is simplified as a tuple (q, c), q belongs to R2,
depicts a query point, the center of the query region. r is the radius (costlimit,
in other word) of the query region. Basd on the transportation network, c can
be specified as the travel cost from q.

The point of this kind of query is to decide the region or the shape of the
region – because it is not a circle when the distribution of road segments and the
cost on them are not uniform. Because all the connection and cost information
are managed in nodes, delimit the ”ink-blot” algorithm with c, the region can
be decided quickly.

Continuous Nearest Neighbor search (CNN-search) along a predefined route
is a typical query for LBS based on transportation network. The predefined route
from a start point v1 to an end point vn is given by an array Route(v1, vn) =
(v1, v2, ..., vn−1, vn), and the target object set {ta, tb, ...} is managed by a spa-
tial index structure (e.g., R-tree). We center on the super-node representation
method and its influence on CNN-search. The super-node dataset consists of
information about road network and traffic cost on the network. To simplify
the explanation, we first use an abstract cost on road network, and in the next
section analyze the concrete examples of cost .

We make observations of the super-node dataset in CNN-search process:

1) Every vertex in the super-node dataset keeps the cost information of the
possible out-arcs, so the cost of traveling from a vertex vi on Route(v1, vn)
to the following vertex vi+1 is kept on vertex vi and denoted as vi.costi+1.
If the nearest neighbor (NN) of vi+1 is known as ti+1 with cost(vi+1, ti+1),
the cost of traveling from vi to its NN ti is not larger than a value Cost-limit
(vi), which is computed by: Cost-limit (vi) = vi.costi+1 + cost(vi+1, ti+1).
Cost-limit (vi) is used to set a region for the NN-search of vi (e.g., in Figure
4), NN of vi can only be found inside the dotted circle region. The region is
defined as a circle with radius of Cost-limit (vi) and center of vi.

2) The nearest target object ti+1 of vi+1 is also the nearest one on the possible
paths from vi via vi+1. In other words, ti+1 is the nearest one found on a
path from vi via vi.outi+1. If there is any object being nearer to vi than
ti+1, the shortest path from vi to this object does not pass through vi+1.
Certainly, it is possible that there is a path from vi to ti+1 via vj (j �= i+1),
which is shorter than Cost-limit (vi). This situation is depicted in Figure 4,
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where vi−1 and vi+1 share the same NN ti+1, but there is no overlap between
the two paths pi+1 and pi−1.
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Fig. 4. NN-search for vi with a limit

Based on the previous observations, it can be concluded that: 1) The path
length from vi to NN ti+1 of vi+1 can be set as a limit for NN-search of vi. 2)
NN-search of vi can be executed along the out-arcs of vi except for vi.outi+1.

Here, proof for these conclusions is omitted. We propose a method for CNN-
search along Route(v1, vn). Our method first searches tn for the end vertex vn;
and then generates a search limit for the next computation vertex vn−1 based
on the previous result, and checks whether there is an object nearer to vn−1

via the out-arcs of vn−1 except for vn−1.outn. These steps run in cycle until the
computation vertex is v1. NN-search for every vertex can be realized by adopting
a priority queue to maintain the current frontier of the search. Any vertex with
a higher cost from vi than the limit value is not inserted into the queue. By
expanding the vertex on the head of the queue, the algorithm ends when the
head vertex connects to a target object.

4 Analysis

4.1 Characteristics of Super-Node Representation Method

In this subsection, we compare the features of traffic information represented
by our method (denoted as super-node method) with those in the method used
by [3, 2] (denoted as node-link method). These features lay the foundation for
understanding the behaviors of these methods with respect to retrieval and stor-
age.

For a n (= m×m) grid graph which represents a road network with m2 nodes
and 2m(m − 1) links, Table 4.1 gives the number of objects (nodes, arcs and so
on) managed in the datasets by using super-node method and node-link method
in different conditions: 1) Without constraints: the transportation network is
specified with travel cost and with/without turn costs; 2) With constraints:
the transportation network is specified with travel cost, traffic constraints, and
with/without turn costs. From this table, we can observe that on any conditions
the number of arcs and nodes managed in the dataset keeps the same by using our
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Table 1. Comparison of object numbers managed in different methods

Without Constraints With Constraints
Without With Without With
turn costs turn costs turn costs turn costs

Node- nodes m2 8 m2 - 8 m 4 m2 + 4 8 m2 - 8 m
link arcs 4 m2 40 m2 9 m2 22 m2

method - 4 m + 12 m -4 + 8 m - 5 + 4 m - 2

Super- Constraint- Null Total elements in matrixes:
node matrix 16 m2 + 36 m - 20

method nodes m2

arcs 4 m2 + 4 m - 3

method. That is why our method supports the stability of the spatial index of the
basic road networks. The stability of spatial index ensures that spatial searches
can be realized efficiently and the searches on traffic information can also be
performed with a steady cost. Contrary to this, in node-link method constraints
or turn costs are represented with additional nodes and arcs. When there is no
traffic constraint and turn cost on nodes, the traffic arcs can be represented only
by the nodes on the road map; when there are traffic constraints, the number of
nodes (arcs) is four times (duplicated); when there are turn costs, the number of
them is even increased. With the increase, the search cost on traffic information
is also increased.

4.2 Analysis of Traffic Cost

The abstract cost is used in the previous section. In this subsection, an analysis
is given from a viewpoint of providing concrete examples of cost : when there is a
uniform speed of traffic on the road network, cost can be the length of the road
segment; otherwise, cost can be the travel time for every traffic arc on the road
network. Certainly, there are other kinds of cost , for example, the toll of a path.
Our method supports the search based on all these cost definitions.

The discussion and examples used in the previous sections can be regarded
as the traffic arcs with the assumption that cost is equal to the length of the
road segment, implicitly. If cost is the travel time on the traffic arc though the
region may be not a circle on the road map, it is sure that a region can be
generated with the same method and also NN-search for every vertex can be
executed using the same program. This is because the region is actually realized
by adopting the priority queue ordering on cost . The values of the turn cost can
be used naturally in the process of search algorithm.

On the other hand, either kind of cost is adopted in the dataset, and the
quantity of information on every vertex keeps the same. Therefore, when the road
map is managed by some spatial index (e.g., R-tree), cost-arc and constraint-
matrix associated to a vertex are stored into a fixed space of specific disk page.
The update for traffic information does not injure the stability of the spatial
index.
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4.3 Prototype System

In this subsection, we compare our super-node representation method with the
methods used by [2, 3]. The comparison is made on a part of our prototype
system. The total number of nodes Nnum is 42,062 and the number of links
Lnum is 60,349 in the basic road map.
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Fig. 5. Numbers of arcs and nodes managed by super-node and Node-link methods

The number of average traffic arcs connecting to a node is about 2.87 (=2
Lnum/Nnum). When there is no traffic constraint for the basic road map, in
node-link method [3] there are 120,798 records (two times of link numbers in
road maps). In our super-node method, the amount of information is related to
the number of arcs in every node: here, the nodes with four, three, two and one
out-arcs are about 24 : 51 : 13 : 12. The total arcs managed by SN method is
120,798. When there are traffic constraints, left-turn and U-turn are forbidden
in about half of the cross and T-junction points. Then, in NL method there
are about 142,423 nodes and 135,293 arcs; while in SN method the amount of
information keeps the same on any situations. The number of arcs and nodes
managed by super-node method (denoted as SN) and that by node-link method
(denoted as NL) are given in Figure 5. In this figure, there are different values
for different conditions of datasets in NL method. “Constraint” means there
are traffic constraints and “Turn” means there are turn costs in the dataset.
Because the number of nodes and arcs keep the same, the datasets generated
by SN method shares the same value in this figure, which is denoted simply as
SN method. Just as the discussions in the previous subsection, the arc (node)
number difference between SN method and NL Constraint comes from the traffic
constraints on road network. Therefore, if there is no constraint on all road
networks, the two methods would manage the same number of arcs (nodes).
However, with the constraint increases, the differences between two methods
increase, too. This is the situation in the real world: to ensure proper traffic
fluency, more and more constraints on road network are set. Moreover, the cost
of queries on transportation network (e.g., the cost of using Dijkstra’s Algorithm
for path search) is related to the number of road objects (nodes and arcs, here).
The dataset created by NL method, which consists of more road objects than
that in our method, leads to an inefficient query process.
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5 Conclusion

In this paper, we proposed a representation method for transportation networks
adaptable to location-based services. To attain efficient queries and stabile struc-
ture of managing the transportation information and spatial information of the
road network, we proposed a super − node structure for representing the travel
junctions (or traffic constraints), travel cost on road segments and turn corners.
Based on the datasets generated by this method, queries in ITS applications
can be responded efficiently. In our future work, the performance of the cre-
ation, modification and processing of the datasets created by our method will
be evaluated, deeply.
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Abstract. A specification language for performance indicators and their 
relations and requirements is presented and illustrated for a case study in 
logistics. The language can be used in different forms, varying from informal, 
semiformal, graphical to formal. A software environment has been developed 
that supports the specification process and can be used to automatically check 
whether performance indicators or relations between them or certain 
requirements over them are satisfied in a given organisational process.  

1   Introduction 

In organisational design, redesign or change processes, organisational performance 
indicators form a crucial source of information; cf. [6]. Within such processes an 
organisation is (re)designed to fulfill (better) the performance indicators that are 
considered important. In this manner within organisational (re)design processes 
performance indicators function as requirements for the organisational processes. 

Within the domain of software engineering in a similar manner requirements play 
an important role. Software is (re)designed to fulfill the requirements that are 
imposed. The use of requirements within a software engineering process has been 
studied in more depth during the last decades; it has led to an area called requirements 
engineering; cf. [3][4][7]. Formal languages to express requirements have been 
developed, and automated tools have been developed to support the specification 
process (from informal to formal) and to verify or validate whether they are fulfilled 
by a designed software component. 

In this paper it is investigated how some of the achievements in requirements 
engineering can be exploited in the field of organisational performance indicators. 
Inspired by requirement specification languages, a formal language to specify 
performance indicators and their relationships is proposed, and illustrated by various 
examples.  It is shown how this language or subsets thereof can be used in informal, 
graphical or formal form. Performance indicators expressed in this language can be 
manipulated by a software environment to obtain specifications or to evaluate 
performance indicators against given traces of organisational processes. 

The organization of the paper is as follows. First, in Section 2, the language is 
introduced. In Section 2 it is shown how the proposed language can be used to 
express indicators themselves, but also how they relate to each other and in what 
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sense they are desirable. Next, in Section 3, case studies of the use of the language for 
the logistics domain are presented. Section 4 is a discussion. 

2   A Formal Specification Language for Performance Indicators 

The starting point of this research is in the area of requirements engineering as 
applied within the process of design of software systems. The approach we adopt uses 
logic as a tool in the analysis (see for example [2][5][1]) and more specifically order-
sorted predicate logic which employs sorts for naming sets of objects. Such an 
extension of first order logic by a sort hierarchy increases the clarity and intuitiveness 
in the description of the domain area. 

In the following subsection we introduce the language by defining the sorts, 
predicates and functions included in it. We start with the simplest constructs on the 
level of the performance indicators and build on this basis to introduce constructs 
describing relationships between them and requirements imposed on the indicators.  

2.1   Performance Indicators   

First we consider single performance indicators and lists of indicators. The sorts that 
we define are given in Table 1.  

Table 1. Sorts defined on indicators and lists of indicators 

Sort name Description  
INDICATOR-NAME The set of possible names of performance indicators 
INDICATOR-LIST The set of possible lists of performance indicators 
INDICATOR-LIST- AME The set of possible names for lists of performance indicators 

 

Based on these sorts we define a predicate that allows us to give names to lists of 
indicators for ease of reference: 

IS-DEFINED-AS : INDICATOR-LIST-NAME × INDICATOR-LIST 

In order to demonstrate the use of this and other predicates, we use a running 
example for the rest of this section. The domain area is logistics from the point of 
view of a logistics service provider. Table 2 gives the indicators included in the 
example. 

Table 2. An example set of performance indicators 

Indicator name  Indicator  Indicator name Indicator  
NC Number of customers  ISC Information system costs  
NNC Number of new customers  FO % of failed orders  
NO Number of orders  SB Salaries and benefits  
ND Number of deliveries  AP Attrition of personnel  
MP Motivation of personnel    

 

The above defined predicate can be used as follows: IS-DEFINED-AS(COD, [NC, NO, 
ND]). 

N
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The definitions given in this subsection are fairly simple but they give us the basis 
for going one level higher and explore the possible relationships between indicators.  

2.2   Relationships Between Performance Indicators  

Performance indicators are not always independent. Often they are connected through 
complex relationships such as correlation (the indicators tend to change in a similar 
way) or causality (the change in one indicator causes the change in another). Often we 
would like to know whether these relationships are positive or negative, e.g. 
correlation can be positive (the indicators increase together) or negative (one 
increases and the other one decreases). Therefore we need a new sort given below. 

Table 3. Additional sorts used in defining relationships between indicators 

Sort name Description  
SIGN The set {pos, neg} of possible signs that will be used in some relationship formulas 

 

Now we are ready to define predicates for the relationships we would be interested 
in. First we define a predicate for correlation as follows: 

CORRELATED : INDICATOR-NAME × INDICATOR-NAME × SIGN 

Causality relation between two indicators is denoted with the following predicate: 
IS-CAUSED-BY : INDICATOR-NAME × INDICATOR-NAME × SIGN 

Examples: CORRELATED(NC, NO, pos), IS-CAUSED-BY(AP, MP, neg) 

In a similar way we can define a predicate for cases where one indicator is included 
in another by definition, e.g. one indicator is the sum of a number of other indicators: 

IS-INCLUDED-IN : INDICATOR-NAME × INDICATOR-NAME × SIGN 

Example:    IS-INCLUDED-IN (NNC, NC, pos) 

Another predicate is used for indicating different aggregation levels of the same 
indicator, e.g. measured by day/month/year (temporal aggregation) or by 
employee/unit/company (organizational aggregation):  

IS-AGGREGATION-OF : INDICATOR-NAME × INDICATOR-NAME 

A set of indicators can be independent (no significant relationship plays a role) or 
conflicting (correlation, causality or inclusion in a negative way) denoted in the 
following way: 

INDEPENDENT : INDICATOR-NAME × INDICATOR-NAME 
CONFLICTING : INDICATOR-NAME × INDICATOR-NAME 

Examples:   INDEPENDENT (ISC, FO), ¬ CONFLICTING (NC, ISC) 

It might also be the case that we can easily replace measuring one indicator with 
measuring another one if that is necessary – it is expressed as follows: 

TRADE-OFF-SET : INDICATOR-NAME × INDICATOR-NAME 

While the meaning of the indicators might be similar it might still be the case that 
measurement for one can be more expensive to obtain than for the other one. Such 
relationship is also important to consider when we choose which particular set of 
indicators to measure. It is denoted using the predicate: 

IS-COSTLIER-THAN : INDICATOR-NAME × INDICATOR-NAME 
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The relationships discussed so far can be represented graphically using a 
conceptual graph (see [8][9]). Conceptual graphs have two types of nodes: concepts 
and relations. In our case the first type will represent the indicator names while the 
second type represents the relations between them. The nodes are connected by 
arrows in such a way that the resulting graph is bipartite – an arrow can only connect 
a concept to a relation or a relation to a concept. Some of the predicates that we 
defined have an additional attribute of sort SIGN. In order to keep the notation simple 
we do not represent it as a concept node but as an extra sign associated to the arc: ‘+’ 
for positive relationships and ’–‘ for negative ones. Figure 1 is a small example of 
how such a conceptual graph would look like. We use here the examples given to 
illustrate the predicates in this section and represent them in the graph.  

            Fig. 1. The conceptual graph of relationships between the indicators 

We now define one more predicate over a list of indicators. It will be used to 
indicate whether the set of indicators is minimal, where by minimal we imply that 
these three constraints are satisfied: no two indicators are replaceable, none is a 
different aggregation level of another and none is used in the definition of another: 

MINIMAL : INDICATOR-LIST-NAME 

Note that while such property of the indicator set is interesting to consider, it does 
not mean that we are only interested in minimal sets.  

2.3   Requirements over Performance Indicators 

The previous subsection concentrated on relationship between performance 
indicators. Going one more level higher we can define our own preferences over the 
set of indicators – what we prefer to measure and how we should evaluate the results. 
First we consider the second question by defining qualified expressions.  

Qualified Expressions. Qualified expressions specify what we consider ‘a success’, 
i.e. when we consider one measurement of an indicator better than another one. Such 
specifications can be as simple as ‘higher value is preferred over a lower one’ or more 
complex such as ‘the value should approximate a certain optimal value while never 
exceeding a predefined maximal value’. 

The sorts that need to be added to our list are given in Table 4. 
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Table 4. The sorts concerning qualified expressions 

Sort name Description  
VARIABLE The set of possible variables over the values of indicators 
INTEGER The set of integers 
INDICATOR-VARIABLE-EXPRESSION The set of expressions over an indicator and its 

corresponding variable (see the definition below) 
VARIABLE-EXPRESSION The set of expressions over a variable (see examples below) 
QUANTIFIER The set of possible quantifiers (see the definitions below) 
QUALIFIED-EXPRESSION The set of possible qualified expressions (see below) 
QUALIFIED-EXPRESSION-NAME The set of possible names for qualified expressions 
QUALIFIED-EXPRESSION-LIST The set of possible lists of qualified expressions 
QUALIFIED-EXPRESSION-LIST-NAME The set of possible names for lists of qualified expressions 

 
The sort VARIABLE-EXPRESSION contains expressions defining constraints over a 

variable as in the following examples: 

v < maxKD (where v is a variable and maxKD is a constant), 
v > minKD & v ≤ maxKD (where minKD is also a constant), 
v ≤ minKD ∨ v > maxKD, 
etc. 

The sort INDICATOR-VARIABLE-EXPRESSION on the other hand contains expressions 
defining to which indicator the variable refers. Here we use the function: 

has-value: INDICATOR × VARIABLE → INDICATOR-VARIABLE-EXPRESSION 
For example the expression has-value(NNC, v) indicates that the variable v refers to 

the values of the indicator NNC. We now define the following functions that return 
objects of the type QUANTIFIER: 

minimize, maximize: VARIABLE → QUANTIFIER 
approximate: VARIABLE × CONSTANT → QUANTIFIER 
satisfy: VARIABLE-EXPRESSION → QUANTIFIER 

Examples:   minimize(v), approximate(v, bestKD), satisfy(v < maxKD) 

A qualified expression is identified by a quantifier and an indicator-variable 
expression. The following function given such a couple returns a qualified expression: 

Qualified-expression: QUANTIFIER × INDICATOR-VARIABLE-EXPRESSION  
→ QUALIFIED-EXPRESSION 

As an example consider the expression  Qualified-expression (min(v), has-value(ISC, v)), 

which should be read as: ‘minimize the value v of the performance indicator ISC’. 
The following predicates can also be added to our set of predicates: 

IS-DEFINED-AS : QUALIFIED-EXPRESSION-NAME × QUALIFIED-EXPRESSION 
IS-DEFINED-AS : QUALIFIED-EXPRESSION-LIST-NAME × QUALIFIED-EXPRESSION-LIST 

Example:   IS-DEFINED-AS (q, Qualified-expression (max(v), has-value(NNC, v))) 

Qualified Requirements. Building on the notion of qualified expressions, we can 
now define qualified requirements stating our preferences among the possible 
qualified expressions. We first introduce a number of new sorts: 
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Table 5. The sorts concerning qualified requirements 

Sort name Description  
QUALIFICATION The set of possible qualifications that can be used in a 

qualified requirement 
QUALIFICATION-NAME The set of possible names for qualifications 
QUALIFIED-REQUIREMENT The set of possible qualified requirements 
QUALIFIED-REQUIREMENT-NAME The set of possible names for qualified requirements 
QUALIFIED-REQUIREMENT-LIST The set of possible lists of qualified requirements 
QUALIFIED-REQUIREMENT-LIST-NAME The set of possible names for lists of qualified 

requirements 

 
We can now define the following function which returns a qualified requirement: 
Requirement: QUALIFICATION × QUALIFIED-EXPRESSION-LIST → QUALIFIED-REQUIREMENT 

Example:    Requirement(desired, Qualified-expression (max(v), has-value(NC, v))) 

This can be read as: ‘it is desired to maximize the value v of the performance 
indicator NC’. For simplicity, we abuse the notation by interchanging a qualified 
expression and a list of one qualified expression. Another example could look like: 

Requirement(preferred-over, [Qualified-expression (max(v1), has-value(NC, v1)),  
Qualified-expression (max(v2), has-value(NNC, v2))]) 

Here the list indicates that the first qualified expression (the head of the list) is 
preferred over the rest of the expressions (the tail of the list). 

We define further a number of predicates: 
IS-DEFINED-AS : QUALIFIED-REQUIREMENT-NAME × QUALIFIED-REQUIREMENT 
IS-DEFINED-AS : QUALIFIED-REQUIREMENT-LIST-NAME × QUALIFIED-REQUIREMENT-LIST 
CONFLICTING : QUALIFIED-REQUIREMENT-NAME × QUALIFIED-REQUIREMENT-NAME 

Intuitively, CONFLICTING indicates that the two requirements cannot be satisfied 
together. More precisely that can happen when, due to correlation, causality or 
aggregation relationship, certain movement of one indicator is associated with certain 
movement of the other, however the corresponding requirements prescribe the 
opposite of this relation. An example would be two indicators that are positively 
correlated but the requirements specify one to be maximized and the other one to be 
minimized. Such relation over the set of requirement is important because often in 
practice conflicting needs arise and we must take special care in dealing with this.  

A simple example can be given from the set of indicators listed in Table 2. The 
company management knows that the salaries and benefits contribute to the total costs 
and therefore reduce the profit. Thus the following requirement can be considered: 

IS-DEFINED-AS (r1, Requirement(desired, Qualified-expression (min(v1), has-value(SB,v1)))) 

At the same time the management wants to minimize the attrition of employees as 
that increases the costs for teaching new employees and decreases the average 
productivity. Therefore another requirement can be considered: 

IS-DEFINED-AS (r2, Requirement(desired, Qualified-expression (min(v1), has-value(AP,v1)))) 

But decreasing the salaries will lead to increase in the attrition of personnel, 
therefore the two requirements are conflicting: CONFLICTING (r1, r2). 

We can now express rules such as this one – requirements over positively related 
indicators, where one is maximized and the other minimized, are conflicting:  
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∀ ( i1, i2 : INDICATOR-NAME; L : INDICATOR-LIST-NAME; v1, v2 : INTEGER; 
      r1, r2 : QUALIFIED-REQUIREMENT-NAME) 
(CORRELATED (i1, i2, pos) ∨ IS-INCLUDED-IN (i1, i2, pos) ∨  
CAUSED-BY (i1, i2, pos) ∨ IS-AGGREGATION-OF (i1, i2)) & 
IS-DEFINED-AS (r1, Requirement (desired, Qualified-expression (max(v1), has-value(i1,v1)))) & 
IS-DEFINED-AS (r2, Requirement (desired, Qualified-expression (min(v2), has-value(i2,v2))))) 
⇒ CONFLICTING (r1, r2) 

3   A Case Study from the Area of Logistics 

In this section we take a case study from the area of 3rd-party logistics (3PL) and 
apply the approach presented in the previous section. 3PL companies are specialized 
in providing logistics services to other companies. Important performance aspects 
typically include efficiency in transportation (e.g. reduction of transportation costs, 
improvement of route planning, equipment and labour utilization, etc.), customer 
satisfaction, employees satisfaction (in order to reduce the attrition of drivers), etc. 
Our case study includes performance indicators relevant for most of these aspects. 

We first introduce the set of indicators and formulate how they are related to each 
other. Then we define the set of possible (meaningful) requirements over the list of 
indicators and analyze them concentrating on detecting conflicts. 

3.1   Performance Indicators 

The list of indicators is given in table 6. It is based on real-life indicator sets used in 
logistics and is augmented by several additional indicators used in 3rd-party logistics. 
Furthermore, we added a couple of indicators that usually remain implicit in real-life 
performance measurement and have to do with employees satisfaction and safety. 
Most of the indicators are typically numeric (costs, km, etc.), however, also non-
numeric ones are included (employee motivation and safety). They can be modeled in 
different ways as long as the possible values are ordered in a consistent way.  

Table 6. The list of performance indicators considered in the case study 

Indicator name Indicator  Indicator name Indicator 
TC Total costs  TK Total number of km  
KD Km/day  NT Total number of trips  
UV Number of used vehicles  TO Total number of orders  
SO % of served orders  R Revenue  
VO % of violated orders  TP Total profit  TP = R - TC  
TD Trips per day  NA Number of accidents 
TT Trips per truck  TS Total amount for salaries  
ST Shops per truck  EM Employee motivation (average)  
NC Number of clients  S Safety  
VP % violations over the original 

plan  
EP Employee productivity (average) 
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3.2   Relationships 

Looking closer at the indicators we see that many are not independent. The list below 
gives the most important relationships that we take into account.  

RL1: IS-CAUSED-BY (TC, TK, pos) RL2: IS-CAUSED-BY (TC, UV, pos) 
RL3: CORRELATED (VO, SO, neg) RL4: CORRELATED (TC, NT, pos) 
RL5: CORRELATED (ST, TT, pos) RL6: INDEPENDENT (SO, VP) 
RL7: IS-CAUSED-BY (TC, VP, pos) RL8: IS-INCLUDED-IN (R, TP, pos) 
RL9: IS-INCLUDED-IN (TC, TP, neg) RL10: IS-CAUSED-BY (R, TO, pos) 
RL11: IS-CAUSED-BY (EP, EM, pos) RL12: IS-CAUSED-BY (EM, KD, neg) 
RL13: IS-INCLUDED-IN (TS, TC, pos) RL14: IS-CAUSED-BY (EM, TS, pos) 
RL15: CORRELATED (R, TK, pos) RL16: IS-CAUSED-BY (TO, NC, pos) 
RL17: IS-CAUSED-BY (R, NC, pos) RL18: CORRELATED (NT, TO, pos) 
RL19: IS-CAUSED-BY (EM, S, pos) RL20: IS-CAUSED-BY (S, NA, neg) 
RL21: IS-CAUSED-BY (TC, NA, pos) RL22: IS-AGGREGATION-OF (TK, KD) 
RL23: IS-AGGREGATION-OF (NT, TT) RL24: IS-AGGREGATION-OF (NT, TD)  

These relationships can be expressed graphically using conceptual graphs as 
discussed earlier. Fig. 2 gives the graph for our case study.  

                               Fig. 2. The conceptual graph for the case study 

3.3   Requirements 

We can now formulate qualified requirements over the set of indicators. Most of the 
requirements are in a similar form as the ones given in the examples section 2.3. 
RQ12 and RQ13 however are a bit more complex. RQ12 states that the value of the 
indicator KD should approximate a given constant called bestKD. RQ13 on the other 
hand states that KD should not exceed another given constant maxKD. The intuition 
here is that the number of kilometers per day should approximate some pre-calculated 
optimal point but at the same time there exists a maximal value that does not allow 
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the drivers to drive too much for health and safety reasons. Therefore the optimal 
point should be approximated in such a way that we do not exceed the maximal point.  

RQ1: Requirement (desired, Qualified-expression (min(v), has-value(TC, v))) 
RQ2: Requirement (desired, Qualified-expression (max(v), has-value(SO, v))) 
RQ3: Requirement (desired, Qualified-expression (min(v), has-value(VO, v))) 
RQ4: Requirement (desired, Qualified-expression (max(v), has-value(ST, v))) 
RQ5: Requirement (desired, Qualified-expression (min(v), has-value(VP, v))) 
RQ6: Requirement (desired, Qualified-expression (max(v), has-value(R, v))) 
RQ7: Requirement (desired, Qualified-expression (max(v), has-value(TP, v))) 
RQ8: Requirement (desired, Qualified-expression (max(v), has-value(EM, v))) 
RQ9: Requirement (desired, Qualified-expression (max(v), has-value(EP, v))) 
RQ10: Requirement (desired, Qualified-expression (min(v), has-value(TS, v))) 
RQ11: Requirement (desired, Qualified-expression (max(v), has-value(TO, v))) 
RQ12: Requirement (desired, Qualified-expression (approximate(v, bestKD), has-value(KD,v))) 
RQ13: Requirement (desired, Qualified-expression (satisfy(v ≤ maxKD), has-value(KD,v))) 
RQ14: Requirement (desired, Qualified-expression (max(v), has-value(NC, v))) 
RQ15: Requirement (desired, Qualified-expression (max(v), has-value(S, v))) 
RQ16: Requirement (desired, Qualified-expression (min(v), has-value(NA, v))) 
RQ17: Requirement (preferred-over, Qualified-expression (min(v1), has-value(VO, v1)),  

   Qualified-expression (max(v2), has-value(SO, v2))) 
RQ18: Requirement (preferred-over, Qualified-expression (max(v1), has-value(NC, v1)),  

   Qualified-expression (max(v2), has-value(TO, v2))) 

3.4   Analysis of the Case Study  

Looking at figure 2 and the list of formulated qualified requirements, we detect some 
inconsistencies. The indicator TC (total costs) is caused by TK (total number of km), 
which on the other hand is correlated with R (revenue). In our requirements we have 
indicated that TC should be minimized (RQ1). It is also indicated that R should be 
maximized (RQ6). Due to the correlation, maximizing R will lead to maximizing TK. 
Due to the causal relationship, maximizing TK leads to maximizing TC, which 
disagrees with RQ6. This can be expressed in the following way: 

RL1 & RL15 ⇒ CONFLICTING (RQ1, RQ6) 

In a similar way we consider ST (shops per truck), TT (trips per truck), NT (total 
number of trips) and TC (total costs). ST is positively correlated with TT while NT is 
aggregation of TT. Therefore maximizing ST (as in RQ4) will lead to maximizing TT 
which results in maximizing NT. However NT is positively correlated with TC and 
RQ1 requires TC to be minimized.  

RL5 & RL23 & RL4 ⇒ CONFLICTING (RQ1, RQ4) 

Another conflict involving TC can be detected in the path TC ! NT ! TO. TC is 
positively correlated with NT which is positively correlated with TO (total number of 
orders). Therefore there is a conflict between RQ1 and RQ11: 

RL4 & RL18 ⇒ CONFLICTING (RQ1, RQ11) 

The last conflict we detect arises from RQ8 and RQ10. RQ8 requires EM 
(employee motivation) to be maximized. EM is positively caused by TS, therefore 
changing TS will change EM in the same direction. RQ10 requires TS to be 
minimized which will lead to minimizing EM – conflict with RQ8. 

RL14 ⇒ CONFLICTING (RQ8, RQ10) 
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4   Conclusions 

Organisational performance indicators are crucial concepts in strategic management 
of an organisation, and in particular in the preparation of organisational change 
processes. They can occur in a variety of forms and complexity. In addition, often it is 
necessary to consider relations between performance indicators, and to express 
qualifications and requirements over them. Given these considerations, it is not trivial 
to express them in a uniform way in a well-defined specification language.  

A similar situation is addressed in the area of requirements engineering which has 
developed as a substantial sub-area of software engineering. Also in the area of AI 
and design similar issues are addressed. Inspired by these areas, a specification 
language for performance indicators and their relations and requirements has been 
defined and presented in this paper. The language can be used in different forms, 
varying from informal, semiformal, graphical to formal. (The semantics of the 
language was left out from the scope of this paper and will be a subject of further 
research.) A software environment has been developed that supports the specification 
process and can be used to automatically check whether performance indicators or 
relations between them or certain requirements over them (those with quantifier 
satisfy) are satisfied in a given organisational process. The relevant complexity issues 
of the checking process are still a topic for future research.  

For other types of requirements over performance indicators it may not be easy to 
automate the checking process. For example, that a certain performance indicator is 
minimal for a given organisational process requires comparison to alternative possible 
organisational processes. If a set of alternative processes is given, the software 
environment can handle the checking on minimality of one of these processes 
compared to the other ones. But in general such a set is hard to specify in an 
exhaustive manner. An alternative route is to make a mathematical analysis of this 
minimality criterion, and to formalize this analysis in the language so that it can be 
performed automatically. This is a subject for further research. Another direction for 
future investigation might be to provide assistance in the process of discovering 
missing or redundant requirements. The set of requirements is company-specific but it 
might be possible to provide some insight through scenario elicitation. 
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Abstract. This paper presents a new Crowded Comparison Operator for 
NSGA-II to solve the Multiobjective and constrained problem of optimal ca-
pacitors placement in distribution systems.  

1   The Problem Formulation 

For the multiobjective compensation system design, the objective functions economi-
cally express the following items: i) return on investment for the system compensa-
tion; ii) the voltage stability maximization. These can be translated into: 

{ }
⎭
⎬
⎫

⎩
⎨
⎧ −

= ∆

instT

InstT
year

C

C
ROI EtR

maxmax . (1) 

max{fcar} (2) 

Where ROI is the Return On Investment, Cyear
InstT is the investment cost per year and 

R∆Et is the economic benefit deriving from the reduced value of energy losses; 
whereas fcar is the loadability factor, whose maximization is related to the voltage 
stability maximization. The technical constraints include the limitation of the number 
of manoeuvres along the 24 hours of the capacitor banks and of the voltage drops. 
The relevant expressions are: 

• nman(x) <= max_man for each installation along the 24 hrs 
• ∆V(x) > ∆Vx for each installation along 24 hrs 

2   The Algorithm NSGA-II and Constraints Handling 

The constraint handling using NSGA-II [1], Non Dominated Sorting Genetic Algo-
rithm-II, can be dealt with by considering them as further objectives, in terms of non 
dominance. Therefore the standard MO problem with inequality constraints: 

Min {f1(x), f2(x),…., fm(x)}; x∈X  Subject to: g(x) = { g1(x), …..gs(x)} ≤ 0    
turns into:  
Min {f1(x),...fm(x), α1(g1(x)), …, αs(gs(x))}    x∈X  

where α1( g1(x)) = {a+b*(max_man-nman(x))}, α2(g2(x)) = {a+d*(∆Vx-∆V(x))}.  
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One of the most interesting operators in NSGA-II is the Crowded Comparison opera-
tor. It’s definition allows the application of the Selection operator, which in this case is 
the Binary tournament Selection. Two different types of CCO are here proposed and 
compared. The new CCO1, (≥*n): in this case, the constraints only take part in the 
ranking definition. The CCO2, (≥**n), prizes in first place those solutions having lower 
constraints violation, then considering the rank order and finally the crowding factor. 
The measure for constraints violation has been considered to be the following: 

CV = 0.5 (α1(g1(x)) +  α2(g2(x)))  if there is constraints violation 
CV = 0    if there is no constraints violation. 

 

Fig. 1. The two Crowded Comparison operators. In a) the CCO1 operator, in b) the CCO2 
operator are described 

3   Applications 

The tests concern the efficiency of the proposed CCO1 and CCO2 operators both on 
the problem of the design of the compensation system for an electrical MV network 
and on a difficult numerical test problem such as Tanaka. Compensation system 
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Fig. 2. A comparison of the two CCOs on the problem of optimal compensation for the consid-
ered test system 
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design for electrical distribution systems It is possible the installation of remotely 
controllable capacitor banks at MV load nodes, each step being 150 kVAR. The test 
systems has about 40 MV load nodes. The algorithm is always able to find feasible 
solutions. Ordering the solutions in the main objectives (ROI index and fcar index) 
non domination fronts, the feasible solutions can indeed be found in the lasts non 
domination fronts, since a reduction in the number of manoeuvres produces a large 
worsening in the optimization objectives, whereas the voltage drop decreases together 
with the main objectives.  

Numerical test functions. The test problem introduced by Tanaka [2]. The results 
attained using the two CCOs are comparable.  
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Fig. 3. Comparison of the two operators on TNK PFtrue 

 CCO1 CCO2 

GD 0.000113 0.000128 
HR 0.997123 0.99681 

It can be observed that both indicators are worst in the case of CCO2.  
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Abstract. The Partial MAX-SAT Problem (PMSAT) is a variant of the
MAX-SAT problem that consists of two CNF formulas defined over the
same variable set. Its solution must satisfy all clauses of the first formula
and as many clauses in the second formula as possible. This study is con-
cerned with the PMSAT solution in setting a two-phase stochastic local
search method that takes advantage of an estimated backbone variables
of the problem. First experiments conducted on PMSAT instances de-
rived from SAT instances indicate that this new method offers significant
performance benefits over state-of-the-art PMSAT techniques.

1 Introduction and Background

Real-world problems in various applications such as scheduling [1] and pattern
recognition [4], mostly contain hard and soft constraints. While hard constraints
must be satisfied by any solution, soft constraints specify a function to be op-
timized. Cha et al. [2] introduced the Partial MAX-SAT (PMSAT) problem as
a variant of MAX-SAT to formulate independently hard and soft constraints. It
can be defined as follows. Let X = {x1, x2, · · · , xn} be a set of n boolean vari-
ables. A clause c on X is a disjunction of literals. It is satisfied by an assignment
v ∈ {0, 1}n if at least one of its literals is satisfied by v, in such case the value
of the clause equals 1, otherwise it is violated and its value equals 0. A formula
f in conjunctive normal form (CNF) is a conjunction of m clauses. Given two
CNF formulas fA and fB of mA and mB clauses, respectively over X. A PMSAT
instance P = fA ∧ fB asks to satisfy all the clauses of fA and as many clauses
in fB as possible. P has a solution iff fA is satisfiable.

Cha et al. [2] used a weighting-type local search algorithm to solve PMSAT
by repeating n times each clause in fA. In this way, the search always prefers a
solution that satisfies all clauses of fA regardless of the level of remaining clause
violation. However, this can lead to an important increasing of total number
of clauses when their number is initially large. Another approach for solving
PMSAT described in [5], is based on recycling the model of fA to satisfy the
maximum number of clauses in fB . The results reported indicate the overall
superiority of this method w.r.t. a weighting-type local search algorithm.

An interesting property that influences the hardness of a satisfiability prob-
lem, is the backbone variables [6], a set of variables having fixed values in all
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optimal solutions to the problem. Backbones are proven to be an important
indicator of hardness in optimization and approximation [8], and subsequently
heuristic search methods that identify backbone variables may reduce problem
difficulty and improve performance [3, 9, 10]. The aim of this paper is to integrate
a backbone guided moves to a local search algorithm for solving PMSAT. In a
first time, both PMSAT formulas, fA ∧ fB , are solved together as a MAX-SAT
instance using a backbone guided local search. In a second time, the best assign-
ment found is recycled to the unsatisfied clauses in fA to try to find a model
using the backbone variables sampled in the previous phase. The effectiveness
of this method is demonstrated empirically on some PMSAT instances created
from SAT instances. In the next Section, we present the backbone-based local
search method for PMSAT. The experimental results are presented in Section 3.
We finally conclude and plan for future work in Section 4.

2 Backbone-Based Local Search Method

Let consider a PMSAT instance P = fA ∧ fB . The estimated backbone called
pseudo-backbone [10] is performed using information extracted from local min-
ima. Let Ω be a set of assignments on X, S(xi) the value of the variable xi in
the assignment S, and C(S) the contribution of S defined as the total number of
satisfied clauses in fA and fB : C(S) = mA ·SatA(S) + SatB(S), where SatA(S)
and SatB(S) denote the number of satisfied clauses in fA and fB , respectively. A
multiplier coefficient mA is added to C(S) to underline the priority of satisfying
clauses of fA. A variable frequency pi of positive occurrences of xi in all assign-
ments of Ω is defined as pi =

(∑
S∈Ω C(S) · S(xi)

)
/
∑

S∈Ω C(S). We propose
a two-phase algorithm for solving P called BB-PMSAT and summarized as fol-
lows. In the first phase, the algorithm begins by using a variant of the WalkSAT
procedure [7] for MAX-SAT. It integrates a pseudo-backbone estimation using
variable frequencies pi to generate initial assignments as suggested in [9, 10]. The
set of assignments Ω is updated at each time a new local minimum is reached.
The second phase of the algorithm is performed if the best assignment found
in the previous phase does not satisfy fA. In such case, it is recycled to try to
satisfy fA using a variant of WalkSAT for SAT guided by the information in Ω.

3 Experimental Evaluation

PMSAT instances are generated using SAT instances from DIMACS1 and
SATLIB2 archives since no PMSAT instances are publicly available. Four sets of
randomly generated and structured SAT instances of n variables and m clauses
are considered: uuf125-538* (100 ‘phase transition’ hard 3-SAT instances of
n = 125,m = 538), f* (3 large random ‘phase transition’ hard instances: f600

1 http://dimacs.rutgers.edu/Challenges/
2 http://www.informatik.tu-darmstadt.de/AI/SATLIB



A Two-Phase Backbone-Based Search Heuristic for Partial MAX-SAT 683

(n = 600,m = 2550), f1000 (n = 1000,m = 4250), f2000 (n = 2000,m = 8500)),
par8-* (5 instances of SAT-encoded parity learning problem of n = 350, 1149 <
m < 1171), and flat* (10 instances of SAT-encoded graph coloring problem of
n = 300,m = 1117). PMSAT instances are generated using a partition of each
SAT instance into two subsets fA and fB of mA = [α · m] + 1, 0 < α < 1, and
mB = m−mA clauses, respectively. Program code is written in C and run on a
computer (Pentium IV 2.9 GHz with 1GBs of RAM running Linux). All of our
results are averaged over 10 runs on each instance.

Table 1. Results of Algorithms BB-PMSAT (α = 0.3, r = 0.6, pb = 0.7n) and WLS

Algorithm BB-PMSAT

Problem #SAT v(%) CPU time Flips
Mean Std Mean Std

uuf* 10 0 0.411 0.053 4219.5 614.0
f600 9 0.0130 7.430 2.136 34474.6 5136.9
f1000 6 0.1129 20.856 3.505 86495.6 9435.9
f2000 7 0.1305 52.536 3.942 153601.1 11214.0
flat* 2.5 0.0982 3.419 0.210 28432.0 2162.2
par8-* 5.6 0.1348 6.517 1.021 45730.1 6879.3

Average 6.25 0.1029 11.723 1.495 53587.3 6295.9

Algorithm WLS

Problem #SAT v(%) CPU time Flips
Mean Std Mean Std

uuf* 9.8 0.0123 0.845 0.205 8316.4 1485.0
f600 9 0.0130 10.620 2.010 47150.6 18420.0
f1000 6 0.1235 29.271 2.055 136171.0 19040.0
f2000 5 1.5764 60.028 5.601 265124.5 41190.0
flat* 2.1 0.2351 6.068 1.295 43166.3 9147.6
par8-* 3.2 0.4394 8.416 0.447 63290.7 3588.3

Average 4.79 0.4158 14.891 1.397 81638.2 10722.4

The total number of tries for each run of BB-PMSAT is shared between
both phases. Let r be the first phase length ratio of the total run length, #SAT
the average number of solutions to PMSAT instances over 10 runs, pb the ratio
of pseudo-backbone size to n, and v the relative error of a solution S given by:
v(%) = (1 − (SatB(S)/mB))×100. BB-PMSAT is compared to a weighting-type
local search algorithm for MAX-SAT, called WLS with RESET strategy [2]. WLS
proceeds by adding weights to frequently violated clauses at local minima and
resetting these weights when no improvement can be obtained. Computational
results performed by BB-PMSAT and WLS are shown in Table 1. BB-PMSAT
was tested using α = 0.3, r = 0.6, and pb = 0.7n. The more significant gains
in average number of solutions and total runtime are obtained on the problem
par8-*. Indeed, the gain achieved by BB-PMSAT in average number of solutions
on par8-* w.r.t. WLS is 75%. The fall in BB-PMSAT average total runtime
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cost for par8-* is 22.56% w.r.t. WLS. On all the problems, the average gain in
BB-PMSAT number of solutions is 30.48% w.r.t. WLS, while the average fall in
runtime cost is 21.27%. In summary, these first results show that BB-PMSAT
can find high quality solutions, and performs faster than WLS on the considered
set of instances.

4 Conclusion and Future Work

In this paper, we have described an incomplete local search method for solv-
ing the Partial MAX-SAT problem. In a first phase, the algorithm integrates a
sampling of pseudo-backbone variables to the WalkSAT procedure to find good
solution to a MAX-SAT instance. In a second phase, it tries to recycle the MAX-
SAT solution to a PMSAT one using pseudo-backbone information. The perfor-
mance of the algorithm is compared to a weighting-type local search algorithm
(WLS) [2] proposed for solving PMSAT. The preliminary experimental results
show that our algorithm can achieve significant gains both in average number of
solutions and in total runtime cost. We are still working to solve larger SATLIB
benchmark problems to further investigate the effectiveness of the algorithm. We
plan to study the effect of varying the size of the peudo-backbone variables, and
the ratio mA/(mA + mB) of the number of clauses in fA to the total number of
clauses, on the performance. Moreover, we intend to consider other local search
heuristics within the same algorithmic framework.
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Abstract. In the context of Intelligent Tutoring Systems, there is a
potential for adapting either content or its sequence to student as to en-
hance the learning experience. Recent theories propose the use of team-
working environments to improve even further this experience. In this
paper an effective matching algorithm is presented in the context of peer
reviewing applied to an educational setting. The problem is formulated
as an optimization problem to search a solution that satisfies a set of
given criteria modeled as “profiles”. These profiles represent regions of
the solution space to be either favored or avoided when searching for a
solution. The proposed technique was deployed in a first semester com-
puter engineering course and proved to be both effective and well received
by the students.

1 Introduction

Intelligent Tutoring Systems [1] usually focus on adapting either content or the
sequence in which it is presented according to what the user needs. Another
typical approach focuses on providing automatic assessment and feedback to
problems previously solved by the student.

However, the learning process is not limited to the simple exposition of con-
tents to the student. Interaction with other actors involved in the process, both
teachers and peer students, can be seen as a key factor. And so, as educational
theories evolve, the learning process has moved from teacher to student centered,
transforming the latter from a passive receptor into an active actor and main
character of his/her own learning. Collaborative learning, with techniques such
as team-working or peer learning, has risen with this evolution.

But before students can work together and benefit from the collaboration
with their peers, group generation must be previously solved, and this phase
is rarely paid the attention it deserves. Typical approaches use either random
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matching or leave the students to create groups spontaneously. In reduced en-
vironments, teachers can guide this process and manually apply more complex
criteria, matching students who probably will help more each other. But in
situations such as courses with a large enrollment or in a distance learning en-
vironment, this manual approach soon becomes useless.

This document focuses on how to group students according to their profiles
in a peer review context. More precisely, an algorithm for matching reviewers
to authors depending on their characteristics in an educational peer review pro-
cess, in order to generate the pairs according to a given pedagogical criterion
is presented. The proposed model is generic enough to be applied in any other
learning context requiring matching students together, such as team-working
projects, or even outside the educational environment, in any scenario which
involves grouping users.

2 Adaptive Peer Review

Peer Review consists of evaluating a colleague’s work and providing feedback
about it. It has been widely used in multiple contexts, ranging from childhood
education to academic research. This paper focuses on peer review used in edu-
cation, a field to which peer review has been typically applied, to virtually any
level and subject. Supporting programs for peer review in educational environ-
ments are reported as early as 1995. More recent tools, like PG [2, 3], OASIS [4]
or CPR [5], use the web to manage peer interaction.

Benefits as well as a detailed topology of peer review in education have been
carefully studied (see [6] for an excellent survey). However, “how peer assessors
and assessees should best be matched [...] is discussed surprisingly little in the
literature”, as noted in [6], cited again three years later in [7], and more recently
in [8]. A taxonomy of matching procedures is described in [6], distinguishing
between blind and non-blind and between electronic and non-electronic. A more
detailed scheme of review-mapping strategies is sketched in [7] as well as the
description of an algorithm for dynamically matching reviewers to authors, but
it creates a match fitting a set of constraints. Dynamic matching is also used
in [4] although no discussion is done, neither algorithms are provided, about
which criteria is used or how to optimize the matching selection according to
the user profiles and the process goals.

From our experience, it seems clear, though, that student characteristics have
a deep influence in learning, both in how they learn themselves and from their
peers. Student roles and adequateness have been frequently analyzed in collab-
orative work (see [9] for example). Influence of student preferences and learn-
ing styles in learning and team-working is reflected for example in [10]. In the
context of peer review, diversification of peer-revision groups is reported in an
experiment by [11]. Also, the influence of the quality of both works reviewed and
received feedback in students learning is stated in [8].

As a consequence, it seems natural to adapt the peer review process to stu-
dent needs and characteristics, and the matching process is the step where this
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adaptation can be done. In this paper, a generic algorithm for adapting the se-
lection of reviewers is presented. The concrete criteria to apply depend on the
context and goals pursued with the peer review process.

2.1 Extended Taxonomy of Mapping Criteria

Adaptive Peer Review leads to extend the taxonomy of mapping criteria. As it
has been stated before, peer review systems care just about validity constraints
assigned either statically or dynamically under request by the reviewers [12, 4].
The only requirement is that no violation of any restriction occurs. But aditional
mapping criteria can be established beyond defining valid/non-valid maps, in
order to be able to select between several valid maps which one is preferred for
a given process.

A possible taxonomy for mapping criteria can be defined as follows:

– Correctness: constraints that must be satisfied by a map1.
• Uniqueness: Each submission must be assigned kr distinct reviewers. In

other words, a reviewer cannot be considered twice for the same submis-
sion.

• Equilibrium (load balancing): Only in certain circumstances it can be
guaranteed that all reviewers are assigned exactly the same number of
submissions, all potential reviewers should be assigned a similar number
of submissions to evaluate. Formally, the difference between the maxi-
mum and the minimum number of submissions assigned to each reviewer
must be less than or equal to 1.

• Self-exclusion2: A submission cannot be reviewed by its author.
• Ad-hoc constraints: Additional constraints specific to a given peer review

process.
– Optimization: comparison criteria to evaluate mappings, allowing the process

to be guided towards certain goals. In an educational environment these
criteria can be further divided into:
• Reliability: Promote the evolution towards accurate scores.
• Pedagogical: Match students as to increase the understanding of the

underlying concepts or the improvement of pursued skills (either social
or subject-specific).

3 System Description

Mapping criteria can vary depending on the context. So, an important objective
for a peer review system is to be easily configurable by the user. The definition
of the mapping criteria should be as intuitive as possible for the teacher.

1 These criteria correspond to a scenario in which each submission must be assigned
a given number of reviewers, kr. They can easily be adapted to the context where a
fixed number of submissions is assigned to each reviewer.

2 In certain cases, each submitted work must be reviewed by its author. In this situa-
tion, no algorithm is needed, therefore, it is considered as a special case.
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The problem can be seen as an optimization problem. The objective is to find
a mapping so that it is valid and maximizes the defined optimization criteria.
Exhaustive search is discarded as the number of potential combinations explodes.
An effective approach consists on using heuristics to directly build the solution
(instead of searching the best combination among all possible ones). However,
this approach has the drawback of not being easily configurable. Hard coded
heuristics are difficult to adjust. Even if the user could change them by means
of a set of rules, introducing all defining rules for the process could be very
complex.

3.1 Mapping Criteria Implementation

An intuitive solution for the mapping problem consists on defining just the objec-
tives, not the rules to reach them. That is, define a reduced set of author-reviewer
pairs representing both desirable and undesirable assignments.

With this approach, the teacher simply introduces the profiles for a set of
author-reviewers pairs (for example, four pairs), together with an interest mea-
sure for each of them. These pairs can be easily constructed cross-matching the
typical students, representative of the different classes that can be distinguished.

Definition 1. A prototype is defined as an individual that exhibits the essential
features of a later type; a standard or typical example [13].

Example 1. Match reviewers and authors with complementary profiles:
User model: student’s proficiency score, normalized into [0..10] (see Figure 1).
User prototypes: 2 groups of students are defined: proficient and non-proficient.
Representative profiles for each group are −→ps = (10) and −−→nps = (0), respectively.
Author-reviewer prototypes: Cross-matching the student prototypes four typical
pairings appear, as shown in Figure 1.

In order to implement the given mapping criterion (that is, matching authors
to reviewers with complementary profiles), pairings similar to prototypes −→

B =
(−−→nps,−→ps) and −→

C = (−→ps,−−→nps) must be promoted, whereas pairings similar to
prototypes −→

A = (−−→nps,−−→nps) and −→
D = (−→ps,−→ps) must be discarded. So, prototypes−→

B and −→
C are assigned maximum positive interest (to attract pairings towards

them) and prototypes −→
A and −→

D are assigned maximum negative interest (to
steer assignments away from them).

Example 2. Match reviewers and authors with similar profiles:
User profile: learning style, normalized into [−s.. + s], where −s means a global
learning style and +s a sequential learning style (see Figure 2).
User prototypes: Two learning styles are considered: sequential and global. Rep-
resentative profiles for each group are −→ss = (+s) and −→gs = (−s), respectively.
Author-reviewer prototypes: Cross-matching the student prototypes four typical
pairings appear, as shown in Figure 2.

In order to implement the given mapping criterion, pairings similar to pro-
totypes −→

A = (−→ss,−→ss) and −→
D = (−→gs,−→gs) are promoted, whereas pairings similar

to prototypes −→
B = (−→ss,−→gs) and −→

C = (−→gs,−→ss) are discarded. So, prototypes
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Fig. 2. (a) Students’ learning styles (rhombus) and prototypes (triangles). (b) Proto-
types of author-reviewer pairs

Prototypes define regions of interest (if positive interest) and regions to avoid
(if negative interest) in the author-reviewer space. A given pair is selected or
discarded depending on the region where it is located. Evaluation of an author-
reviewer pair consists on classifying it with respect to the defined prototypes
and assigning the corresponding interest.

A simple interest measure can be calculated for any author-reviewer pair,−→
Xi=(−→au, −→re), as the interest of the corresponding prototype:

interestCRISP (−→Xi = (−→au,−→re)) = IPi (1)

being IPi the interest assigned to prototype −→
Pi, representative of the class con-

taining −→
Xi.

But in reality, student profiles rarely match exactly with ideal cases rep-
resented by the prototypes. Instead, student profiles are usually distributed
through a wide range of values, without clear frontiers between classes, as it
can be seen in Figures 1 and 2.

As a consequence, crisp classification is not an adequate approach, as it does
not reflect the actual situation. The proposed system uses fuzzy regions, instead,
which is more appropriate for the typical distributions found in a course.
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The interest value of the matching point is then weighted with a measure of
its similarity to the prototypes. Equation 1 is modified to consider fuzziness and
multiple class membership in different degrees, as shown in Equation 2:

interest(−→Xi = (−→au,−→re)) =
N∑

i=0

m(−→Xi,
−→
Pi) × IPi (2)

being N the number of defined prototypes (classes), −→
Pi the prototype repre-

sentative of class i, IPi the interest assigned to prototype −→
Pi and m(−→Xi,

−→
Pi) a

similarity measure between pairings −→Xi and −→
Pi: the membership degree of −→Xi to

the class defined by prototype −→
Pi.

3.2 Searching Algorithm

Once the optimization criteria is implemented as an evaluation function which
allows to compare mappings, an algorithm is needed to search the solution space
for the optimal mapping. Exhaustive search is discarded due to the large solution
space for the problem. Genetic algorithms proved to be effective to find a nearly-
optimal solution at a reasonable cost in large solution spaces.

In order to map the proposed peer-matching algorithm to a genetic algorithm,
some terms need to be defined.

Population: Evolution in genetic algorithms may work at different levels [14]:
individual (try to build a single perfect specimen), population (try to create an
entire population that maximizes global throughput when working in collabo-
ration) or ecosystem (“co-evolve” several species that collaborate and compete
with each other).

In the proposed system, each individual is a complete map (see Definition 2).
So, evolution works at individual level, trying to build an optimal map for a
given set of criteria.

Definition 2. Given a set of submissions S, a set of reviewers R and the number
of reviewers that must be assigned to each submission kr, a map is defined as a
function M : S → Rkr , so that each submission si ∈ S is assigned a set of kr

reviewers.

Both sets S and R are represented in the system as arrays, so that each of
their elements can be identified with the integer number representing its position.

A map M is represented in the system as a matrix of |S| × kr dimensions,
where each element m[i] contains the kr reviewers assigned to submission s[i] ∈
S; that is, each element m[i][j] contains an integer rij ∈ [0..|R|), representing the
jth reviewer assigned to submission s[i] ∈ S, where i ∈ [0..|S|) and j ∈ [0..kr).

As a first approach, each reviewer can be coded in the map matrix as its
position in the reviewers array.

Example 3. Let us define:

A = R = {u0, u1, u2, u3, u4} ; S = {s0, s1, s2, s3, s4}
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where A is the set of authors, R the set of reviewers, S the set of submissions
and ui is the author of si.

The matrix Ma = [3 2 1 4 0] represents the mapping where u3 reviews s0, u2

reviews s1, and so on.
Matrix Mb = [4 3 0 1 2] represents the mapping where u4 reviews s0, u3

reviews s1, and so on.

Fitness Function: The fitness function is derived from the interest function
(see Equation 2). Given a map M, it is calculated as the sum of the interest of
each of the (author, reviewer) pairings contained in it:

fitness(M) =
∑

si∈S

∑

an∈Ai

∑

rm∈Ri

interest(−→an,−→rm) (3)

being Ai ⊂ A the set of authors of submission si ∈ S and Ri ⊂ R the set of
reviewers assigned to si.

Genetic Operators: The crossover function consists on merging two maps to
form a new generation. A breakpoint is randomly calculated and at that point
each map is divided. The newly generated maps are the join of the beginning
part of one map with the ending part of the other.

Example 4. Combining the two mappings defined in Example 3, the following
maps are generated (supposing a breakpoint in position 3):

Ma = [3 2 1 ‖ 4 0] ↘ M′
a = [3 2 1 ‖ 1 2]

Mb = [4 3 0 ‖ 1 2] ↗ M′
b = [4 3 0 ‖ 4 0]

It is really improbable that this approach reaches a valid solution. As illus-
trated in Example 4, load balancing is nearly impossible to maintain.

It is the same problem as the one found in [15] in genetic programming,
mutations in the source code usually lead to individuals which do not compile.
The subset of valid solutions is a too small subset of the search space.

Population Redefinition: Map coding is redefined to ensure load balancing
and equiprobability between the reviewers. The absolute position of the reviewer
in the reviewers array is no longer used. Instead, its position considering only
free reviewers is used. Example 5 illustrates the mapping model implemented in
the system.

The mutation operator is defined as randomly changing the value of one of
the elements of the matrix, but always in the range of valid values for that
position in the matrix.

Example 5. Using the relative model applied in the system, maps Ma and Mb

defined in Example 3 are coded as follows:

Ma = [3 2 1 1 0] Mb = [4 3 0 0 0]
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Reviewer of submission 3 in map Ma is coded now as 1 instead of 4, because
at that point, only reviewers u0 and u4 are free. So, reviewer u4 is in position 1
(starting from 0) in the array of free reviewers.

Applying the crossover operator, the following maps are generated:

M′
a = [3 2 1 ‖ 0 0] M′

b = [4 3 0 ‖ 1 0]

representing [u3 u2 u1 u0 u4] and [u4 u3 u0 u2 u1], respectively.

Non-valid mappings can still appear, as illustrated in M′
a, in Example 5,

where user u4 reviews his/her own work. However, these non-valid individuals
are not the majority of the search space, but a reduced subset. So, evolution
discards naturally these mappings and tends towards valid solutions.

4 Experimental Results

The algorithm described has been implemented in a peer review matching sys-
tem, which allows to define different mapping criteria to guide the author-
reviewer matching process.

Figure 3 shows the resulting map obtained for the data of Example 1. Points
are distributed near high-interest prototypes and completely avoid regions near
negative-weighted prototypes. The described system has been deployed on a

1

re
vi

ew
er

0
0 author 1

Fig. 3. Resulting map for Example 1

second semester computer engineering course. Three peer review cycles were
executed. Assignments consisted on developing a complete software application.
The coding phase was solved in teams, mostly in pairs, but reviews were assigned
and done individually.

Using student scores as user profiles, each submission was assigned three
reviewers, corresponding to three different criteria, as illustrated in Figure 4.
The first reviewer was selected with a profile complementary to the author or,
less probably, both proficient students. In the second, a reliable reviewer was
preferred. The third reviewer was selected with similar profile to the author.
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Fig. 4. Map applied in classroom experience

The three criteria were weighted, having the first one the highest priority and
the third one the lowest.

Students opinions, requested both in surveys and informal talks, have been
very positive. Moreover, experimental data confirm the expected correlation be-
tween learning and quality of work examined, both when reviewing applications
(ρ = 0.68) and receiving feedback (ρ = 0.58).

5 Conclusions

In this paper, a novel algorithm is presented for matching authors and reviewers
based on user profiles. Mapping criteria are easily configurable in the system,
thanks to the intuitive approach based on student prototypes. Reviewers are
selected based on their profiles, according to the previously defined mapping
criteria.

Experimental application in the course has received a really positive reaction
from the students. Results on student motivation and improvement are very
promising.

As for future work, the range of courses where these techniques are applied
is being widened. Alternative user models, as well as different criteria are being
studied. More work is also needed on the analysis of the influence of student pro-
files in the process. Hopefully, the described system will make easier the analysis
and comparison of different mapping criteria and their effects and influence in
the peer review process.
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Abstract. We present an effective method of face and facial feature detection 
under pose variation in cluttered background. Our approach is flexible to both 
color and gray facial images and is also feasible for detecting facial features in 
quasi real-time. Based on the characteristics of neighborhood area of facial fea-
tures, a new directional template for the facial feature is defined. By applying 
this template to the input facial image, novel edge-like blob map (EBM) with 
multiple strength intensity is constructed. And we propose an effective pose es-
timator using fuzzy logic and a simple PCA method. Combining these methods, 
robust face localization is achieved for face recognition in mobile robots. Ex-
perimental results using various color and gray images prove accuracy and use-
fulness of the proposed algorithm. 

1   Introduction 

This paper proposes face detection and facial features estimation methods that are 
suitable for mobile robot platform.  

Previous face detection research [1, 2, 3, 4] mostly uses a fixed camera, where the 
face detection technology for “human robot interaction (HRI)” has unique properties 
in its embodiment. The face in the acquired image has significant pose variation due 
to the robot platform’s mobility, located in cluttered background, and with significant 
amount of illumination changes.  

For robust face detection we present a novel directional template for effective es-
timation of the locations of facial features; such as an eye pair and a mouth. This 

                                                           
*  This research was supported by Korea Ministry of Science and Technology under the Na-

tional Research Laboratory project, by Korea Ministry of Education under the BK21 project, 
and by Korean Ministry of Information and Communication under HNRC-ITRC program at 
Chung-Ang university supervised by IITA. 
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template will be applied to either still images or natural video to produce a new edge-
like blob map(EBM) with multiple intensity strengths. The EBM will be shown to be 
robust in both pose variation and illumination change. And capable of estimating 
detailed locations of facial features without additional information. 

Principle component analysis (PCA) [4] has been applied to face localization, cod-
ing and recognition but it is vulnerable to noise since the principle components maxi-
mize the variance of input data, resulting in undesired variations in pose, facial ex-
pression, and image orientation [5].  

However, PCA can be made reliable if combined with fuzzy logic. This robust 
pose estimator can perform well up to 45 degree of face offset from the frontal view-
point. In this paper we will show the appropriateness of the proposed method through 
experiments using the well-known gray-level database of facial images and various 
color images and natural scenes. 

The main goal of face detection is locating position of face in an uncontrolled envi-
ronment. Previous approaches [2, 3, 6] have limited their research goal to enhancing 
the detection performance as an individual process of face detection. On the other 
hand in the proposed approach, face detection process is taken as a prior step of face 
or expression recognition, considered from a viewpoint of the entire HRI process. In 
many research works related to detecting facial features, the use of facial color char-
acteristics [8] is the most recent approach to pose-variant facial images. For the ex-
periment of moderate or lower quality of color chrominance images, it is difficult to 
clearly distinguish facial features from each chromatic map of an eye or a mouth. 
Moreover, if a facial area or the eye and mouth features in face are very small, facial 
features can be concealed in facial color region and cannot be easily detected.  

Many approaches use edge information for feature detection, and several related 
research works have been proposed recently, like the various type of ‘edge map’ im-
ages. For example, a method using edge orientation map (EOM) information can 
parameterize the local features in the facial area [8], and Line edge map (LEM) are 
defined and applied to recognize facial images [9]. However, these researches com-
pose edge maps that are determined on the bases of frontal face edge figures and their 
similarity measures are computed from these frontal normal maps. Therefore, in the 
case of pose-    variant or unknown-viewpoint facial images, correct detection rate is 
considerably decreased.  

2   Scale and Pose-Invariant Face Detection 

In this section, the proposed method for detecting face and its eye location is pre-
sented. The method can also be adapted for a gray image as well as color image in-
puts. According to the image type, additional step for preprocessing a facial image is 
included so that facial features can be detected more effectively. We also show robust 
pose-correction method, which is not a synthesizing technique but is an actual pose 
compensation method using fuzzy logic, simple PCA, and an active 3D camera sys-
tem. Fig. 1 shows the overall process of the proposed algorithm. 
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Fig. 1. The proposed pose invariant face detection algorithm 

2.1   EBM for Eye Pair Detection 

We present a novel approach that uses gray intensity of facial features, irrespective of 
their color characteristics. Two eyes have such an intensity property that the eye re-
gion is darker than neighboring facial regions. The ordinary near-eye region has dis-
tinctive shape of intensity. That is, the width of small darker intensity area of eye is 
longer than the height of the area; such shape is just similar to a horizontal ‘blob’ 
edge. We can estimate candidate location of features by using the new ‘directional 
blob template’.  
The template size is determined according to the size of the facial area, which is as-
sumed as an appropriate area to be detected. Width of the template is usually larger 
than height as shown in Fig. 2. At the pixel, ( , )P x y , in an intensity image of size 
W H× , the center pixel, ( , )cent c cP x y , is defined as the one where the template is 

placed. From this center pixel, average intensity XI , given in (1) and (2), of eight-

directions of feature template of size FF FFh w× , is obtained, Finally intensity differ-

ence between XI  and centI (intensity value of centP ) is also computed as (3). A direc-

tional template of facial features is shown in Fig. 2. The intensity value that has larg-
est magnitude of intensity gradient is defined as the principal intensity PrI as (4).  
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Now, using principal intensity value PrI , EBM with multiple strength intensity is cre-

ated as follows. For all locations of pixel, ( , )P x y , in the entire intensity image, the 
masking operation with the directional template is applied to the intensity image. 
Using a threshold value that is weighted by the principal intensity PrI , multiple inten-

sity strength of each pixel in the entire image is determined. For intensity differ-
ence, widthI∆ , of both sides of the horizontal direction at pixel ( , )P x y ; if a certain pixel 

intensity value is larger than Prα , weighted threshold given in (5), +1 level intensity 

strength is assigned. Next, for the vertical direction; if the pixel intensity value is 
larger than Prβ , another weighted threshold in (5), then +1 level edge strength is also 

assigned. Similarly, for two diagonal directions at ( , )P x y , as shown in Fig.3, if a 
pixel intensity value is larger than Prγ , weighted threshold, then +1 level edge 

strength is assigned in the same manner. From this process, the entire gray intensity 
image is converted into an EBM image that has different 4-level intensity strengths. 
Most bright edge-like blob pixels have its intensity level +4. Intensity value of each 
strength level has 40, 80, 120, and 200. Fig. 3(c) shown a negative EBM for high-
lighting the difference of the edge strengths rather than the original blob map image, 
as shown in Fig. 3(b). 
 
For each pixel ),( yxp  in input image, 

|| PrPr),(, IIif yxPwidth α>∆  then add(+1) level strength intensity at ),( yxp  

|| PrPr),(, IIifalso yxPheight β>∆  then add(+1) level strength intensity at ),( yxp  

|| PrPr),(),2(1 IIifalso yxPDiag γ>∆  then add(+1) level strength intensity, each other 

)8.0Pr,9.0Pr,0.1( === γβα prwhere  

(5) 

 
From the edge-like blob map, eye analogue blob regions are marked and all prob-

able eye-pair regions are selected. The eye-like region has more dark intensity prop-
erty than other feature regions e.g., a mouth. So, we choose level 4 edge strength 
pixels only for candidate eye pixels. Above all, multiple intensity level blobs are di-
vided into level 4 and level 1~3, and some properties of each small region, that is a 
blob, are acquired from the component labeling technique. Basic geometric conditions 
in (6) are applied to all candidate eye-blob regions, and only suitable eye blobs are 
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marked. If the width and the height of the bounding rectangle of eye analogue 
blobs( . .E Bwidth , . .E Bheight )is smaller by 1.5 times either the width or the height of pre-
vious feature templates, except too noisy area ( .E Barea  is below 6 pixels), these blobs 
are selected as candidate eyes. 

 
Select certain blob as ‘candidate eye’ blob (E.B.) 

only if }{}{}{ ... ε>∩⋅<∩⋅< BEffBEffBE areahcheightwcwidth  

)6,5.1( == εcwhere  

(6) 

 
All qualified eye-pairs are composed from above selected eye blobs, and only 

candidate eye pairs are selected according to whether facial geometric conditions is be 
satisfied. As shown in Fig. 4, the length of eye pair the distance, direction of eye-pair 
constructed vector, and the ratio of two eye regions are considered. Based on the area 
size of the detected face, suitable eye-pairs are chosen. 
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Fig. 4. Facial geometric conditions for eye-pair             Fig. 5. A result of eye-pair detection  
 

Through both linear scaling of the eye patch region as shown in Fig.5 and histogram 
equalization, intensity properties of eye pairs can be robustly obtained. Fig. 5 shows 
an example of a candidate eye-pair patch region. 

2.2   Pose Estimation using Fuzzy Logic and a 3D Active Camera 

In this section we will present a pose compensation method using a 3D Active camera 
system. PCA and fuzzy logic have been applied to pose estimation. First, color seg-
mentation in the HSV color space is performed to estimate face like regions. EBM is 
then applied to find the location of the eye pair. We can compose a face database with 

               
(R45)(R30) (R15)   (0)   (L15)(L30) (L45) 

Fig. 6. A face database for pose estimation                     Fig. 7. Fuzzy inference engine  
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multiple viewing angles separated by 15 degree, such as -45°, -30°, -15°, 0°, 15°, 30°, 
and 45°, as shown in Fig. 6. The advantage of the proposed algorithm is that it uses 
only hardware compensation method, so it can minimize loss of facial information 
compared with the geometrical transform method.  

The pose of rotated face can be estimated using PCA and the Mamdani’s fuzzy in-
ference [10]. In this case, we employed a seven inputs and seven outputs fuzzy infer-
ence engine. The input of the fuzzy engine is classified into 7 distances from PCA and 
the outputs are angle of rotated face as shown in Fig.7. In the figure β is a coefficient 
of the input vector that is inspected to eigenspace. The rule bases is given in (7). 

 
                   ZERO                               1.0 

 If D( θR ) is  SMALL Then θOutput  is  0.5, 

                                                   LARGE                             0.0 

(7) 

 
where, θR ∈{-45°, -30°, -15°, 0°, 15°, 30°, and 45°}. The input membership function 

of the fuzzy inference engine is shown in Fig. 8. 
 

 

Fig. 8. Input membership function of the fuzzy engine 
 
Finally, the estimated pose can be written using the singleton fuzzifier, the product 
inference engine, and the average defuzzifier. 

 

Pose = -45°(1/ o45−Output ) + -30°(1/ o30−Output ) + •••  + 30°(1/ o30Output ) + 

45°(1/ o45Output ) 

(8) 

3   Face Localization for Recognition  

For the case of a pose-varying face, we can compensate the pose for a nearby frontal 
view using a 3D active camera system. Since the input is still an image having differ-
ently rotated poses, this area shape is quite a variable form of a rectangular area. For 
this reason, estimating the location of a mouth as well as an eye-pair locations is also 
needed for detecting the precise facial region. 

3.1   Estimation of Mouth Location  

The edge-like blob for eye pair detection, presented in the previous section, is also 
effective in estimating the mouth location that is quite a variable shape of a facial 
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feature. Similar to eye blobs the mouth area have also darker intensity compared with 
other facial regions. Owing to the various shape of a mouth’s feature, edge strengths 
of the mouth in the EBM are not sufficiently prominent rather than those of eyes. 
Several candidate facial regions are decided by both pre-obtained eye pairs and the 
feasible locations of the mouth. Near these facial regions, the analysis of facial region 
similarity is performed in the next section. 
The candidate locations of mouth are estimated as the positions where narrow and 
fairly strength edges exist in eye pair vector directions. Summary of estimation of 
probable locations of mouth is as follows.  
 
(1) Determine normal vector to mouth locations on basis of eye pair vector,  
(2) Form the area range of probable mouth locations (including from nose tip to jaw),  
(3) Rotation of this area and normalization,  
(4) Selecting probable locations at vertical direction if edge pixels that is above level 2  

strength are larger than prescribed threshold at horizontal direction,  
(5) Converting this area to vector image and component labeling for selected locations in 4),  
(6) Determine candidate locations of mouth, if location blob thickness is below the prescribed  

threshold on basis of distance between eye pair,  
(7) Choose up to three locations from the bottom  

 

 

Fig. 9. Various shapes of edge-like blob regions near the mouth area  

3.2   Detection of Face Region and Localization of Facial Features

The similarity measure between candidate area and the predefined template of the 
standard face patch is calculated using the weighted correlation technique. At first, a 
normalized form of the candidate facial area must be prepared for measuring similar-
ity with the predefined template. The preparation step is as follows: For the pre-
obtained rectangular area that includes two eyes and a mouth, basic width is deter-
mined as shown in Fig.10. Basic height length is decided according to both eye-mouth 
distance and the basic width. This variable rectangle of obtained the facial area is 
‘two-stage’ scaled to a fixed square patch of size 60 × 60 pixels. Although two-stage 
scale processes are performed, locations of two eyes and a mouth are always placed 
on a fixed position. For each eye-pair location, maximum three candidate facial areas 
are obtained according to multiple mouth locations, and their normalized square areas 
are compared to the standard face templates. Similarity measure between the area and 
templates is based on the basic form of correlation equations, given in (9). As shown 
in Fig.10(c), the weighted region of main facial features, that is circular region of 
dotted area, also defined. The modified correlations are computed with weighting 
values at the above region.  
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(where FDI : obtained facial area, tmplI : face templates) 

(9) 

 

 

Fig. 10. Two-step scaling process of a rectangular facial region 

We adopted 20 templates for improving accuracy of detection. Meanwhile, in the 
square regions in both candidate facial areas and standard templates, a non-facial part 
is often included, e.g., at the corner area of the patch. Using the fillet mask, some 
pixels of non-facial area in the normalized image patch is removed and histogram 
equalization is also performed on these patches. For these normalized face image 
patches, the region with the maximum average correlation in all standard facial tem-
plates represents the most likely face region, and is determined as the final face re-
gion. Three fixed positions in the face patch are also determined as the final facial 
feature’s locations that correspond to pixel positions in the input image. These corre-
sponding positions may construct a features’ triangle of various configurations. The 
final facial features' triangle and the face region patch image are shown in Fig.11 and 
12.  

 

        

Fig. 11. Some face templates for modified                Fig. 12. Detection result of a face area  
correlation                                                                   and the corresponding feature locations 

4   Experimental Results 

To present more practical results with various poses, BioID face database [11] is 
adopted. In the recent research of face detection, BioID face database has been advan-
tageous for describing more realistic environments. These facial images contain quite 
a fairly degree of changes of face scales, pose variations, illuminations, and back-
grounds. For a test set of BioID face database, entire facial image is converted to an 
EBM, and feasible locations of facial features are founded as shown in Fig.13. Some 
results of both successful and typical erroneous examples are also shown in Fig.14. 
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Natural scenes are also tested for pose compensation using the proposed system in 
Figs. 15 and 16. 

 

Fig. 13. Examples of detection results in ‘Test set #2’-BioID face database  

 

 

Fig. 14. Examples of correct and erroneous cases in Test set #2’-BioID  

 

                  

Fig. 15. The 3D Active camera system              Fig. 16. Process of  pose compensation 
for pose compensation 

5   Conclusion 

We have presented pose-invariant face detection and the corresponding feature detec-
tion methods with robust pose estimation. Successful face detection can be achieved 
in complex background and additional estimation of facial feature locations is also 
possible, irrespective of a certain amount of pose variation. Especially, this method 
can be applied in gray images as well as color images. Thanks to this property of 
pliable type for input image, various input images can be used and also evaluated in 
widely used face databases. 
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Abstract. To assess the extent to which individuals adapt themeselfs in a strange 
cultural environement, the  authors analyzed the adaptation process of a number 
of immigrants who live in Greece. Using categorical variables to represent 
certain cross-cultural adaptation indicators and employing fuzzy logic clustering, 
the authors detected and analyzed shifting patterns that are related to the cross-
cultural adaptation of individuals. 

1   Introduction 

Cross-cultural movement has become a common place of our time. The pervasive- 
ness of the movements of people across societies along with the technological 
changes, requires that we cope with numerous situations to which our previous 
experience simply does not apply. Because of its multiple facets and dimensions 
cross-cultural adaptation has been viewed from several conceptual angles and meas-
ured in various categories such as [1,2]: economic condition, perception, attitude, 
ethnocultural identity, social communication, and host communication competence.  

In this paper we analyze cross-cultural data that are related to the last category: the 
host communication competence. The available data are categorical data and were 
generated by using a questionnaire over a number of immigrants who live in Greece. 
We elaborated these data using a fuzzy clustering algorithm to detect shifting patterns, 
which describe the adaptation process.  

2   Host Communication Competence and Data Description 

The concept of host communication competence can be examined by analyzing the 
following four key empirical indicators [1]: (1) Knowledge of the host communication 
 
                                                           
* This work was supported by the Greek Manpower Employment Organization, Department of 

Lesvos. 
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system, (2) Cognitive complexity in responding to the host environement, (3) 
Emotional and aesthetic co-orientation with the host culture, and (4) Behavioral 
capability to perform various interactions in the host environement. 

We measured the above cross-cultural adaptation indicators using a  questionnaire 
that consists of 8 questions (attributes). Each of the above attributes is assigned five 
possible answers (categories). The experiment took place between January 2001 and 
December 2002 in Lesvos, a famous Greek island, where 60 immigrants who live 
there provided answers to the questionnaire once per two months for 24 months. Thus, 
the total number of categorical data is equal to: n=720.  

3   The Proposed Algorithm 

Let }...,,,{ 21 nxxxX = be a set of categorical objects. The matching dissimilarity 

measure between two categorical objects kx  and lx is defined as [3], 

),1,1(),(δ),(
1
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j
ljkjlk ≠≤≤≤≤=∑

=
xx                     (1) 

where p is the number of attributes assigned to each attribute, and 0),(δ =yx if x=y 

and 1),(δ =yx if yx ≠ . The proposed algorithm uses an entropy-based clustering 

scheme, which provides initial conditions to the fuzzy c-modes, while after the imple-
mentation of the fuzzy c-modes applies a cluster merging process, which obtains the 
final number of clusters. A detailed analysis of the fuzzy c-modes can be found in [3].   

3.1   Entropy-Based Categorical Data Clustering 

The total entropy of an object kx  is given by the next equation [4], 

                      [ ] )()1(log)1()(log
1
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where,                            { }),(exp lkkl DaE xx−=         lk ≠ ,  )1,0(∈a                    (3) 

Based on (2) and (3), an object with small total entropy value is a good nominee to 
be a cluster center [4]. The entropy-based categorical data-clustering algorithm is: 

Step 1) Using eq. (2) calculate the total entropies for all objects )1( nkk ≤≤x .  

Step 2) Set c=c+1. Calculate the minimum entropy { }k
k

HH minmin = and set the respe- 

ctive object minx as the center element of the c-th cluster: minxv =c . 

Step 4) Remove  from  X  all  the objects that are most similar to minx and assign them 

to the c-th cluster. If X is empty stop. Else turn the algorithm to step 2.  
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3.2   Cluster Merging Process 

The weighted matching dissimilarity measure between pairs of clusters is [5], 
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Then, the similarity between two clusters is given as follows, 

{ } ),,1(),(θexp jicjiDS jiwij ≠≤≤−= vv       with )1,0(θ∈               (5) 

4   Detecting and Analyzing Shifting Patterns 

The implementation of the algorithm to the available data set gave c=5 clusters. Since 
each cluster (pattern) may share categorical objects with more than one sampling 
periods, it is assigned weight values, which are determined by the number of objects 
that belong both to the pattern and to each sampling period. Fig. 1 shows the resultant 
shifting patterns of the cross-cultural data as a function of time, where each of the 
labels corresponds to a specific cluster. Based on this figure we can see that as the 
time passes the individuals’ adaptation becomes more and more efficient.     
 

 
 

 
 
 
 
 
 
 
 

          
 

Fig. 1. Shifting patterns as a function of time 

5   Conclusions 

This paper presented a cross-cultural data analysis, where shifting patterns that 
corres pond to certain levels of  cross-cultural adaptation were detected and 
analyzed. The available data were categorical data, and were elaborated by a fuzzy 
clustering algorithm, which is able to automatically determine the final number of 
clusters.  
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Abstract. An algorithmic and formal method is presented for automatic profiling 
of anonymous internet users. User modelling represents a relevant problem in 
most internet successful user services, such as news sites or search engines, where 
only minimal knowledge about the user is given, i.e. information such as user ses-
sion, user tracing and click-stream analysis is not available. On the other hand the 
ability of giving a personalised response, i.e. tailored on the user preferences and 
expectations, represents a key factor for successful online services. The proposed 
model uses  the notion of fuzzy similarities in order to match the user observed 
knowledge with appropriate target profiles. We characterize fuzzy similarity in 
the theoretical framework of Lukasiewicz structures which guaranties the formal 
correctness of the approach. The presented model for user profiling  with minimal 
knowledge has many applications, from generation of banners for online advertis-
ing to dynamical response pages for public services. 

1   Introduction 

The construction of user models is a basic activity in order to give personalized ser-
vices based on user preferences and goals. A user model is relatively easy to build 
when the system as some mechanism (like login procedure) to identify users. Systems 
based on authorization have the opportunity to collect systematically information 
about users either by using questionnaires or by tracing his choices (like in click-
stream analysis). Other methods, which relies upon user anonymity, are based on web 
server log file analysis [5] [3], collaborative filtering and multidimensional ranking 
[1]. Unfortunately there are many internet interactive services which don’t offer the 
possibility of solid long term observation of users behaviour, while require an imme-
diate user classification/personalised response.  

1.1   User Profiling with Minimal Knowledge  

In minimal knowledge hypothesis it is assumed to have only the data available from 
current HTTP request. From HTTP request it is possible a limited number of informa-
tion which we assume are only the date/time of connection, one or more keywords in 
some language (directly issued by the user in a form or derived from the content tag 
of the current web-page), and location information derived from the IP number. Pro-
file information are assumed to be expressed in a more flexible way, i.e. fuzzy con-
straints on time, keywords of interest, and personal social and economical parameters 
(i.e. religion, income, age etc.). 
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1.2   Fuzzy Similarity in Lukasiewicz Structure 

Fuzzy similarity [6] can be used to evaluate and compare user profiles since it is a 
many-valued generalization of the classical notion of equivalence relation. Lu-
kasiewicz structure [4] is the only multi-valued structure in which the mean of many 
fuzzy similarities is still a fuzzy similarity[2]. The various properties of user profiles 
to compare can be expressed through membership functions fi valued between [0,1]. 
The idea is to define maximal fuzzy similarity by computing the membership func-
tions fi(x1), fi(x2) for comparing the similarity of objects x1 and x2 on each property i 
and then combining the similarity values for all properties. 

Definition. The maximal fuzzy similarity can be defined as 

 
where x1,x2∈X, fi are membership functions i∈{1,2,…,n} and ↔ is the double  
residuum. 

2    Algorithm for User Profile Matching 

The goal of the algorithm is to determine the most appropriate profile for a given user. 
It is made by evaluating similarities between the observed data and a set of possible 
profiles. The data types which describe user profiles are the same data involved in the 
minimal knowledge hypothesis: keywords, connection date/time, IP/user location. 
The similarities values previously computed are finally composed to obtain the final 
result; [4]. The main elementary elements for profile comparison are: 

• user key-words similarity: ontologies are used to classify and compare key-
words according to their semantics. The similarity between two keyword k1 

and k2 is based on the similarity of the corresponding classification paths v1 

and v2  in the ontology tree, defined by 

 
where L is the maximal depth of the ontology tree and d(v1, v2) is a pseudo-metric 
which can be seen as a "dissimilarity" between v1 and v2. 

• evaluating connection time similarity: a comparison is made between the 
crisp value of observed user date/time of connection (derived from HTTP re-
quest) and a fuzzy value taken from the profile, i.e. a set of trapezoidal time 
intervals; maximal fuzzy date/time similarity tr is computed 

•  evaluating user location/countries: The information about country or user 
location is obtained from the IP address. The used technique, called amplifi-
cation, consist in evaluating the similarity between two countries by compar-
ing the additional information and properties (like annual income, popula-
tion, religion etc.) which are associated to each country. Let uli ; the user lo-
cation similarity degree for ùthe location/country for the profile i. 
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2.2   Combining Similarities 

Once having n similarity values independently evaluated for different types of data 
finally it become possible to combine them in order to find the target profile which 
best matches the current user. 

Let mij be the value of similarity  for observed data and a profile Pi, and let wij are 
weights defined for every profile then a decision function can be defined:  

 

Again wij are weights defined for every profile, they allow to express the relevance 
of the type of observed data for determining a certain profile. Finally, the profile most 
similar to the user observed data can be determined by considering maximum value 
(up) of upi. The profile such determined is then used to give a personalised response 
to the user issuing the request. 
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Abstract. In the engineering context of control or measurement sys-
tems, there is a growing need to incorporate more and more intelligence
towards sensing/actuating components. These components achieve some
global service related with an intended goal through a set of elemen-
tary services intended to achieve atomic goals. There are many possi-
ble choices and non-trivial relations between services. As a consequence,
both novices and specialists need assistance to prune the search space of
possible services and their relations. To provide a sound knowledge rep-
resentation for functional reasoning, we propose a method eliciting a goal
hierarchy in Intelligent Control Systems. To refine the concept of goal
with sub-concepts, we investigate a formalization which relies on a multi-
level structure. The method is centered both on a mereological approach
to express both physical environment and goal concepts, and on Formal
Concept Analysis (FCA) to model concept aggregation/decomposition.
The interplay between mereology and FCA is discussed.

1 Introduction

Goal elicitation is crucial in AI areas such as planning where planners are con-
cerned with the problem of choosing a set of actions to achieve a given goal.
Unfortunately, one of the problems faced in extending existing frameworks is
the weak expressiveness of the representation of goals, actions and the exter-
nal world. In this paper, the core objective is to propose a sound knowledge
representation of goals with sufficient conceptual information in the context of
engineering systems allowing for further reasoning. This knowledge representa-
tion is built with minimum interaction with the user. The foundations of the
system modelling uses a structural and a functional representation and relies
both on a mereo-topological formalism and on a set-based tool, i.e., Formal
Concept Analysis (FCA) which is able to formalize the context. The mereologi-
cal framework is crucial to clarify the users’intents about the potential inclusion
of a given goal component in an inventory of the domain. The context of en-
gineering system incorporates a network of Intelligent Control Systems (ICS)
which are either sensing their physical environment or acting upon it and which
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are able to exchange information with each other in order to achieve a global
task. In each ICS several functioning modes (or micro-world) are designed, pro-
vided that at a given time, the ICS belongs to a single functioning mode. Each
mode encapsulates a finite number of functionalities, known as services, that are
teleologically related with the concepts of goal and action. In order to capture
the various objectives that the engineering system should achieve, goals must
represent different abstraction levels, and are formalized within a mereology.
In a second section, we discuss the selection of the relevant concepts involved
in ICS and introduce the real-world application which will serve as a support
for a clear understanding of the knowledge representation. The third section is
dedicated to the goal representation where the concepts of universal and par-
ticular goals are detailed. The fourth section explains how the particular goals
are extracted from the multi-context lattice while the fifth section describes the
conceptual goal-subgoal hierarchy and the automaton which generates a sound
goal mereology. Related work are discussed in the sixth section.

2 The Target Application

The real-world example concerns an open-channel hydraulic system which is
controlled with (at least) two ICS as shown in figure 1. The control nodes are
connected with a fieldbus (CAN network). Each active ICS referred as #n, in
the open-channel irrigation channel is located near a water gate and performs
two pressure measurements from a Pitot tube (resp. in SFArean and DFArean).

Fig. 1. The hydraulic control system with two Intelligent control nodes

In addition, it is able to react accordingly and to modify the gate position with
the help of a brushless motor. Pairs of goal-program functions are the basic
elements on which knowledge representation is built. While the basic functions
are extracted from libraries, the goal/subgoal representation requires a particular
attention. To each subgoal, one or several dedicated software functions can be
either extracted from libraries or defined by the user. Goals and modes are user-
defined. All functions handle variables whose semantic contents is extracted from
the structural mereology (see ). The selection process relates functions, while
their goal/subgoal is semi-automatized, the user having the ability to force a
given relation.
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3 Theoretical Foundations

3.1 Mereology

As the goals appear to be parts of a composite structure, it is worth describing
them by means of a part-whole theory (i.e., a mereology). A given concept is
said to be a part of another iff all the atomic concepts of the first are also atomic
concepts for the second. Therefore, the concept of goal seems to be a promising
candidate to the design of a part-whole theory. Broadly speaking, the Ground
Mereology (GM) supplies a binary predicate P (Part − of) and corresponding
partial order axioms, i.e., reflexivity, antisymmetry and transitivity to be re-
garded as the common basis for part-whole theories. The mereology of goals will
only address the part-of primitive because identity of goals can occur if their
associate structures have identical items. Some authors mention that multiple
interpretations of the part-whole relation are possible and introduce different
types of meronymic relations [7][6]. In the framework of ICS, a goal individual
g is a teleological part of an individual G iff it is required to achieve the upper
goal.

3.2 Formal Contexts and Formal Concepts

In FCA, each concept is expressed as a unit of thought comprising two parts, its
extension and its intension [10]. The extension of a domain is composed by all
objects to which the concept applies, whereas the intension denotes all proper-
ties (or attributes) defined for all those objects to which the concept applies. In
other words, all objects in the extension share common properties which char-
acterize that concept. FCA produces a conceptual hierarchy of the domain by
exploring all possible formal concepts for which relationships between properties
and objects hold. The resulting concept lattice, also known as Galois Lattice,
can be considered as a semantic net providing both a conceptual hierarchy of
objects and a representation of possible implications between properties.
A formal context C is described by the triple C = (O,A, I), where O is a
nonempty finite set of objects, A is a nonempty finite set of attributes and
I ⊆ O × A is a binary relation which holds between objects and attributes. A
formal concept (X,Y ) is a pair which belongs to the formal context C if X ⊆ O,
Y ⊆ A, X = Y I and Y = XI . X and Y are respectively called the extent and
the intent of the formal concept (X,Y ). The ordered set (B(C),�) is a complete
lattice [11] also called the concept (or Galois) lattice of the formal context (C).

Definition 1. Given R, a nonempty set of physical roles, A, a nonempty set of
potential actions verbs, and Φ, a nonempty set of mereological individuals, the
physical entities, 1 we introduce two relations I ⊆ Φ × R and J ⊆ R × A which
are related with the respective contexts of semantic contents of ICS variables and
universal goals.

Cv = (Φ,R, I), Cg = (R,A, J) (1)

1 Which compose the energy stuff concerning the physical process.
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Elementary goals can be joined to form more complex goals within conceptual
hierarchies. For example, universal goal concepts can be described as follows:

({pressure}, {to acquire})
({level, speed}, {to compute, to compare, to send})

Definition 2. Given two binary relations I ⊆ Φ × R and J ⊆ R × A, the
compound relation I ◦ J ⊆ Φ × A is the binary relation such that for all ϕ ∈ Φ
and for all a ∈ A, ϕ is related to a iff there is an element r ∈ R such that ϕIr
and rJa.

Therefore, from the above definitions one can see that a binary relation exists
between an action and a physical entity where the physical role is left implicit.
The major benefit of that assertion holds in the fact that the formal context
related to I ◦ J allows to extract formal concepts where we can easily derive the
particular goals. Conceptually speaking, the particular goal extends the universal
goal definition with an extensional part (i.e., the physical entity). These results
suggest to generate particular goals from variable and universal goals contexts.
In order to develop a goal formalization, a multi-context previously is introduced
[12]. We focus on the concatenation of contexts Cv and Cg where the attribute
set of Cv plays the role of the object set in Cg.

Definition 3. Let a formal context Cv = (Φ,R, I) with I ⊆ Φ×R, and a second
context Cg = (R,A, J) with J ⊆ R × A, the concatenation of contexts is defined
as follows:

Cv � Cg = (Φ∪̇R,R∪̇A, I ∪ J ∪ (I ◦ J) ∪ (I ∗ J)) (2)

where ∪̇ denotes the ordered union and I ∗ J =
⋃

r∈R rJJ × rII .

R A
Φ I I ◦ J
R I ∗ J J

The concept lattice B(Φ,A, I ◦J) related to the sub-context (Φ,A, I�J ∩Φ×A)
is a complete lattice.

3.3 Knowledge Representation

To describe the physical behavior of physical entities, we must express the way
these entities interact. The physical interactions are the result of energetic phys-
ical processes that occur in physical entities. Whatever two entities are able
to exchange energy, they are said to be connected. Therefore, the mereology
is extended with a topology where connections highlight the energy paths be-
tween physical entities. This approach extracts in a local database, energy paths
stretching between computing nodes in the physical environment.

In ICS, the functional knowledge, through its teleological part, is represented
by the concept of goal (goal), while the dynamic part is related to the concept
of action [8]. We introduce the notion of universal goal relating an action verb
and a physical role. By adding both a domain-dependent extensional item (i.e.,
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the physical entity) to the universal goal and domain-based rules, we define the
particular goals. In order to allow reuse and hierarchical conceptual clustering
of goals, a goal mereology is derived. This mereology is elicited during a design
step from the interaction with the user. For this purpose, an ICS conceptual
database is built in two steps. First, a concept lattice is built with structural
and functional information. A pruning algorithm using additional rules extracts
atomic goal concepts from the lattice. Then these atomic goals are added with
user-defined compound goals, and become intents of a second context where
extents are composed of the variables semantic contents. The resulting lattice
generates finally the functional mereology of the ICS.

4 The Goal Concept

4.1 Goal Representation

The goal modelling requires first to describe goal representation (i.e., data struc-
tures), and secondly to define how these concepts are related. In the context of
engineering systems, any functional concept will be described by a (sub-)goal
definition2 which is related to the intensional aspect of function [1] and some
possible actions (at least one) in order to fulfill the intended (sub-)goal [3][4].
The goal model defines the terms that correspond to actions expressing the in-
tention (e.g., to generate, to convert, to open, etc.) with the terms that are
objects of the actions. Representation of intended goals as ”to do X ” has been
used by several researchers such as [5] and we have extended that textual defini-
tion by relating actions and objects of these actions in a FCA framework. From
the concept lattice B(Φ,A, I ◦J) of the hydraulic control system, three concepts
are highlighted each of them having an intent and an extent.

(1) Intent {Position, to move}
Extent {Gate1, Position}

(2) Intent {Pressure, to acquire}
Extent {Pressure, SFArea1,DFArea1}

(3) Intent {speed, level, to compare, to compute, to send}
Extent {speed, level,WaterArea1, ExtEntity}

A particular goal is defined as follows:

Definition 4. A particular goal concept gi is a triple such as :

gi = ({ai}, {rij}, {ϕik}) (3)

where {ai} is a singleton which denotes an elementary action, {rij}, a set of
physical roles (at least one) and {ϕik}, a set of physical entities (at least one)
concerned by the action ai.

2 Assuming the teleological interpretation of functions.



Formal Goal Generation for Intelligent Control Systems 717

In order to extract the basic goals by conceptual unfolding of concepts, some
additional rules are required.

1. If the intent and the extent of the lattice concept share a common role, the
role is added to the goal.

2. Each action of the intent is related to the role and distributed on each phys-
ical entity of the extent according to the universal goal arity (for instance,
to compute, to send, to acquire require one object while to compare requires
at least two objects).

3. For each action having a single physical entity, the presence of this entity is
checked in the structural mereology. For all entities that are not present
in the local mereology, the potential goal is removed. For actions work-
ing with several physical entities, all unknown entities generate a new goal
({to receive}, {role}, {ExtEntity}).

This last rule means that external data are required in order to complete the
action at run-time and this, with a known conceptual content. Goals having
identical actions and physical entity can merge their physical roles within a sin-
gle compound goal. Applying these rules to the previous concepts leads to the
following list of particular goals :

g1 = ({to acquire}, {pressure}, {SFArea1})
g2 = ({to acquire}, {pressure}, {DFArea1})
g3 = ({to compute}, {speed, level}, {WaterArea1})
g4 = ({to send}, {speed, level}, {WaterArea1})
g5 = ({to compare}, {speed}, {WaterArea1, ExtEntity})
g6 = ({to move}, {position}, {Gate1})
g7 = ({to receive}, {speed}, {ExtEntity})

4.2 The Conceptual Goal Hierarchy

A close connection between FCA and mereology can be established by focus-
ing on their basic topics, i.e., concept decomposition-aggregation and concept
relationships. FCA helps to build ontologies as a learning technique [9] and we
extend this work by specifying the ontology with mereology. The goal mereology
is derived from the subsumption hierarchy of conceptual scales where the many-
level architecture of conceptual scales [14] is extended taking into consideration
the mereological nature of the extents. Higher level scales which relates scales on
a higher level of abstraction provide information about hierarchy. Considering
the particular atomic goals, the particular compound goals corresponding to the
user intents, the ontological nature of the extents (i.e., the physical entities) and
some basic assumptions, one can automatically produce the relevant instrument
functional context. This context is required to produce the final concept lattice
from which the functional mereology will be extracted.

As suggested in [14], the set of goals is extended with hierarchical concep-
tual scales such as the intent includes atomic and compound goals (i.e., services)
and the ICS scale (highest level). Higher level scales define a partially ordered
set. The formal context is filled in a two-stages process. In the first stage, we
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derive some rules from the structural mereology S which concerns the physi-
cal entities. To overcome difficulties about the conceptual equivalence between
sets and mereological individuals, we make the assumption that a mereologi-
cal structure can be reproduced within sets provided we exclude the empty set.
Therefore, a set can be seen as an abstract individual which represents a class3.
The part-of relation can be described as a conceptual scale which holds between
the objects (i.e., extensions) related to the mereological individuals. Hierarchical
conceptual scales are filled according to information input by the user concerning
goals definitions (see table 1). Then the conceptual hierarchy highlights required
inter-relations between concepts. For the hydraulic system, the user enters for
example, the following goal specifications:

G1 = ({to measure}, {speed, level}, {WaterArea1})
G2 = ({to control}, {speed}, {WaterArea1})
G3 = ({to manuallyMove}, {position}, {Gate1})
extent(G1) = {g1, g2, g3, g4}
extent(G2) = {g1, g2, g3, g5, g6}
extent(G3) = {g6}

Finally, one can define a root (or ICS) level, which expresses the functional
knowledge about the instruments’goals and goals that are achievable with the
help of local variables. This level encapsulates all locally-achievable goals.

ICS1 = ({to control}, {speed, level}, {Env1})
extent(ICS1) = {all goals that deal with local variables}

Table 1. Instrument functional context for the open-channel irrigation canal

F g1 g2 g3 g4 g5 g6 g7 G1 G2 G3 ICS1

(pressure, SFArea1) x x x x

(pressure, DFArea1) x x x x

(speed, WaterArea1) x x x x x x

(level, WaterArea1) x x x x x

(position, Gate1) x x x x

(speed, ExtEntity) x x x

Finally, the concept lattice is transformed in a partial order with some elemen-
tary techniques:

step 1: to improve the readibility of the lattice, each object and each attribute
are putting down only once at each node. The extent of a node can be found
by following all line paths going downwards from the node [15]. in the lattice.

step 2: emphasize differences between wholes and parts through identical vari-
ables use i.e., {G3, g6} will result in P (g6, G3), where P (x, y) denotes the
Part-of relation.

3 A class is simply one or more individuals.
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step 3: extract common parts between set items, i.e., overlap relations.
step 4: create for each node a concept labelled with the intension of the lattice

node [16]
step 5: remove the bottom element

Fig. 2. The goal mereology

In the reduced hierarchy, goals are mereologically ordered according to their
physical variable extent4 and generate the V ar-mereology of the instrument. In
this mereology, a first hierarchy of goals reflects the goals’use of variables until
the node ICS. We notice that the goal G2 subsumes the instrument node, which
corresponds to the fact that G2 requires external information whereas the instru-
ment only deals with its local structural mereology. This entails that external
information will be necessary at run-time. The common node g3, g4, g5 points out
that these goals share a common variable concept, i.e., ({speed}, {WaterArea1}).
As a consequence, goals g3, g4, g5 overlap according to the V ar-mereology. The
reduced lattice and the resulting mereology are sketched in figure 2 with overlap
in green.

5 Related Work

Surprisingly, there is a lack of literature about goal modelling in software mod-
elling and object-oriented analysis, excepted in requirements engineering. Mod-
elling goals for engineering processes is a complex task. In [17] an acquisition
assistant is proposed which operationalizes the goals with constraints. The struc-
ture of goals does not allow further reasoning and no automated support is pro-
vided. More recently, in [18] goals are represented by verbs with parameters,

4 Other classifications are possible, using different object types.
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each of them playing a special role such as target entities affected by the goal,
resources needed for the goal achievement, ... Some tools are based on tempo-
ral logic and offer refinement techniques to link goals [19]. Based on the KAOS
method, [20] used conditional assignments based on the application’s variables in
goal-oriented process control systems design with the B method. In this method
no reasoning is performed at the system level due to the lack of semantic con-
tent for variables. For more general frameworks, [21] describes a logic of goals
based on their relationship types, but goals are only represented with a label,
and the reasoning is elicited from their relations only. In this article, we have
emphasized the conceptual representation of goals which serves as a basis for
further mereologic elaboration.

6 Conclusion

ICS are obviously intended for physicians or engineers. The use of simple tech-
niques for eliciting knowledge from an expert tool without the mediation of
knowledge or software engineers decreases drastically the cost and efficiency of
such instruments. Alternatively, there is a growing need for a structured knowl-
edge base to allow both reuse and distributed reasoning at run-time. The initial
goal hierarchy supplied by the user provides through FCA, supplementary infor-
mation about the data on a more general level. In particular, it allows to high-
light global cross-scales relationships which are not easily recognized otherwise.
Moreover, the bottom-up approach classifies concept-subconcept relations with
conceptual scales and allows to obtain automatically the resulting mereology of
goal-subgoals that holds for a given ICS. With this representation one may rea-
son about goals at multiple levels of granularity, provided that the consistency
between goal levels is achieved by mereological axioms. The major limitation
holds in the restricted area of physical processes, however it seems possible to
extend the physical role with any role and to replace the energy flow with an in-
formation flow. Future efforts include a formal modelling dedicated to run-time
planning.
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Abstract. Ontology merging and alignment is one of the effective methods for 
ontology sharing and reuse on the Semantic Web. A number of ontology merg-
ing and alignment tools have been developed, many of those tools depend 
mainly on concept (dis)similarity measure derived from linguistic cues. We pre-
sent in this paper a linguistic information based approach to ontology merging 
and alignment. Our approach is based on two observations: majority of concept 
names used in ontology are composed of multiple-word combinations, and on-
tologies designed independently are, in most cases, organized in very different 
hierarchical structure even though they describe overlapping domains. These 
observations led us to a merging and alignment algorithm that utilizes both the 
local and global meaning of a concept. We devised our proposed algorithm in 
MoA, an OWL DL ontology merging and alignment tool. We tested MoA on 3 
ontology pairs, and human experts followed 93% of the MoA’s suggestions. 

1   Introduction 

The Web now penetrates most areas of our lives, and its success is based on its sim-
plicity. Unfortunately, this simplicity could hamper further Web development. Com-
puters are only used as devices that post and render information. So, the main burden 
not only of accessing and processing information but also of extracting and interpret-
ing it is on the human user. Tim Berners-Lee first envisioned a Semantic Web that 
provides automated information access based on machine-processable semantics of 
data and heuristics that uses these metadata. The explicit representation of the seman-
tics of data, accompanied with domain theories (that is, ontologies), will enable a 
Web that provides a qualitatively new level of services [1]. 

A key technology for the Semantic Web is ontologies, and these are widely used as 
a means for conceptually structuring domains of interest. With the growing usage of 
ontologies, the problem of overlapping knowledge in a common domain occurs more 
often and become critical. And also, even with an excellent environment, manually 
building ontologies is labor intensive and costly. Ontology merging and alignment 
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(M&A) can be the solution for these problems. Several ontology M&A systems & 
frameworks have been proposed, which we briefly review in section 2. 

 In this paper, we propose a novel syntactic and semantic matching algorithm. Our 
algorithm stems from the two general characteristics observed in most ontologies. 
First, concept names used in ontologies are mostly in multi-word formation: for ex-
ample, CargoTruck, WhteWine, LegalDocument etc. Second, ontologies, even though 
they describe the same domain with a similar set of concepts, if different engineers 
design them, they possess different hierarchical structure. 

The proposed algorithm is realized in MoA, an OWL DL ontology M&A tool for 
the Semantic Web. MoA consists of a library that provides APIs for accessing OWL 
ontology model, a shell for user interface and the proposed algorithm. 

The remainder of the paper is organized as follows. In section 2, we briefly de-
scribe our basic approaches and the motivation for MoA. In section 3, we give an 
overall architecture of an ontology reuse framework as a showcase of MoA applica-
tions. Short descriptions on other tools that are employed in the framework are pro-
vided as well. The proposed core ontology M&A algorithm is described in detail in 
section 4. Section 5 provides the evaluation results of our algorithm. Section 6 sum-
marizes the paper and concludes. 

2   Basic Approaches and Motivations 

This section provides the basic approaches and motivations of MoA. Basic ap-
proaches that MoA take are described by analyzing previous tools and are focused on 
the characteristics of tool itself. Motivations are mainly related to the algorithm that 
MoA uses to detect (dis)similarities between concepts. 

2.1   Basic Approaches 

The ontology M&A tools vary with respect to the task that they perform, the inputs on 
which they operate and the outputs that they produce.  

First, the tasks for which M&A tools are designed differ greatly. For example, 
Chimaera [9] and PROMPT [6] allow users to merge two source ontologies into a 
new ontology that includes all the concepts from both sources. The output of ONION 
[10] is a set of articulation rules between two ontologies; these rules define what the 
(dis)similarities are [3]. The intermediate output of MoA is similar to the output of 
ONION, and the final output of MoA is a new merged ontology similar to that of 
Chimaera and PROMPT. 

Second, different tools operate on different inputs. Some tools deal only with class 
hierarchies, while other tools refer not only to classes but also to slots and value re-
strictions [3]. MoA belongs to the latter category. 

Third, since the tasks that the tools support differ greatly, the interaction between a 
user and a tool is very different from one tool to another. Some tools provide a 
graphical interface which allows users to compare the source ontologies visually, and 
accept or reject the results of the tool’s analysis, the goal of other tools is to run the 
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algorithms which find correlations between the source ontologies and output the re-
sults to the user in a text file or on the terminal, where the users must then use the 
results outside the tool itself [3]. In MoA, the correlations between the source ontolo-
gies are saved to a text file, and this can be viewed and edited in an editor. So, users 
can accept or reject the result by editing the file. 

In brief, MoA takes hybrid approach of previous tools with respect to the tool it-
self. The detailed architecture of MoA is described in Section 3. 

2.2   Motivations 

In many ontology M&A tools and methods, linguistic information is usually used to 
detect (dis)similarities between concepts. Many of them are based on syntactic and 
semantic heuristics such as concept name matching (e.g., exact, prefix, suffix match-
ing). This does work in most cases, but does not work well in more complex cases. 
We sorted out two major causes of the complex cases as follows, which are com-
monly observed in most ontologies. 

First, multiple words are used to name a concept in lots of ontologies. Second, two 
ontologies designed by different engineers can have structural differences in their 
hierarchy even though they describe the same domain and contain similar concepts.  

In the following figure, we can observe examples of multiple-word naming in class 
names: for example, ResearchAssistant, AdministrativeStaff and AssistantStaff. And 
we can see the same (or probably similar you may think) concepts are represented 
differently in their hierarchy (e.g., Administrative in O1 and AdministrativeStaff in 
O2).  

 

Fig. 1. Example ontologies 

By addressing the two cases we just identified, we designed our MoA algorithm. 
Our algorithm is based on the concept of local and global meaning, which we de-
scribe in detail in Section 4. 

3   Architecture 

In this section, we present the architecture of our system. Fig. 2 shows the overall 
organization of our system. In our system, we assume that the source ontologies are in 
OWL DL. 
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Fig. 2. Architecture of the MoA system. MoA engine, the core module of the architecture, is 
joined by Bossam inference engine, Ontomo editor, and Shell. They provide querying, editing, 
and user interfaces 

Before we get into the details of the system architecture, some terms introduced in 
Fig. 2 need to be explained. Source ontologies are individual ontologies applied for 
merging or alignment. Semantic bridge is composed of the terms extracted from the 
source ontologies and the relationships between those terms. Aligned ontology is 
achieved by performing reasoning over the source ontologies and the semantic bridge. 
That is, it is the entailment produced from the semantic bridge and the source ontolo-
gies. Merged ontology is achieved by applying the actual physical merging process on 
the source ontologies with the semantic bridge as a hint. An aligned ontology exists as 
an in-memory data model, while a merged ontology is saved in a physical file. So, the 
aligned ontology is suitable for providing information retrieval facility on big related 
ontologies, while the merged ontology is suitable for developing new ontology by 
reusing existing ontologies. 

3.1   MoA Engine 

MoA engine is the primary focus of this paper. SB generator takes two source ontolo-
gies as input and generates a semantic bridge by taking terms from O1 and maps each 
of them into a term of O2 through a semantically meaningful relation. MoA uses two 
kinds of relations on the mapping: equivalency and subsumption. For labeling equiva-
lency, OWL’s equivalency axioms - “owl:equivalentClass”, “owl:equivalentProperty” 
and “owl:sameAs” - are used. And for subsumption, “owl:subClassOf” and  
“owl:subPropertyOf” are used. 

Every OWL equivalency or subsumption axiom appearing in the semantic bridge is 
interpreted as MoA’s suggested equivalency or subsumption. The Seman-
ticBridge algorithm presented in the Section 4 generates the semantic bridge. The 
semantic bridge is used by Merger to generate a merged ontology.  

3.2   Bossam Inference Engine 

Bossam [4] is a forward-chaining production rule engine with some extended knowl-
edge representation elements which makes it easy to be utilized in the semantic web 
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environment. Buchingae, a web-oriented rule language, is used to write rules - logic 
programs - for Bossam. You can write RDF queries or reasoning rules in Buchingae 
and run them with Bossam. Bossam provides a command-line user interfaces for users 
and querying API for applications. 

3.3   Ontomo Editor 

OntoMo (Ontology Modeler) is a visual ontology modeler that can handle OWL, 
DAML+OIL and RDFS documents. OntoMo provides graph-based visualization and 
editing environment, with which one can easily edit graph topology and graph node 
data. With OntoMo, users can load, edit and save ontology in above mentioned for-
mat, and visual editing of axioms and restrictions are possible. And, it has DB import 
and export functionality. The Semantic Bridge is also an OWL file, so it can be 
loaded, updated and saved in OntoMo editor. Domain experts use OntoMo to amend 
and correct problems found in the semantic bridge. 

4   Ontology M&A Algorithm 

We define basic terminologies, and describe the algorithm in detail and then show a 
running example of proposed algorithm. 

4.1   Basic Definitions 

We now define underlying terminologies for formal description of the core M&A 
algorithm. We begin by our own formal definition of ontology. As can be seen, our 
definition is not very different from others found in many semantic web literatures, 
but is presented here to put the cornerstone for the next definitions. 

Definition 1. Ontology. An ontology is a 5-tuple O:=(C,P,I,HC,HP) consisting of  

! Three disjoint sets C, P and I whose elements are called classes, properties, and 
individuals, respectively.  

! A class hierarchy HC
⊆CⅹC. HC(c1,c2) means that c1 is a subclass of c2. 

! A property hierarchy HP
⊆PⅹP. HP(p1,p2) means that p1 is a subproperty of p2. 

Definition 2. Lexicon. A lexicon for the ontology O is a 6-tuple L:=(LC,CP,LI,F,G,H) 
consisting of  

! Three sets LC, LP and LI whose elements are called lexical entries for classes, 
properties and individuals, respectively. For OWL ontology, a lexical entry cor-
responds to the ID of a class, a property or an individual. For example, LC = 
{Staff, AdministrativeStaff, AssistantStaff} for the sample ontology O2 of Sec-
tion 2.2. 
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! Three relations F⊆CⅹLC, G⊆PⅹLP and H⊆IⅹLI for classes, properties and indi-

viduals. Based on F, let for c∈C, F(c)={l∈LC|(c,l)∈F}. For class cStaff  in O2, 
F(cStaff) = {Staff}. G and H are defined analogously.  

Definition 3. Naming functions. A naming function for an ontology O with lexicon L 
is a 5-tuple N:=(W,T,LN,SI,GN) consisting of  

! A set W whose elements are called tokens for lexicon. If a token is a registered 
keyword of WordNet [5], then it is called w-token, otherwise nw-token. A set W 
is the union of w-token set(WW) and nw-token set(WNW). WW and WNW are dis-
joint. For class cAdministrativeStaff in O2, tokens are “Administrative” and “Staff”. 

! A set T whose elements are the set of tokens for lexical entry. A set {Administra-
tive, Staff} is one of the elements of T. 

! A set LN whose elements are function LNC, LNP and LNI. Function LNC:C→T 

called local names for class. For c∈C, LNC(c)={t∈T}. Function LNC takes c as 
input and outputs the set of tokens constituting lexical entry l(=F(c)). For exam-
ple, LNC(cAdministrativeStaff) = {Administrative, Staff}, LNC(cAdministrative) = {Adminis-
trative}. NLP and NLI are defined analogously. 

! Function SI:W→{n|n N, N is a set of integers} called semantic identifier for 

token. For w∈WW, SI(w) is the set of Synset offsets of WordNet for token w. For 

w ∈ WNW, SI(w) is the set of hash value for w. For example, 
SI(Faculty)={6859293, …}, SI(Staff)={…, 6859293, …}.  

! A set GN whose elements are function GNC, GNP and GNI. Function GNC:C→T 

called global names for class. For c∈C, GNC(c)={t∈T}. Function GNC takes c∈C 

as input and outputs ∪LNC(ci) where {ci∈C|HC(c,ci)∨(ci=c)}. For example, 
GNC(cAdministrativeStaff)={Administrative, Staff}, GNC(cAdministrative)={Administrative, 

Faculty}. GNP is defined analogously. For individual, GNI(i∈I)=LNI(i). 

Definition 4. Meaning functions. A  meaning function for an ontology O with lexicon 
L and naming function N is a 3-tuple M:=(S,LM,GM) consisting of 

! A set S whose elements are semantic identifier for tokens. A set {…, 6859293, 
…} is one of the elements of S. 

! A set LM whose elements are function LMC, LMP and LMI. Function LMC:C→S 

called local meaning for class.  For c∈C, LMC(c)={s∈S}. Function LMC takes c 
as input and outputs the set of semantic identifier for each token of local names 

of c. LMC(c):={SI(w)|∀w∈LNC(c)}. For example, LMC(cFaculty) = {{6859293, 
…}}, LMC(cStaff) = {{…, 6859293, …}}. LMP and LMI are defined analogously. 

! A set GM whose elements are function GMC, GMP and GMI. Function GMC:C→S 

called global meaning for class. For c∈C, GMC(c)={s∈S}. Function GMC takes c 
as input and outputs the set of semantic identifier for each token of global names 

∈
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of c. GMC(c):={SI(w)|∀w∈GNC(c)}. For example, GMC(cAdministrative) = {{…}, 
{6859293, …}}, GMC(cAdministrativeStaff) = {{…}, {…, 6859293, …}}. GMP is de-

fined analogously. For individual, GMI(i∈I)=LMI(i). 

Definition 5. Semantic bridge. A  semantic  bridge for  two   ontologies 
O1:=(C1,P1,I1,H

C
1,H

P
1) and O2:=(C2,P2,I2H

C
2,H

P
2) with lexicon L, naming function N 

and meaning function M is a 5-tuple B:=(SIE,ME,MS,EB,SB), consisting of  

! Relation SIE⊆SIⅹSI for semantic identifier. SIE(si1, si2) means that si1 is seman-

tically equivalent to si2. SIE(sii, sij) holds when sii ∩ sij ≠ {}. For example, 
SIE(SI(Faculty),SI(Staff)) holds. 

! A set ME whose elements are relation LME and GME. Relation LME⊆LMⅹLM 
for local meaning. LME(lm1, lm2) means that lm1 is semantically equivalent to 
lm2. LME(lmi,lmj) holds when |lmi|=|lmj| and for all sii from lmi, there exists ex-

actly one sij from lmj where meets SIE(sii,sij). Relation GME⊆GMⅹGM for 
global meaning is defined analogously. For example, 
LME(LMC(cFaculty),LMC(cStaff)) and GME(GMC(cAdministrative),GMC(cAdministrativeStaff)) 
holds. 

! A set MS whose elements are relation LMS and GMS. Relation LMS⊆LMⅹLM 
for local meaning. LMS(lm1, lm2) means that lm1 is semantically subconcept of 
lm2. LMS(lmi,lmj) holds when lmi⊃lmj after removing all sii, sij pairs that holds 

SIE(sii,sij). Relation GMS⊆GMⅹGM for global meaning is defined analogously. 
For example, GMS(GMC(cRearchAssistant),GMC(cAssistantStaff)) holds. 

! A set EB whose elements are relation EBC, EBP and EBI. Relation EBC
⊆C1ⅹC2 

for classes. EBC(c1,c2) means that c1 is equivalentClass of  c2. EBC(ci,cj) holds 

when LME(LMC(ci),LMC(cj))∨GME(GMC(ci),GMC(cj)). For example, EBC(cFaculty, 

cStaff) and EBC(cAdministrative,cAdministrativeStaff) holds. EBP
⊆P1ⅹP2 and EBI

⊆I1ⅹI2 are 
defined analogously. 

! A set SB whose elements are relation SBC and SBP. Relation SBC
⊆CⅹC(C1ⅹC2 or 

C2ⅹC1) for classes. SBC(c1,c2) means that c1 is subClassOf c2. SBC(ci,cj) holds 

when LMS(LMC(ci),LMC(cj))∨GMS(GMC(ci),GMC(cj)). For example, 

SBC(cResearchAssistant,cAssistantStaff) holds. SBP
⊆PⅹP for properties is defined analo-

gously. 

4.2   Algorithm 

With definition 5, we can describe semantic bridge generation algorithm as follows. 
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Table 1. Semantic bridge generation algorithm and the semantic bridge for O1 and O2 

Algorithm 

Ont SemanticBridge(Ont O1, Ont O2) 
  Ont sb = new Ont(); // initialize semantic 
bridge 
  For all concept pairs from O1, O2 
    if(EBC(ci,cj) holds) then 
      add owl:equivalentClass(ci,cj) to sb; 
    if(EBp(pi,pj) holds) then 
      add owl:equivalentProperty(pi,pj) to 
sb; 
    if(EBi(ii,ij) holds) then 
      add owl:sameAs(ii,ij) to sb; 
    if(SBC(ci,cj) holds) then 
      add owl:subClassOf(ci,cj) to sb; 
    if(SBp(pi,pj) holds) then 
      add owl:subProperty(pi,pj) to sb; 
  return sb; 

Semantic 
Bridge 

owl:equivalentClass(cFaculty,cStaff) 
owl:equivalentClass(cAdministrative,cAdministrativeStaff) 
owl:subPropertyOf(cResearchAssistant,cAssistantStaff) 
 

 
The following algorithm is a merging algorithm that is implemented in Merger to 

generate a merged ontology. The merging algorithm accepts three inputs: two source 
ontologies (O1,O2) and the semantic bridge ontology (sb). 

Table 2. Ontology merge algorithm and the merged ontology for O1 and O2 

Algorithm 

Ont Merge(Ont O1, Ont O2, Ont sb) 
  Ont merged = new Ont(O1, O2);//initialize 
merged ontology with all concepts from two 
source ontologies 
  For all semantic bridge instances from sb 
   if(owl:equivalentClass(ci,cj)) then          
merge(ci,cj); 
   if(owl:equivalentProperty(pi,pj)) 
merge(pi,pj); 
   if(owl:sameAs(ii,ij)) then merge(ii,ij); 
   if(owl:subClassOf(ci,cj)) then 
     add subClassOf(ci,cj) to merged; 
   if(owl:subProperty(pi,pj)) then 
     add subProperty(pi,pj) to merged; 
 return merged; 

Merged 
ontology 
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5   Evaluation 

We performed an experiment with three experts on three ontology pairs, and meas-
ured the quality of MoA’s suggestions, which are used for semantic bridge genera-
tion. The three ontology pairs we applied for evaluation are as follows: 

(A) two ontologies for simple air reservation and car rental [6] 
(B) two organization structure ontologies [7] [8] 
(C) two transportation ontologies, one of which is developed by Teknowledge 

Corporation and the other by CYC [8] 
 

Domain experts were presented with the semantic bridge and were told to make a 
decision on the plausibility of each M&A suggestion. Some of the above ontologies 
are written in DAML, so, for the sake of experimentation, we converted them into 
OWL using a conversion utility, and then manually corrected some errors found in the 
converted result.  

Table 3 shows some statistics of each ontology pair. 

Table 3. Statistics on the ontologies used in the evaluation 

 Pair A Pair B Pair C Total 
# of Classes 23 170 726 919 
# of Properties 42 107 84 233 
# of Individuals 0 12 40 52 
Total 65 289 850 1204 

Table 4 shows the final results of our experimentation. Precision is the ratio of the 
number of human experts’ positive responses on MoA’s suggestions to the total num-
ber of suggestions. As shown, human experts decided that 93% of MoA’s suggestions 
are correct. 

Table 4. Precision of the proposed algorithm 

 Pair A Pair B Pair C Average 
Precision 93% 96.5% 90.5% 93.3% 
Recall 58% 95% 87%1 80% 

Through the experiment, we could conclude that MoA’s M&A algorithm is highly 
effective in making ontology M&A decisions, though more exhaustive tests need to 
be done. Besides the correctness of the performance, MoA showed high execution 
efficiency with its Merger component executing most of the merging operations on its 
own. 

                                                           
1 This includes only recall for equivalency relation, others(for A and B) include recall for both 

equivalence and subsumption relation. 
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6   Conclusion 

We presented in this paper a linguistic-information based approach to ontology merg-
ing and alignment. Our approach is based on two observations and these observations 
led us to a merging and alignment algorithm that utilized both the local and global 
meaning of a concept. We devised our proposed algorithm in MoA, an OWL DL 
ontology merging and alignment tool. Our results show that MoA was very effective 
in providing suggestions: Human experts followed 93% of the MoA’s suggestions. 
Even though its core algorithm was originally designed to cope with aforementioned 
specific cases, it performs well enough in general cases. 

References 

1. Fensel, D and Musen, M.A. The Semantic Web: A Brain for Humankind. IEEE Intelligent 
Systems, vol. 16, no. 2, pages 24-25, 2001. 

2. G. Stumme and A. Mädche. FCA-Merge: Bottom-up merging of ontologies. In 17th Inter-
national Joint Conference on Artificial Intelligence (IJCAI-2001), pages 225-230, Seattle, 
WA, 2001. 

3. Noy, N.F and Musen, M.A. Evaluating Ontology-Mapping Tools: Requirements and Ex-
perience. http://www.smi.stanford.edu/pubs/SMI_Reports/SMI-2002-0936.pdf. 2002. 

4. Minsu Jang  and Joo-Chan Sohn. (2004). Bossam: An Extended Rule Engine for OWL 
Inferencing. In Workshop on Rules and Rule Markup Languages for the Semantic Web at 
the 3rd International Semantic Web Conference (LNCS 3323), pages 128-138, Hiroshima, 
Japan, 2004. 

5. Cognitive Science Laboratory at Princeton University. WordNet: a lexical database for the 
English Language. http://www.congsci.princeton.edu/~wn/. 

6. Noy, N.F and Musen, M.A. PROMPT: Algorithm and Tool for Automated Ontology 
Merging and Alignment. In 17th National Conference on Artificial Intelligence (AAAI-
2000), Austin, TX, 2000. 

7. Noy, N.F and Musen, M.A. Anchor-PROMPT: Using non-local context for semantic 
matching. In Workshop on Ontologies and Information Sharing at the 17th International 
Joint Conference on Artificial Intelligence (IJCAI-2001), Seattle, WA, 2001. 

8. DAML. DAML ontology library. http://www.daml.org/ontologies/ 
9. D. L. McGuinness, R. Fikes, J. Rice, and S. Wilder. An environment for merging and test-

ing large ontologies. In Proceedings of the 7th International Conference on Principles of 
Knowledge Representation and Reasoning (KR2000), San Francisco, CA, 2000. 

10. P. Mitra, G. Wiederhold, and M. Kersten. A graph-oriented model for articulation of on-
tology interdependencies. In Proceedings Conference on Extending Database Technology 
2000 (EDBT 2000), Konstanz, Germany, 2000. 



Optimizing RDF Storage Removing
Redundancies: An Algorithm

Luigi Iannone, Ignazio Palmisano, and Domenico Redavid

Dipartimento di Informatica, Università degli Studi di Bari,
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Abstract. Semantic Web relies on Resource Description Framework
(RDF). Because of the very simple RDF Model and Syntax, the man-
aging of RDF-based knowledge bases requires to take into account both
scalability and storage space consumption. In particular, blank nodes se-
mantics came up recently with very interesting theoretical results that
can lead to various techniques that optimize, among others, space re-
quirements in storing RDF descriptions. We present a prototypical evolu-
tion of our system called RDFCore that exploits these theoretical results
and reduces the storage space for RDF descriptions.

1 Motivation

One of the most important steps in the Semantic Web (SW) road map to reality
is the creation and integration of ontologies, in order to share structural knowl-
edge for generating or interpreting (semantic) metadata for resources. Ontologies
and instances are to be expressed in RDF according to SW specifications. RDF
relies on the least power principle; this imposes to have very simple structures
as basic components. Indeed, it presents only URIs1, blank nodes (i.e. nodes
without a URI to identify them), literals (typed or not) and statements (often
in this paper referred to as triples), thus leading to the obvious drawback that
RDF descriptions tend to become very big as the complexity of the knowledge
they represent increases. This can hamper the realization of scalable RDF-based
knowledge bases; the existence of this issue encourages SW research to inves-
tigate toward the most effective solution to store RDF descriptions in order to
minimize their size. Though this issue has been investigated somewhat in a thor-
ough way, recently some theoretical results were issued both in [1] by W3C and
in [2]. These results also apply to RDFS 2, but in this paper we will refer only
to blank node semantics. In practice, these results offer the theoretical instru-
ments to detect redundancies introduced by blank nodes presence within a RDF
Description. Once detected, it can be shown that such redundancies can be elim-
inated by mapping blank nodes into concrete URIs or into different blank nodes,

1 http://www.w3.org/Addressing/
2 http://www.w3.org/TR/rdf-schema/

M. Ali and F. Esposito (Eds.): IEA/AIE 2005, LNAI 3533, pp. 732–742, 2005.
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by preserving however the entire RDF graph (description) semantics. In other
words, there are some cases in which a description meaning can be expressed
with a smaller number of triples without losing anything in its formal semantics.
Moreover, redundancy detection can be very useful in higher level tasks, such as
the building of an ontology. For instance, let us suppose to have devised some
classes (say in OWL) and, among them, a class that is a mere cardinality restric-
tion. Let us suppose that somewhere in the ontology it has the name ns:Test,
as depicted in Figure 1, and that somewhere else the same restriction is created
without using a URI to identify it (which is a situation that could arise from
the use of (semi-)automatic tools for ontology reconstruction from examples). In
this case, we would have defined twice something unnecessarily, so intuitively we
introduced redundancy. This kind of repetitions can be detected thanks to the
blank node semantics and removed, thus improving readability of the ontology
besides shortening its size.

Fig. 1. Example of redundant Restrictions

In order to accomplish this, we will show a correct algorithm (in the sense
that it produces descriptions equivalent to the starting ones) without claiming
for its completeness (it will not be shown that it finds all possible equivalent
descriptions) called REDD (REDundancy Detection). This algorithm has been
integrated in our RDF management system: RDFCore [3] and implemented in
the storage level to speed up the execution.

Effective storage of RDF has always been bound to another key issue: query-
ing models. This was because no standard at the time of writing has been recom-
mended by W3C for RDF description querying (see SPARQL 3), and so different
solutions were developed, each one with its own query language and related op-
timizations. Some components of RDF Data Access Group recently issued a
report 4 in which six query engines were examined aiming to compare different

3 http://www.w3.org/2001/sw/DataAccess/rq23/
4 http://www.aifb.uni-karlsruhe.de/WBS/pha/rdf-query/rdfquery.pdf
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expressive power of the underlying query languages. Regardless of the query lan-
guage, it is obvious that querying a smaller model (often) can result in better
performances than querying a bigger one; the work we present is therefore po-
tentially useful in any system doing RDF storage. Actually, many different triple
stores are available. Among them, we remark the toolkit from HP Semantic Web
Lab, called Jena [4, 5]. At the time of writing, Jena supports RDQL as query
language.

The remainder of this paper is organized as follows: Section 2 presents some
necessary notions on RDF semantics, together with a brief survey on related
work on RDF storage. In Section 3, the REDD algorithm is illustrated in detail;
Section 4 describes RDFCore, the system in which we implemented the REDD
algorithm, while some experimental results are illustrated in Section 5.

2 Basic Notions

We collect here some definitions and theorems; most of them have been taken
from [1] and [2]. However, for the sake of brevity, we assume the reader familiar
with RDF Concepts and Syntax5:

Definition 1 (RDF Graph). A RDF Graph is a set of RDF statements. Its
nodes are URIs or blank nodes representing subjects and objects of the state-
ments. Its edges are labeled by URIs and represent the predicates of the triples.
The edges are directed from subject to object, and there can be more than an edge
from a subject to an object. Objects can also be literal values.

Definition 2 (Mapping). Let N be a set of URIs, blank node names and lit-
erals. A mapping is a function µ : N → N that maps a node to another one.

Notice that it is easier to think of node-wise mapping i.e.: mapping changing
one node identifier (be it URI or blank node) at a time. Furthermore, when
considering mappings useful for reducing graphs, the vocabulary of the URIs and
blank nodes to use as candidate for the mapping is restricted to those already
present in the original graph.

Definition 3 (Instance). Let µ be a mapping from a set of blank nodes to some
set of literals, blank nodes and URIs and G a graph, then any graph obtained
from a graph G by replacing some or all of the blank nodes N in G by µ(N) is
an instance of G.

Definition 4 (Lean Graphs). A RDF graph is lean if it has no instance which
is a proper subgraph of the graph, i.e. a subset of the original statement set.

The following results are proved in [1]:

Lemma 1 (Subgraph Lemma). A graph entails all its subgraphs.

5 http://www.w3.org/TR/rdf-concepts/
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Lemma 2 (Instance Lemma). A graph is entailed by any of its instances.

A small example illustrating the just presented lemmas:

_:X eg:aProp eg:a ENTAILS eg:aNode eg:aProp eg:a
eg:aNode eg:aProp eg:a

This means that every non-lean graph is equivalent to its unique [2] lean sub-
graph. Relying on these notions we will present in Section 3 a correct algorithm
that approximates lean sub-graphs.

3 Redundancy Detection

3.1 REDD Algorithm

Our redundancy detection algorithm is based on the notion of lean subgraph
of a RDF graph. The lean subgraph is a subset of the RDF graph. It has the
property of being the smallest subgraph that is instance of the original graph.
It can be obtained from the original graph leaving untouched the ground part of
the graph (i.e. every node that is not blank and any edge connecting non-blank
nodes), and mapping from blank nodes to labels already existing in the graph
or to different blank nodes.

Our approach consists of finding a mapping from the original blank nodes
to labeled nodes or different blank nodes in the graph. As an example, let us
consider a simple graph containing two statements, say:
:X ns:aGenericProperty ns:b
ns:a ns:aGenericProperty ns:b
we can determine that the graph is not lean by considering the mapping
: X → ns : a

The result is a graph with a single statement
ns:a ns:aGenericProperty ns:b
which is lean by definition (being a graph with no blank nodes). More formally,
called:

– ORIGIN the original graph
– RESULT the new graph we are going to build
– X the anonymous node we want to map

we define:

Definition 5 (SUBMODEL). The graph extracted from ORIGIN, taking ev-
ery statement in which X is the subject.

Definition 6 (SUPERMODEL). The set of statements that has X as object.
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FINDREDUNDANCIES(MODEL M) | CREATESUBMODEL(SUBJECT S, MODEL M)
SET BLANKS, SUPERMODELS, SUBMODELS | IF SUBMODEL FOR S DOES NOT EXISTS THEN BEGIN

FOR EACH SUBJECT S IN M BEGIN | FOR EACH STATEMENT IN M
CREATESUPERMODEL(S,M) | IF S IS SUBJECT OF STATEMENT THEN
CREATESUBMODEL(S,M) | ADD(SUBMODEL, STATEMENT)
IF S IS BLANK THEN ADD(BLANKS,S) | END

END |
FOR EACH OBJECT O IN M BEGIN | CREATESUPERMODEL(OBJECT O, MODEL M)
IF O IS RESOURCE THEN BEGIN | IF SUPERMODEL FOR O DOES NOT EXISTS THEN BEGIN
CREATESUPERMODEL(O,M) | FOR EACH STATEMENT IN M
CREATESUBMODEL(O,M) | IF O IS OBJECT OF STATEMENT THEN
IF O IS BLANK THEN ADD(BLANKS,S) | ADD(SUPERMODEL, STATEMENT)
END | END

END |
FOR EACH BLANK IN BLANKS BEGIN | FINDCONTAININGSUPERMODELS(NODE BLANK)
FINDCONTAININGSUPERMODELS(BLANK) | FOR EACH SUPERMODEL IN SUPERMODELS BEGIN
IF BLANK HAS CONTAINING SUPERMODELS THEN | IF CONTAINSSUP(SUPERMODEL, SUPERMODEL(BLANK))
BEGIN | THEN ADD(CONTAININGSUPERMODELS, SUPERMODEL)
FINDCONTAININGSUBMODELS(BLANK) | END
IF BLANK HAS CONTAINING SUBMODELS THEN |
REMOVETRIPLESCONTAINING(BLANK) | FINDCONTAININGSUBMODELS(NODE BLANK)

END | FOR EACH SUBMODEL IN SUBMODELS BEGIN
END | IF CONTAINSSUB(SUBMODEL, SUBMODEL(BLANK))

END | THEN ADD(CONTAININGSUBMODELS, SUBMODEL)
| END
|

CONTAINSSUB(MODEL A, MODEL B) | CONTAINSSUP(MODEL A, MODEL B)
FOR EACH S IN B BEGIN | FOR EACH S IN B BEGIN
IF NOT EXISTS S IN A | IF NOT EXISTS S IN A

WITH S.PREDICATE AND S.OBJECT | WITH S.PREDICATE AND S.SUBJECT
RETURN FALSE | RETURN FALSE

END | END
RETURN TRUE | RETURN TRUE

Fig. 2. Pseudo-code description of the REDD algorithm

Definition 7 (Containment). A SUBMODEL (SUPERMODEL) A is con-
tained in another SUBMODEL (SUPERMODEL) B iff for every statement in
A there is a statement in B with the same predicate and object (predicate and
subject).

We then can check every possible mapping from X to a URI or to a blank node
identifier already occurring in ORIGIN to obtain an instance of ORIGIN which
is both an instance and a proper subgraph (an approximation of the lean sub-
graph) simply by checking that SUBMODEL of X is contained in SUBMODEL
of the candidate node and SUPERMODEL of X is contained in SUPERMODEL
of the candidate node (with the Containment relation we just defined). In fact,
it can be easily proved that such a mapping does not produce any statement not
contained in ORIGIN ; RESULT, then, is a graph containing the same ground
statements and a subset of the statements containing blank nodes. The missing
statements are those containing the X node we just mapped. From the logical
point of view, the information expressed by the graph is unchanged, since the
mapping is equivalent to changing from: ∃X.p(X, b) and ∃a.p(a, b) to ∃a.p(a, b)
which are equivalent, not being stated that X is different from a. This mapping
can be built for every redundant blank node in ORIGIN, but this does not in-
clude every redundant blank node in the graph. Indeed, as in Figure 3, it is
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Fig. 3. Chained redundant blank nodes (not spottable with REDD)

possible to have a chain of redundant blank nodes which cannot be spotted with
a one-level visit of the RDF graph as in REDD. In fact, in Figure 3, the two
blank nodes represent the same structure as the two nodes labeled b and c, but
it is not possible to use our algorithm to find this redundancy. The graph is not
lean, but, in order to unravel its lean part (mapping, respectively X to a and
Y to b), one should employ multi-level visits to blank nodes supergraphs and
subgraphs. This problem can be cast as a search for unifying safe substitutions,
thinking of blank nodes as variables and URIs as constants and predicates as
first-order logic ones. The only constraint consists in imposing that those sub-
stitutions must not add triples not appearing in the starting graph. Though not
formally evaluated, the complexity of the problem of matching multi-level graphs
is intuitively bigger than that of our algorithm though it remains an interesting
open issue for our future work.

3.2 REDD Computational Complexity

We will carry out an evaluation of the computational cost of REDD. We will
keep as reference the pseudo code version of REDD in Figures 2. Obviously,
the actual implementation, working natively on the storage layer (see Section
4), underwent some optimizations (not discussed here for the sake of brevity),
hence calculations in this section represent an upper theoretical limit. In section
5, readers can find evaluations of REDD implementation performances.

In order to estimate computational cost we should start defining some metrics
on RDF descriptions on which, as shown below, REDD complexity will depend.

Definition 8 (RDF Description metrics). Be G a RDF description and n
a generic node in G then

– NG
T stands for the number of RDF triples within G

– #G
B stands for the number of blank nodes within G

– outDeg(n) stands for the number of outgoing edges from n (i.e. the number
of triples in G of which node n is subject)

– inDeg(n) stands for the number of ingoing edges into n (i.e. the number of
triples in G of which node n is object).
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As shown in Figure 2 complexity of FINDREDUNDANCIES CFR is:

CFR = 2NG
T (CSUP + CSUB) + #G

B(CFINDCSUP + CFINDCSUB) (1)

The following inequalities hold:

CSUP , CSUB ≤ NG
T

CFINDCSUP ≤ NG
T outDeg(n)

CFINDCSUB ≤ NG
T inDeg(n)

where CSUP and CSUB stand for complexity of CREATESUPERMODEL and
CREATESUBMODEL; CFINDCSUP and CFINDCSUB stand for complexity of
FINDCONTAININGSUPERMODELS and FINDCONTAININGSUBMODELS.

Furthermore, from graph theory we have outDeg(n), inDeg(n) ≤ NG
T and

#G
B ≤ 2NG

T , as graphs cannot have more nodes than two times their edges.
Hence substituting in equation 1 we have the inequality

CFR ≤ 2NG
T (NG

T + NG
T ) + 2NG

T ((NG
T )2 + (NG

T )2) (2)

Therefore CFR is polynomial in time and, more specifically o((NG
T )3).

4 The RDFCore Component

The RDFCore component, presented in [3], is a component used for RDF descrip-
tions storage and retrieval, including multiuser support and extensible support
for query languages.

RDFCore has been adopted in the VIKEF Project as the basic component
for RDF metadata storage in the VIKE (Virtual Information and Knowledge
Environment) Framework, where its SOAP6-exposed services have been wrapped
as a Web Service7 for metadata storage, retrieval and querying.

RDFCore also has extensible support for different solutions for physical per-
sistence. At the time of writing, there are four implementations of RDFEngineIn-
terface (the basic interface to be implemented by plugins), two based on the
already mentioned Jena Semantic Web Toolkit, one with MySQL RDBMS 8 as
persistent storage, called RDFEngineJENA, and the other one using Microsoft
SQL Server 9, using the resources by Erik Barke 10, called RDFEngineMsSQL.
The third implementation is based on simple RDF/XML files, and is called RD-
FEnginePlain. The fourth implementation, called RDFEngineREDD, is the one
in which we implemented the REDD algorithm natively in the storage level.

6 http://www.w3.org/2000/xp/Group/
7 http://www.w3.org/2002/ws/
8 http://dev.mysql.com/doc/mysql/en/index.html
9 www.microsoft.com/sql/

10 http://www.ur.se/jena/Jena2MsSql.zip



Optimizing RDF Storage Removing Redundancies: An Algorithm 739

Fig. 4. Architecture of the RDFCore system

It uses Oracle11 as RDBMS. In Figure 4 there is a small sketch of the system
architecture.

5 Experimental Results

To evaluate the scalability of our implementation of the REDD algorithm in
the RDFEngineREDD implementation of RDFEngineInterface, we built a set of
Models to check some situations inspired by real models; the results of operations
on these Models are in Table 5. The models come from different sources: the first
two, lean and nolean, are from [1], where they are presented as basic examples
of lean and non-lean graphs. nolean2B is a slight variation of nolean, with two
redundant blank nodes. cycleTest is used to check the behavior of the algorithm
when dealing with complex cyclic situations in graphs, while blankChain contains
a chain of redundant blank nodes that cannot be spotted using our algorithm.
restriction contains a redundant restriction class definition (as in Figure 1) to-
gether with a redundant union class definition (in OWL); the last Model, daml,
contains a sketch of a DAML ontology, with some class definitions including both
Restriction, Union and Intersection types.

For each model, we recorded the number of statements, the number of blank
nodes present in the graph, the elapsed time to insert the models in our persis-
tence, the elapsed time to execute REDD and the number of removable blanks
in the graph. Since the size of these models is way too small to evaluate scal-
ability on model size and complexity, we kept these test cases as correctness
checks while developing the algorithm, and then created a parametric method
to generate bigger models with known structure, in order to scale the size and
complexity without having to check the correctness of the results (which can
be a time consuming task for models with more than some tens of nodes). The
parameters we used are: the number of blank nodes in a graph, the number of
incoming/outgoing edges for each node, and the number of redundancies for each
blank node (i.e. a blank node can be found redundant with one or more nodes
in the graph). The test models were built scaling on the three parameters inde-
pendently (showed in Tables 2, 3, 5), and in the last test case both the number
of blank nodes and the number of redundancies per node is augmented. This is
the case that produces the biggest models, as shown in Table 4.

11 More specifically Oracle 9.2.0.1.0 also known as Oracle 9i Release 2
http://otn.oracle.com/documentation/oracle9i.html
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Table 1. Fake models scaling on ingoing/ outgoing edges

Model
id

Model
size (#
triples)

Blank
node
#

Blank
node
%

Storing
time
(ms)

REDD
Redun-
dancies
#

Removable
blanks #

ingoing/
outgoing
edges

0 120 1 0,83 1469 62 5 1 10
1 240 1 0,42 2469 94 5 1 20
2 360 1 0,28 3438 141 5 1 30
3 480 1 0,21 4515 188 5 1 40
4 600 1 0,17 5266 234 5 1 50
5 720 1 0,14 6328 297 5 1 60
6 840 1 0,12 7109 360 5 1 70
7 960 1 0,10 8172 437 5 1 80
8 1080 1 0,09 9203 594 5 1 90
9 1200 1 0,08 11016 625 5 1 100

Table 2. Fake models scaling on blank nodes number

Model
id

Model
size (#
triples)

Blank
node
#

Blank
node
%

Storing
time
(ms)

REDD
Redun-
dancies
#

Removable
blanks #

ingoing/
outgoing
edges

10 200 5 2,50 1953 78 1 5 10
11 400 10 2,50 3766 125 1 10 10
12 600 15 2,50 5406 250 1 15 10
13 800 20 2,50 7203 219 1 20 10
14 1000 25 2,50 10000 281 1 25 10
15 1200 30 2,50 10860 375 1 30 10
16 1400 35 2,50 12828 407 1 35 10
17 1600 40 2,50 14844 469 1 40 10
18 1800 45 2,50 15969 563 1 45 10
19 2000 50 2,50 18047 750 1 50 10

Table 3. Fake models scaling on number of redundancies

Model
id

Model
size (#
triples)

Blank
node
#

Blank
node
%

Storing
time
(ms)

REDD
Redun-
dancies
#

Removable
blanks #

ingoing/
outgoing
edges

20 120 1 0,83 2235 453 5 5 10
21 220 1 0,45 2235 93 10 10 10
22 320 1 0,31 3188 156 15 15 10
23 420 1 0,24 3828 188 20 20 10
24 520 1 0,19 4485 234 25 25 10
25 620 1 0,16 5047 266 30 30 10
26 720 1 0,14 5813 297 35 35 10
27 820 1 0,12 6907 546 40 40 10
28 920 1 0,11 7360 406 45 45 10
29 1020 1 0,10 8188 437 50 50 10

As can be seen, the insertion of new descriptions roughly scales linearly with
the size of the descriptions. The performance overhead due to index updating,
however, increases when the number of triples in a description increase, so the
total complexity is more than linear. The heavy indexing, on the other side,
enables us to obtain very good results when running the REDD algorithm on
the data. About the real size reduction of the model after the removal of the
blank nodes (which means the removal of every triple referring to these nodes),



Optimizing RDF Storage Removing Redundancies: An Algorithm 741

Table 4. Fake models scaling on both blank nodes and redundancies number

Model
id

Model
size (#
triples)

Blank
node
#

Blank
node
%

Storing
time
(ms)

REDD
Redun-
dancies
#

Removable
blanks #

ingoing/
outgoing
edges

30 600 5 0,83 4906 234 5 5 10
31 2200 10 0,45 18328 922 10 10 10
32 4800 15 0,31 39141 2187 15 15 10
33 8400 20 0,24 69578 4203 20 20 10
34 13000 25 0,19 118031 6078 25 25 10
35 18600 30 0,16 171563 10031 30 30 10

Table 5. Some real-world models tests

Model id Model size
(# triples)

Blank node
#

Blank Node
%

Storing
time (ms)

REDD Removable
blanks #

lean 2 1 50,0% 140 32 0
nolean 2 1 50,0% 62 31 1
nolean2B 3 2 66,7% 46 47 2
blankChain 7 2 28,6% 94 31 0
cycleTest 15 2 13,3% 204 31 1
restriction 35 17 48,6% 500 93 7
daml 38 33 86,8% 718 282 16

it is not possible to draw general conclusions since the number of triples strongly
depends on the graph; the only reasonable lower limit is two triples per blank
node, since it is quite unusual to have a dangling blank node or a graph rooted in
a blank node, and in these cases it is unlikely that the nodes are redundant (e.g.
ns:a ns:aProperty :X means that ns:a has a filler for the role ns:aProperty,
but nothing else is known about this filler; adding another statement, ns:a
ns:aProperty :Y, would assert the same thing; unless stating that :X is dif-
ferent from :Y, REDD signals the nodes as redundant, and the same thing is
likely to happen with a reasoner).
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Abstract. A search engine called SearchService with text analysis functionality 
has been developed. It supports query sound and synonym expansion mecha-
nisms. It also gives performance based result ranking. 

We focus here on the application of text miming methods as they may support intelli-
gent Web documents searching and help for user query processing. We also would 
like to introduce a new performance-based ranking for results lists which is built 
around the expected downloading time of targeted documents. Unlike other public 
search engines, our system called SearchService supports the means of query expan-
sion mechanisms working on linguistic indexes, including sound and synonym expan-
sions. It also gives performance data about searched pages, which can be used in re-
sult ranking. The system has been developed using the APIs for applications 
developers available in the IBM’s Intelligent Miner for Text package [3]. 

Our search engine consists of: crawler, indexer, tool that serves user queries and a 
database, where all information is stored. The SearchService ‘Query form’ page is 
shown in Fig. 1. In the first row a query is entered. It may contain a group of words or 
phrase of interest. In the second row three selection lists are available. In the first one 
a number stands for the maximum replies to be returned. The second list specifies 
how to process the query. The following options are available: Free Text – relevance 
value is assigned to each document that contains at least one of non stop words in the 
query argument. Words in the argument, that occur close to each other form lexical 
affinities, which increase their relevance values. Document – this is a Boolean query 
in which all specified words need to occur in one document in order to return docu-
ment. Paragraph – this is a Boolean query in which all specified words need to occur 
in one paragraph in order to return document. Sentence – this is a Boolean query in 
which all specified words need to occur in one sentence in order to return document.  

The first option “Free Text” is the least restricted type of query and therefore usu-
ally returns far more replies, than others. In fact the options have been ordered from 
the least restricted to the most. The last option “Sentence” is the most demanding, be-
cause it requires having all non stop words in query term to appear in one sentence. 
The third selection list in the second row of a query form specifies additional linguis-
tic processing applied. The following three options are available: No expansion – it 
includes only regular linguistic processing (stop words filtering, lemmatization etc.). 
Synonym expansion – additionally a request to search also for synonyms of the current 
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search term is made. Search engine uses synonyms defined in the language dictionary 
on the server workstation. Sound expansion – an option that requests to search addi-
tionally for terms that sound like the specified search term. 

 
 

Fig. 1. ‘Query form’ page Fig. 2. Results list 
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We implemented indexes for two Web resources: Apache and W3C documenta-
tions. Using a radio button we can set what resources should be searched. Three op-
tions are available. First option joins these resources into one database. Second and 
third let the user select a single resource, specifically either Apache or W3C docu-
mentation resources. The next two options can be also set in a query form: (i) Rank-
ing, and (ii) Reply. The ranking is a radio button option. Ranking sorts the results list. 
It lets specify whether the results ranking should be done according to ‘rank value’ re-
turned with every document, or according to document’s total size (with all embedded 
objects). If a user wants to sort a list of returned documents according to ‘rank value’ 
only, he or she should mark radio button at ‘100%’. On the contrary, if relevant 
documents are supposed to be sorted according to total size only, a user should mark 
radio button at ‘0%’. There is also a possibility to get an intermediate value and those 
two factors (size and rank) may have influence on the final document position with 
fixed contribution weight. The expressions (1) and (2) are used to calculate each 
documents indicator Ind. The higher indicator’s value the higher document is put in 
the result list. When weight attribute is set on its one of bound values, only one factor 
(size or rank) contribute to final document positioning. In any other cases two factors 
contribute to final ‘fixed’ result. Expression (1) is used when ‘sort by size (down)’ op-
tion is chosen. Expression (2) is used when ‘sort by size (up)’ option is chosen. Addi-
tional option lets specify (in case documents are sorted by size), whether they should 
be placed in ascending or descending order. This can be done by choosing the option 
in the first drop down list in the ‘Reply’ section. ‘Sort by size (down)’ makes docu-
ments appear from the largest one to the smallest one. ‘Sort by size (up)’ works on 
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contrary. The option Reply is also for selecting information provided with results list. 
The drop down list in ‘Reply’ section lets specify what kind of information about 
each document should be returned. The options are: - all information, - documents’ 
details, - embedded objects, - download time (Fig. 2). When the second option 
‘documents’ details’ is chosen the following information is displayed about every 
document: - URL, - language, - size, - date of last modification, - rank value, - docu-
ment summary. Document’s size refers to the total document size including document 
itself and all embedded objects’ together. The ‘Embedded objects’ option displays in-
formation only about embedded objects. For each document in the list the first line is 
always document’s source file (bold line). The information given consists of the 
MIME type of the object, its size and URL. The ‘All information’ option joins two 
previously presented options. Information about language, summary, rank value and 
all embedded objects is presented. The last option “Download time” lets estimate time 
needed for Web page downloading. During displaying the search results an HTTP 
method ‘GET’ is called to every object. Time is stamped before sending the request 
and after the response is received. The difference is counted for each object and 
summed for a group of objects composing a Web page. In fact time provided with re-
sults list is burden with DNS lookup and cashing mechanisms. It is the time calculated 
for uploading the page by the server where the SearchService is running, not the client 
workstation. This should be remembered, when using this function. In the resulting 
page at the very beginning comes also a query specification. It contains a query that 
have been posted, processing conditions (type of query and possible expansions) and 
resource at which a query is aimed. Next a result list comes, which presents the most 
relevant documents that meet query criteria. In the first line a link to the document is 
placed. In the second line the document’s attributes are presented: (i) document’s lan-
guage, (ii) document’s size (in bytes), (iii) date of last modification (download date), 
(iv) rank value returned by the search engine. The last part of document’s information 
is its summary. Summary can be produced only for English documents. If document 
is written in another language a note: “No summary available” is displayed.  

Experienced user may take advantage of ranking based on document size to evalu-
ate page downloading performance, enhancing features of such systems as Wing [2]. 
Using SearchService the user can decide what is more important at the moment, per-
formance or information relevance (or both in some mixed sense) when accessing 
Web pages. The system may help users in finding yet relevant documents with supe-
rior expected downloading times. The automatic mechanism for getting documents 
which are expected to be downloaded fastest among documents in the results list with 
acceptable (same) relevance (rank) is now under development. It will employ our data 
mining approach for the prediction of Internet path performance [1]. 
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Abstract. The main motivation for organizations to e-collaborate is to enable 
knowledge sharing and learning in order to effectively address a new business 
opportunity by forming a Virtual Organization (VO) for solving the given task. 
One of the difficulties in VO creation is appropriate partner selection with 
mutual trust, as well as the support for the management of trust in a broader 
Virtual organization Breeding Environment (VBE) – a cluster of organizations 
willing to collaborate when a new business opportunity appears. This paper 
proposes an approach to modeling trust in a network of collaborating 
organizations, aimed at improved trust management in VBEs and improved 
decision support in the process of VO creation. 

1   A Decision Support Approach to Trust Modeling 

For trust modeling, the decision making problem of trust estimation can be 
decomposed into decision sub-problems. A mutual trust estimate can be performed by 
utility aggregation functions used in hierarchical multi-attribute decision support 
systems [1] in which values of top-level decision criteria are computed by aggregating 
values of decision criteria at lower levels of a hierarchical tree, which is used to 
decompose a decision making problem into sub-problems. Decision support system 
DEXi, used in our system for trust modeling, enables the development of qualitative 
hierarchical decision support models. DEXi is based on the DEX decision support 
system [1] which can be used to evaluate incompletely or inaccurately defined 
decision alternatives, by employing distributions of qualitative values, and evaluating 
them by methods based on probabilistic or fuzzy propagation of uncertainty.  

Knowledge about mutual trust can be acquired through a simple questionnaire that 
a partner of a networked organization can fill-in to describe the competencies of its 
own organization and the collaborating partner’s performance in previous joint 
collaborations (for organizations with which the partner has collaborated in past joint 
projects). For example, the relevant fields of a questionnaire could include: 

• a list of partner’s own competencies, 
• a list of competencies of the collaborating partner, and 
• collaborating partner’s trust estimate based on (a) estimated collaborating 

partner’s reputation (image, market share), (b) number of successful joint 
past collaborations, (c) estimate of the profit made in joint collaborations, 
(d) estimate of the partner’s timeliness in performing assigned tasks, (e) 
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estimate of the partner’s quality of performance and products, and (f) 
estimate of the partner’s appropriateness of costs of performance and 
products. 

2   Web-Based Trust Modeling: Estimating Research Reputation 
and Collaboration of Project Partners 

A questionnaire-based approach is a preferred means for the estimation of trust 
between organizations that have known each other based on their experiences in past 
collaborations. An alternative approach to trust modeling is through the analysis of 
publicly available Web resources. A Web-based trust modeling approach, similar to 
the one proposed by [2], is more adequate for roughly estimating the reputation and 
joint collaborations of partners (individuals or organizations) when a consortium is 
build of numerous new partners whose past performance is not known. It is also an 
interesting approach to trust modeling in professional virtual communities and 
communities of practice.  

This paper applies the proposed Web-based approach to modeling reputation and 
trust between partners of a large 6th FP integrated project ECOLEAD. The project has 
an ambitious goal of creating the foundations and mechanisms for establishing 
advanced collaborative and network-based industry society in Europe.  

There are 102 registered individuals from 20 organizations participating in the 
ECOLEAD project. The left-hand side of Figure 1 shows the Web-based estimates of 
research reputation and joint collaborations of individuals of the ECOLEAD 
consortium. To model trust between project members, the following procedure was 
used: 

1. Collect the information about partners’ research reputation, based on the 
publications of each individual: WOS(Y) - the number of publications of author Y in 
journals with SCI or SSCI factor (obtained through the Web of Science system), and 
CITESEER(Y) - the number of citations of papers of author Y (obtained by the 
CiteSeer system). 

2. Collect the information about past joint collaborations between each two 
individuals: CITESEER(X,Y) - the number of jointly written documents of authors X 
and Y (obtained by the CiteSeer system), and GOOGLE(X,Y) - the number of 
common appearances of individuals X and Y on the Web (obtained by Google 
search). 

3. Finally, calculate research trust, estimated as weighted sum of reputation and 
joint collaborations estimates. The calculation of trust between two partners is 
performed using following function: 

)),(),(())()((),( YXGOOGLEwYXCITESEERwwYCITESEERwYWOSwwYXTRUST GoogleCiteDoccCiteCitWOSp +++=  

where wWOS, wCiteCit, wCiteDoc, wGoogle, wp, and wc are weights of WOS publications, 
CiteSeer citations, joint publications in CiteSeer, and collaborations found by Google, 
respectively. In the model used in our experiment, all the weights were set to 0.5, 
while the numbers of publications, citations, joint publications and collaborations 
were normalized to values on the [0,1] interval. Note that the functions used for trust 
estimation are not commutative, so trust of X to Y and trust of Y to X must both be 
calculated. Having calculated the trust estimates, one is able to rank individual 



748 N. Lavrač et al. 

 

network partners according to their research reputation, joint collaborations and the 
overall trust estimate. The Web-based trust estimation model can be used also for 
other purposes: visualization of the entire trust network, as well as finding well-
connected sub-graphs with high trust utility value, representing ‘cliques’ of partners 
with strong mutual trust. 

 
 

Fig. 1. Two graphs showing Web-based estimates of research reputation and joint 
collaborations of individual ECOLEAD researchers (left-hand side), and organizations 
constituting the ECOLEAD consortium (right-hand side). For anonymity, actual names of 
individuals and organizations have been replaced by neutral member and institution labels 

In Figure 1, project and sub-project coordinators turn out to be in central positions 
according to collaborations. Some of the 102 individuals are not in the graph: those 
who have a few collaborations and/or low research reputation value. Some well 
collaborating individuals represent ‘cliques’ of individuals, e.g., researchers from the 
same organization (same color intensity of nodes) typically have more joint 
collaborations than researchers from different organizations. From the estimates of 
reputation and collaborations of individuals, research reputation and collaborations of 
organizations can be estimated. 
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Abstract. In this poster, we will illustrate an integrated approach to
Web filtering, whose main features are flexible filtering policies taking
into account both users’ characteristics and resource content, the speci-
fication of an ontology for the filtering domain, and the support for the
main filtering strategies currently available. Our approach has been im-
plemented in two prototypes, which address the needs of both home and
institutional users, and which enforce filtering strategies more sophisti-
cated and flexible than the ones currently available.

Web content filtering concerns the evalutation of Web resources in order to
verify whether they satisfy given parameters. Although such definition is quite
general, and it applies to diverse applications, Web filtering has been enforced
so far mainly in order to protect users (e.g., minors) from possible ‘harmful’
content (e.g., pornography, violence, racism).

The filtering systems currently available can be grouped into two main classes.
The former adopts a list-based approach, according to which Web sites are clas-
sified either as ‘appropriate’ (white lists) or ‘inappropriate’ (black lists). In the
latter, Web resources are described by metadata associated with them, which
are used for evaluating whether they can be accessed or not, depending on the
preferences specified by the end user or a supervisor. Such approach is adopted
mainly by the rating systems based on the PICS (Platform for Internet Content
Selection) W3C standard [1], which defines a general format for content labels
to be associated with Web sites.

Both such strategies have been criticized for enforcing a restrictive and rather
ineffective filtering. In fact, their classification of Web resources is semantically
poor, which does not allow to distinguish between categories concerning similar
contents (e.g., pornography and gynecology). For the same reason, they often
under- and/or over-block the access to the Web—i.e., respectively, they allow
users to access inappropriate resources, or they prevent users from accessing ap-
propriate resources. The metadata-based approach should overcome such draw-
backs, since it would allow one to specify a precise and unambiguous description

M. Ali and F. Esposito (Eds.): IEA/AIE 2005, LNAI 3533, pp. 749–751, 2005.
c©Springer-Verlag Berlin Heidelberg 2005



750 E. Bertino et al.

of resources, but this is not true for the available metadata-based rating and
filtering systems.

In order to address the issues of Web content rating and filtering, we de-
veloped an integrated approach which, besides supporting both the list- and
metadata-based strategies, defines content labels providing an accurate descrip-
tion of Web resources and takes into account users’ characteristics in order to
enforce flexible filtering policies. The outcome of our work, formerly carried out
in the framework of the EU project EUFORBIA1, has been two prototypes, ad-
dressing the needs of institutional and home users, and an ontology (namely, the
EUFORBIA ontology) for the specification of content labels.

The EUFORBIA ontology is an extension concerning the pornography, vi-
olence, and racism domains, of the general NKRL (Narrative Knowledge Rep-
resentation Language) ontology [2]. NKRL is used to specify the EUFORBIA
content labels, which consist of three sections: the first concerns the aims of the
Web site, the second describes its relevant characteristics and content, whereas
the third outlines the Web site’s main sections. It is important to note that,
differently from the currently available PICS-based content labels, a EUFOR-
BIA label does not rate a Web site only with respect to the contents liable to
be filtered, but, since the NKRL ontology is general purpose, it provides a pre-
cise and objective description of its content and characteristics. As a result, we
can specify policies more sophisticated than, e.g., “user u cannot access porno-
graphic Web sites”, and it is possible to distinguish more precisely between, e.g.,
an actually pornographic Web site and a Web site addressing sexual topics and
contents from a non-pornographic (e.g., medical) point of view.

The EUFORBIA ontology and the corresponding labels are used by two
filtering prototypes which enforce complementary strategies for addressing end
users’ needs.

The former prototype, referred to as NKRL-EUFORBIA [3], allows end users
to generate and associate EUFORBIA labels with Web resources, and to build
a user profile by specifying NKRL-encoded filtering policies. NKRL-EUFORBIA
can run either server- or client-side, and it consists of three main modules: the
Annotation Manager, which allows the creation of well-formed NKRL ‘concep-
tual annotations’ to be used for encoding EUFORBIA labels, the Web Browser,
which allows the definition of a user profile and a safe navigation over the Internet,
and finally the Web Filter, which is used by the Web Browser module in order to
determine whether the access to a requested resource must be granted or not.

The latter EUFORBIA prototype [3, 4], whose current version is referred to
as MFilter [5], is a proxy filter specifically designed for institutional users, who
must manage the access to Web content for a high number of heterogeneous
users. MFilter implements a model according to which filtering policies can be
specified on either users’/resource identity or characteristics. Users are charac-
terized by associating with them ratings, organized into a hierarchy and denoted

1 For detailed information concerning EUFORBIA, we refer the reader to the project
Web site: http://semioweb.msh-paris.fr/euforbia
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by a set, possibly empty, of attributes. An example of user rating system is de-
picted in Figure 1. Thus, differently from the available filtering systems, which
make use of predefined and static profiles, MFilter allows one to specify poli-
cies which take into account both user ratings and attribute values (e.g., “all the
students whose age is less than 16”).

Resources are rated according to the me- PERSON
+id: int
+name: string

TEACHER
+subject: string

STUDENT
+age: int
+class: string

TUTOR
+tutored_class: string

Fig. 1. A user rating system

tadata-based strategy, with the difference
that MFilter makes use of multiple rat-
ing systems, for which a uniform hierarchical
representation is adopted. Currently, MFil-
ter supports the EUFORBIA ontology and
any PICS-based rating systems. Thanks to
the hierarchical organization of both user and
resource ratings, we can exploit a policy prop-
agation principle according to which a policy
concerning a given rating applies also to its
children. As a result, we can dramatically reduce the number of policies that
need to be specified. Moreover, MFilter supports both positive and negative
policies in order to allow for exceptions to the propagation principle mentioned
above. Finally, since the decisions about what users can or cannot access may be
shared among several persons (e.g., parents and teachers, in a school context),
MFilter enforces supervised filtering techniques, according to which the policies
specified by the service administrator must be validated by supervisors.

The integrated approach we present in this poster is an attempt to enhance
metadata-based rating and filtering in order to address the heterogeneous re-
quirements of the Web users’ community by supporting accurate content labels
and flexible filtering policies. Moreover, our approach is fully compliant with the
core Semantic Web technologies—namely, RDF and OWL—and it can be easily
integrated into the W3C Web Service architecture, of which Web filtering is one
of the main components.
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Abstract. Preference elicitation is a well known bottleneck that prevents the ac-
quisition of the utility function and consequently the set up of effective decision-
support systems. In this paper we present a new approach to preference elicitation
based on pairwise comparison. The exploitation of learning techniques allows to
overcome the usual restrictions that prevent to scale up. Furthermore, we show
how our approach can easily support a distributed process of preference elicita-
tion combining both autonomy and coordination among different stakeholders.
We argue that a collaborative approach to preference elicitation can be effective
in dealing with non homogeneous data representations.

The presentation of the model is followed by an empirical evaluation on a real
world settings. We consider a case study on environmental risk assessment to test
with real users the properties of our model.

Keywords: Decision Support, Machine Learning.

1 Introduction

Ranking a set of objects is an ubiquitous task that occurs in a variety of domains.
Very often to define an order relation over a set of alternatives is a premise to enable a
decision-making process.

Information filtering and recommendation systems are well known tasks where rel-
evance assessment is achieved through a process of ranking a huge amount of alterna-
tives. Nevertheless in such examples there is a bias in focusing the ranking process on
the top of the list.

In other tasks, like risk assessment or requirement prioritization [9, 10], it is im-
portant to assess a total order that is homogeneously accurate over the whole set of
alternatives.

The ranking process can be conceived as a task of preference elicitation. There are
mainly two approaches to preference elicitation: ex-ante and ex-post. Ex-ante methods
rely on the definition of an utility function that encodes a first-principle rational. Al-
though such a kind of methods are quite effective, a strong restriction applies: the set
of alternatives has to be homogeneously defined. Ex-post methods rely on case-based
preference assessment. Users are involved in an interactive process to acquire their pref-
erences on specific alternatives. Such approach, while overcomes the restriction above,
doesn’t scale up. The elicitation effort in charge of the users is quadratic with respect
to the size of the set of alternatives. Both methods are not effective when the elicitation

M. Ali and F. Esposito (Eds.): IEA/AIE 2005, LNAI 3533, pp. 752–761, 2005.
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process involves many stakeholders. Usually different stakeholders apply different cri-
teria in ranking a set of alternatives. Two are the main current limitations: the former is
concerned with the bias introduced by the engineer, the latter is the lack of coordination
among the elicitation processes for different criteria.

In this paper we present a novel framework to enable a case-based preference elicita-
tion process that interleaves human and machine efforts. The machine complements the
partial acquisition of preferences from the users performing two tasks: first, scheduling
the subset of alternatives that has to be analyzed by the users; second, completing the
elicitation process over the remaining unspecified preferences.

The intuitive idea is to exploit machine learning techniques in the preference elic-
itation process. Case-based methods achieve a total rank over a set of alternatives by
the elicitation of all the pairwise preference values, as in the Analytic Hierarchy Pro-
cess (AHP) [11, 12] methodology. Part of these values can be acquired manually from
the user, while the remaining part can be approximated through a learning step. An esti-
mate of the unknown preference values is computed looking at known values, explicitly
elicited by the user, and at other reference rankings.

Exploiting known rankings to approximate new target ranking is an intuition that
has been already investigated, as in [7] where some techniques to support the prefer-
ence elicitation by approximation are described; here the basic intuition relies on the
paradigm of casebased reasoning [1] to retrieve a past similar order relation to gener-
ate an approximation for the current ranking problem. While this way of proceeding is
quite appealing, nevertheless there are clear preconditions that most of the times it is
difficult to satisfy. For example, let consider the scenario of risk assessment [4]. It is
really difficult to refer to similar or past rankings for the same risk areas. More often
the results for similar problem (e.g. environmental chemical emergencies) are available
but for a different set of risky areas. Another kind of source for reference rankings can
be the feature-based encoding of the alternatives. In this cases an order relation can be
derived by ranking the set of alternatives with respect to the values of a given features.
Of course two requirements are to be satisfied: the former is that does exist an order
relation over the feature domain, the latter is that all the alternatives are homogeneously
defined over the same set of features.

It is straightforward to notice that for real world problem it is really unusual to sat-
isfy both these requirements. The consequence is that, although the learning approach
to preference elicitation is appealing, case-based methods are not effective in practice.

In the following we define an architecture that supports a distributed process of
preference elicitation. We show how this distributed architecture enables a collaborative
approach to case-based ranking. We argue that a collaborative approach to preference
elicitation allows to overcome the open issues mentioned above; open issues that up to
now prevent a successful exploitation of learning techniques.

In our architecture many processes of preference elicitation are carried out in par-
allel to acquire many ranking criteria. Sharing of intermediate results enables a mutual
benefit preserving the autonomy of preference elicitation. The single users can provide
their preferences without any bias from other users’ preferences. In the meanwhile an
effective coordination occurs because the focus of elicitation is addressed towards rela-
tionships less evident.



754 P. Avesani, A. Susi, and D. Zanoni

In Section 2 we first give a formal definition of the problem and then we present
the case-based ranking method. Section 3 show how collaborative case-based ranking
can be enabled by a distributed preference elicitation architecture. Finally Section 4 and
Section 5 show how the proposed architecture works in practice illustrating a case study
performed on a real world settings.

2 Case-Based Ranking

We propose a framework that adopts pairwise prioritization technique and exploits ma-
chine learning techniques to produce ranking over the set of alternatives, using a binary
rating. The machine learning techniques allow to approximate part of the pairwise pref-
erences in order to reduce the elicitation effort for the user.

The framework, depicted in Figure 1, supports an iterative process for priority elic-
itation that can handle single and multiple evaluators and different criteria. In the fol-
lowing, we illustrate it considering the case of a set of users who collaborates to the
prioritization of a set (of cardinality n) of instances, with respect to a common target
rank criteria.

The types of data involved in the process are depicted as rectangles, namely: Data
represents data in input to the process, that is the finite collection of instances that
have to be ranked; Pair is a pair of candidate instances whose relative preference is
to be specified; Preference is the order relation, elicited by the user, between two
alternatives. The preference is formulated as a boolean choice on a pair of alternatives;
Ranking criteria are a collection of order relations that represent rankings induced by
other criteria defined over the set of alternatives; Final ranking represents the resulting
preference structure over the set of instances. The final ranking, which results from the
output of the process, represents an approximation of the target ranking. Notice that this
ranking may become the input to a further iteration of the process.

The steps of the basic process iteration τ are depicted as ovals in Figure 1. In par-
ticular they are:

1. Pair sampling, an automated procedure selects from the repository a pair of alter-
natives and submits it to the user to acquire the relative priority. Notice that in this
step, the selection of a pair takes into account information on the current available
rankings (this information is stored in the data Preference, see the arrows between
Preference and Pair sampling in Figure 1).

2. Preference elicitation, this step interleaves the involvement of the user in the loop:
given a pair of alternatives the user chooses which one is to be preferred with re-
spect to the target ranking criteria.

3. Ranking learning, given a partial elicitation of the user preferences, a learning
algorithm produces an approximation of the unknown preferences and a ranking of
the whole set of alternatives is derived.

If the result of the learning step is considered enough accurate or the manual elici-
tation effort is too demanding, the iteration halts and the latest approximated ranking is
given as output; otherwise another cycle of the loop is carried on. The model is charac-
terized by the fact that the preference elicitation is monotonic (i.e. the user does not see



Collaborative Case-Based Preference Elicitation 755

Data

Preference

Pair

Final
ranking

Ranking
criteria

Preference
elicitation

Pair
sampling

Ranking
learning

User

Fig. 1. The basic iteration of the requirements prioritization process

the same pair twice). Such a method aims at obtaining a lower human effort/elicitation,
while increasing accuracy of the approximation.

The Ranking learning step produces an approximation of a preference structure,
exploiting the boosting approach described in [5, 6]. In particular we have a finite set
of alternatives X = {x0, . . . , xn}, a finite set of m ranking criteria F = (f1, . . . , fm)
describing the single alternative, inducing an ordering on the set X , where fj : X → R

(R = R ∪ {⊥}) and the interpretation of the inequality f(x0) > f(x1) means that
x0 is ranked above x1 by fj and fj(x) = ⊥ if x is unranked by the functions in F .
For example, if we consider the scenario of environmental risk assessment, a set of
risk areas plays the role of the set of alternatives, while a ranking criterion could be
represented by the order relation induced by the feature that describes the number of
damaged people in a given area.

The target ranking represents the ideal risk areas ordering that we are interested
in; it is defined as the function K where K(x0) > K(x1) means that x0 is ranked
above x1 by K. We define also the user feedback function, the sampling of the rank-
ing target K at the iteration τ , Φτ : X × X → {−1, 0, 1} where Φτ (x0, x1) =
1 means that x1 be ranked above x0, Φτ (x0, x1) = −1 means that x0 be ranked
above x1, and Φτ (x0, x1) = 0 indicates that there is no preference between x0 and
x1 (we assume Φτ (x, x) = 0 and Φτ (x0, x1) = −Φτ (x1, x0) for all x, x0, x1 ∈ X).
Related to the Φ we also define a density function D : X × X → R such that
D(x0, x1) = γ · max({0, Φτ (x0, x1)}) setting to 0 all negative entries of Φτ ; γ is
a positive constant chosen such that D is a distribution, satisfying the normalization
property1 ∑

x0,x1
D(x0, x1) = 1 .

The goal of the learning step is to produce a ranking of all the alternatives in X . The
ranking at the iteration τ is represented in the form of a function Hτ : X → R where x1

is ranked higher than x0 by Hτ if Hτ (x1) > Hτ (x0). The function Hτ represents the
approximate ordering of X induced by the feedback function Φτ using the information
from the set of features F .

In our framework, the function Hτ is computed by a learning procedure based on
boosting method that iteratively combines, via a linear combination, a set of partial

1 Notice that Φτ (x0, x1) = 0 means that the pair hasn’t been proposed to users, so this three
valued functions allows to represent the boolean choice of the user.
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Algorithm RankBoost
Input:

X: the set of requirements; F : the set of rankings support;
Φτ : the subest of known pairwise preferences at iteration τ ;
D: the initial distribution over the pairwise alternatives

Output:
Hτ (x): the final Hypothesis

begin
D1 = D;
For t = 1, . . . , T :

Compute ht(X; F, Φτ , Dt);
Compute Dt+1(X; Dt, ht);
Compute αt(X; Dt; ht);

return Hτ (x) =
∑T

t=1 αtht(x);
end.

Fig. 2. A sketch of the RankBoost algorithm

order functions ht : X → R, named weak rules, using a set of coefficients α =
{α1, . . . , αt, . . . }. The algorithm that computes Hτ , described in Figure 2, performs
T iterations; it takes as input the initial distribution D and the set of functions F .

The basic iteration performs the three steps described below:

Step 1. Computation of a partial order ht of the elements in X taking into account the
user feedback function Φτ . The ranking hypothesis ht is induced by the ranking
criteria in F , that are used as possible models. The algorithm that computes ht also
uses the distribution D to emphasize sets of pairs that has to be ordered by ht. To
compute ht we implemented the WeakLearner algorithm proposed in [5].

Step 2. Compute a new distribution D over the set of pairs already evaluated by the
user, which is passed, on the next iteration, to the procedure that computes the par-
tial order h; intuitively, distribution D represents the portion of relations where has
been hardest to produce an accurate prediction till the present step, so it emphasize
the relations that need to be ordered in the next steps. Moreover the information
provided by the distribution D is given in input even to the pair sampling policy;
in fact pairs whose priority relationship is supposed to be less accurate can be pre-
sented to the users for the next step of preference elicitation.

Step 3. Computation of a value for the parameter αt, where αt ∈ R. This value is a
measure of the accuracy of the partial order ht with respect to the final order H .

The number of iterations can be fixed a-priori or the algorithm stops when a stable
ordering configuration has been found. More details on the algorithm in [2].

3 Collaborative Approach

In the architecture illustrated above, the key factor to get effective the learning step is
the choice of the m ranking criteria, i.e. the set F . As discussed in [2] the number of



Collaborative Case-Based Preference Elicitation 757

ranking criteria is not crucial for enabling an accurate estimate of the target ranking.
Therefore it is not important to scale up on the dimension of F ; much more important
is the relationships that hold between the target (and unknown) ranking and the single
ranking criteria [3, 8].

The open issue is where these ranking criteria come from. In [2] the ranking criteria
were derived looking at the feature based description of the alternatives. Given a set
of alternatives and given a predefined feature, a ranking is obtained by the order rela-
tion induced by the feature values. Such a solution doesn’t apply to symbolic features.
However, the rankings derived from a feature-based description can be not related to
the target ranking, providing a noisy support to the learning step. Last but not least this
way of proceeding is not sustainable to manage a preference elicitation process over a
set of alternatives not homogeneously described.

The basic idea of collaborative approach is to exploit at run time the intermediate
ranking solutions generated by the preference elicitation process. First of all we can
replicate such a process model many times, supporting a single user interaction. There-
fore instead of collecting together preferences from three users to reduce the elicitation
effort, we can setup a distributed process where each single user attends to her/his own
process.

Each iteration of the cycle τ illustrated in Figure 1 produces a ranking hypothesis
Hτ (x). If we replicate twice the model we will have at each iteration τ two ranking
hypothesis H1

τ (x) and H2
τ (x). More in general we can have Hu

τ (x), with u = 1, . . . , U .
At a given step τ , the U − 1 ranking hypothesis {Hu

τ (x)}, with u = 2, . . . , U can play
the role of ranking criteria to support the learning step aimed to produce the ranking
hypothesis H1

τ+1(x). In a similar way all the ranking hypothesis for the τ + 1 step for
each user can be obtained looking at the intermediate hypothesis of other users.

After a bootstrap phase each user can accomplish the preference elicitation process
taking advantage from other users effort. Therefore at run time a user can rely on a set of
reference ranking defined over the same set X of alternatives. It is worthwhile to remark
that each process work to build an accurate approximation of the target ranking for a
given users. While the intermediate hypothesis Hu

τ (x) are shared among the different
processes, each learning step aims to target only its own Φu

τ known preference set.
Therefore each user doesn’t have access to other users preferences, neither the learning
step exploits a larger set of preferences merging different sources.

It is important to notice that such an architecture doesn’t produce an unique ranking
hypothesis and not necessarily the final hypothesis Hj

τ (x) will be the same as Hi
τ (x),

where j �= i. The ultimate goal is to produce an accurate ranking approximation tai-
lored to a given user lowering the elicitation effort. The synthesis of a final ranking
representative of all the users is not matter of this work.

4 A Case Study on Environmental Risk Assessment

The next step of our work has been the experimental evaluation on a real world problem.
We have chosen the civil defense domain because both of the typical restrictions hold:
first, it is usually difficult to have an homogeneous description of two different scenarios
of risk, second, rankings over the same set of scenarios are not available.
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The environmental systemic risk assessment is formulated as follows. There are a
collection of risk areas. Each area represents a scenario of risk. Systemic risk refers to
the capability of the social organization to react after an environmental emergency. The
elapsed time of organizations reaction is a crucial point in the risk assessment. A quick
answer can prevent that a moderate emergency will evolve in a high one. The systemic
risk assessment is a really difficult task because the encoding of all the relevant factors
is unsustainable. Much of this type of reasoning relies on background knowledge that
very often is tacitly illustrated in a map. To perform a systemic risk assessment over a
set of scenarios means to rank all these alternatives to support an intervention policy,
for example scheduling high cost simulations.

We considered the systemic risk assessment on the Province of Vicenza, Italy. A pre-
liminary recognition identified 40 scenarios of risk. Each risk scenario was defined by
a feature-based description helpful to support non ambiguous reference. An annotated
map provided a context sensitive characterization of the specific scenario.

We implemented a web-based interface to support a distributed access to a process
model as depicted in Figure 1. We involved 4 experts, mainly geologists from a private
company, that received the commitment to perform such a kind of assessment from the
local government. We set up the system to support individual authenticated sessions
for each expert. The typical session was organized as follows. An agenda of predefined
paired scenarios was presented to the expert. After a pair selection, the expert was free
to browse the map and to inquire the associated georeferenced database. Moreover they
were free to annotate the map with a context sensitive information, useful to highlight
the rational of risk assessment. The ultimate step was to resolve the relative risk value
between the two alternative scenarios. They simply inputed a boolean value to elicit the
pairwise preference.

The notion of target ranking was shared in advance by the different experts. The
systemic risk has been established as a common criteria. Since this concept is not well
defined, the single target rankings were not necessarily the same even though inspired
by the same goal.

5 Empirical Evaluation

The evaluation of a preference elicitation process is a tricky step. It is important to
remark that on-line evaluation strongly differs from off-line evaluation.

Off-line evaluation is based on simulation of the elicitation process. Therefore it is
possible to assume that the target ranking is known in advance. Target ranking can be
used as a correct model of the preference structure associated to a user. Such a model
can be exploited to generate the preference values simulating the user behavior. At the
end of the process the evaluation can be measured comparing the misalignment between
the target ranking and the approximated ranking.

In on-line settings this way of proceeding is no more valid because there is no chance
to know in advance the target ranking. For this reason we adopted an heuristic approach
to evaluation assessment.

We proceeded as follows. We grouped the 4 experts into two teams. The first team,
composed by three experts randomly selected, performed a collaborative preference
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Fig. 3. The cumulative agreement on ranking hypothesis. The first curve represents the behavior
of collaborative team while the second curve represents the behavior considering the solipsistic
expert

elicitation process as described above. Each of them, autonomously attended the pair-
wise elicitation sessions without any contact with other experts of the team. Neverthe-
less, the learning step of their model has been set up to use the intermediate hypothesis
of other two experts as ranking criteria. The process model of fourth expert has been
set up differently. As ranking criteria were chosen few ranks derived from the feature-
based description of the scenarios. At each cycle of the preference elicitation process,
the learning step of the fourth expert takes in input the same ranking criteria.

All four experts performed a schedule of 6 sessions. In the first session they had an
agenda of 20 pairs, then five more sessions with 8 pairs each. Experts independently
and remotely accomplished their tasks with the only restriction of synchronization for
the three of them. We have to remind that since the generation of new agenda of com-
parisons depends from the learning step, such a computation requires an intermediate
alignment among the three different processes.

After the elicitation of 60 pairwise preferences for each expert, approximately the
8% of all the |X|(|X| − 1)/2 possible pairs, we obtained four ranking hypothesis.

Starting from the four Hi
τ (x) ranking hypothesis we computed the curve of cumula-

tive agreement of all the four experts and those of the team of three. Figure 3 show the
behavior of such curves. On the x axis is plotted the k − th rank position. On the y axis
is plotted the percentage of agreement over the subset of scenario included between the
first and the k− th rank position. For example considering the first 8 positions the team
achieved an agreement of 75%, that is all three of them placed the same 6 scenarios.

The first curve in Figure 3 shows the behavior of cumulative agreement for the
collaborative team. All of them converge to a quite similar solution. The second curve
shows the behavior considering all the four experts. It is quite evident that the fourth
expert didn’t converge to similar solution providing the same elicitation effort of other
experts.

Of course we don’t know whether the ranking hypothesis of the team are more
closed to the target ranking than the fourth hypothesis. We are aware that the collabo-
rative architecture tends to introduce a bias in the elicitation process. For these reasons
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we performed two additional test to assess whether the ranking hypothesis of the team
are nearest to the target ranking.

The first test aimed at assessing whether there was a bias in the team formation. We
considered for each user the first set of elicited preferences Φu

0 , then we computed the
first ranking hypothesis Hu

0 (x) free of every bias. Given the four ranking hypothesis we
measured the correlation among all the possible subset of three experts. We detected that
the four expert wasn’t the outlier, on the contrary, the second expert belonging to the
team was much less correlated to the others. Therefore we can argue that the divergence
of the solipsistic expert isn’t related to a significant variance on the notion of systemic
risk.

The second test aimed to assess the agreement of the fourth expert on the results
of the team. We invited the fourth expert to attend an additional session. We arranged
an agenda of comparison as follows. We selected all the scenarios ranked by the team
in the first 8 positions that the fourth expert ranked after the 8-th position. The fourth
expert confirmed at least 75% of the ranking hypothesis of the team contradicting the
response of his own ranking hypothesis. Therefore we can argue that, given the same
amount of elicited preferences, a collaborative approach enables a much more effective
approximation of the target ranking.

Off-line simulations allowed us to assess that this behavior is not related to the total
amount of elicited preferences. To schedule a given amount of preferences acquisition
among three experts or to assign the whole task to a single expert doesn’t produce
similar ranking hypothesis. There is trade off between the user effort and the accuracy
of ranking hypothesis. When the size of alternatives increases the bootstrap of learning
step increases too. Two are the strategies to have a quicker approximation of the target
ranking: to provide much more elicited preference values or to provide much more
accurate ranking criteria as support of the learning step. The second strategy results to
be more effective in reducing the total elicitation effort while preserving an accurate
approximated ranking.

The key factor of collaborative approach is twofold. The former is to provide to the
learning step good reference rankings whose quality increases as the process proceeds.
The latter is that the pair sampling policy address the acquisition of explicit preferences
towards pairwise relationships that are more critical for the learner to approximate.

It is important to remark that we didn’t make any restrictive assumption on the target
ranking of different experts.

A useful by-product of the experimentation has been the detection of three main
categories of risk. Looking at the curve of cumulative agreement, see Figure 3, it is pos-
sible to detect three main partitions where the agreement among the experts is locally
maximum. This result seems to provide an evidence that the collaborative approach can
be even much more performant if we adopt a rougher evaluation measure.

Finally it is worthwhile to remember that we didn’t introduce any domain dependent
assumption. The deployment of the collaborative architecture, the configuration of the
elicitation process and the deployment of the application didn’t require any additional
effort related to the specific case study.

The merge of the three ranking hypothesis produced by the team of experts has been
included in the environmental risk assessment report delivered to Province of Vicenza.
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6 Conclusions

We have remarked how learning approach can be profitable to support large scale pref-
erence elicitation processes. Our contribution refers to a framework to support collab-
orative case-based preference elicitation. We argued how our proposal is effective in
dealing with the scaling problem and the homogeneity restriction. Moreover we gave a
solution to the lack of reference rankings, a premise to the exploitation of learning tech-
niques. An experimental evaluation on a real world case study provided the empirical
evidence of the performance of our method in practice.
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Abstract. The upcoming argumentative approach to environmental planning is 
increasingly spreading out, challenging the traditional strong and absolute 
rationality of planning. Aiming at structuring the complex issues of the 
environmental domain, rather than simplify problems, several agents need to 
interact, locate and share behaviours and knowledge, meanwhile learning from 
each others' attitudes and knowledge patterns. In this context, cybernetic 
rationality is being increasingly re-considered as a quite strong theoretical 
limitation to environmental planning, a background being founded on merely 
linear paths of elements and states which is hard to be removed. This rationality 
is indeed able to cope with deterministic processes, but unable to face the 
probabilistic and chaotic environmental phenomena, so making it extremely 
hard to point out elements, to schedule times, to respect consistencies. Given 
this starting conceptual condition, this paper discusses some theoretical and 
experimental issues for the development of cognitive architectures of intelligent 
agent communities in water resources management. This is done through the 
recognition of the common good nature of water resources, which in turn 
affects the features of social and individual cognitions involved, as well as the 
decisions processes. Throughout the paper, a special attention is paid to 
dilemmas of cognitive change and knowledge-in-actions development in multi-
agent participatory environments, through references to both cognitive and 
organizational analysis.  

1   Introduction 1 

Fundamental common goods – continental water, deserts, forests, oceans – are 
increasingly at risk in the planet Earth, as they are invested by populations and 
transformations exceeding their carrying capacities. As a consequence, scientific and 
political efforts to protect them are spreading. At the same time,  public involvement 

                                                           
1 The present study was carried out by the authors as a joint research work. Nonetheless, 

sections 2 and 5 were written by D.Borri, sections 3 and 4.2 by D.Camarda, sections 1 and 
4.1 by L.Grassini. 
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in decision-making is increasingly seen as a cornerstone of democratic ideals and, 
besides, a necessary practical means of putting decisions into effect. In the water 
sector, in particular, both at the international and local levels, participatory arenas are 
increasingly being set up to build collaborative decisions and visions [10, 26]. 
However, traditional approaches to public involvement, which rely heavily on 
information campaigns, facilitated discussions, and public hearings for conveying 
information, frequently leave participants dissatisfied, so that new frameworks are 
needed to enable public participation into decision-making, especially if supported by 
ICT tools [22]. 

This paper discusses some theoretical and experimental issues for the development 
of cognitive architectures for water management. Special attention is paid to 
architectures and dilemmas of cognitions and actions implied by the participatory 
frames, that is by the situations in which power is shared among a number of agents. 

In so doing, the present paper tries to explore the cognitive potentials of 
interaction, where cognition is considered an evolving frame on which interaction can 
play, perhaps, a major role in eliciting hidden relationships and attitudes. Which are 
the real potentials of multi-agent interactions in this respect? How far multi-agent 
interactions can really foster more in-depth explorations of any problematic situation 
and unravel aspects of individual and collective knowledge which remain hidden in 
the traditional mono-logic cognitive processes? These are the core questions that this 
paper tries to address, aiming at highlighting some promising research patterns by 
making reference either to theoretical debate and to empirical analysis. 

The paper structure is made up as follows. After this introductory note, section 2 
critically discusses the specific features of social and individual cognitions on 
common goods from the perspective of their interaction in participatory processes. 
This issue is further explored in section 3, where some issues for building effective 
cognitive architecture to support participatory decisions and knowledge-sharing for 
common goods are sketched out. In this section, some fundamental typologies of 
decisions in this field are discussed, making explicit references to decision processes 
and knowledge-in-action development. In the following section, cognitive change in 
participatory decision making for common goods are tackled, and mechanisms for 
change within organizations are discusses through references to research in both 
cognitive and organizational field. In section 5, some key aspects of the organization 
of forums are shown up, with a particular reference to cognitive exchanges involved. 
Finally, in section 6 some tools and cognitive architecture for Intelligent Agent 
Communities are discussed so leading to some concluding remarks in the last section. 

2   Common Goods and Their Cognitions 

From the point of view of multi-agent cognition and of communicative planning for 
use and protection of water resources, our interest goes to (i) exploring the ways in 
which a number of agents share basic cognitions about some fundamental common 
goods and (ii) starting from socially diffuse knowledge on common goods and from 
particular and/or contingent technical or political knowledge, developing – with the 
support of intelligent information technologies –  integrated cognitive environments 
useful for local communities for sustainable resource management [1, 3, 4]. 
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Social and individual cognitions about common goods – for aspects both 
fundamental and contingent – still lack of specific investigation, in particular from the 
point of view of the information technologies. Either belonging to a glacier or a river 
or a sea, water is well known in its essential sensorially – also emotionally – 
perceivable characteristics to the community living around and experiencing it. At the 
same time water reveales itself to scientific analysis through a set of characteristics – 
also not immediately perceivable – that are knowable through systematic reflection 
and experimentation2. The internal boundaries of this general – common and expert – 
knowledge are not easily definable, also because of the strong interrelation of the two 
components of the system. 

What are the differences – if differences exist – in community cognitions relating 
to common goods or to particular goods? For the exploratory aims of this paper we 
assume that differences could only exist in the extent of the experience of these goods 
that is made by  communities and individuals belonging to them (an extent, for 
example, which generates the monstruosities and fears often crowding wide waters or 
forests), which produces relevant basic cognitive frames, different from the modest 
ones often relating to particular goods or resources.     

What are the peculiarities, on this terrain, of decisions and knowledges-in-action 
relating to common goods? This question does not have – as it is always for problems 
of cognition-in-action – absolute answers. One can observe, in the light of the above 
mentioned considerations, that – because of the fact that common goods perform roles 
of environmental dominants3 – in this case decisions and knowledges-in-action are, 
on one side, captured within schemes and routines based on consolidated and 
traditional knowledges and experiences, accessible according to the models of 
libraries and related multi-objective and multifunction indexes. On the other side, they 
are driven towards innovative schemes and routines by concurrent strengths and by 
augmented probabilities of creative transformation of pieces of reality  depending on 
the magnitude of the group of involved agents4.  

There is consequently a particular intense tension between tradition and 
innovation, between the conservative uses of schemes and routines – pieces of 
represented reality – stored in memories with basic features shared by cognitive-
experiential multi-agents in the community and the transformative ones, whose 
variety increases with increasing numbers of involved agents. 

In these processes, decisions and knowledges-in-action get basic co-ordination by 
some fundamentals of the common goods. They demand, however, further – more 
intentional and political – coordination. This is directed both to allow the 
development of autonomous initiatives of local agents on local phenomena of 
common goods not threatening global functional coherences of these common goods 
(that is, using an analogy, phenomena that are contained in the margins of resilience 
and adaptability of those common goods when we conceive them as systems) and to 

                                                           
2  For the integration of experience and reflection, following Chomsky’s suggestions, good 

references still come from the seminal works by Russell [18], Goodman [9], Quine [17]. 
3  For the concept of environmental dominant see Maciocco [15, 16]. 
4  For this quantitative-probabilistic view of creativity as transformation of reality starting from 

parts of it, and for the fundamental role played by memory in the transformation, see Borri, 
2002. 
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find out wider functional or merely ideal field agreements5 on those common goods in 
their wholes. 

This is a co-ordination demanding the existence of dedicated agents when the 
elements that need to be co-ordinated exceed certain number, strength, and/or speed 
thresholds not definable in the abstract as they depend on the context of the 
communities and phenomena associated with the co-ordinations and their subjective 
and objective needs. Pre-existent or emerging constraints to decisions and 
knowledges-in-action, deriving from the control functions activated by the 
communities of agents and their institutions in order to preserve common goods, in 
complex ecological play of mutual equilibria [8], generally reduce the dimensions of 
problem spaces otherwise intractable. 

3   The Organization of Forums 

In setting up forum activities, agents are usually selected in order to respect a 
composition of stakeholders that is intended to be as broader as possible. From 
institutional to non-governmental, from working to non-working, from powerful to 
no-voice stakeholders are supposed to be invited to participate in forums, in order to 
coherently simulate the complexity of the domains involved in the decision-making 
process. Internet-based interactive platforms are also increasingly used, with the aim 
of involving as many agents as possible without pulling them away from their daily 
activity and, so having a larger process participation. The main aim is to build up 
distributed/shared interpretative platforms, where the interaction among stakeholders 
is long lasting, being possible to allow the collection and contextual comparison of 
the different forms of knowledge recognizable in different languages, representations 
and discourses [7, 12, 23]. 

Within the interaction process, the exclusion (or the over-inclusion) of stakeholders 
may imply an exclusion of several cognitive contributions from (or an over-inclusion 
in) the issues at hand, with possible related problems for democratic and effective 
decision-making. From the cognition standpoint, this means that the knowledge 
patrimony involved in multi-agent small-group interactions is strongly affected by a 
cognitive asymmetry toward some forms of knowledge, to the detriment of the others 
[19, 20]. In the environmental domain, intrinsically complex and characterized by a 
widely recognized presence of common, non-standardized, 'non-expert' forms of 
knowledge, an asymmetry to the advantage of 'expert' knowledge is able to affect the 
planning process making it ineffectual. In the domain of common goods, such as the 
water resource, where the need for grasping experiential, innate knowledge 
representations from communities is crucial to support decisions, the underestimation 
of non-standard cognitive contributions is even more dangerous, since it can induce 
false semantics, with the risk of allowing erroneous or unapt policy actions. 

Notwithstanding such risks, in general, a character of casualness seems to inform 
the decision-making process, at least in its preliminary forum interaction stage. 
Stakeholders may join and leave the process with casual procedures and in casual 
                                                           
5 For the concept of field agreement regarding the sharing of environmental values and 

intentions in human communities and their geographies, see Maciocco and Tagliagambe [14]; 
for the concept of operational agreement on partial truths in plans, see Borri [4]. 
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times, but their contribution is always worthwhile and cannot be disregarded. This 
situation is able to challenge the intentionality that traditionally orients the setting up 
of planning processes, and poses questions about how to handle this apparent 
contradiction. This is not but a further aspect of the complexity of the environmental 
domain, that today's system architectures aimed at supporting decision-making need 
to address to achieve acceptable effectiveness. 

4   Cognitive Architectures for Intelligent Agent Communities 

4.1   Cognitive Mapping for Peripheral Reasoning 

Cognitive maps are currently being used by our research group as an effective support 
for participatory cognitive interactions among multiple intelligent agents6 [2, 5]. In 
particular, we have used cognitive maps as tools supporting participatory exercises 
within strategic process of environmental future scenario development at different 
levels. In general, we ask participant agents to draw themselves cognitive maps 
thanks to a user-friendly computer software7 (Decision Explorer), so reducing the 
interference of the researcher and the ambiguities in interpreting the agents’ 
comments. After drawing individual maps, each participant is then asked to read other 
 

 

Fig. 1. Cognitive map before (light) and after (light & shaded) participants’ interaction 

                                                           
6  Today, cognitive maps are an important tool in the research field, and their use and 

applications have quite considerably changed during the last decades, particularly in 
cognitive-agents interactions [6, 24]. 

7  The potential of cognitive mapping for architectures able to support effective participatory 
processes lies also in the increasing development of computer software able to manage them 
in a very easy and time-effective way. Decision Explorer© produces maps of concepts and 
relationships among them, so generating a visual representation of individual or group ideas. 
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agents’ map and to make some changes in their own, if they liked. The results of our 
first experiments of this kind proved to be quite encouraging, with reference to the 
potential of cognitive maps to foster cognitive evolutions among participants. In fact, 
at the end of our experiments we usually found interesting hybridations happening on 
some benches of individual maps, especially on their peripheral areas. In fig. 1 there 
is an example of cognitive map drawn during a participatory process for the strategic 
development of some areas of the Apulia region; in that, shaded concepts are the ones 
added by participants after the interaction [5]. 

These first findings, together with the suggestions coming from previous 
discussions on cognitive reframing and conflict management, prompted us to take our 
experiments even further. In this light, while conflicts management issues were not 
specifically addressed in our first experiments, we have recently tried to explore 
potentials of cognitive maps as a means to foster institutional reframing for shared 
management of common goods in conflicting domains. In this perspective, we have 
tried to test if they could be a good support for the process of peripheral reasoning and 
cognitive change as a means to foster collaborative processes in conflicting 
communities.  

This idea came from the analysis of the structure of cognitive maps, which is 
composed of nodes and links whose structure clearly shows a core part, storing 
fundamentals and strong ideas, and pieces of peripheral reasoning, which are linked to 
them in a tree-like structure. Our first aim was, thus, to organize a participatory 
experiment where to ask participant agents to draw their own map in order to use them 
not as holistic representations of agents’ points of view but as a source of pieces of 
reasoning and cognitive branches to be shared among them without reference to the core 
ideas and values to which they were formally attacched. In this way, participants could 
get through other agents’ cognitions without getting struck into conflicts on differences 
in core values and positions, while, at the same time, being allowed to attribute their 
own individual meanings to others’ cognitive branches. In this way, we hoped, people 
could hybridize pieces of cognitions in an easier and less conflicting way. 

Indeed, the case we choose, related to the already mentioned case of strategic 
planning for the Ofanto river basin, was not very successful since very few people got 
involved in the process, so our results are not robust enough to make general 
statements out of them. Nevertheless, first results encourages to make further attempt 
in the same direction and confirm the importance of cognitive maps as a precious tool 
for effective cognitive architectures for reframing within intelligent agent 
communities. 

4.2   Working Agents in Operational DSS Architectures 

Urged by the need of building up process architectures contextualized to different 
situations and spaces of decision, our research experiences witnessed a continuous 
modification of architectures themselves. In the general environmental domain, a 
possible structure should represent a hybrid combination of interoperable software 
tools and more traditional human-based steps, in the attempt of supporting the 
exchange of agents' cognitive contents and related frames (fig. 2). 

The first step consists in the distribution of preliminary informational material 
about the subject. In fact, in standard multi-agent forum knowledge generation it is 
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general rule to set up an explicit frame, variously wide and structured, usually 
exogenous, because of its preparation by the knowledge engineer who is responsible 
for the exercise and acts as ‘intermediate agent’ for knowledge facilitation, focusing, 
mediation [1, 5]. 

The second step aims at letting agents try to set up the problem space individually, 
as they perceive it, according to their own knowledge. Agents are stimulated to collect 
complex individual standpoints on the problem, structured as logical frames of nested 
concepts and ideas, that can be represented in a rich form [2]. 

In order to better clarify the concepts put down in the map, in step 3 agents are 
asked to explain individually the different typology of inferential rules among 
concepts (temporal, spatial, associative links, etc.). In doing so, they are forced to 
reflect on the relationships among concepts and, indirectly, to signify concepts 
themselves and make them more effective and manageable within the process [25]. 
With the same aim, agents are asked to further argue on one concept on which he/she 
is more emotionally involved, by using a software tool that manages idea generation, 
exchange and brainstorming [13]. 

 
 
 

Step 1. Informational phase
Context: collective
Task: delivering informational leaflets to agents

Step 2. Problem setting
Context: individual
Task: concept mapping
Tool: CM software (Decision Explorer)

Step 3. Hypermapping
Context: individual
Task: textual arguing on map elements
Tool: brainstorming software (MeetingWorks)

Step 5. Problem re-setting and modifying
Context: individual
Task: modifying maps and relevant texts
Tool: CM software (Decision Explorer)

Step 4. Open discussion
Context: collective
Task: verbal interaction on map outcomes

Delivery of outcomes
 

Fig. 2. Architecture for the environmental domain 

Step 1. Informational phase
Context: collective
Task: delivering minimal information to agents

Step 2. Problem setting
Context: individual
Task: Mapping core concepts and linked branches
Tool: CM software (Decision Explorer)

Step 3. Hypermapping
Context: individual
Task: textual arguing on map elements
Tool: brainstorming software (MeetingWorks)

Step 6. Problem re-setting and modifying
Context: individual
Task: modifying maps and relevant texts
Tool: CM software (Decision Explorer)

Showing all maps

Step 4. Expunging
Context: external action
Task: Eliminating core concepts from all maps
Tool: CM software (Decision Explorer)

Step 5. Informational phase
Context: collective
Task: Sharing expunged maps among agents

 

Fig. 3. Architecture for common goods management 
 

Step 4 is a collective phase, in which agents are invited to discuss individual 
outcomes and compare different views, by looking at the collection of maps and 
textual statements. This step is similar to a sudden irruption of new information in the 
process, under the form of collective interaction, which lets each agent explore new 
elements and re-calibrate cognitive levels consequently. This irruption is supposed to 
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modify contents, approaches, representations of the issues at hand: a 'card-shuffling' 
which should stimulates re-thinking in subsequent phases. This stage can be carried 
out by using the support of a software tool, as in the previous step: however, some 
experiences show that a verbal collective interaction is sometimes more able to 
exchange and clarify cognitive issues among agents, mainly because of emotional 
reasons [11].  

The fifth step is intended to verify if substantial and/or cognitive changes have 
really occurred after the previous interaction. Agents are asked to modify maps in 
terms of either conceptual contents, or inferential rules, or value/fact categorization.  

In the experimentation carried out in the case of the management of the Ofanto 
river basin, the space of decisions and of knowledge involved showed the typical 
characters of common goods. The process to support decision-making was therefore 
highly rooted on the experiential/innate dimension of knowledge, as said above. This 
means that the stages of the process should take into particular consideration the 
cognition frames of agents by, from the one side, enhancing their crucial contribution 
and, from the other side, preventing their ability to challenge creative modifications of 
frames themselves (fig. 3). 

Also in this particular case, the first step represents the provision of an ex-ante 
informational picture set up to start the interaction process. However, this previous 
exogenous framing is not exempt from risks of frustrating the aspirations both to 
creativity and to democracy that inhere in cognitive exercises per se [21]. In dealing 
with the management of a river basin (a common good), this risk is to superimpose an 
exogenous representation of the context to individual cognitive frames, largely 
endogenous, so loosing the essential experiential/innate dimension of the cognition 
involved, that is so important in representing the complexity of the common good, as 
previously said. To minimize such risks, the first step may be only a phase of merely 
providing agents with the minimal information needed to express the problem space 
to be dealt with. 

Steps 2 and 3 are aimed at the same purposes as in the general environmental case: 
therefore problem setting and 'hypermapping' are carried out with the same approach 
as in the general case. 

Then, the subsequent stages of the process are channelled toward a really different 
path in the Ofanto river case study. Dealing with a common good, the handling of 
individual knowledge frames is important in many ways, as said before, so needing a 
particular approach to effectively process cognitive contents. With the aim of 
allowing the free development and restructuring of individual cognition contributions 
built up around core concepts, such core concepts are expunged from structured maps 
(step 4), leaving sub-concepts unlinked and available to all agents. Such libraries of 
free chains of (sub-)concepts are showed to agents as a new piece of information 
irrupting in the process to shock their frames (step 5), and represent cognitive cues 
usable to modify own original maps (step 6). 

The rationale for this basic processual (and architectural) modification is connected 
to the fact that maps are the representation of strong individual cognitive frames on 
the river icon, and they can be overwhelmingly influential to structure developments. 
In this light, each frame is able to block the creative modifications of other individual 
frames: the expunging of core concepts from maps is aimed at letting agents exchange 
knowledge contributions, trying to limit that strong mutual influence. On the other 
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side, each agent uses chains of concepts to enrich and develop own cognitive maps, so 
enhancing the complexity and de-prejudicialization of cognitive frames and, 
consequently, their crucial role in supporting decision-making. 

Eventually, all modified maps are showed and made available as outputs in the 
process. 

However, as mentioned before, casuality typically informs the real arenas of 
governance, and agents join and leave processes occasionally and unpredictably. DSS 
architectures, even hybrid and open, do reveal a certain degree of intrinsic rigidity at 
many levels, particularly unapt to handle those particularly complex kinds of casual 
events. 

When a new agent joins an interaction session, s/he brings one or more cognitive 
frames along with her/him, stemming from either an exogenous/ autogenous 
sedimentation process, or a dynamical interaction with other agents, occurred in other 
sessions. Other agents in the 'room' are on an ongoing phase of looking for possible 
settings of a given problem, perhaps without finding coherent structures yet. The most 
probable contact may occur during this dynamic phase, and the new upcoming agent 
joins the process running into an existing cognition frame that is still fuzzy. 

From this point on, a contact among different cognitive frames occurs. 
Unfortunately, the risk of a juxtaposition follows, rather than an integration, of frames 
is high, eventually resulting in a marginalization, or even a disregarding, of the new 
comer’s contribution. In doing so, large part of the richness provided by the new 
comer can be lost, and the quest for grasping the complexity of problems fails. The 
reasons of a difficulty in managing the new comer’s contribution are various, but 
often connected with the difficulty that existing agents show in catching the 
importance, the relevance of a new comer’s contribution in real time. Often, the 
impossibility of understanding the ‘quality’ of the new cognition frame prevents the 
new comer from being considered as an ‘equal among peers’, which is a normal basic 
condition for a standard democratic forum to work. 

In face-to-face forums, there are several informal, often unconscious mechanisms 
to filter and represent the backing knowledge, the previous experiential, social and 
cultural history (the cognitive frame) of the new comers. When dealing with on-line, 
even remote, computer-based forums, this mechanisms prove to be cryptic, and 
should be unveiled and made explicitly manageable within the process architecture -a 
hard multi-dimensional and multi-logic task, far from the working range of the toy-
block world. 

But even if the frames of the upcoming agent should be simplified and made 
manageable through ad-hoc architectures similar to what said before, the casuality of 
the joining event would prevent the singling out of definite points of the process in 
which the connection can be actually set up. 

5   Conclusions 

Decisions and cognitions-in-action relating to important environmental resources 
(common goods) provide relevant cues for the building of peculiar architectures of 
artificial cognitive agents. Questions of sharing and of integration of cognitions for 
action are confirmed by our initial experiments and insights. Such insights regard both 
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the relevance of roles played by fundamental cognitions (experientially and innately 
derived) and the difficult tractability of integrative cognitions – as much essential as 
the fundamental ones – deriving from systematic reasoning and abstraction and logic 
categorisation abilities performed by integrated intelligent artificial agents.  

The system architectures must allow complex co-ordinations of decisions and 
cognitions-in-action and also for this purpose they must be structured in various levels 
of abstraction more than concern. In those architectures the starting modules of the 
cognitive processing can be frames self-generated by the involved communities of 
agents. 

A number of possible types of decisions and cognitions-in-action structure the 
architectures of multi-agent cognitive systems applied to important environmental 
resources. They are relevant both to the perceptions and mobilizations of needs and 
the related organisational chains affecting the communities of agents and the internal 
and/or external institutions which they refer to.  

The systems which we are referring to are then connected in variously made 
networks and are highly influenced by casual phenomena.  

The essential roles played by fundamentals and dominants pose problems of 
architectures of memories of the cognitions-in-action relating to the various agents 
involved and consequently of the capacities of transformation of elements of these 
memories. Interactions between socially shared and highly stable fundamentals – of 
innate type, lying at the core of the cognitive deposits – and integrative cognitions 
oriented to change located at the periphery of those deposits pose, in the end, further 
peculiar problems for the architecture of multi-agent cognitive systems engaged in 
decision and cognition-in-action tasks relating to common goods. 

Also due to such major reasons, concrete examples of DSS architectures are still 
poorly available. Toward this operational aim further research effort is then needed, in 
order to attain more effective intelligent-agent-based decision support systems. 
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Abstract. Several attempts have been recently provided to define Oral 
Anticoagulant (OA) guidelines. These guidelines include indications for oral 
anticoagulation and suggested arrangements for the management of an oral 
anticoagulant service. They aim to take care of the current practical difficulties 
involved in the safe monitoring of the rapidly expanding numbers of patients on 
long-term anticoagulant therapy. Nowadays, a number of computer-based 
systems exist for supporting hematologists in the oral anticoagulation therapy. 
Nonetheless, computer-based support improves the quality of the Oral 
Anticoagulant Therapy (OAT) and also possibly reduces the number of 
scheduled laboratory controls. In this paper, we describe DNTAO-SE, a system 
which integrates both knowledge based and statistical techniques in order to 
support hematologists in the definition of OAT prescriptions to solve the 
limitations of the currently proposed OAT systems.  The statistical method is 
used to learn both the optimal dose adjustment for OA and the time date 
required for the next laboratory control. In the paper, besides discussing the 
validity of these approaches, we also present experimental results obtained by 
running DNTAO-SE on a database containing more than 13000 OAT 
prescriptions. This paper is a better structured and complete version of a paper 
previously published in the “Intelligenza Artificiale” national italian journal 
edited by the AI*IA society [3]. 

1   Introduction 

The Oral Anticoagulant Therapy (OAT) is an important treatment to prevent and treat 
thrombosis events, either venous or arterial. In the last few years these kinds of 
pathologies have been increased and, as a consequence, also the number of patients 
being treated with OA is growing. Several attempts have been provided recently to 
define guidelines for the correct management of Oral Anticoagulant Therapy (OAT). 
These guidelines include indications for oral anticoagulation and suggested 
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arrangements for the management of an oral anticoagulant service. They aim to take 
care of the current practical difficulties involved in the safe monitoring of the rapidly 
expanding numbers of patients on long-term oral anticoagulant therapy.  

Nowadays, a number of computer-based systems exist (see [4,10,11] for instance) 
for supporting haematologists in OAT management. Nonetheless, computer-based 
support improves the OAT quality and also possibly reduces the number of scheduled 
laboratory controls. Most of these systems follow an algorithmic approach and do not 
allow as much flexibility as required by haematologists. On the other hand, they do 
not support haematologists in all the OAT therapy phases.  

In this paper, we show how the integration of state-of-the-art artificial intelligence 
and statistical techniques can solve the limitation of such systems. Artificial 
intelligence techniques have been applied to the medical field since 1980, in order to 
develop intelligent knowledge based systems capable to support hospital personnel in 
many routine activities which require high quality levels and flexibility. Statistical 
techniques and, in particular, regression analysis have been used for 20 years to 
evaluate the relation between the prothrombin time against time following the loading 
dose of OA drug [10].    

These techniques have been integrated and refined in a medical decision support 
system named DNTAO-SE which manages all the OAT therapy phases and helps 
haematologists in increasing the quality of their work. This quality improvement has 
been evaluated in a testing trial performed on 13000 OAT prescriptions performed by 
an hospital in Bologna (Italy) from January 2004 to December  2004. 

The paper is organized as follows. In Section  we briefly introduce OAT and its 
phases. Section  describes DNTAO-SE objectives and architecture. Section  
describes the experiments conducted for learning the regression model for automatic 
dose suggestion. Section  describes a test conducted in order to evaluate DNATO-SE 
suggestion reliability. Section 6 presents some related works. Finally Section 7 
concludes and presents future works. 

2   Oral Anticoagulant Therapy 

The Oral Anticoagulant Therapy (OAT) is an important treatment to prevent and treat 
thrombotic events, either venous or arterial.  

In the last few years these kinds of pathologies have been increased and, as a 
consequence, also the number of patients being treated with OA is growing: at this 
moment, patients being treated with OA in Italy are about 400000. In some clinical 
circumstances (stroke, atrial fibrillation, venous thrombosis etc.), the OA treatment 
has a determined period. In other pathologies, which are the greatest part of 
indications (mechanical prosthetic heart valve, recurrence of arterial 
thromboembolism, inherited thrombophilia), the treatments last the patient's entire 
life. In this case, treatment looks like a therapy for a chronic disease for patients of 
every age. It is necessary to keep the same decoagulation level of the blood to prevent 
occlusion, because in high-risk cases it can be fatal to the patient. This is the reason 
why patients under OAT are continuously under surveillance.  

The International Normalized Ratio (INR) is the recommended method for 
reporting prothrombin time results for control of blood anticoagulation. A patient’s 

2
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INR indicates to the doctor how to adjust the dose of Warfarin, or other oral vitamin 
K antagonist, trying to keep the INR near to the centre (target) of a fixed range of 
values, called therapeutic range. Therapeutic range is different from patient to patient, 
according to his cardiac disease, and is determined on the patient’s therapeutic 
indication.  

Therapy is based on three main phases: stabilization phase, maintenance phase, 
management of the INR excesses. The first objective of the therapy is to stabilize the 
patient’s INR into the therapeutic range and then find the right dose of Warfarin 
needed on the second phase (maintenance phase) to keep INR in the range. The 
process of stabilization is very delicate and if it is badly managed, serious 
hemorrhagic events can occur. In this phase, the INR level must be checked daily and 
the next dose must be calibrated at every coagulation test, until the INR is stable. This 
objective is usually achieved within a week. Once stabilization is reached is necessary 
to find the maintenance dose: this dose is the one capable to keep the INR stable 
inside the range (when there are no other clinic complications that can modify the 
coagulation level). In this phase, control frequency can be reduced from daily to 
weekly and in some cases to monthly (if the patient shows a high grade of stability). If 
INR value gets off the therapeutic range more than the 25% of the range amplitude, 
specific dose adjustments are necessary.  

The increasing number of OAT patients and the cutting of the INR evaluation 
points make necessary to improve the quality of the OAT prescriptions supporting the 
haematologists in the evaluation of each patient and in the adoption of international 
OAT guidelines. It also necessary to focus the haematologist and nurse’s attention to 
the most critical cases which need a more detailed and accurate information 
collection. To reach these goals is becoming crucial the development of a software 
capable to provide a reliable OAT therapy support. 

3   DNTAO-SE 

DNTAO-SE, also described in details in [3], is a medical decision support system  
developed in order to improve DNTAO [5], an OAT data management system, by 
introducing as new functionality the automatic suggestion of the most suitable OAT 
prescription (dose and next control date). 

The development of DNTAO-SE has been based on several considerations about 
the different steps followed by OA patients, nurses and haematologists for the 
execution of an OAT control. In the first step, a patient goes to the OAT control 
centre, where a nurse makes questions about the therapy status and other related 
events (Checklist) occurred after the last therapy prescription. In the second step, a 
blood sample is taken, and then is sent to a lab to be analyzed by an automatic device. 
The blood sample test is needed to measure the INR level. In the third step, a 
haematologist evaluates the checklist, the INR level, the patient clinical history 
(formerly INR levels and assigned doses in the previous prescriptions) and other 
relevant clinical information in order to define the next prescription.  

DNTAO-SE supports the haematologist in the third step, automatically retrieving 
all the information previously described and applying a knowledge base and an 
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Fig. 1. Prototype architecture 

inference engine to propose the most suitable next prescription. The proposed 
prescription is then manually revised by the haematologists in order to define the final 
one. The architecture of the DNTAO-SE prototype is shown in Fig. 1.  

3.1   DNTAO-SE Knowledge Base 

DNTAO-SE uses its knowledge base to subdivide patients in four categories: high 
risk patients; medium risk patients; low risk patients who need little therapy 
adjustment; low risk patients who do not need a therapy change.  

DNTAO-SE defines a patient at high risk if almost one of these conditions is 
verified: he is starting the OAT therapy; he is restarting the therapy; he has delayed or 
anticipated the INR check; he has a very high or low  INR level; he has an excessive 
INR change; he has the INR significantly out his therapeutic range. Each condition 
triggers a different therapy management. 

The other patients may be at medium or low risk. A patient is at medium risk if 
almost one of these conditions is verified: he has alarms in his checklist; he had a high 
INR change; he is subjected to very low or very high drug doses; he was instable in 
almost one of the last three INR check; he has an INR out the therapeutic range. If 
none of these conditions are verified, the patient is defined at low risk. 

For medium risk patient, DNTAO-SE automatically proposes a dose adjustment in 
order to reach the desired INR value. This dose adjustment is defined by using a 
regression model described in Section .  

For low risk patient, DNTAO-SE confirms the drug dose assigned in the previous 
prescription and possibly proposes a temporary dose adjustment for the first two 
prescription days.  

For what concerns the prescription length: for high risk patient, DNTAO-SE sets 
the next control date within a week; for medium and low risk patients, it computes the 
most frequent OAT prescription time length and sets the next control date within this 
time value (usually about two weeks for medium risk and four week for low risk). 

4
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3.2   Automatic Dose Adjustment for Medium Risk Patients 

For medium risk patient DNTAO-SE automatically proposes a dose adjustment by 
using a regression model [2] that describes the behaviour of the INR with respect to 
some OAT variables. This model is learned from a database of OAT prescriptions. 
The development of this model is described in Section .  

When DNTAO-SE have to propose a dose adjustment, it puts all the relevant 
information about the patient in the model, computes the difference between the 
measured INR and the target one and obtains from the model the dose change 
necessary to achieve the required INR change.  

The models are periodically recomputed, in order to be improved by the new 
available information and to care of changes in the OAT biological process. 

3.3   Prototype Implementation 

The DNTAO-SE knowledge base and inference engine were developed by using 
Kappa-PC by Intellicorp [6]. All the conditions described in Section  were 
formalized in rules. An example of a DNTAO-SE rule is the following: 

If     INR > EXTRangeUP  Or 
   INR < EXTRangeDOWN 

Then    INRoverextrarange = TRUE 

This simple rule tests if the INR is significantly over the therapeutic range: it 
compares the INR value with the range border values EXTRangeUP e 
EXTRangeDOWN that usually are the ones of the therapeutic range augmented by 
25%. 

DNTAO-SE lets the haematologists tune the knowledge base, because it allows 
them to update for each rule, the structure and its parameters. The inference engine 
follows the forward chaining reasoning methodology. 

During the prescription definition, the DNTAO-SE graphic user interface, shown 
in Fig. 2, presents to the haematologists the reasoning conclusions that can be 
accepted or discarded.   

4   Models for Automatic Dose Prescription 

As described in Section , one of the main objectives of DNTAO-SE is to efficiently 
manage medium risk patients. To reach this objective, we decided to use regression 
models [2] learned from dataset of OAT prescriptions. 

In our experiments, the observations are composed by parameters which express 
the linkage between the prescribed anticoagulant dose and the induced INR. The 
initial available dataset was composed by more than 40000 OAT prescriptions (INR, 
OA drug dose and next control date) performed in four years at an italian hospital in 
Bologna on more than 1000 patients. Following the indications of some 
haematologists, we identified the target of the model (i.e. the parameter which has to 
be described) and the set of OAT parameters to be used as model variables. 

The target is the dose variation percentage that represents the percentage of weekly 
dose variation between the new prescription and the previous one.  

4

.13
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Fig. 2. DNTAO-SE graphic user interface 

The most interesting OAT parameters to be considered are: the starting dose (the 
weekly anticoagulant dose (in mg) assumed since the previous OAT), referred as 
dose_start; the dose variation percentage (percentage of dose variation between the 
starting dose and the one assigned in the prescription), referred as delta_dose_perc; 
the INR variation percentage (percentage of INR variation induced by the dose 
variation), referred as delta_INR_perc; the therapeutic range assigned to the patient; 
the patient’s age; the patient’s sex; the main therapeutic indication (the diagnosis that 
has led the patient to start the OAT).  

Given the OAT database, we grouped the ones associated to the same patient. 
Starting from this group of prescriptions, we decided to exclude some of them, 
considered unsuccessful. The exclusion criterion establishes that if the INR value 
found during the OAT control at time T, and induced by dose variation proposed 
during the OAT control at time T-1, is out of patient therapeutic range, then the 
prescription made by the haematologist at time T-1 is assumed to be unsuccessful and 
the relative prescription has not to be taken into account for regression model 
learning. We also consider only the prescription relative to the Warfarin drug because 
the DNATO-SE knowledge base contains only rules about its management. Applying 
these exclusion criteria, the number of prescriptions suitable for building a regression 
model was reduced to 23192: this set of prescriptions is referred in the paper as whole 
dataset (WD). 

The starting point of our experiments was a simple regression model:  

delta_dose_perc = f (dose_start * delta_INR_perc, delta_INR_perc) 

Given this model (referred as general-DNTAO), we tried to develop a new model 
capable to achieve a significant improvement. The experiments, described in details in 
[7], was conducted in three steps: in the first, we modified the model function; in the 



 An Expert System for the Oral Anticoagulation Treatment 779 

 

second, we identified group of affine prescriptions, which requires a specific model; 
in the third, we combined the results achieved in the previous steps and built the final 
set of models used by DNTAO-SE. 

Considering the results of the previous experiments, we decided to use in DNTAO-
SE three models: one for starting dose less than 5 mg/week (referred as group1), one 
for starting dose greater than 50 mg/week (referred as group2) and one for the 
remaining prescriptions (named reduced dataset or RD). 

For group1 and group2, the regression models use the same function as general-
DNTAO but are obtained learning the model on the respective prescriptions. 

About group3, performing further evaluations on this dataset, we observed that the 
relation between dose_start and the ratio of delta_dose_perc on delta_INR_perc is 
similar to a logarithmic function. For this reason we introduced a new model referred 
as ln-DNTAO: 

( ) perc)delta_INR_ , 
2dose_inizln

percdelta_INR_
( f  _percdelta_dose =  

 

The ln-DNTAO performance on RD (R2 = 0.2667)1 improves the general-DNTAO 
one (R2 = 0.2386) by 11.8% and involves the prescriptions in the reduced dataset 
(RD) that are the 96% of the ones in the whole dataset (WD). 

5   DNTAO-SE Testing 

In order to evaluate the performance of DNTAO-SE knowledge base and its 
regression model set (described in Section ), we used a new dataset of approximately 
13000 OAT prescriptions performed by an hospital in Bologna (Italy) from January 
2004 to December  2004.  

DNTAO-SE suggestions were compared with the haematologist’s ones and the 
results are reported in Table 1. The central columns of this table report the average of 
days and doses difference (in percentage) among DNTAO-SE and haematologist 
suggestions. Analyzing these results, we observe that DNTAO-SE works very well on 
low (9.3% of the dataset prescriptions) and medium (69% of the dataset prescriptions) 
risk patients. The test provided many insights to haematologists too (we discovered 
some mistakes done by them).  

Then we evaluated the DNTAO-SE ability to maintain the patient in medium or 
low risk. Table 2 shows that considering all the prescriptions made by haematologists, 
the patients stay in medium or low risk levels for 77.7% of the total therapy days. In 
the second row, you can see the statistics related to a prescription subset named 
concordant prescriptions (a prescription is concordant when the computer aided 
prescription is equal to the one prescribed by haematologists). DNTAO-SE maintains 

                                                           
1  In order to evaluate the performance of a regression model the literature introduces  the 

linear determination coefficient R2 [ ], that gives the evaluation of the performance of a 
regression model:  
• R2 = 1, means that the regression model perfectly forecast the target variable; 
• R2 = 0, means that the regression model has a forecast accuracy level equal to that of 

the average of target variable. 

4

2
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the patient risk level medium or low in the 80.33% of their therapy time length. The 
third row shows the same statistics for discordant prescriptions. The concordant 
prescription performances are higher than the ones achieved by haematologists, when 
they disagree with the DNTAO-SE suggestion, and by the most representative OAT 
support systems in literature [10]. Staying for a long time in medium and low risk led 
to an improvement of the patient quality of life. 

Table 1. Dosage and days difference between haematologist and DNTAO-SE prescriptions 

Patient 
category 

Number of 
prescriptions 

Average date prescription 
difference (in days)  Average dose difference 

Low risk 1297 3.48 6.97% 

Medium risk 9550 5.04 3.99% 
High risk 2993 8.88 27.78% 

Table 2. Patient risk level induced by DNTAO-SE prescription suggestions 

 Days Days in medium-low risk level Days in high risk level 

Total prescriptions 228557 222904  (77.7%) 63653  (22.3%) 
Concordant prescriptions 172958 138950  (80.33%) 34008  (17.67%) 
Discordant prescriptions 113599 83954  (73.9%) 29645  (26.1%) 

6   Related Work  

Some computer systems are nowadays used for OAT management. Among the 
analyzed systems, we briefly describe PARMA [10]. PARMA (Program for Archive, 
Refertation and Monitoring of Anticoagulated patients) is a product of 
Instrumentation Laboratory [7] realized in collaboration with many hospitals in Parma 
(Italy). The basic characteristics of this system are: management of patient records, an 
algorithm for the automatic suggestion of OAT therapy; automated reporting; 
statistical analysis.  

Comparing PARMA with DNTAO-SE, the most significant difference is in the 
adopted approach: the first uses a rigid algorithmic approach; the second uses a 
knowledge based approach that allow an high flexibility. DNTAO-SE allows 
haematologists to update its knowledge base by creating and modifying rule structures 
and parameters, increasing the system performances. DNTAO-SE also offers a more 
complete support for OAT patient and, in particular, high risk patients. The 
prescriptions proposed by DNTAO-SE for medium risk patient are reliable as they are 
defined by a refined and advanced regression model.  

For a methodology comparison, in last years were developed several tools, in order 
to perform an intelligent management of medical guidelines. These approaches, e.g. 
ASGAARD [12], GLARE [13] and PROforma [6], give a graphic formalization tool 
by which the user can represent the different guidelines parts, and use this 
representation to assist the medical personnel in the evaluation of a clinic case. 

DNTAO-SE, does not provide a graphical representation of the guideline, but 
formalizes this by mean of a rule set and an inference engine, giving decision support 
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for therapy definition. Our approach is certainly more specific and less generalizable. 
This choice is due to our necessity of a fast implementation of a prototype, using a 
classical expert system development tool, for a trade off between readability and 
performance. Using one of these guideline formalization tools in this field can be very 
interesting in order to test their advantages, in particular the graphical management 
tool and the on-line valuation of consequence of the available actions. 

Another approach in decision support system development is Case Based 
Reasoning [1]. A case based reasoner solves new problems by using or adapting 
solutions that were used to solve old problems. This approach is useful when there are 
no guidelines to follow. In our problem we literature proposes a lot of OAT guidelines 
that can be easily formalized in order to be used as rules of a knowledge base for a 
OAT decision support system. Nevertheless, our approach for managing medium risk 
patients is similar to the one used in CBR as we both use the old cases as knowledge 
for suggesting the best therapy for the new ones. We differ in the representation of 
this knowledge: CBR finds the old cases much closer to the new one and proposes a 
similar solution; DNTAOSE builds a regression model, based on past successful 
prescriptions, and uses this model to manage the new cases. 

7   Conclusions and Future Work 

In this paper we described a system for supporting haematologists in the definition of 
Oral Anticoagulant Therapy (OAT) prescriptions. DNTAO-SE automatically provides 
this support, retrieving all the information about the patient clinical history (formerly 
INR levels and drug doses in the previous prescriptions) and other relevant clinical 
information. Then it applies a knowledge base and an inference engine in order to 
propose the most suitable next therapy. During the reasoning, the patients are 
classified in three risk levels and for each level, a specific therapy definition method 
is used.  

With respect to other OAT management systems (that usually can manage only 
therapy start and maintaining), DNTAO-SE offers a more complete support to 
haematologists, because it manages all the OAT phases included the return in the 
therapeutic range of patients with an INR level significantly out of it. 

The suggestion of the most suitable therapy dose for medium risk patient is 
achieved by using a regression model learned on dataset of previous OAT 
prescriptions. Although this approach has been used also by other systems, the models 
used in DNTAO-SE are more sophisticated and can guarantee better performances. In 
the paper we described in details (see Section 4) every step of the development of 
these regression models. 

The DNTAO-SE performance test, executed on a real dataset of prescriptions (see 
Section ), has shown the reliability of its suggestions. This validation test also 
provided many insights to haematologists too (we discovered some of their mistakes).  

In the future we plan to further improve the reliability of DNTAO-SE knowledge 
base and regression model, collecting more information about the patient anamnesis 
(structured checklist). 

The approach described in this paper may be used in several domains in which 
guidelines are available. It allows a rapid prototyping: the guidelines can be quickly 

 5 
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formalized in rules. These rules represent a knowledge base that aids the user 
managing a new case in a way compliant to the guideline. The paper also shows how 
regression may be used to represent and use knowledge about past cases, when a 
function model is needed, as in case of dosage adjustment. 
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Abstract. We present a case study of formal verification of control logic for
a robotic handling system. We have implemented a system in which properties
can be specified in the source code, which is then automatically converted to
Java and checked using Java Path Finder. The model checker, working under the
assumption of a nondeterministic environment, is able to efficiently verify critical
properties of the design.

1 Introduction

Software errors can cause large amounts of damage, not only in safety-critical systems,
but also in industrial applications. An error in the control program for a robot, for exam-
ple, may cause damage to products and to the robot itself. In such areas as automotive
engineering, both the robots and the products are very expensive. Moreover, the fol-
lowup costs can be a multiple of the direct costs: the production line may have to be
halted while a technician travels to the site to repair the problem.

The design of concurrent software is difficult. The environment strongly influences
the order in which parts of the program are executed, which introduces a source of
variation that makes testing difficult [LHS03].

To make sure that errors do not occur, formal techniques are required. Model check-
ing [CGP99] in particular is a technique to prove adherence of a system to a given prop-
erty, regardless of the behavior of the environment. Today, model checking is mainly
employed in hardware [KG99], whereas research into model checking for software is
still in its infancy [BR01, CDH+00, God97, VHB+03].

The benefits of model checking are

Full coverage. Unlike testing, model checking verifies all possible behavior.
Light-weight specification. Only properties of interest are stated and the specification

need not be finished before the implementation is started.
Automatic proof. The user is not exposed to the mathematical details of the proof of

correctness.
Reuse in testing. Properties written for formal verification and for testing can be shared.

In this paper, we present a case study of formal verification of control software for
a robotic handling system. The software was built to show the capabilities of DACS, a
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novel language for control software developed by Festo. Though small, it is a typical
example of software written for an industrial handling system and can thus be used to
check for the absence of typical errors.

We formulated safety properties (the robot arm does not move when blocked) as well
as liveness properties (the robot does not get stuck in a given state). The model checker
was able to prove absence of such bugs in the original system and to detect bugs in
an altered system. In order to prove such properties for any environment behavior, we
modeled a nondeterministic environment. Our system works by translating DACS code
into JAVA, which is then fed to Java Path Finder [VHB+03]. Properties are specified
directly in the DACS source code. We expect that the approach shown here is applicable
to a large variety of control software.

Related research includes the work done by Bienmüller, Damm, and Wittke [BDW00],
who verify automotive and aeronautic systems specified with state charts. State charts
are a specification formalism, whereas our approach verifies the implementation di-
rectly. A specification is not always available, and verification on the implementation
has the advantage that changes made to the implementation only are also verified. To
our knowledge, direct verification of implementation code by translation to Java has not
been attempted before.

In Section 2, we will describe the DACS language and the handling system. In Sec-
tion 3, we discuss how correctness was verified, and we conclude with Section 4.

2 Handling System

The handling system is shown in Fig. 1. One robot arm takes products from the carrier
and moves them to the conveyor belt and another one takes them back, forming a closed
loop. The system consists of two belts and two robot arms with five actuators each to
control the movements (raise and lower the arm, move the arm across, open and close
the two grippers, and turn the grippers on the arm).

Fig. 1. the handling system
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2.1 DACS

The control software has been implemented in DACS. The statements at hand are sim-
ilar to familiar imperative languages like Java. Methods and variables regarding com-
mon objects are combined in classes. Each method is stored in its own file, and the static
structure of the program is stored in a series of XML files containing the classes, their
attributes and methods, and the instantiation of the objects. Each class is instantiated a
finite, fixed number of times. Dynamic creation of objects and dynamic allocation of
memory is not used because of time and memory constraints on an embedded system.
This implies that the state space of the system is finite, which makes model checking
easier.

A system consists of a hierarchical set of components, each described by a state
machine. Each state machine executes one step (possibly staying in the same state)
before passing control to its ancillary state machines, resulting in a program that can be
run in one thread of control, but behaves like a set of parallel machines. A snipped of
an state machine is given in Figure 2(a).

2.2 Properties

We checked two properties, each representative of a class.

safety. As an example for a safety-property we checked that the robot arms do not
move horizontally while they are in their down position (because they might crash
with a belt).

liveness. To provoke a liveness-failure, one of the conveyor-belts was “blocked” caus-
ing the system to wait infinitely to be allowed to proceed. This does not provoke
a deadlock in the sense that no more events can be executed — the system loops
through a couple of states — but it does not make a real progress either.

Fig. 2(a) shows the state machine controlling a single arm. Vert and Hori control
the air-pressured cylinders that move the arm horizontally and vertically, respectively.
When the robot arm is in its Base position, both are contracted, i.e., the arm is over
the conveyor belt in the down position. The correct code first expands the Vert cylinder,
moving the arm up and away from the belt, and then expands the Hori cylinder, moving
the arm across, thus avoiding a crash with the carrier.

In the faulty version, shown in Fig. 2(b), we switched this order to provoke a crash.
For the simulation of the liveness property we changed the implementation of the step-
per motor of the carrier, which is part of the environment, to never report to reach its
destination (not shown).

3 Verification

3.1 Translating the Handling System

For the case study, we developed a compiler which translates the DACS source code
together with a set of properties to Java.

The Java Path Finder model checker (JPF) [VHB+03] is based on a backtracking
Java virtual machine. It searches the entire state space of the Java program, which in
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1 SEQUENCE Handling
2

3 STEP A.Base_0:
4 Hold1.Base();
5 Hold2.Base();
6 NEXT_STEP;
7

8

9 STEP A.Base_1:
10 IF Hold1.InBase() AND
11 Hold2.InBase() THEN
12 Vert.Work();
13 NEXT_STEP;
14 END_IF;
15

16

17 STEP Base_2:
18 IF Vert.InWork() THEN
19 Hori.Work();
20 Turn.Work();
21 NEXT_STEP;
22 END_IF;
23

24

(a) original DACS code

1 SEQUENCE Handling
2

3 STEP A.Base_0:
4 Hold1.Base();
5 Hold2.Base();
6 NEXT_STEP;
7

8

9 STEP A.Base_1:
10 IF Hold1.InBase() AND
11 Hold2.InBase() THEN
12 Hori.Work(); // error
13 NEXT_STEP;
14 END_IF;
15

16

17 STEP Base_2:
18 IF Hori.InWork() THEN
19 Vert.Work(); //error
20 Turn.Work();
21 NEXT_STEP;
22 END_IF;
23

24

(b) safety fault introduced

1 switch(pos){
2

3 case 1: //Base_0
4 Hold1.Base();
5 Hold2.Base();
6 pos=pos+1;
7 break;
8

9 case 2: //Base_1
10 if(Hold1.InBase()&&
11 Hold2.InBase()){
12 Vert.Work();
13 pos=pos+1;
14 }
15 break;
16

17 case 3://Base_2
18 if(Vert.InWork()){
19 Hori.Work();
20 Turn.Work();
21 pos=pos+1;
22 }
23 break;
24 }

(c) Java code

Fig. 2. In the correct code, STEP A.Base 0 gives the command to open both grippers (Hold-
cylinders). In A.Base 1, the vertical cylinder is moved to its top position when both Holds reached
their base position. Finally, in Base 2, horizontal and turn cylinders are started. In the faulty
version, we switched Vert and Hori to provoke a crash

our case is finite. JPF provides assertion methods, and properties can be included in the
Java sources as calls to these methods.

Most statements, such as the IF-statement, function calls and assignments, are
translated to Java in an obvious way — the corresponding Java statements provide the
same functionality. State machines (SEQUENCE) are translated to a switch-case-
statement and an extra member-variable keeping the current state. The structure of a
DACS-program stored in its XML files is translated to a set of Java classes, one per
DACS class. The instantiation of the objects is translated to a main() function and a set
of default constructors, which instantiate the main class and the ancillary classes. The
main() function also contains the code to drive the main state machine. Fig 2(c) gives
the Java code corresponding to Fig. 2(a).

As JPF requires a closed system in order to do model checking, we implemented
the environment directly in Java. The environment of the system was modeled using
JPF’s features for nondeterministic choice: hardware responds to a request in time that
is finite but not predetermined.

Models for complex applications might exceed the size we can cope with. As the
range of a variable has a strong impact on the size of the model, data abstraction tech-
niques like those used in the Bandera framework [CDH+00] replace it by a small num-
ber of tokens. If, for example, the rotation of the grippers is stored in degrees as integer,
we could use range abstraction to replace all values smaller than zero and greater than
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Table 1. results of model checking the control software

DFS BFS
system mem time states trace mem time states trace

(MB) (s) (MB) (s)
correct 72 18 161,023 N/A 85 1405 161,023 N/A
safety error 34 24 91,470 45,430 7.8 11 11,097 3,121
liveness error 13 4 4,257 4,256 37 4 74,790 3,992

359 by invalid, thus reducing the range to a fraction. Because we are only interested
in two special positions, we may even increase the savings by set abstraction, which
replaces the range by the tokens {in base, in between, in work, invalid}. Further ab-
straction modes include modulo-k abstraction, which we can use to equate, for exam-
ple, numbers that have the same remainder when divided by 360, and point abstraction,
which drops all information by using a single token unknown.

3.2 Modeling Properties

JPF only offers checks for invariants. We translated liveness properties to invariants by
the addition of a monitor which counts the time of no recognizable progress. Progress
is perceived when the top-level state machine changes state. If the counter exceeds a
fixed value, an assertion is violated and the error is reported. This value is easy to set: if
the value is too small, a counterexample is shown in which progress still occurs, which
is easily recognized by the designer. If the value is too large, a deadlock will still be
caught, but the counterexample will be longer than strictly necessary.

We need to check the truth of an invariant between each two consecutive state-
ments. To achieve this behavior, we exploit a characteristic of model checking con-
current threads: execution of events (statements) is interleaved nondeterministically.
Hence, we perform the check of the safety-condition in a separate monitoring thread,
which moves to an error state when the condition is violated. If a violation ever hap-
pens, there is a thread interleaving in which the monitoring thread moves to the error
condition, and the model checker finds this interleaving.

Safety properties are specified by a new keyword, ASSERTGLOBAL, which takes a
DACS-expression as argument. A second keyword, ASSERT, acts like the assert state-
ment in the C language by ensuring that the given expression is satisfied at the respective
position.

3.3 Case Study

The DACS sources of the control software consist of 1300 lines of code. Conversion to
Java and implementation of the environment led to 12 Java classes with a total of 1340
lines.

Table 1 gives the results of our checks, for the three cases of the correct system, the
system with the safety error, and the system with the liveness error. The memory (time)
column gives the amount of memory (time) needed, the states column gives the number
of states traversed, and the trace column give the length of the error trace, if applicable.
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Experiments were performed on a Linux machine with a 2.8GHz Pentium IV and 2GB
of RAM.

JPF uses Depth First Search (DFS) as its standard search order. The correct system
had about 160,000 states and was checked in 18 seconds. DFS needs less memory and
is far faster then Breadth First Search. The remaining test cases justify the use of BFS:

When an fault is found, JPF dumps an error trace consisting of executed statements
and stops searching. BFS guarantees the shortest possible trace to an error by exam-
ining all states which are reachable in a given number of steps before increasing this
number. This enhances the readability of the error trace and can significantly decrease
the number of searched states, and thus amount of memory.

4 Conclusions

We have shown how control software for a robotic handling system can be verified auto-
matically. Our example is typical of an industrial application. Though experiments with
larger systems remain necessary, we have shown that translation to Java and verification
by a general Java model checker leads to satisfactory results at a reasonable effort.

Robotic control software is hard to test off-site because of its concurrent behavior.
Faults on-site, however, may be expensive. We believe that model checking can fill an
important gap in securing the reliability of such systems.
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Abstract. This paper describes GRAPE, an expert component for a sci-
entific Conference Management System (CMS), to automatically assign
reviewers to papers, one of the most difficult processes of conference
management. In the current practice, this is typically done by a manual
and time-consuming procedure, with a risk of bad quality results due to
the many aspects and parameters to be taken into account, and on their
interrelationships and (often contrasting) requirements. The proposed
rule-based system was evaluated on real conference datasets obtaining
good results when compared to the handmade ones, both in terms of
quality of the assignments, and of reduction in execution time.

1 Introduction

The organization of scientific conferences often requires the use of a web-based
management system (such as BYU [6], CyberChair [2], ConfMan [1], Microsoft
CMT [3], and OpenConf [4])1 to make some tasks a little easier to carry out, such
as the job of reviewing papers. Some features typically provided by these pack-
ages are: submission of abstracts and papers by Authors; submission of reviews
by the Program Committee Members (PCM); download of papers by Program
Committee (PC); handling of reviewers preferences and bidding; web-based as-
signment of papers to PCMs for review; review progress tracking; web-based PC
meeting; notification of acceptance/rejection; sending e-mails for notifications.
When using these systems, the hardest and most time-consuming task is the
process of assigning reviewers to submitted papers. Usually, this task is manu-
ally carried out by the Program Committee Chair (PCC) of the conference, that,
generally, selects 3 or 4 reviewers per paper. Due to the many constraints to be
fulfilled, such a manual task is very tedious and difficult, and sometimes does
not result in the best solution. It can be the case of 300 submitted papers to be
assigned to 30-40 reviewers, where some reviewers cannot revise specific papers
because of conflict of interests, or should not revise papers about some confer-
ence topics due to their little expertise in that field; additionally, through the

1 A list of other software, often developed ad hoc for specific events, can be found at
http://www.acm.org/sigs/sgb/summary.html
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bidding process reviewers generally express their preference in reviewing specific
papers, and should be ensured some level of satisfaction in this respect. The
more papers to be reviewed and constraints to be fulfilled, the more vain the
hope to obtain a good solution is. Unfortunately, currently available software
provides little support for automatic review assignment. Sometimes, they just
support reviewers in selecting papers they wish to review, giving the PCC the
possibility to use these preferences.

This paper describes GRAPE (Global Review Assignment Processing Engine),
an expert component developed to be embedded in scientific Conference Man-
agement Systems (CMS). GRAPE, a successful real-life application, fully im-
plemented and operational, performs a management activity by automatically
assigning reviewers to papers submitted to a conference, additionally assessing
the quality of the results of this activity in terms of profitability and efficiency.
This system will become part of a web-based CMS, currently at prototype stage,
whose main goal is to provide an easy-to-manage software package that features
the traditional conference management functionality (e.g., paper submission, re-
viewer assignment, discussion on conflicting reviews, selection of papers, mailing
to all actors, etc.) and addresses the weaknesses of other systems (such as auto-
matic support for reviewers assignment, conference session management, etc.).

This paper is organized as follows. Section 2 introduces the main features of
the CMS prototype in which GRAPE is embedded. In Section 3 the Reviewers
Assignment Problem and its context are introduced, and some known systems
that tackle it are presented. Section 4 describes GRAPE, whose experimental
evaluation is discussed in Section 5. Finally, Section 6 will conclude the paper,
with remarks and future work proposals.

2 The Conference Management System

Generally speaking, a CMS, among other basic services, can be seen as a sys-
tem collecting documents (submitted) in electronic form, in PostScript (PS) or
Portable Document Format (PDF), in a digital repository. The main character-
istic of our CMS lies in its ability to understand the semantics of the document
components and content. Intelligent techniques are exploited for the extraction
of significant text, to be used for later categorization and information retrieval
purposes. A preliminary Layout Analysis step identifies the blocks that make
up a document and detects relations among them, resulting in the so-called
layout structure. The next document processing step concerns the association
of the proper logical role to each such component, resulting in so-called logical
structure. This can enable a multiplicity of applications, including hierarchical
browsing, structural hyperlinking, logical component-based retrieval and style
translation. Our layout analysis process embedded in the CMS, sketched in Fig-
ure 1, takes as input a PDF/PS document and produces the initial document’s
XML basic representation, that describes it as a set of pages made up of ba-
sic blocks. Such a representation is then exploited by an algorithm, that collects
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Fig. 1. Document Layout Analysis System

semantically related basic blocks into groups by identifying frames that surround
them based on whitespace and background structure analysis.

When an Author connects to the Internet and opens the conference sub-
mission page, the received paper may undergo the following processing steps.
The layout analysis algorithm may be applied, in order to single out its layout
components, and then to classify it according to a description for the accept-
able submission layout standards (e.g., full paper, poster, demo). A further step
locates and labels the layout components of interest for that class (e.g., title,
author, abstract and references in a full paper). The text that makes up each of
such components may be read, stored and used to automatically file the submis-
sion record. The text contained in the title, abstract and bibliographic references,
can be exploited to extract the paper topics, since we assume they concentrate
the subject and research field the paper is concerned with.

3 The Conference Review Process

The review process on the contributions submitted by authors to a conference
starts after the deadline for the paper submission phase. When the submission
phase ends, suitable PCM are selected, which will act as reviewers, in order to
evaluate the submitted papers. Hence, the PCC sends the collected submissions
with review forms to individual reviewers. The review form consists of a set of
questions to assess the quality of the paper, that the Reviewers must fill in and
return it to the PCC. Each submission is typically examined and evaluated by 2
or 3 reviewers. Generally, the review process ends with the Program Committee
meeting, where the papers are discussed on the basis of collected review forms,
in order to their acceptance or rejection for presentation at the conference. After
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this meeting, anonymous extracts of the review forms (reviewer’s comments)
are typically sent back to all the authors, so that they can improve their paper,
regardless of whether they were accepted or not. Finally, the authors of accepted
papers may submit a new version of their paper, in the so-called camera-ready
format, to the PCC, who will send them, together with the preface and the table
of contents of the book, to the publisher in order to have the proceedings printed.

3.1 The Reviewers Selection

The process of identifying the right reviewers for each paper represents an hard
task. In [7] O. Nierstrasz presented a small pattern language, that captures suc-
cessful practice in several conference review processes. In this work we follow
the patterns ExpertsReviewPapers and ChampionsReviewPapers, indicating that
papers should be matched, and assigned for evaluation, to reviewers who are
competent in the specific particular paper topics (ExpertsReviewPapers), and
to reviewers who declared to be willing to review those papers in the bidding
phase (ChampionsReviewPapers). As to the former pattern, the PCC can set
up, before the submission phase of the conference starts, a list of research topics
of interest for the conference. In order to get a match, generally, at first all re-
viewers are asked to specify which of the conference topics correspond to their
main areas of expertise. Then, during the paper submission process, authors are
asked to explicitly state which conference topics apply to their submissions. Such
an information provides a first guideline for matching reviewers to papers. As
to the latter pattern, as reported in [7], by distributing a list of titles, authors
and abstracts to all reviewers, they may perform the so-called bidding, i.e. they
may indicate which papers (i) they would like to review, (ii) they feel competent
to review, and (iii) they do not want to review (either because they do not feel
competent, or because they have a conflict of interest).

Finally, further information to match papers and Reviewers can be deduced
from the papers. For example, related work by some reviewer explicitly men-
tioned in the paper may represent an indication of the appropriateness of that
reviewer for that paper; conversely, if the reviewer is a co-author or a colleague
of the paper authors, then a conflict of interest can be figured out.

Usually, the bidding preferences approach is preferred over the topics match-
ing one. We give more value to the latter since the topics selected by a reviewer
should refer to his background expertise, while specific preferences about papers
could be due to matter of taste or some vague questions (e.g., the reviewer would
like to revise a paper out of curiosity; the abstract that he has read is not very
precise or misleading). We believe that if a paper preferred by a reviewer does
not match his topics of expertise, this should be considered as an alarm bell.

3.2 Paper Distribution Systems

Most of the existent CMS, such as CMT [3] and CyberChair [2], provide tools
for web-based paper submission and for review management. Both CMT and
CyberChair have assignment functionalities. Specifically, CMT uses a greedy
algorithm to assign a paper to the reviewers who gave the higher preference, but
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limiting the number of papers assigned to a reviewer by means of a threshold.
When the system cannot find a reviewer for a paper, a matching of both the
reviewers and paper topics is used. If this fails the result is unpredictable.

CyberChair [9], after the paper submission deadline, generates a paper dis-
tribution proposal for the PCC exploiting graph theory. This is done by combin-
ing the reviewer’s expertise and willingness to review papers on certain topics
with the preferences indicated by the reviewers when bidding for papers. The
reviewer’s expertise is obtained by asking the reviewers their expertise on the
conference topics along with three levels: 1) expert on the topic, 2) not expert,
but knowledgable in the subject area, 3) an informed outsider. CyberChair col-
lects the bids, expertise levels and willingness to review papers on certain topics
and the conflicts of interest of the reviewers, and it is tuned to assign as much as
possible papers to reviewers based on their preferences. Each paper is assigned
to the k reviewers with the least number of papers assigned so far, by using a list
of the reviewers who indicated a high preference for the paper sorted according
to the number of papers they have already been assigned so far. In case there
are less than k reviewers, this process is repeated with the list of reviewers who
indicated a low preference for the paper. In case there are not enough reviewers,
the paper is assigned to the reviewers with the highest overall expertise.

An ad-hoc system is presented in [8], where the reviewers’ assignment problem
is compared to the more general problem of recommendation of items to users in
web-based systems, and proposed a recommendation method based on collabo-
rative filtering [8]. Such a method allows to compute a predicted rating for each
pair (reviewer, paper), using a multi-step process which improves continuously
the confidence level of ratings. In particular, each step consists of the following
operations: (a) for each user, a sample of papers whose rating is expected to lead
to the best confidence level improvement is selected, (b) each user is requested
to rate the papers from its sample and (c) a collaborative filtering algorithm is
performed to obtain a new set of predicted ratings based on the users ratings
made so far. Step (c) results in a new level of confidence. The basic assumption
is that each user provides a rating for each paper: Reviewers are required to rate
the submitted papers based on title, abstract and authors information. These
ratings are used by the algorithm to obtain the best possible assignment. This
system relies on a variant of known techniques for optimal weighted matching
in bipartite graphs [5], and delivers the best possible assignment. However, in
practice, the number of papers is often large and it is difficult to ask for a com-
prehensive rating. Users rate only a small subset of the papers, and the rating
table is sparse, with many unknown rating values. To overcome the problem in
order to use the automatic assignment algorithm, they must then predict the
missing rating values.

4 The GRAPE System

GRAPE (Global Review Assignment Processing Engine) is an expert system, writ-
ten in CLIPS, for solving the reviewers assignment problem, that takes advantage
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from both the papers content (topics) and the reviewers preferences (biddings).
It could be used exploiting the papers topics only, or both the paper topics
and the reviewers’ biddings. Its fundamental assumption is to prefer the topics
matching approach over the reviewers’ biddings one, based on the idea that they
give assignments more reliability. Then, reviewers’ preferences are used to tune
paper assignments. Moreover, reviewers’ preferences are useful because of the
unpredictability of the distribution of reviewers and papers over the list of top-
ics, which causes situations in which some papers have a lot of experts willing
to review them, while some others simply do not have enough reviewers.

Let P = {p1, . . . , pn} denote the set of n papers submitted to the conference
C, regarding t topics (conference topics, TC), and R = {r1, . . . , rm} the set of m
reviewers. The goal is to assign the papers to reviewers, such that the following
basic constraints are fulfilled: 1) each paper is assigned to exactly k reviewers
(usually, k is set to be equal to 3 or 4); 2) each reviewer should have roughly the
same number of papers to review (the mean number of reviewers per reviewer is
equal to nk/m); 3) papers should be reviewed by domain experts; and, 4) review-
ers should revise articles based on their expertise and preferences. As regards
constraint 2, GRAPE can take as input additional constraints MaxReviewsPerRe-
viewer(r,h), indicating that the reviewer r can reviews at most h paper, that must
be taken into account for calculating the mean number of reviews per reviewer.

We defined two measures to guide the system during the search of the best
solutions: the reviewer’s gratification and the article’s coverage. The former rep-
resents the gratification degree grj

of a reviewer rj calculated on his assigned
papers. It is based on: a) the confidence degree between the reviewer rj and
the assigned articles: the confidence degree between a paper pi, with topics Tpi

and the reviewer rj , with expertise topics Trj , is equal to number of topics in
common T = Tpi ∪Trj ; and, b) the number of assigned papers that the reviewer
chose to revise (discussed in more details in Section 4.2). The article’s coverage
represents the coverage degree of an article after the assignments. It is based
on: a) the confidence degree between the article and the assigned reviewers (the
same as for Reviewer’s gratification); and, b) the expertise degree of the assigned
reviewers, represented by the number of topics. The expertise level of a reviewer
rj is equal to Trj /TC . GRAPE tries to maximize both the reviewer gratifica-
tion and the article coverage degree during the assignment process, in order to
fulfill the third and fourth basic constraints. To reach this goal a fundamental
prerequisite is that each reviewer must provide at least one topic of preference,
otherwise the article coverage degree will be always null.

The two main inputs to the system are the set P of the submitted papers
and the set R of the candidate reviewers. Each paper pi ∈ P is described by
its title, author(s), affiliation(s) of the author(s) and topics Tpi . On the other
hand, each reviewer rj ∈ R is described by his name, affiliation and topics of
interest Trj

. Furthermore, the system can take as input a set of constraints CS
indicating (i) the possibly specified maximum number of reviews per Reviewer
(MaxReviewsPerReviewer(reviewer, h)), (ii) the papers that must be reviewed by a
reviewer (MustReview(reviewer, paper)) indicated by the PCC. It can be also pro-
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vided with a set of conflicts CO indicating which reviewers that cannot revise
specific papers (CannotReview(reviewer, paper)) under suggestion of the PCC.
Furthermore, the set of conflicts CO is enriched by GRAPE by deducting addi-
tional conflicts between papers and reviewers. Specifically, a conflict is assumed
to exist between a paper pi and a reviewer rj if rj is the (co-)author of pi, or
the affiliation of rj is among the affiliation(s) reported in pi.

Definition 1. We say that a reviewer rj can revise a paper pi with degree
{

h ≥ 1 if the confidence degree between rj and pi is equal to h
0 ≤ h < 1 if the expertise degree of rj is equal to h

Definition 2. Given a paper pi, the number of candidate reviewers of pi is the
number of reviewers that can revise the paper with degree k ≥ 1

4.1 The Assignment Process

The assignment process is carried out into two phases. In the former, the system
progressively assigns reviewers to papers with the lowest number of candidate
reviewers (first those with only 1 candidate reviewer, then those with 2 candidate
reviewers, and so on). This assures, for example, to assign a reviewer to papers
with only one candidate reviewer. At the same time, the system prefers assigning
papers to reviewers with few assignments. In this way, it avoids to have reviewers
with zero or few assigned papers. Hence, this phase can be viewed as a search
for reviews assignments by keeping low the average number of reviewers per
reviewer and maximizing the coverage degree of the papers. In the latter phase,
the remaining assignments are chosen by considering first the confidence levels
and then the expertise level of the reviewers. In particular, given a paper pi

which has not been assigned k reviewers yet, GRAPE tries to assign it a reviewer
rj with a high confidence level between rj and pi. In case it is not possible, it
assigns a reviewer with a high level of expertise.

4.2 The Bidding Process

The assignments resulting from the base process are presented to each reviewer,
that receives the list A of the h assigned papers, followed by the list A′ of the
remaining ones (both, A and A′ are sorted using the article’s coverage degree).
The papers are presented to the reviewer as virtually bid: the first h/2 papers
of the list A are tagged high, and the following h papers are tagged medium
(all the others are tagged low). Now, the reviewer can actually bid the papers
by changing their tag: he can bid at most h/2 papers as high (he would like to
review) and h as medium (he feels competent to review). Furthermore, he can
bid h/2 papers as no (he does not want to review). All the others are assumed to
be bid as low (he does not feel competent). Only papers actually bid by reviewers
generate a preference constraint, of the form Bid(paper, level).

When all the reviewers have bid their papers, GRAPE searches for a new
solution that takes into account these biddings. In particular, it tries to change
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previous assignments in order to maximize both article’s coverage and reviewer’s
gratification. By taking the article’s coverage high, GRAPE tries to assign the
same number of papers bid with the same class to each reviewer. Then, the
solution is presented to the reviewers as the final one.

It is important to say that, if the PCC does not like the solution, he can
change some assignments to force the system to give another possible assignment
configuration fulfilling these new preference constraints. In particular, he may: (i)
assign a reviewer to a different paper; (ii) assign a paper to a different reviewer;
(iii) remove a paper assignment; or, (iv) remove a reviewer assignment.

The main advantage of GRAPE relies in the fact that it is a rule-based system.
Hence, it is very easy to add new rules in order to change/improve its behavior,
and it is possible to describe background knowledge, such as further constraints
or conflicts, in a natural way. For example, one can insert a rule that expresses
the preference to assign a reviewer to the articles in which he is cited.

5 Evaluation

The system was evaluated on real-world datasets built by using data from a
previous European conference and from this International conference. In order
to have an insight on the quality of the results, in the following we present some
interesting characteristics of the assignments suggested by GRAPE.

5.1 European Conference Experiment

This experiment consisted in a set of 383 papers to be distributed among 72
Reviewers, with k = 3 reviews per paper. The system was able to correctly assign
3 reviewers to each paper in 152 seconds. Obtaining a manual solution took about
10 hours of manual work from the 4 Program Chairs of that conference.

Each reviewer was assigned 14.93 papers on average (min 8, max 16) by topic
(when there was confidence degree greater than 1 between the reviewer and the
paper), and only 1.03 papers on average (min 0, max 8) by expertise degree
(which is a very encouraging result). Table 1 reports the complete distribution
of reviewers’ assignments. The first row shows the number of assignments by
type (Topics-Expertise). Noticeably, GRAPE made many good assignments: in
particular, it assigned to 55 reviewers all 16 papers by topics (first row). The
other rows refer to the topics of expertise of reviewers: the last two rows indicate
that the system assigned an high number of papers by expertise to reviewers
that had few topics.

The reviewers with highest gratification degree were r22, r57, and r20. Indeed,
they are the three reviewers that chose a lot of topics (r22 selected 11 topics,
r57 selected 14, and r20 selected 17). On the other hand, the reviewers with the
lowest gratification degree were r10 that selected few (and very rare among the
papers) topics, and r56 that selected only two topics. As regards the papers,
the best assigned papers with a high coverage degree were the p239 (concerning
topics 1, 4, 15, 39 and 42), p231 (on topics 1, 2, 15, 30, 34 and 5), p303 (topics
1, 9, 11, 32 and 36), and p346 (topics 4, 15, 39 and 42). Table 2 reports the
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Table 1. Reviewers’ Assignments Distribution

Assignment 16-0 15-1 14-2 13-3 11-5 10- 5 8-8 8-6
# 55 3 2 3 3 1 4 1

Mean 5,73 2,67 2,5 2,67 1,67 1 1,5 1
Min 2 2 2 2 1 1 1 1
Max 18 3 3 4 2 1 2 1

Table 2. Reviewers per topic

Topic 1 2 4 9 11 15 30 32 34 36 39 42
Reviewers 17 14 10 5 5 12 11 5 3 7 20 17

Table 3. IEA/AIE 2005 Topics Distribution

ID Topic #r #a ID Topic #r #a

1 Adaptive Control 3 11 18 Intelligent Interfaces 14 31
2 Applications to Design 3 19 19 Intelligent Systems in Educ. 11 12
3 Applications to Manufacturing 2 12 20 Internet Applications 12 24
4 Autonomous Agents 18 28 21 KBS Methodology 7 13
5 BioInformatics 9 8 22 Knowledge Management 16 30
6 Case-based Reasoning 9 4 23 Knowledge Processing 11 25
7 Computer Vision 3 20 24 Machine Learning 17 43
8 Constraint Satisfaction 6 9 25 Model-based Reasoning 6 11
9 Data Mining & Knowledge Disc. 24 44 26 Natural Language Process. 5 15
10 Decision Support 9 58 27 Neural Networks 11 29
11 Distributed Problem Solving 6 6 28 Planning and Scheduling 7 27
12 Expert Systems 15 28 29 Reasoning Under Uncertain. 4 20
13 Fuzzy Logic 4 13 30 Spatial Reasoning 7 9
14 Genetic Algorithms 5 29 31 Speech Recognition 2 8
15 Genetic Programming 2 6 32 System Integration 3 14
16 Heuristic Search 3 16 33 Systems for Real Life App. 10 41
17 Human-Robot Interaction 3 14 34 Temporal Reasoning 11 10

number of reviewers experienced in some topics of the conference. As one can
see, there are lots of reviewers experienced with the topics appearing in papers
with a high coverage degree. Papers with a low coverage degree were p15 (3 rare
topics covered), p42 (2 rare topics) and p373 (0 topics).

5.2 IEA/AIE 2005 Experiment

In this experiment the dataset was built by using data from this conference2,
consisting of a set of 266 papers to be distributed among 60 Reviewers. The con-
ference covered 34 topics as reported in Table 3, where #r represents the number

2 IEA/AIE 2005 - The 18th International Conference on Industrial & Engineering
Applications of Artificial Intelligence & Expert Systems
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of reviewers experienced with the topic, and #a represents the papers regarding
the topic. k = 2 reviews per paper were required. In solving the problem, the
system was able to correctly assign 2 reviewers to each paper in 79.89 seconds.

GRAPE was able to assign papers to reviewers by considering the topics only
(it never assigned a paper by expertise). In particular, it assigned 10 papers to
38 reviewers, 9 to 4 reviewers, 8 to 6 reviewers, 7 to 1 reviewer, 6 to 9 reviewers,
5 to 1 reviewer, and 2 to 1 reviewer, by considering some MaxReviewsPerReviewer
constraints for some reviewers that explicitly requested ro revise few papers. The
reviewers with the highest gratification degree, with 10 assigned papers, were
r24 (that selected 7 topics), r32 (that selected 8 topics) and r41 (that selected 6
topics). As regards the papers, those assigned with highest coverage degree were
p24, p31, p47, p67, p70, p78, p81, p177, p181, p198, p242 and p260.

6 Conclusions

We presented the GRAPE expert system, specifically designed to solve the prob-
lem of reviewer assignments for scientific conference management. The proposed
rule-based system was evaluated on real-world conference datasets obtaining
good results when compared to the handmade ones, both in terms of quality
and user-satisfaction of the assignments, and for reduction in execution time
with respect to that taken by humans to perform the same process.

GRAPE is embedded in a web-based CMS in which we plan to insert some
tools able to automatically extract the paper’s topics from its title, abstract,
and references, and the reviewer’s topics by analyzing his previously written
paper and web pages. Furthermore, we are planning to insert in our web-based
CMS, a sessions manager system similar to GRAPE able to automatically propose
sessions for the conference and the presentations for each session.
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Abstract. In this paper, we describe a new nurse scheduling system based on
the framework of Constraint Satisfaction Problem (CSP). In the system, we must
deal with dynamic changes to scheduling problem and with constraints that have
different levels of importance. We describe the dynamic scheduling problem as
a Dynamic Weighted Maximal CSP (DW-MaxCSP) in which constraints can be
changed dynamically. It is usually undesirable to drastically modify the previous
schedule in the re-scheduling process. A new schedule should be as close to as
possible to the previous one. To obtain stable solutions, we propose methodology
for keeping similarity to the previous schedule by using provisional constraints
that explicitly penalize changes from the previous schedule. We have confirmed
the efficacy of our system experimentally.

1 Introduction

The nurse scheduling is a problem that is not easy to solve. In the nurse scheduling
problem, various constraints, whose importance are different, must be taken into ac-
count (e.g., legal regulations, organizational rules, nurses’ requests). In this paper, we
present a nurse scheduling system that helps hospital administrators to solve such com-
plicated problems. There are several approaches to the nurse scheduling based on the
framework of Constraint Satisfaction Problem (CSP) [1, 2]. For example, Abdennadher
and Schenker express hard constraints and soft constraints by using a weight allocated
to each constraint, and then using a search method that minimizes the number of un-
satisfied soft constraints. They also constructed a practical scheduling system, called
INTERDIP.

The nurse scheduling is achieved based on requests from all nurses. When nurses
submit new requests, re-scheduling is required and the previous schedule could be dras-
tically changed as a result of the re-scheduling. Therefore, we propose a scheduling
method that can generate a stable schedule. In our method, we deal with changes to
a problem by representing problems as a sequence of static CSPs based on Dynamic
CSP [3, 4]. Because the nurse scheduling problems is often over-constrained, there
would be no solutions that can satisfy all constraints. In this paper, we first represent

M. Ali and F. Esposito (Eds.): IEA/AIE 2005, LNAI 3533, pp. 799–808, 2005.
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Fig. 1. An Example of a Roster

a problem at each time step as a Weighted Maximal CSP (W-MaxCSP), then repre-
sent a varying nurse scheduling problem as a Dynamic Weighted Maximal CSP (DW-
MaxCSP). To obtain a stable schedule in our scheduling system, we introduce provi-
sional constraints that explicitly penalizes changes from a previous schedule.

The structure of the rest of this paper is as follows. In the next section, we outline
the nurse scheduling problem on which we focus in this paper, and in Section 3, we
formalize this problem as a DW-MaxCSP. In Section 4, we shows the rescheduling
process. In Section 5, we show the efficacy of our scheduling method and the system.

2 The Nurse Scheduling Problem

In a Japanese hospital, a new roster for each ward is usually generated monthly. There
are two types of nurse rosters, a two-shift system and a three-shift system. In this paper,
we focus on the 3-shift system. Each day consists of three units: a day-shift, an evening-
shift, and a night-shift. Nurses have to be assigned to each shift or give holidays. The
scheduling period is usually one month. An example of a roster generated by our nurse
scheduling system is shown in Figure 1, where each row and column respectively ex-
press each nurse’s schedule and working contents in each day. Circles, triangles, and
squares respectively mean a day-shift, an evening-shift, and a night-shift. Blank cells
means a holiday. Different constraints must be taken into account for generating a roster.
We consider the following constraints:

– The number of nurses assigned to each working shift must be within the range of
a certain maximum value and a certain minimum value (e.g., at least four nurses
must be working the evening-shift).

– The number of shifts assigned to each nurse must be within the limits of legal
regulation (e.g., the number of holidays which are assigned to each nurse should be
about 2 days).
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– Prohibited working patterns must be prevented. A “working pattern” is a sequence
of working shifts over several days. An example of a prohibited working pattern is
“the day-shift after the night-shift.”

– Requests from nurses should be satisfied as much as possible. Specifically, both the
required working shift and the nurses’ requests for holidays should be considered.

As we mentioned above, the generation of a roster is based on a number of constraints.
Therefore, even if a few schedules (i.e., a value of one cell in a roster) are changed,
many other schedules associated with these changed are affected.

3 Nurse Scheduling Based on Dynamic Weighted MaxCSP

3.1 Dynamic Weighted MaxCSP

When nurses submit new requests for their working shift, the scheduling problem is
changed because constraints must be changed or added. We represent such dynamics
by using the framework of Dynamic CSP [3, 4]. Because the real-life nurse scheduling
problems are oftern over-constrained, we allocate a weight to each constraint and try
to determine a schedule minimizing the total weight of unsatisfied constraints. That is,
we formalize the problem , which is a sequence of over-constrained scheduling prob-
lems, as a DW-MaxCP. A DW-MaxCSP can be represented as a sequence of static
W-MaxCSPs. When we let WPi be a W-MaxCSP at time step i, we can represent the
DW-MaxCSP as follows:

DP = {WP0,WP1, ...,WP i, ...}
where WPi+1 is the problem generated from a previous problem WPi. Each W-
MaxCSP is denoted as WPi = (Xi,Di, Ci, S, ϕ), where (Xi,Di, Ci) is a classical
CSP. The terms Xi, Di, and Ci respectively represent a set of variables, a set of finite
domains for the variables, and a set of constraints. S = (E,⊗,�) is a valuation struc-
ture, and ϕ : C → E is a valuation function that gives a valuation to each constraint.
E is the set of possible valuations; � is a total order on E; � ∈ E is the valuation
corresponding to a maximal dissatisfaction, and ⊥ ∈ E is the valuation correspond-
ing to a maximal satisfaction; the aggregation operator ⊗ aggregates valuations. Let A
be an assignment of values to all of the variables; that is a complete assignment. The
valuation of A for the constraint c is defined as:

ϕ(A, c) =
{⊥ if c is satisfied by A

ϕ(c) otherwise

and the overall valuation of A is given by

ϕ(A) = ⊗
c∈C

ϕ(A, c).

The solution of W-MaxCSP is an allocation of values to all variables that can minimize
the total weight of the unsatisfied constraints ϕ(A).

In Dynamic CSPs, there is an important problem with solution stability. Solution
stability is a property which makes new solutions close to the previous ones. According
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to Verfaillie and Shiex [5], a stable solution is one that keeps common allocations to
previous solution as much as possible. Wallace and Freuder [6], on the other hand, say
that a stable solution is one that is likely to remain valid after changes that temporarily
alter the set of valid assignments, and they call the stability in [5] simply “similarity.”
Wallace and Freuder’s concept of solution stability, however, includes that of Verfaillie
and Shiex. Moreover, both concepts are elaborated to deal with the alteration of the
problem even as the effectiveness of solution is kept. In this paper, we try to propose
the method for re-scheduling considering “similarity”.

3.2 Formalization Based on the DW-MaxCSP

The nurse scheduling problem with changes over time can be defined as a sequence of
W-MaxCSPs each of which consists of some variables, the value of the variables and
some constraints. Let WPi = (Xi,Di, Ci, S, ϕ) be a W-MaxCSP at time step i. Each
element in a set of variables Xi = {x(1,1), x(1,2), ..., x(s,t)} represents a working shift
of each nurse on each day. Each variable corresponds to a cell in a roster like taht in
Figure 1, and x(s,t) ∈ Xi represents a shift of nurse s on date t. Di represents a set
of finite domains for the variables. In this paper, we suppose that the domains for all
variables are common and that d(s,t) = {0, 1, 2, 3} ∈ Di, where the values 0, 1, 2, and
3 respectively correspond to “holiday,” “day-shift,” “evening-shift,” and “night-shift”.
For a valuation structure S = (E,⊗,�), E is a set of integers, ⊥ = 0 and � = 9.
� is a total order on E. Accordingly, when A is an assignment of values to all of the
variables, ϕ(A) represents the total weight of the unsatisfied constraints.

The form of a constraint included in a set of constraints Ci is defined as follows:

lim(min,max,List, w)

where min and max respectively represent the lower limits and the upper limits to the
number of elements in an assignment Ai of values to all of the variables at time step i,
which correspond to the elements in List. w represents the weight of the constraint and
takes its value as an integer from 0 to 9. When the number n of elements in the same
in A and List, and min ≤ n ≤ max, the constraint can be satisfied. For example,
if a nurse s requires more than one and less than three holidays, such a condition is
described by the following constraint:

lim(1, 3, {x(s,1) = 0, x(s,2) = 0, ...}, 5)

This constraint can be satisfied when more than one and less than three variables are
allocated the value “0”. If this constraint is not satisfied, a cost of 5 is added.

4 Re-scheduling Based on DW-MaxCSP

4.1 Solution Stability Based on the Provisional Constraint

Each WPi can be solved in a manner which is similar to that used to solve an ordinary
W-MaxCSP. Though each W-MaxCSP is solved while minimizing the total weight of
unsatisfied constraints, there would be a few changes if some constraints assigned low
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weight were intentionally violated. Suppose, for example, there is a relatively weak
constraint lim(1, 1, {x(s,t) = 0}, 1) for nurse s, who requires holiday on date t, and
suppose there are many changes in the values of variables when this constraint is satis-
fied. If the number of changed variables is quite different depending on the satisfaction
of constraint lim(1, 1, {x(s,t) = 0}, 1), it is appropriate, in light of the solution stabil-
ity, to intentionally render this constraint unsatisfied and obtain a solution with a few
changes. Moreover, if problems WPi−1 and WPi are irrelevant in the calculation and
do not affect each other, each of them is solved independently. The solution stability
in DW-MaxCSP is obtained by inhibiting the change in the process of problem-solving
for a sequence of W-MaxCSPs. Therefore, we need the method to render W-MaxCSPs
dependent by using the previous solution for the solution stability.

We propose a method that introduces a provisional constraint. The provisional con-
straint can be used to keep values which are assigned in the last solution for all variables.
Concretely, it is the weighted unary constraint in order to obtain the same value in the
previous solution. For example, let v(s,t) be the value assigned to the variable x(s,t) in
the last solution. Then the following provisional constraint is added:

lim(1, 1, {x(s,t) = v(s,t)}, w)

where w is a weight assigned to this provisional constraint. Since the provisional con-
straint can explicitly represent the penalty for changing a solution, it would be satisfied
as a substitute for not satisfying the constraint that causes many changes of values. In
that case, we can obtain a stable solution without many changes. Moreover, our method
does not target only the last solution, but also all of previous solutions. Namely, some
provisional constraints are added with respect to each rescheduling.

4.2 The Process of Re-scheduling

Suppose that problem WPi changes to a new problem WPi+1 by addition of sets
of constraints representing nurses’ requirement Cnew and Crev . Cnew is a set of con-
straints representing new requirements for the solution to WPi. Crev is a set of con-
straints representing the adjustment for the shift in the solution to WPi. The process of
rescheduling is as follows:

Step 1: The sets of new constraints Cnew and Crev are generated from nurses’ re-
quirements and are added to the current problem WPi. The problem then changes
to WPi+1.

Step 2: For all variables, a set of the provisional constraints Ci
prov is generated and

added to Cprov , which is generated in the previous scheduling process. That is,

Cprov =
i⋃

j=0

Cj
prov (∀j c ∈ Cj

prov, c /∈ (Cprov\Cj
prov))

Step 3: Cprov is added to WPi+1 and the temporary problem WP ′
i+1 is generated.

Step 4: For problem WP ′
i+1, a new schedule is determined according to a hill-climbing

algorithm. Since the solution stability is already guaranteed by the addition of
Cprov , the stable solution would be determined by simply solving WP ′

i+1.
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WPi = (Xi, Di, Ci, S, ϕ): W-MaxCSP at time step i

Ai: an assignment for WPi

Cnew: a set of constraints which is added to WPi

Crev: a set of revised constraints

Cprov: a set of provisional constraints

w: the weight of provisional constraint

1 re scheduling (WPi,Ai, Cnew, Crev, Cprov)

2 IDnew ← ID of nurse associated with c ∈ Cnew

3 DTnew ← date associated with c ∈ Cnew

4 IDrev ← ID of nurse associated with c ∈ Crev

5 DTrev ← date associated with c ∈ Crev

6 Ci ← Ci − {c} (c is a constraint on the desire associated with s ∈ IDrev)

7 Ci+1 ← Ci ∪ Cnew ∪ Crev

8 for each xj ∈ Xi

9 if s /∈ IDnew ∨ t /∈ DTnew ∨ s /∈ IDrev ∨ t /∈ DTrev then

10 Cprov ← Cprov ∪ lim(1, 1, {xj = vj}, w)

11 end for

12 C′
i+1 ← Ci+1 ∪ Cprov

13 Ai+1 ←hill climbing(Xi, Di, C
′
i+1, S, ϕ)

14 for each c ∈ Cprov

15 if (c is not satisfied in Ai+1) then

16 Cprov ← Cprov − {c}
17 end for

18 WPi+1 ← (Xi, Di, Ci+1, S, ϕ)

19 return WPi+1, Ai+1 and Cprov

Fig. 2. An Algorithm for Re-scheduling

Step 5: After the problem is solved, Cprov is removed from WP ′
i+1 (the problem

turns back to WPi+1) and all of satisfied provisional constraints are removed from
Cprov in order to prevent overlapping of the provisional constraints in the later
re-scheduling.

Figure 2 shows an algorithm for reshceduling. In line 1, there are five input data items:
WPi, Ai, Cnew, Crev , and Cprov . In line 6, some constraints representing require-
ments from nurses who require changes of their own shift. These are specified using
the ID of each nurse, which is picked up in line 4. From line 8 to line 11, new provi-
sional constraints, which are used to keep value v(s,t) in the schedule for WPi , are
generated and added to Cprov . The provisional constraints for the target variables of
Cnew and Crev are not generated. In the algorithm shown in Figure 2, although the
weights to provisional constraints are identical and the value is predefined, it is possi-
ble to assign different weights to each constraint. In line 13, a schedule for WPi+1 is
determined by the function hill climbing. The argument of the function hill climbing
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(Xi,Di, C
′
i+1, S, ϕ) expresses WP ′

i+1. C ′
i+1 is a union of Ci+1 and Cprov which is

generated in line 12. From line 14 to line 17, only satisfied constraints are removed
from Cprov . Finally, in line 19, WPi+1, Ai, and Cprov is outputted.

5 Evaluation

5.1 Experimental Results

We evaluated our method under the following conditions: a scheduling term was 2
weeks, and there are 15 nurses. Accordingly, the problem was to assign shifts (day/eve-
ning/night/holiday) to 210 variables. The constraints that have to be satisfied are the
following:

(i) Essential constraints
– Constraints on the number of nurses for each working shift per day: For each

shift, the number of nurses had to be within the range of maximum and mini-
mum values (day: 4-6, evening: 3-5, night: 3-5).

– Constraints on prohibited working patterns– “day-shift after night-shift,” “eve-
ning-shift after night-shift,” “day-shift after evening-shift,” and “3 consecutive
night-shifts” – had to be avoided.

The constraints that had to be satisfied, if possible, are the following:

(ii) Desired constraints
– Numbers of working days and holidays (day-shift/evening-shift: over 2 days,

night-shift: within 4 days, holiday: 3-5 days).
– Constraints on work patterns that were hopefully prohibited: “4 consecutive

evening-shifts,” “5 consecutive day-shifts,” and “the holiday between some
working shift”– should be avoided.
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Fig. 4. Comparison on the Valuation

The weights of the essential constraints were set to 9 and those of the desired constraints
were set to 4. For each nurse, the constraints, which represented each nurse’s requests
for two weeks, were generated. We assumed that the weights for these constraints were
randomly distributed within the rage [1,9], then each constraints were randomly as-
signed any value within that range.

In the evaluation, we first generated an initial roster. Then some cells in a roster
were randomly selected and constraints for the selected cells were generated. These
constraints required the change of working shift and their weights were set to 9. Fi-
nally, rescheduling was achieved. In the process of re-scheduling, the weights of the
provisional constraint were set to 2, and the upper limit of the search steps was set
to 800. We compared our method (OM) to two other methods; one that simply gener-
ated a new schedule (SG), and another that used the previous assignment as an initial
solution (PA). PA is described in [5, 7]

Figure 3 and Figure 4 respectively show the change rate and the valuation by vary-
ing the number of constraints, which requires changes, from 3 to 30. The change rate
means the number of changed variables as a proportion of all other changed variables.
These graphs show the averages for 30 different problems, each of which has the dif-
ferent number of constraints. In Figure 4, the valuation is calculated without including
provisional constraints. As shown in Figure 3, in SG which did not absolutely consider
the solution stability, over 60% of the remaining variables were changed. Although the
change rate with PA was lower than that with SG, 50% of the remaining variables were
changed. Accordingly, in these two methods, despite of the number of constraints re-
quiring changes, many remaining variables were changed their value. In our method,
on the other hand, the change rate increased as the number of constraints increased but
was less than 10% in the easiest case and less than 30% in the most complicated case.
Therefore, we can consider that our method can obtain stable solutions better than the
other two methods can. As shown in Figure 4, the valuation of our method was better
than that of PA. Although our method obtained worse valuation by comparison with SG,
there was not much difference. Namely, our method can obtain stable and good-quality
solutions. In this evaluation, the valuation obtained by PA was the worst, especially
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Fig. 5. A Roster before a Re-scheduling

Fig. 6. A Roster after a Re-scheduling

when many changes were required (i.e., a large number of constraints was considered)
because the iterative improvement was no longer effective as a result of a large num-
ber of requirements for changes. Additionally, the valuation of our method was slightly
worse than that of SG because in our method, even if there were better solutions, we
could not obtain them because of the provisional constraint for solution stability.

We evaluated the computation time for the above three methods. We calculated the
average time needed for 30 trials for problems in which there were 30 requests. In
SG and PA, the computation time was not changed as the number of reschedulings in-
creased. In our method, the larger the number of provisional constraints became, the
more time-consuming the calculation of the new schedule got. Hence, we evaluated
the computation time for the 10th rescheduling. We ran our experiments on a com-
puter (PowerPC G5 1.6GHz) with a program written in Java. The computation time
for OM was about 693 seconds and was about 487 seconds for the SG and PA. This
difference was not large enough to prevent the practical use of our scheduling system.
Moreover, the performance of our method with regard to solution stability can fully
compensate this extra computation time.
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5.2 System Examples
In this section, we show examples of schedules offered by our scheduling system. Fig-
ure 5 and Figure 6 respectively show rosters before and after re-scheduling. Each cell
shows each nurse’s working shift in the current schedule. Four colored cells are cells
that need to have their value changed. The requirement is shown in the interior of “[ ]”.
For example, “nurse1” requires the working shift in his/her second cell to be changed
from evening-shift to night-shift. In Figure 6, showing the result of a re-scheduling,
cells in which values are changed in the re-scheduling are indicated by the circles. Ad-
ditionally, the colored cells are ones in which the value was successfully changed by
re-scheduling. As shown in this figure, the values of all required cells are changed ap-
propriately.

6 Conclusion

In this paper, we presented a nurse scheduling system that can re-schedule effectively.
To achieve solution stability in the re-scheduling process, we introduced provisional
constraints. Provisional constraints can prevent drastic changes to schedules and are
effective to keep values that are assigned in the previous solution for all variables. We
experimentally confirmed the efficacy of our nurse scheduling system in practical use.

In this paper, we used the provisional constraints in a simple way. That is, we allo-
cated the same weights to each of them. Thus, we are currently elaborating our method
to determine and allocate appropriate weights to each provisional constraint.
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Abstract. This paper describes a semi-autonomous wheelchair enabled with 
“HelpStar” that provides a user who is visually impaired with mobility 
independence. Our “HelpStar” enabled semi-autonomous wheelchair functions 
more like a personal assistant, allowing much greater user independence. When 
the user finds themself in an unforeseen circumstance, the “HelpStar” feature 
can be activated to allow a remote operator to use Virtual Reality technologies 
to provide helpful navigational instructions or to send commands directly to the 
wheelchair. This paper demonstrates the successful integration of assistive 
technologies that allow a person who is visually impaired and using a 
wheelchair to navigate through everyday environments. 

Keywords: Systems for Real-Life Applications, Human-Robot Interaction, 
Robotics, Semi-autonomous Vehicles, Virtual Reality. 

1   Introduction 

A semi-autonomous (SA) wheelchair is an electric powered wheelchair that contains 
perceptual and navigational capabilities for assisting a person who is visually 
impaired and using a wheelchair. The goal of an SA wheelchair is to improve the 
independent mobility of individuals with multiple disabilities based upon integrated 
sensory information and human-machine interaction. In a nutshell, the SA wheelchair 
provides the user with enough information about the environment to allow the user to 
navigate effectively. This is similar to the assistance a sighted, human attendant might 
provide while assisting with moving the user from one location to another. The user 
actually controls the motions of the wheelchair but is directed by the attendant. 

However, there are circumstances where the SA wheelchair user might need 
assistance with overcoming some unforeseen predicament. Usually, this requires the 
user to ask a passerby for assistance or to telephone a nearby friend to come help out. 
When owners of General Motors vehicles with the OnStar feature face some sort of 
difficulty while driving, they can request assistance from the OnStar service staff with 
the touch of a button. Likewise, stay-at-home customers of ADT's Companion 
Services contact the ADT 24-hour help staff by pressing the button on their personal 
alert device. Our virtual reality help system (called HelpStar) provides a similar 
feature but for a different type of user; the visually-impaired wheelchair user. 
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With the touch of a button, a member of the HelpStar staff makes contact with the 

SA wheelchair user having difficulty. The sensory information routinely collected by 
the wheelchair is instantly forwarded to the HelpStar center. This information is used 
to establish a virtual environment in the HelpStar center that reflects the environment 
encountered by the wheelchair user. This allows the HelpStar staff to analyze, 
diagnose, and resolve the current problem faced by the user. Corrective feedback 
could either be in the form of commands to the user (similar to what a local human 
attendant might do), or commands directly to the SA wheelchair. In either case, the 
user's immediate problem is resolved with the minimum amount of local interference, 
and they are free to continue with their activity such as going to class. 
The key concept behind the HelpStar project is independence. The SA wheelchair 
provides an enormous amount of mobility independence to the (essentially blind, 
using a wheelchair) user. HelpStar provides immediate assistance when the user 
encounters a problem. However, more importantly, HelpStar provides security and 
peace-of-mind to the user; if they need help, they know help is just a button push 
away. The remainder of this paper describes the approach we are taking to develop 
the HelpStar system. We discuss the major aspects of our semi-autonomous 
wheelchair, the sensory information acquisition systems, and the HelpStar virtual 
reality feature. We conclude the paper with a discussion of the current HelpStar 
prototype implementation. 

2   Background 

Most public institutions and facilities, such as universities, provide certain types of 
disability services. For example, the University of Georgia provides an on-campus 
curb-to-curb van transportation service to students with mobility, visual, and other 
health-related impairments. Students with disabilities need not worry with outdoor 
(building to building) transportation. However, no official attendant service is 
provided for navigating within a university building. This is typically the case on 
nearly all public university campuses. In addition, many universities have a rich 
heritage of historic building architecture. Unfortunately, many of these older 

Fig. 1. The Power Wheelchair (Invacare 
Nutron R-32). 

Fig. 2. The arrayed motors of the 
Vibrotactile Glove 
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buildings are not disability friendly. Even when situated in a disability friendly 
building, maneuvering to a particular destination is not an easy task without the aid of 
a sighted human attendant. 

A number of studies have been conducted in the field of assistive technology 
which combine robotics and artificial intelligence to develop autonomous wheelchair 
control. Many of these autonomous wheelchairs are equipped with a computer and a 
set of sensors, such as cameras, infrared sensors, ultrasonic sensors, and laser rangers. 
This assortment of equipment is used to address a number of specific problems such 
as: obstacle avoidance, local environment mapping, and route navigation. With 
autonomous control, the system probes the environment, detects an obstacle, plans a 
navigation route, makes a decision, and actually controls the wheelchair. The user 
simply goes along for the ride. Consequently, the system is ultimately responsible for 
the results, which leaves the user totally dependent upon the equipment. Most of these 
autonomous wheelchairs have been employed for research purposes only. NavChair, 
developed at the University of Michigan [10], transports the user by autonomously 
selecting three different modes (tasks): obstacle avoidance, door passage, and wall 
following. The Tao series provided by Applied AI Systems Incorporated is mainly 
designed for indoor use and features escape from a crowd and landmark-based 
navigation behaviors in addition to the three common tasks accomplished by 
NavChair [6]. Tinman II [13] and Rolland [9] also provide similar functionalities. In 
each case, the user is not involved with the motion of the wheelchair but is a 
passenger. 

3   The SA Wheelchair 

Many users are very comfortable with the autonomous wheelchair transportation 
system. However, others want to be more involved with the process. They want to 
feel as if they are in control; to have some feeling of independence in both the 
decision making and the motion involved in their day to day transportation activities. 
A semi-autonomous wheelchair is more like a personal assistant; the user and the 
wheelchair cooperate in accomplishing a task. The degree of assistance can hopefully 
be determined by the user in a real time manner. Wheelesley, one of the early research 
efforts in this field [17], provided semi-autonomous control of an intelligent 
wheelchair with a graphical interface. This allows the sighted user to control the 
wheelchair by selecting from among several navigational tasks. Similarly SmartChair, 
designed at the University of Pennsylvania [15], consists of a vision-based human 
robot interface that allows computer-mediated motion control as well as total motion 
control by the user. Since the man-machine interaction of these intelligent 
wheelchairs relies on a graphical interface, it is inappropriate for our target audience: 
the visually impaired person using a wheelchair. 

Our goal is to customize a standard wheelchair with enough information gathering 
capability to allow an unsighted user to effectively control it. Our base wheelchair is a 
standard power chair (Figure 1) that consists of two front pivot wheels, two rear 
motorized wheels, a battery pack, and a controller (joystick). The perceptual 
navigation system consists of a computer, a collection of sensors (e.g. ultrasonic, 
infrared, and CCD camera), and a man-machine interface. 
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An SA wheelchair automatically acquires sensory inputs from the environment, 
processes them, and provides navigational information transformed to fit the user’s 
available sensory resources, such as audible or tactile perception. As a man-machine 
interface, we developed a tactile “display” designed for the back of the hand, which 
consists of an array of very small vibrating motors (Figure 2: the Vibrotactile Glove). 
The Vibrotactile Glove conveys relatively simple navigational and environmental 
information by activating one or more vibrating motors, which can be intuitively 
interpreted by the user. By wearing the Vibrotactile Glove connected to the SA 
wheelchair, the user is able to expand their limited sensory perception (i.e., combine 
their own sensory perceptions with those of the on-board sensors) for use with 
navigational decision making. In other words, the user has navigational control over 
the wheelchair, and uses available sensory information and system commands to pilot 
the wheelchair. 

Our SA wheelchair is designed for users with multiple disabilities (mental 
disabilities are excluded), specifically users with a combination of physical and 
sensory disabilities. In the United States over two million individuals are bound to 
wheelchairs, 67% of which report suffering from two or more disabilities. Likewise 
1.8 million people in the United States are counted as having impaired eye-sight 
including blindness, 63% of which have multiple disabilities (2000 US Census data). 
A growing number of elderly individuals in the United States and other countries are 
also potential users of the SA wheelchair. 

The type of assistance required to operate a wheelchair varies according to the 
user’s operating skill and physical condition, and an SA wheelchair must provide only 
as much assistance as the user really needs. We have targeted a typical SA wheelchair 
user with severe visual impairment or blindness but who is tactilely and audibly 
competent with fine motor control of the upper extremities. In fact, our research 
efforts have been influenced by a former student with exactly the disabilities we are 
targeting. The result of this collaborative effort enabled us to elucidate the specific 
and most important problems of interest: 

Collision Avoidance (including movement in reverse) 
Human Detection 
Drop-Off Avoidance (e.g., stair steps or sidewalk curbs) 
Portal Navigation (e.g., doorways and gates) 
Directional-Information Acquisition (e.g., signs and room numbers) 
Building Interior Navigation (e.g., inside navigation using 

map/landmark information) 

The first three of those tasks (Collision Avoidance, Human Detection, and Drop-
Off Avoidance) are safety oriented tasks and require real time responses, while the 
others (Portal Navigation, Directional-Information Acquisition, and Building Interior 
Navigation) are navigation oriented tasks and contain a large amount of cognitive, 
mapping, and planning processes. 

The on-board system of our SA wheelchair attempts to accomplish two of these 
tasks (behaviors): Collision Avoidance and Portal Navigation, in cooperation with the 
user. On making decisions among the behaviors, a real-time response of the system is 
strongly required as well as a parallel processing capability. From an architectural 
point of view, modularity of the system, which enables us to easily add behaviors, is 
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also an important factor. Based upon those demands, our control architecture for the 
on-board system [16] utilizes an extension of the Behavior-based control system, 
which is widely used in the robotics field [2, 3, 4; 11, 12]. 

Environmental information provided by our on-board system of sensors combined 
with decision making information is passed to the user in the form of navigational 
commands. The user receives these commands through the Vibrotactile Glove where 
different commands are presented as different vibration sequences via the small 
motors. However, there will surely be times when the user encounters a situation 
where they are in need of assistance. A human care attendant can assist with these 
sorts of emergencies, but having an attendant available all the time may not be 
possible and certainly does not improve independent mobility for the user. HelpStar is 
designed to provide the necessary assistance without the need for an attendant by 
utilizing virtual reality (VR) technology.  

There are a number of studies that have been conducted, as well as some existing 
consumer applications, that employ the combination of VR with assistive technology. 
Most of these efforts focus upon training novice wheelchair users using a wheelchair 
simulator or virtual environment [1, 8]. Gundersen and his team [7] studied the use of 
virtual presence control on board a wheelchair at Utah State University. In their 
project, the on-board system was connected to the remote control booth via an RS-
232 serial radio frequency (RF) link. Due to limitations with the RF band, the 
maximum range between the wheelchair and the remote center was approximately 
1000 feet. The wheelchair was manipulated either by an attendant using the remote 
system or by the on-board (fully) autonomous control system. In either case, the user 
was not involved with control of the wheelchair. 

Utilizing VR technology for remote attendance, we enrich our SA wheelchair 
control system by providing an “on-demand” care attendant to the SA wheelchair 
user. When the user hits the “HelpStar” button, the SA wheelchair control system 
connects to the remote attendant, the HelpStar staff member. The environmental 
information collected by the SA wheelchair’s sensors, and the images acquired by the 
on-board camera(s) are transmitted to the HelpStar center via the Internet. The 
equipment available at the HelpStar center re-creates (in a virtual world) the situation 
encountered by the SA wheelchair user. Of course, the primary limitation is the 
necessary existence of a wireless cloud in the user's location. However, most college 
campuses (especially campus buildings and surrounding areas) are enclosed within a 
wireless cloud with direct access to the Internet. 

The SA wheelchair user can select three modes of care attentiveness: observation 
mode, cooperation mode, and system override mode (Table 1). In observation mode, 
the HelpStar attendant takes on the passive role of an observer; providing no inputs to 
the SA wheelchair but simply observing what the wheelchair “senses” and the user’s 
manipulations. The HelpStar attendant may provide some additional information or 
advice verbally through a headset to the user if they feel it is warranted. In 
cooperation mode, the HelpStar attendant actively controls the angles of the on-board 
cameras and ultrasonic sensors. Using the acquired information, the attendant may 
provide tactile or audible guidance to the SA wheelchair user. The user still 
manipulates the wheelchair movements. In the system override mode, in addition to 
controlling the on-board cameras and sensors, the HelpStar attendant can issue direct 
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Table 1. Attentiveness of the VR system 

Mode Sensor Control Sensor Input Vibrotactile 
Glove 

Motion 
Control 

Observation SA wheelchair SA wheelchair 
HelpStar 
attendant 

On User 

Cooperation HelpStar 
attendant 

HelpStar 
attendant 

On User 

System 
Override 

HelpStar 
attendant 

HelpStar 
attendant 

Off HelpStar 
attendant 

wheelchair movement commands. This mode can be applied when the wheelchair 
user is unable to drive the wheelchair, or the user is required to do another task and 
wheelchair operation simultaneously. 

4   Our Current Prototype 

Our current prototype development efforts are divided into two directions: the SA 
wheelchair, and the HelpStar system. Our SA wheelchair is described in detail in [16]. 
This section discusses the HelpStar prototype; our proof of concept implementation. 
The hardware utilized for the current HelpStar platform is a commercially available 
robot kit called ER1, which is supplied by Evolution Robotics [5]. The robot kit 
includes control software, aluminum beams and connectors for constructing the chassis, 
two assembled nonholonomic scooter wheels powered by two stepper motors, one 360 
degree rotating caster wheel, a power module, a 12V 5.4A battery, and a web-camera. A 
Dell Latitude C640 laptop computer (Intel Mobile Pentium 4 processor 2.0GHz with 
512 MB RAM running Windows XP) is used as the controller device. Additional 
accessories were also used such as a one-dimension gripper arm, infrared sensors, and 
additional aluminum beams and connectors. The chassis is reconfigurable and this 
enables us to design a chassis that would meet our needs. The laptop is equipped with a 
PCMCIA card that provides four additional USB ports. The ports are utilized by the 
web-camera, the infrared sensors, the gripper, and the stepper motors. 

The software that comes with the ER1 robot, which is called the “ER1 Robot 
Control Center”, can be placed in three configurations.  

1. Remotely control an ER1 using another instance of the Control Center on the 
remote machine. 

2. Remotely control an ER1 using TCP/IP. 
3. Control the ER1 by running behaviors. 

The first configuration enables one to control the ER1 remotely from another 
computer using another instance of the Control Center on the remote computer. The 
second configuration enables one to open a TCP connection to a specified port on the 
Control Center and send ER1 commands to it such as move, open, close, etc. In the 
third configuration one can specify behaviors that the robot will execute such as find a 
specific object and then play a sound. More complex behaviors can be specified using 
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Evolution’s toolkit called ERSP. With the behaviors, one can instruct the robot to find 
different objects or colors, and perform an action when certain conditions are met. 
The Control Center contains a module to recognize objects seen by the mounted web-
camera. We instructed the Control Center to accept commands from a remote 
machine for its operations, configuration 2. We placed the camera a little bit behind 
the chassis in order for the gripper to be in the web-camera’s field of view. We also 
placed the gripper as far as possible from the laptop to avoid dropping objects 
accidentally on top of the laptop. 

5   Interacting with he Robot 

We developed a new user interface based on Virtual Reality to remotely control 
multiple ER1 robots (the idea being that the HelpStar center might need to provide 
multiple concurrent assistance). The Virtual environment consists of three 
dimensional objects that each represents a robot (an SA wheelchair user). These 3D 
objects are referred to as TVs, (televisions). The position and orientation of these TVs 
in the Virtual Environment are unrelated to the physical position and orientation of 
the robots. The TVs could be any three-dimensional objects but we utilized simple 
cubes. The images from the robots’ web-cameras are transmitted to the remote 
machine utilizing RTP (Real Time Protocol). These live feeds from the robots’ web-
cameras are converted into images that we texture map onto the TVs; we utilized 
Java’s Media Framework (JMF) to implement this part of the application. This 
enables a fully immersed person (the HelpStar attendant) to walk around the TVs and 
see whatever the web-cameras of the robots see. 

The live feeds from the robots’ cameras are transmitted to the VR machine. The 
VR machine is attached to an electromagnetic tracking system, LIBERTY™ [14], 
which consists of a six-degree-of-freedom (6DOF) tracker with three sensors; 
LIBERTY™ supports up to eight sensors. One sensor is attached to the Head 
Mounted Display (HMD) and the other two sensors are attached to the attendant’s left 
and right hands. We also utilize two Pinch Gloves™ provided by Fakespace Systems 
Incorporated to recognize gestures and send commands to the robots. We have a 
couple of HMDs where one of them has stereo capability. We also have three 
different PCs that are capable of driving the application, all of which are equipped 
with high end video cards. The VR machine is also attached to an eye-tracking 
machine. We currently use the eye-tracking machine to simply select a desired TV. 

The fully immersed person (the HelpStar attendant) can pick up any of the TVs, 
move them, rotate them, and group them together to place related TVs together. The 
TVs have some decoration round them to easily distinguish the different TVs. The 
decoration could include some other objects around the TVs or the name of the user 
on top of the TVs. When the attendant’s hand intersects with one of the TVs and the 
attendant performs the gesture shown in Figure 3, the selected TV follows the motion 
of the attendant’s hand until they release the TV as shown in Figure 4. The attendant 
can utilize both of his/her hands to pick up two TVs, or simply pick up one TV with 
one hand and hand it over to the other hand; the application is aware of two hand 
interaction. 

t
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Fig. 3 & 4. Grasping and Releasing a TV 

The HelpStar attendant using eye-tracking technology can select one of the three 
dimensional objects (TVs) that represents a robot. Since the attendant may simply 
look around and not want to select a particular TV, to select a TV they have to look at 
it and then perform another gesture to select the TV being looked at. When the TV is 
selected, the TV’s position and orientation change dynamically so that it is always in 
front of the attendant, even if the attendant moves around. There could be only one 
TV selected. To deselect a TV the attendant performs the same gesture again. 

The application has nine states and is aware of state transitions; actions may be 
performed on a state or at a state transition. The “Idle” state is a state that indicates no 
communication with the robots, besides that the application is receiving live feed from 
the robots’ cameras, and no interaction between the attendant and the TVs. While in the 
“Idle” state, the attendant can pick up a TV with their left or right hand, or even both. 
The attendant needs to touch a TV and perform a gesture to attach the TV to their virtual 
hand; the gesture is: touch the thumb and the index finger. As soon as the attendant 
releases the touching fingers, the hand-TV relationship is terminated and the TV does 
not follow the attendant’s hand anymore. The state machine reverts back to the “Idle” 
state. While in the “Idle” state, the attendant can also look at a TV and then touch and 
release the right thumb and middle fingers to select a TV. This transitions the state 
machine to the “Selected” state where the TV is locked in front of the attendant’s field 
of view. As the attendant moves around, the TV appears in front and the attendant does 
not see the rest of the Virtual Environment that primarily consists of other TVs. This is 
the main state of the state machine where the attendant can either deselect the TV or 
send commands to the robot. To set the speed to slow or fast the attendant “pinches” the 
left thumb and index fingers and the left thumb and middle fingers respectively.  The 
speed reflects the linear speed not the rotational/angular speed. Slow speed is the 
slowest the robot can move which is 5 cm/sec and the fast speed is the fastest the robot 
can move, which is 50 cm/sec. Note here that the speed is set at the transition from the 
“Speed_fast” or “Speed_slow” states to the “Selected” state. The gripper operates using 
the left thumb and the left pinky and ring fingers. As long as the state machine is in one 
of the “Gripper_open” or “Gripper_close” states, the gripper keeps opening or closing 
respectively. Upon releasing the fingers the state machine transitions to the “Selected” 
state at which point the “stop” command is transmitted. The stop command instructs the 
robot to cancel any operation that is being executed. This enables the attendant to 
partially open or close the gripper. 

The other two states are used to maneuver, rotate left or right, and move forward or 
backwards, the robot. When the state machine transitions from either the “Move” or 
“Rotate” states to the “Selected” state the “stop” command is transmitted to stop the 
robot. We use two states, one for the rotation and one for the move because of the 
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robot’s limitations. An ER1 cannot move and at the same time rotate. So, either the 
attendant can instruct the robot to move straight (forward or backwards) or rotate 
(clockwise or counterclockwise). To instruct the robot to move forward, the attendant 
needs to simply lean forward and pinch the right thumb and pinky fingers. Similarly, 
to instruct the robot to move backwards the attendant simply needs to lean backwards 
and perform the same pinch. Since there is a Polhemus 3D sensor attached to the 
attendant’s HMD to track their position and orientation in space, we define a plane in 
space that divides the space into two parts. We keep track of the attendant’s position 
orientation continuously and upon the appropriate gesture we define the plane in 
space. The attendant can move between the divided space to instruct the robot to 
move forward or backwards. 

To instruct the robot to rotate clockwise or counterclockwise, the attendant first 
needs to perform the right gesture for the state machine to transition to the “Rotate” 
state at which point the robot follows the rotation of the attendant’s head. If the 
attendant rotates his/her head 20 degrees to the left, the robot also rotates 20 degrees 
to the left. Since the robot’s motors are not as fast as the attendant’s head rotation 
speed, the attendant should rotate slowly to give enough time to the robot to perform 
the rotation. The rotation angle we are tracking in real time is the rotation around the 
Y axis, which is pointing upwards. 

The rotation or direction of the robot depends on local coordinates. That means that 
even if the attendant rotates his/her body 180 degrees, forward means forward to the 
robot and the attendant’s left means left to the robot, something that is not true if one 
tries to maneuver the robot using a conventional mouse. Even if one uses the “Control 
Center” to remotely control the ER1, changing the speed of the robot would require 
multiple mouse clicks on different windows. However, utilizing a Virtual Reality 
interface makes operating an ER1 remotely seem more natural and the attendant can 
send more commands to the robot by simple gestures/postures. 

6   Conclusions and Future Directions 

HelpStar is our proposed system for remote assistance to a semi-autonomous 
wheelchair user using Virtual Reality as an invisible assistive service. The system is 
specifically designed for individuals who are visually-impaired, use a wheelchair, and 
want to be involved with their own mobility. A single HelpStar attendant can virtually 
see multiple users and provide immediate assistance to one or more of them. The SA 
wheelchair employed in the design allows the user to expand their limited sensory 
perception for use in navigational decision making. If the SA wheelchair user 
encounters an unusual situation, all they have to do is push a button to contact the 
HelpStar center. The key idea, the feature that makes this all worthwhile, is to provide 
mobility independence to the user. 

To demonstrate the feasibility of this concept, the HelpStar prototype currently 
uses a commercially available robotics kit from Evolutionary Robotics called the 
ER1. The Virtual Reality environment enables a fully immersed person, the HelpStar 
attendant, to sense what the robots sense from a remote location. Upon selecting one 
robot using the PinchGloves, the attendant can control and move the ER1 using of any 
simple motion commands in a natural manner, perhaps to gain a better visual foothold 
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situation. Once the SA wheelchairs are introduced into the equation, we will be able 
to begin actual field trials. We expect these to begin during the summer of 2005. 
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Abstract. The paper describes and reports the results of a project that has in-
volved Project Automation S.p.A. and the Italian highway company Società Au-
tostrade S.p.A. The main aim of the project is to deliver a monitoring and control
system to support traffic operators of Italian highways in their working activi-
ties. The main functionalities of the delivered system are: automatic detection of
anomalous traffic patterns, alarm filtering according to peculiarities of the moni-
tored highway section, atomic alarm correlation, and automatic control of traffic
anomalies. In particular, the paper gives a general introduction to the System for
Automatic MOnitoring of Traffic (SAMOT), its aims, design approach and gen-
eral architecture. Moreover, more details will be given on the Alarm Correlation
Module (MCA), a knowledge–based solution based on Modal Logic approach to
the atomic alarm correlation and filtering. Finally, we will show three significant
installations of the SAMOT system that are currently working to support traffic
operators of some of the most important and traffic congested Italian highways.

1 Introduction

The paper describes and reports the results of a project that has involved Project Au-
tomation S.p.A. and the Italian highway company Società Autostrade S.p.A. The main
aim of the project is to deliver a monitoring and control system to support traffic op-
erators of Italian highways in their working activities. The main functionalities of the
delivered System for Automatic MOnitoring of Traffic (SAMOT [1]) are: automatic
detection of anomalous traffic patterns, alarm filtering according to peculiarities of the
monitored highway section, atomic alarm correlation, automatic control of anomalies.

Traffic safety, congestion prevention and effective actions in case of emergencies
can be supported today by the use of sophisticated technology that provides traffic
monitoring and control. The aim of a traffic monitoring and control system is to de-
tect traffic flow anomalies, to alert traffic operators and to support them in the manage-
ment and control of emergencies [2, 3]. Different devices and technologies can be used
for traffic anomaly detection (e.g. magnetic loop sensors, video–cameras, infrared, mi-
crowave radars, video image processors). In the last few years, the increase in demand
for more diversified traffic information and more complex traffic control has lead to
video–based detection systems and automatic incident detection systems. Image pro-
cessing is a relatively new technology. It provides direct incident detection, automatic
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storage of pre–incident images, as well as simultaneous monitoring of different lanes
of traffic data [4]. The image processing technique is also characterized by flexibility
to modifications and is suitable for different traffic monitoring applications. A lot of in-
formation can be derived from the analysis of traffic video images performed by Video
Image Processors (VIP) [5].

When traffic flows are monitored automatically with video processing techniques,
each peripheral VIP generates a set of data referring to its own point of observation.
Each individual sensor records and transmits any monitored variation with respect to a
set of sensitivity thresholds. VIP devices derive information about the traffic flow of the
monitored lane (e.g. average speed, volume, occupancy, slowdowns, queues, wrong–
way driving vehicles, stopped vehicles, vehicle gap and so on) according to algorithms
for vehicle detection that, for instance, process differences of grey tone between back-
ground and car images. Artificial intelligence techniques like genetic algorithms and
neural networks have often been employed to automatically derive from VIP elabora-
tions atomic anomalous traffic conditions [6]. Traffic monitoring systems alert traffic
operators every time an atomic anomaly is detected by VIPs, and automatically store
several frames of the pre–anomaly images that can be extracted for analysis at a later
stage. Different video detection algorithms have been proposed, and their comparison
is usually based on Detection Rate (DR), False Alarm Rate (FAR) and Detection Time
(DT). These evaluation parameters strongly influence one another: the shorter is the DT,
the higher is the DR but, unfortunately, the higher is also the FAR [7].

One of the main problems in traffic anomaly detection is that generally only atomic
anomalies are considered. According to a general framework for monitoring and control
systems, correlation of heterogeneous data collected from the environment consists in
merging and comparing true facts in different places at different time [8]. Correlation
allows to exploit relations along space and time, inherent to the domain’s structure,
to draw more rich and informative inferences. In particular, alarm correlation is the
integration of anomalous situations detected in the environment (i.e. the alarms detected
by local agencies) along time. According to the above informal definition of correlation,
a dedicated formal model has designed and applied within the SAMOT system in order
to correlate atomic anomalous traffic patterns and to represent them as facts with respect
to their relative space and time locations. The formal language based on Modal Logic in
order to correlate those alarms has been described in [9, 8]. It allows the MCA module to
reason on the adjacency relations among spatio–temporal locations of the single alarms
and to interprete them as true facts with respect to specific space–time locations. The
fundamental notion that the model introduces is that of spatio–temporal region (ST–
region), on which propositions are evaluated. The Alarm Correlation Module (MCA) of
SAMOT system bases its analysis, correlations and filtering of atomic traffic anomalies
(detected by the VIP boards) according to the ST–region model. The main contribute
of the MCA is to logically deduce significant properties on spatio–temporal localized
regions and, thus, to improve traffic operators’ awareness on the traffic dynamics. This
improvement is mainly provided by the filtering of non–significant alarms that are not
notified to SAMOT users that allows them to concentrate only on really dangerous
situations. This advantage has been demonstrated by the system test during which it has
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been obtained both a reduction of the system FAR (False Alarm Rate) and an increase
of its DR (Detection Rate) (without affecting the Detection Time).

After an overview of the System for Automatic MOnitoring of Traffic (SAMOT),
the paper focuses on MCA module (giving an overview of its underlying model based
on ST–modal logic) and on three significant instantiations of SAMOT that are currently
working to support traffic operators of some of the most important and traffic congested
Italian highways.

2 The SAMOT System

Traffic operators devoted to traffic monitoring and control of some of the more con-
gested Italian highways are provided by the SAMOT system with a set of data about
traffic situation of the monitored highway section and, when traffic anomalies are de-
tected, they can undertake all the needed operations on SAMOT devices through the
SAMOT user interface. For instance they can select, create and activate an adequate
sequence of camera images to be shown on the Close–Circuit TV to verify the detected
anomaly, or they can activate a message on Variable Message Panels (VMP) to in-
form motorists about traffic anomalies. The SAMOT system supports traffic operators
in traffic control providing them with acoustic and visual warnings when anomalous
traffic conditions are detected. Anomaly detection is performed by a set of Video Im-
ages Processing (VIP) boards that analyze images collected by video–cameras and iden-
tify according to vehicle velocity and road occupancy rate, anomalous traffic situations
like slow traffic, queue, stopped vehicle, and wrong–way driving vehicle. Moreover, the
system provides its users with some applications to configure, supervise and maintain
the system. These applications allow to modify and verify the working status of system
components and to modify system parameters. For instance, it is possible to modify the
number of cameras and VIPs or the default video sequences that, when traffic anoma-
lies are detected, are shown on operator CCTV in order to observe its dynamic. Finally,
a dedicated knowledge–based module (Alarm Correlation Module - MCA) provides
SAMOT users with an automatic alarm elaboration tool that correlates sequences of
traffic situations, filters traffic anomalies and supports and provides traffic control.

2.1 SAMOT Overall Architecture

The two layers characterizing the architecture of the SAMOT system (peripheral layer
and central layer in Figure 1) are connected by a Wide Area Network (WAN) and a Lo-
cal Area Network (LAN). At the peripheral layer, close to the monitored road section,
are located technological devices for image and traffic flow data acquisition (cameras
and VIPs), video signal coding and transmission (codec MPEG-1 and multiplexers),
and motorist information (Variable Message Panels - VMP). All the devices at the pe-
ripheral layer are linked to and managed by a set of Peripheral Processing Units (PPU)
that are connected to the central layer through the WAN. At the central layer are located
all the devices for video signal decoding into analogic format and for video display of
images (decoder MPEG-1 and Front End), the Supervising Workstation and the Opera-
tor Workstations (Windows NT personal computer).
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Fig. 1. SAMOT System Architecture

The quite modular, scalable and configurable SAMOT architecture provides device
integration through the following modules:

SAMOT Remote: installed on Peripheral Processing Units, it provides an interface
among peripheral devices for traffic image acquisition, coding and transmission, work-
ing status diagnosis and to execute action commands like messages on VMPs.

SAMOT FrontEnd: installed at the central layer on Front End Workstations, it decodes
into the analogical format the MPEG–1 video flow received from the network in order
to show it on operator Close–Circuit TVs.

SAMOT Supervisor: installed at the central layer on the Supervising Workstation, it
manages the whole system by coordinating operator requests and their processing both
at the peripheral layer (e.g. device configuration and messages on VMP) and at the
central layer (e.g. video flow selection). Moreover, it manages and connects to other
workstations SAMOT archive (SAMOT DB). SAMOT DB contains an image of the
real system (e.g. number and type of PPUs, number and location of cameras, number of
detecting devices) and it allows all SAMOT modules to be independent from develop-
ment technologies.

SAMOT GUI: installed at central layer on each Operator Workstation, it provides the
Graphical User Interface for data visualization, remote device control and diagnosis
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(e.g. cameras, multiplexers and VMPs), user profile management (security settings)
and system configuration both from the physical viewpoint (e.g. type and number of
devices) and the logical one (e.g. relation between alarms and adequate actions). In par-
ticular, it handles video flows adequately, organizing them according to automatically
programmed scanning sequences. Many previously programmed sequences can be re-
trieved and directly updated through the SAMOT GUI.

SAMOT MCA: installed at central layer, it correlates atomic traffic situation, filters
traffic anomalies taking into account their spatial and temporal location, and supports
traffic operators in event–driven control actions.

2.2 The Correlation Module of SAMOT

Within SAMOT architecture, the role of video–cameras installed in the monitored field
area is to capture images about their own portion of the monitored road. Images are
on–line processed by VIPs that, according to techniques based on genetic algorithms’
approach, identify several anomalous traffic situations that may occur on a highway sec-
tion. Accordingly to VIP analysis, an alarm may be generated and notification (acoustic
and/or visual) warning signals may be sent to traffic operators.

Fig. 2. Queue downflow: the transformation of a queue Q that characterizes two adjacent atomic
ST–regions into a slow traffic situation (ST) and its following reduction

However, the correlation of atomic anomalous traffic conditions can give a wider
perspective on what is happening on the highway and improve efficiency and effec-
tiveness control actions’ selection. MCA in particular supports traffic operators in their
interpretation task on traffic situations, correlating atomic traffic anomalies and filter-
ing them taking into account their spatial and temporal location. MCA manages acous-
tic and visual warnings and camera sequences on operators’ videos and automatically
displays adequate messages on VMP panels to inform motorists. Figure 2 shows a rep-
resentation of a highway road section as a sequence of cameras that are installed along
it and that monitor adjacent portions of the road (in particular, the representation in the
figure refers to SAMOT installation on A10-A7 highway that will be described in Sec-
tion 3). In this example, alarms generated by VIP boards are queue, slow traffic (other
possible types of alarms are: stopped vehicle, wrong-way vehicle, camera failure).
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Multiple atomic traffic anomalies that refer to adjacent video–cameras can some-
times be correlated and interpreted as Anomalous Traffic Patterns (ATP). An ATP rep-
resents a traffic anomaly referring to a sequence of atomic traffic situations detected by
VIPs and referring to multiple cameras adjacently located. Each pair of rows represents
the correlation of two traffic patterns that is, two sequences of atomic traffic anomalies,
referring to consecutive time–stamps (i.e. T0 and T1). According to spatial and tempo-
ral relations among atomic traffic anomalies occurring on anomalous patterns, ATPs can
be created (when two or more spatially adjacent road portions change their states from
‘normal traffic’ to ‘anomalous traffic’), deleted, extended (when a portion of the road
section adjacent to an already detected anomalous traffic pattern changes its state from
‘normal’ to ‘anomalous’ traffic), reduced, shifted (when an anomalous traffic pattern is
reduced at an endpoint and extended at the other endpoint), decomposed into two pat-
terns (when a portion of the road section within an anomalous traffic pattern, changes
its state from ‘anomalous’ to ‘normal’ traffic) or composed by multiple patterns. The
corresponding relations are fundamental to provide a qualitative comprehensive view
over the current traffic situation according to its dynamic evolution; in this sense, the
relevance of ATPs consists in the opportunity to be qualified by those relations.

Atomic space intervals, characterizing the space dimension in the semantics of ST–
modal logic perfectly match with the succession of highway atomic sections monitored
by a single camera in SAMOT. Each atomic section corresponds thus to a minimal
space interval and the order of those sections in the highway is mapped into the space
line that defines ST–regions. Since the monitored highway section is obviously finite,
we can impose the space dimension to be a succession of elements as long as the num-
ber of VIPs on the highway. Time dimension in SAMOT is taken to be the time line
determined by the system image acquisition rate. As it starts as the system is initial-
ized, it can be assumed to be finite in the past, but not in the future. Thus, ST–regions
correspond in SAMOT to the dynamic of the monitored section of the highway over
time. Since atomic sections can be easily identified by a code, an example of an atomic
ST–region is [(12.45:12.46),(T22:T23)] (where the component (T22:T23) identifies the
highway section that is monitored by a single VIP during the minute between 12.45 and
12.46) and [(12.45:12.46),(T22:T26)] is an example of a non–atomic ST–region.

Fig. 3. A frame sequence taken by a single camera installed on the S. Donato Tunnel
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The modal operators of the ST–modal logic allow referring to significant ST–regions
in the SAMOT domain (see [8] for a definition of their meaning). An alarm, i.e. a traffic
anomaly occurring over an atomic section at a specific time, is a true proposition in an
atomic ST–region. According to the significant set of chosen alarms, a first set of prim-
itive propositions consist of the following set: {queue, slow traffic, stopped vehicle,
ww vehicle, f camera, normal t}. The meaning of those propositions is almost intu-
itive. Less intuitive propositions are: ww vehicle, that indicates the presence of a ve-
hicle driving in the wrong–way direction; f camera, that means that the camera is not
properly working (all the VIP boards are equipped with an self–diagnosis component);
and, normal t indicating that no alarm has been generated. According to the set of the
atomic propositions, we can then define a complex proposition ATS (Anomalous Traffic
Situation), whose meaning is the following disjunction of alarms:

ATS =def queue ∨ slow traffic ∨ stopped vehicle ∨ ww vehicle

Note that the definition naturally implies a local closure of the domain relative to the
set of possible traffic anomalies; furthermore, ATS and normal t are mutually exclusive
(i.e. normal t → ¬ ATS). As an example, let us consider the following implications
relative to the creation and deletion of anomalous traffic patterns, where the antecedents
consist of particular configurations of atomic traffic anomalies along space and time
dimensions:

creation ← ATS ∧ 〈AT〉normal t

deletion ← normal t ∧ 〈AT〉ATS
The true value of formulas about an atomic ST–regions is determined by the VIP sig-

nals: if an anomalous traffic condition is detected (an alarm is notified), the correspond-
ing proposition is true, otherwise normal t is true. Figure 3 represents a traffic situa-
tions flow detected by a single camera at adjacent time–stamps. The Alarm Correlation
Module supports the deduction of dangerous ATP situations; for instance, in the above
example the model axioms proof the creation at the fourth and ninth shots of the cam-
era, where respectively a slow traffic follows a n traffic situation, and a stopped vehicle
follows a slow traffic situation.

3 SAMOT Installations on Italian Highways

3.1 Installation at Connection of A10-A7 (Genova)

The first installation of the SAMOT system concerns the highway section between the
Genova Aeroporto and Genova Ovest (East direction) at the conjunction of A10 and
A7 Italian highways, managed by Autostrade per lItalia S.p.A. This highway section
is really various and characterized by several critical sections: there are three tunnels
of about one kilometer each, a bridge, some uphill sections where trucks usually keep
slow speed and on the whole section (of about 2.8 km) there is no emergency lane. It
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is clear that any type of problems to any of the huge number of vehicles that everyday
drive on this section and the slowness of vehicles can cause drastic traffic congestions.

This one has been the first installation of the SAMOT system, on which it has been
performed the first field test that took 6 months [1]. The system for the whole period of
its functioning has demonstrated its robustness in managing the huge amount of traffic
anomalies detected each hour by VIPs (i.e. about one thousand per hour). Moreover,
system users have evaluated as very useful and interesting the MCA alarm correlation
and filtering functionality. The test results, for all the alarm types that the system was
configured to detect, can be summed up as follows: Detection Rate (DR): > 95% and
> 99% (in tunnels); False Alarm Rate (FAR) < 2%; Detection Time (DT) < 10sec;
Minimum extension of the monitored area: ≥ 400m; System working time (scheduled
system stop included) > 99, 5%

After the positive results of this test installation, the SAMOT system is now func-
tioning on the same highway section and other installations have been performed by
Project Automation S.p.A. (current system performances, in all the installations, are
constant and do not significantly differ from the test results).

3.2 Installation on A1 Tunnel (S. Donato - MI)

This second installation of the SAMOT system is significative since it concerns a road
section where two tunnels of the Italian A1 highway (at San Donato - Milano) are
present. It concerns about 1 km and it has been classified as highly critical infrastructure
from the traffic viewpoint, due to its structure and altitude that cause very different
velocities of different types of vehicles and, thus, can cause slow traffic conditions and
frequent incidents.

In this installation the peripheral unit is composed by two independent modules (one
for each direction). Each module manages 8 video–cameras, 8 VIP boards, 1 board
to record and control video sequences, 1 video matrix, 1 PC to control and compress
videos in MPEG-1 format, 1 transmission interface to the network at 2 Mb/s. In this
case video cameras able to ensure a high level resolution of videos also under the low
light conditions of tunnels have been installed (an exwave sensor of 1//2”). The video
signal is transferred on multimodal optic fiber in order to be processed by a Traficon
VIP board that is configured in order to detect the following atomic anomalous traffic
situations: stopped vehicle, slow traffic, wrong–way driving vehicle. The control board
records digital videos related to anomalous traffic situations and concerning the period
of 20 sec before the detected anomaly and of 20 sec after it. According to this analysis
the system verifies the anomaly dynamics and defines possible actions to prevent the
repetition of similar anomalies in the future. The video matrix either selects a video
signal or manages a cycle of videos acquired by several cameras and send it to the
control center. Thus the peripheral unit serves as signal collector, as sender to the central
unit of alarms and video images, and as receiver and actuator of control actions.

The central unit is composed by four PCs, namely a director, a frontend and two
client PCs. The director PC collects and stores into a relational database anomalous
traffic situations, it analyzes them according to the MCA approach and manages outputs
to operators and actuator devices. The frontend PC translates video signals into the PAL
format in order to be visualized on monitor devices of 21”. The client PCs, connected
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through a LAN to other system components, provides traffic operators with the user
interface that has been specifically designed for this installation.

Fig. 4. SAMOT Web–based User Interface

3.3 Installation on A4 (Brescia - Padova)

The SAMOT installation that concerns A31 and A4 highways (section of about 182
kilometers between Brescia and Padova) is characterized by 89 standard cameras and
3 cameras that can remotely be managed by traffic operators. Each camera provides
video images about both the highway directions (each one composed by three lanes and
one emergency lane). VIP boards have been configured in order to detect anomalous
situations together with the specific highway lane on which they occur. Moreover, the
installed VIP boards allow their effective functioning on different weather conditions
and daylights (during the night, vehicles are identified by their lights). Thus, this in-
stallation of the SAMOT system is quite particular from the hardware configuration
viewpoint. Specific and innovative solutions have been provided also from the user in-
terface and software viewpoints. The most significative software innovation refers to
the presence of road sections characterized by different criticality levels. The specifica-
tion of this feature for each road section can be conducted by traffic operators directly
through SAMOT user interface and it allows MCA to behave according to this addi-
tional information and in a more effective way. The web–based user interface of the
SAMOT system is shown in Figure 4. It allows traffic operators to monitor the highway
sections, to be notified about anomalous situations and to classify them as either criti-
cal or non–critical. Moreover, alarm correlation about anomalous traffic conditions that
refer to adjacent highway lanes is performed.
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4 Concluding Remarks

SAMOT, System for Automatic MOnitoring of Traffic, has been presented. In partic-
ular, we have focused on its MCA (the SAMOT module that according to a Modal
Logic model that correlates atomic traffic anomalies and filters them according to their
spatial and temporal location) and on three installations of SAMOT on some of the
most important Italian highways. Traffic control is achieved by the MCA that provides
traffic operators with necessary information about the detected anomaly and directly
shows adequate messages on variable message panels. For the MCA development a
knowledge–based approach has been adopted. The knowledge acquisition campaign
has been conducted on the team of traffic operators that are the current end–users of
SAMOT. This knowledge has been acquired, formalized according to a Modal Logic
approach and then, implemented into the MCA rule–based production system. The
MCA has been integrated into the SAMOT general architecture and is now successfully
installed and functioning on some of the main and traffic congested Italian highways.
These installations have demonstrated the contribute of MCA to SAMOT according to
all the parameters on which usually traffic monitoring and control are evaluated.
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Abstract. Although computer systems which assist human experts in reschedul-
ing disrupted train traffic is being practically used recently, they are not so  
helpful in decreasing the workload of human experts.  This is because they are 
lacking in intelligence such as to automatically make rescheduling plans.  In 
this paper, we propose an algorithm for automatic train rescheduling.  Firstly, 
we propose to use passengers' dissatisfaction as a criterion of rescheduling 
plans and to regard the train rescheduling problem as a constraint optimization 
problem in which dissatisfaction of passengers should be minimized. Then we 
introduce an algorithm for train rescheduling designed as a combination of 
PERT and meta-heuristics.  We also show some experimental results of the al-
gorithm using actual train schedule data. 

1   Introduction 

In Japan, railways play the most significant role both in urban and intercity transporta-
tion.  In fact, trains are operated every couple of minutes in many cities carrying a 
massive amount of commuters and even in Shinkansen high speed railway lines where 
trains run at the maximum speed of 300km/h, hundreds of trains a day are operated 
every three to four minutes [1].  Thus, it is strongly desired for railways to provide 
those people with a stable and reliable transportation. 

Although Japanese railways are known to be the most punctual in the world, some-
times train traffic is disrupted when accidents, natural disasters, engine troubles hap-
pen.  In order to restore the disrupted traffic, a series of modification of the current 
train schedule is done.  This task is called "train rescheduling [2, 3]." 

Recently, computer systems which help human experts in charge of train reschedul-
ing (they are called train dispatchers) began to be put in a practical use.  These sys-
tems, however, are lacking in a function to automatically make rescheduling plans. 

Hence, train rescheduling is totally left to train dispatchers, and this is a heavy  
burden for them. 
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In order to break through such a situation, it is required for train rescheduling sys-
tems to be equipped with an advanced function of automatic rescheduling. 

To make train rescheduling plans, however, is an extremely difficult task [4].  De-
tails will be described later in Chapter 2 but to name a few; objective criteria of re-
scheduling plans are diverse depending on the situations; it is a large size and compli-
cated combinatorial problem in which hundreds or sometimes thousands of trains are 
involved; an urgent problem solving is required etc. 

In this paper, we propose to treat the train rescheduling problem as a constraint op-
timization problem and introduce an algorithm which quickly produces a rescheduling 
plan.  To this aim, we have to settle the following two issues. 

1. To establish objective criteria of rescheduling plans. 
2. To develop an algorithm which quickly produces a near optimal rescheduling 

plan. 

To settle the first issue, we propose to use passengers' dissatisfaction as objective 
criteria of rescheduling plans.  For the second issue, we introduce an algorithm com-
bining PERT (Program Evaluation and Review Technique) and simulated annealing.  
This algorithm quickly produces a rescheduling plan in which passengers' dissatisfac-
tion is minimized. 

We analyze situations where passengers would complain and accumulate them in a 
file called a Claim File.  Situations when passengers complain would be different 
depending on the characteristics of lines, times when accidents happened, severity of 
accidents etc.  Thus, we prepare different Claim Files reflecting those characteristics 
and select an appropriate one before rescheduling plans are made.  As mentioned 
earlier, criteria of rescheduling should be decided case-by-case basis, and we try to 
concur this problem by providing Claim Files appropriate for the situation. 

This idea makes it possible to develop an intelligent algorithm which automatically 
produces a rescheduling plan, which was not realized in conventional works. 

The overall structure of the algorithm is based on a combination of simulated an-
nealing (SA) and PERT.  One of the key idea of this algorithm is that SA does not 
explicitly deal with the departure/arrival times of trains and they only decide the out-
line of the schedule such as cancellation of trains, departing orders of trains etc., and 
the PERT technique calculates the arrival and departure times of trains so that there 
occur no conflict among them.  This idea makes it possible to enormously reduce the 
search space of SA and get an algorithm which works quite fast. 

In our algorithm, train schedules are expressed by Train Scheduling Networks, 
which is a kind of PERT networks.  Then we propose an efficient rescheduling algo-
rithm using a property that passengers' complaint relating with delays of trains could 
be eliminated by modification of the Train Scheduling Network focusing only on the 
critical paths in it. 

We have implemented the algorithm on a PC and evaluated its effectiveness 
through several experiments using actual train schedule data.  Then we have con-
firmed that our algorithm works good enough to produce rescheduling plans which are 
practically usable. 
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2   Train Rescheduling Systems: State of the Art 

2.1   Why Train Rescheduling Is Difficult? 

Methods of schedule modification employed in train rescheduling are shown in Table 
1. We have to note that a combination of these methods are taken, not only one of 
them is used. 

Train rescheduling is quite a difficult work.  Major reasons of this are as follows: 

(1) It is difficult to decide an objective criterion of rescheduling which is uniformly 
applicable.  Criteria for rescheduling differ depending on various factors such as 
severity of accidents, time when the accident occurred, characteristics of the line 
such as whether it is a commuter line or an intercity railway line etc.  To give an 
example, although delays of trains are usually considered to be undesirable, re-
gaining the schedule is not so significant in railway lines where trains run with 
short intervals and it is considered to be more important to prevent the intervals 
from becoming too large.  The criteria should be even different depending on the 
time accidents have happened.  During the rush hours in the morning, to keep the 
constant intervals between trains is considered to be more important than to reduce 
delays, whereas in the afternoon, it is most important to regain the schedule before 
evening rush hours and sometimes a considerable number of trains are cancelled. 

Table 1.  Methods of rescheduling 

Method Contents of modification 

Cancellation To cancel operation of trains 

Partly cancellation To cancel a part of operating area of trains 

Extra train 
To operate an extra train which are not contained in the original 
schedule 

Extension of train To extend the operating section of a train 

Change of train-set 
operation schedule 

To change the operation schedule of a train-set 

Change of track To change the track of a train in a station 

Change of departing 
order 

To change the departing orders of trains (often, change the 
station where a rapid train passes a local train) 

Change of meeting 
order 

To change the meeting orders of trains (either in single track 
line or at a station where two lines come together) 

Change of stop/pass 
To make a train stop at a station which it was originally sched-
uled to pass 

Change of train types 
To change the type of a train (to change a rapid train to a local 
train, etc.) 

(2) Train rescheduling is a large size combinatorial problem.  In urban areas, the 
number of trains involved often reaches hundreds or even thousands.  Moreover, in 
Japan, train schedules are prescribed by a unit of fifteen seconds (in urban lines, 
the time unit is five seconds).  In making train rescheduling plans, we have to  
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determine departure/arrival times and tracks for each train, whether to cancel trains 
or not etc.  This is quite a complicated and large size problem difficult to deal 
with.  As a matter of fact, when trains are delayed about one hour, the number of 
required schedule modification sometimes reaches several hundreds. 

(3) A high immediacy is required.  Since train rescheduling plans are made in order 
to modify the schedule of trains which are running at that time, they have to be 
made quickly enough. 

(4) All the necessary information cannot be always obtained.  Some of the informa-
tion necessary to make better rescheduling plans are; how crowded trains are/will 
be, how many passengers are/will be waiting for trains at stations, how many pas-
sengers will emerge at stations and so on.  Under current technology, however, it is 
quite difficult or almost impossible to get or estimate such information. 

To sum up, the train rescheduling problem is a so called ill-structured problem 
which is large size, complicated and whose criteria are full of ambiguity. 

2.2   Problems of Current Train Rescheduling Systems 

Since train rescheduling is such a difficult job, assistance by computer systems have been 
longed for, and nowadays train rescheduling systems are being practically used.  Al-
though they have a function to predict future train schedules, the problem is that they are 
very poor in automatic rescheduling.  They only have a function to suggest changes of 
departing orders of trains and do not have a function to use other rescheduling methods 
of Table 1.  So, to make rescheduling plans is totally left to train dispatchers. 

The reason why current train rescheduling systems are lacking in intelligence is due 
to the reasons mentioned in 2.1.  That is, objective criteria of train rescheduling are 
diverse and it is impossible to cope with it by a single criterion, thus a framework in 
which computers bear a routine work and human experts take charge of decision mak-
ing is employed. 

But train rescheduling systems developed under this framework is not useful to de-
crease the workload of dispatchers.   

(1) It is often a time consuming work to input a large number of schedule modifi-
cations by hand.  Sometimes, their inputs are too late to change the schedule. 

(2) Current rescheduling systems adopt an algorithm to iterate a local change of 
schedules, hence they are lacking in a viewpoint to get a globally optimal solu-
tion. 

3   Evaluation of Train Rescheduling by Passengers’ Dissatisfaction 

3.1   Previous Research on Evaluation of Train Rescheduling 

In order to regard the train rescheduling problem as a combinatorial optimization 
problem, we first have to clarify objective criteria of the problem. 

Until now, following ideas are proposed as the criteria [5-8]. 
(1) Delay time of trains should be minimized. 
(2) Number of cancelled trains should be minimized. 
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(3) Time required until the train traffic is normalized should be minimized. 
(4) Passengers’ disutility should be minimized. 
(5) Gaps of the service level between one which passengers expect and one pas-

sengers actually receive should be minimized. 

None of these criteria, however, are satisfactory, because situations when train re-
scheduling is conducted are diverse.  For example, an idea to use delay times of trains 
is not appropriate when a number of trains are cancelled.  The more trains are can-
celled, the less the delay would be, but passengers suffer from inconvenience, because 
trains are crowded and frequency of trains decreases.  The idea to use the number of 
cancelled trains as a criterion has an opposite problem.  Although it is true that cancel-
lation of trains sometimes inconvenience passengers, this is the most effective method 
to restore disrupted schedule.  Thus, it is often desirable to cancel appropriate number 
of trains and to normalize schedules especially when an accident happened before 
evening rush hours.  Passengers’ disutility and gaps of service level seem to be prom-
ising as the criteria from passengers’ viewpoint but they are quite difficult to measure 
with existing technology. 

3.2   Evaluation of Train Rescheduling Based on Passengers’ Dissatisfaction 

In this paper, we propose to use “passengers’ dissatisfaction” as an objective criterion 
for train rescheduling.  The background of this idea is as follows: 

(1) Situations when train rescheduling is done are quite diverse and it is not a good 
idea to use a single criterion such as the total delays of trains, number of can-
celled trains etc. 

(2) Criteria for train rescheduling have to be set up from passengers’ viewpoint, 
because in a situation where train schedules are disrupted, passengers’ viewpoint 
is far more important than that of railway companies. 

(3) At the present time, it is unrealistic to use the disutility of passengers because to 
estimate how much passengers will be inconvenienced is extremely difficult. 

Table 2. Passengers’ dissatisfaction 

Dissatisfaction Contents 
Delay A delay of an arrival of a train exceeds a certain threshold. 

A delay of a departure of a train exceeds a certain threshold. 
Stoppage times An increment of a stoppage time of a train exceeds a certain threshold. 
Running times An increment of a running time of a train exceeds a certain threshold 

(often occurs when a train is kept waiting before it arrives at a station 
because its scheduled track is occupied by some other train). 

Frequency An interval between trains exceeds a certain threshold. 
Connection Connection of trains usually kept is lost. 

We first scrutinize in what cases passengers would complain considering conditions 
such as severity of accidents, characteristics of railway lines etc.  Then these cases are 
accumulated in a file called the Claim File.  Before our rescheduling algorithm starts, 
it chooses the most suitable Claim File. 

Types of passengers’ dissatisfaction we consider in this paper are shown in Table 2. 
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A weight is put to each dissatisfaction taking its content such as amount of delays 
etc. into account.  We calculate an evaluation measure for a given rescheduling plan as 
a weighted sum of each dissatisfaction contained in the plan.  We call this evaluation 
measure “dissatisfaction index.” 

From an alternative view, passengers’ dissatisfactions defined above can be re-
garded as “constraints” to be satisfied.  In this sense, we can say that we treat the train 
rescheduling problem as a sort of constraint optimization problem to find a schedule 
which observes the constraints defined in the Claim File as much as possible. 

4 Train Rescheduling Algorithm Which Minimizes Passengers’ 
Dissatisfaction 

4.1   Overall Structure 

Recently, for combinatorial optimization problems, a category of algorithms called 
meta-heuristics are attracting attention.  There are many applications of meta-
heuristics for scheduling problems which seem to have something common with the 
train rescheduling problems. 

Table 4. Schedule modification methods reflecting arc types 

Arc Type Method of schedule modification 

Departure 
Exchange departing orders of trains which correspond to the both end 
nodes of the arc. 

Arrival 
Exchange arriving orders of trains which correspond to the both end 
nodes of the arc. 

Track Change a track of the train which corresponds to either end of the arc. 
Change the schedule of the train-set which corresponds to the arc. 

Train-set Cancel the train which corresponds to the arc. 

 

Table 3. Types of arcs in Train Scheduling Networks 

Type Meaning Weight 

Train Operation of trains Running time 

Stoppage 
Time necessary for passengers to 
get on and off at a station 

Stoppage time 

Train-set Time needed to turn over Turn over time 
Track Conflict of tracks Minimum interval between trains 

Departure Departing orders of trains Minimum interval between trains 
Arrival Arriving orders of trains Minimum interval between trains 

Number of 
trains 

Maximum number of trains allowed 
to exist between stations 

Minimum interval between trains 

Crossover Conflict of routes in a station Minimum interval between trains 
Schedule Scheduled time of each train Scheduled time 
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Since a fast algorithm is required for the train rescheduling problems, we decided 
to apply the simulated annealing, which is one of the meta-heuristic algorithms. 

The overall structure of the algorithm is shown in Fig. 1 and details will be intro-
duced in the following sections. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

4.2   Train Scheduling Network 

We first introduce a network called a Train Scheduling Network (TSN) which is a 
kind of the PERT network.  TSN is constructed as follows [9, 10]: 

Node : a node is constructed corresponding either to an arrival of a train at a station 
or a departure of a train from a station.  We also prepare a start node, which is used to 
express scheduled times of trains. 

Arc : Chronological constraints between two nodes are expressed by an arc with a 
weight.  The weight is the minimum time required for the two events of the both ends 
of the arc occur consecutively.  Details are depicted in Table 3. 

4.3   Details of the Algorithm 

(1) Initial solution 
The train schedule left as it is (namely, without giving any modification) is set as 
the initial solution.  Let S :=  initial solution. 

(2) Constraints satisfaction check 
Check the schedule S whether the constraints defined in the Claim File are satis-
fied and if not, pick out all the portions in S which violate the constraints. 

(3) Choose a constraint violation to be fixed. 
Choose randomly a portion of S which violates a constraint. 

Initial Solution

Constraint
Satisfaction Check

Choose a
Constraint
Violation

Fix a Constraint
Violation

Evaluation

Claim File

Termination
Check END

 

Fig. 1. Structure of Algorithm 
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(4) Try to fix a constraint violation and generate a new schedule. 
- Identify critical paths to the node which violates constraints in the Train Schedul-

ing Network constructed from S. 
- Collect train-set, track, departure and arrival arcs in the critical paths. 
- Apply modification of the train schedule as described in Table 4. 
- Let S’ := newly generated schedule. 

(5) Evaluation of the newly generated schedule 
Calculate the dissatisfaction index of S’ (we denote this | S’| ) as ∑wi f (i), where  f 
(i) is the number of violated constraint of type i and wi is its weight. 

(6) Decide whether to accept the newly generated schedule. 
If | S’ | < | S | then let S := S’.  Otherwise, let S := S’ with a probability exp(-∆/t), 
where ∆=| S’ | - | S | and t is the temperature decided based on the idea of the 
simulated annealing [11]. 

(7) Termination 
If no improvement is observed during a prescribed iteration steps, the algorithm 
terminates and outputs the best schedule ever found.  Otherwise, go to Step (2). 

4.4   An Example of the Execution Process of the Algorithm  

We show an example to show how the algorithm works using Fig. 2-5.  Fig. 2 is a 
train schedule in which the departure of Train 3 from Station A is delayed (Train 3’) 
for some reason and the departure of Train 1 from Station B is also delayed because it 
is scheduled to wait for Train 3 there.  We set this schedule as the initial solution of 
our algorithm (Please note that Fig. 2, 4, 5 are drawn in the so called train diagram 
style, where the horizontal axis is the time axis and movements of trains between sta-
tions are depicted by diagonal lines). 

Fig. 3 is the Train Scheduling Network created from the schedule of Fig. 2.  The 
description inside each node means “Train-Station-departure/arrival.”  To avoid the 
figure becomes too complicated, weights of arcs are not shown. 

Let us assume that the delay of the arrival of Train 1 at Station C is chosen as a 
constraint violation to be fixed. Critical paths from the node “Train1-StationC-arival” 
are looked for.  In this case, the critical path is “1-C-a -> Track arc -> 4-C-d -> Train-
set arc -> 3-C-a -> Train arc -> 3-B-d -> Stopage arc -> 3-B-a -> Train arc -> 3-A-d.” 

All the Track arcs and the Train-set arcs in the critical path are collected and one of 
them is chosen at random.  Let us assume that the Track arc is chosen.  Following the 
procedure in Table 4, either the track of Train 3-4 or that of Train 1-2 at Station C is 
to be changed.  Let us assume that the track of Train 3-4 is changed to Track 2 (see 
Fig. 4).  Iterating the similar process, the departing order of Trains 1 and 3 at Station 
B is changed and we get the schedule of Fig. 5. 

5   Results of Experiments and Evaluation of the Algorithm 

We have implemented our algorithm on a PC and evaluated its effectiveness. 
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(1) Data used in experiments 
We selected a line in Tokyo urban area, which is about 40 km long and has 19 sta-

tions.  We used a schedule of a whole day of this line which contains 564 trains. Time 
unit in making the timetable is fifteen seconds. 
(2) Claim File 

We created a Claim File considering delays at major stations, loss of connections, 
decrease of frequency of trains etc, which contains 265 records. 
(3) Experiments 

We have conducted experiments assuming two types of accidents: the first is a case 
in which a departure of one train is delayed due to an engine trouble and the second is 
a case in which a train is disturbed between stations due to an accident at a level cross-
ing.  We have conducted experiments ten times for each case. 
(4) Results 

We have confirmed that our algorithm produces a rescheduled plan which is practi-
cally usable in each trial.  Since the space is limited, we only show the results of the 
first case.  Fig. 6 is a schedule without rescheduling.  Fig. 7 is an output of our algo-
rithm (train schedules of two hours are shown).  Observing Fig. 7, we can know that it 
was made by canceling an appropriate number of trains, changing tracks and departing 
orders of trains etc. The total number of modifications was thirty.  Dissatisfaction 
index (DI) of the schedule in Fig. 6 is 942 and is reduced to 153 in Fig. 7. 

Time needed for execution was approximately one minutes using a PC (Pentium 
3.06 GB ). 
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6    Conclusions 

We have proposed an idea to use passengers’ dissatisfaction as the objective criteria 
of train rescheduling problems and introduced an efficient algorithm combining 
PERT and simulated annealing.  This algorithm has a function to automatically make 
rescheduling plans for disrupted train traffic.  Some of the characteristics of this 
algorithm are; it works quite fast and it supports versatile methods of rescheduling 
including cancellation, change of train-set operation schedule, change of tracks etc. 
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Abstract. A concept of financial prediction system is considered in this paper. 
By integrating multidimensional data technology (data warehouse, OLAP) and 
case-based reasoning, we are able to predict financial trends and provide 
enough data for business decision making. Methodology has been successfully 
used and tested in the management information system of "Novi Sad Fair". 

1   Introduction 

In order to help executives, managers, and analysts in an enterprise to focus on impor-
tant data and to make better decisions, case-based reasoning (CBR - an artificial intel-
ligence technique) is introduced for making predictions based on previous cases. CBR 
will automatically generate an answer to the problem using stored experience, thus 
freeing the human expert of obligations to analyze numerical or graphical data. 

The use of CBR in predicting the rhythm of issuing invoices and receiving actual 
payments, based on the experience stored in the data warehouse is presented in this 
paper. Predictions obtained in this manner are important for future planning of a com-
pany such as the “Novi Sad Fair”.   

The combination of CBR and data warehousing, i.e. making an On-Line Analytical 
Processing (OLAP) intelligent by the use of CBR is a rarely used approach. The sys-
tem also uses a novel CBR technique to compare graphical representation of data, 
which greatly simplifies the explanation of the prediction process to the end-user [1]. 

Performed simulations show that predictions made by CBR differ only for 8% in 
respect to what actually happened. With inclusion of more historical data in the ware-
house, the system gets better in predictions.  

In the following section we describe the illustrative problem that was used to dem-
onstrate the advantages of our technique. The third section shortly describes our solu-
tion.  

                                                           
1  ‘Novi Sad Fair’ has supported the first author. Other authors are partially supported by the 

Ministry of Science, Republic of Serbia, through a project ‘Development of (intelligent) 
techniques based on software agents for application in information retrieval and workflow’.  
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2   The Problem 

The data warehouse of “Novi Sad Fair” contains data about payment and invoicing 
processes in the past 4 years for every exhibition (25 to 30 exhibitions per year). The 
processes are presented as sets of points where every point is given with the time of 
the measuring (day from the beginning of the process) and the value of payment or 
invoicing on that day. These processes can be represented as curves.  

The measurement of the payment and invoicing values was done every 4 days from 
the beginning of the invoice process in duration of 400 days - therefore every curve 
consists of approximately 100 points. By analyzing these curves one can notice that 
the process of invoicing usually starts several months before the exhibition and that 
the value of invoicing rapidly grows approximately to the time of the beginning of the 
exhibition. After that time the value of invoicing remains approximately the same till 
the end of the process. That moment, when the value of invoicing reaches some con-
stant value and stays the same to the end, is called the time of saturation for the in-
voicing process, and the corresponding value – the value of saturation. 

The process of payment starts several days after the corresponding process of in-
voicing (process of payment and invoicing for the same exhibition). After that the 
value of payment grows, but not so rapidly as the value of invoicing. At the moment 
of the exhibition the value of payment is between 30% and 50% of the value of in-
voicing. Then the value of payment continues to grow to some moment when it 
reaches a constant value and stays approximately constant till the end of the process. 
That moment is called the time of saturation for the payment process, and the corre-
sponding value – the value of saturation.  

The payment time of saturation is usually several months after the invoice time of 
saturation, and the payment value of saturation is always less than the invoice value 
of saturation or equal to it. The analysis shows that the payment value of saturation is 
between 80% and 100% of the invoice value of saturation. The maximum represents a 
total of services invoiced and that amount is to be paid. The same stands for the in-
voice curve where the maximum amount of payment represents the amount of pay-
ment by regular means. The rest will be paid later by the court order, other special 
business agreements or, perhaps, will not be paid at all (debtor bankruptcy). 

The task was to predict the behavior of two curves for future exhibitions based on 
the data of the past exhibitions. This information was needed by financial managers of 
the Fair.  

3   The Solution 

The system first reads the input data from two data marts: one data mart contains the 
information about all invoice processes for every exhibition in the past 4 years, while 
the other data mart contains the information about the corresponding payment proc-
esses. After that, the system creates splines for every curve (invoice and payment) and 
internally stores the curves as the list of pairs containing the invoice curve and the 
corresponding payment curve.  

In the same way the system reads the problem curves from the third data mart. The 
problem consists of the invoice and the corresponding payment curve at the moment 
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of the exhibition. At that moment, the invoice curve usually reaches its saturation 
point, while the payment curve is still far away from its own saturation point. These 
curves are shown as the “Actual payment curve” and the “Actual invoice curve” (Fig. 
1). Furthermore the CBR’s prediction of payments saturation point is displayed as a 
big black dot in the picture. Detailed calculations are given in [2], [3]. 

 

Fig. 1. Payment and invoice curves and the prediction for the payments saturation point 

From the saturation point (given as the pair of the time and the payment value) the 
financial managers did get a prediction of: a) the time when the payment of a debt 
will be made, and b) the amount that will be paid regularly. 

The error of our system is less than 8% with respect to what actually happens in 
practice, which is a result that financial managers find more than satisfactory. 
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Abstract. Computer-adaptive tests (CATs) are software applications that adapt 
the level of difficulty of test questions to the learner’s proficiency level. The 
CAT prototype introduced here includes a proficiency level estimation based on 
Item Response Theory and a questions’ database. The questions in the database 
are classified according to topic area and difficulty level. The level of difficulty 
estimate comprises expert evaluation based upon Bloom’s taxonomy and users’ 
performance over time. The output from our CAT prototype is a continuously 
updated user model that estimates proficiency in each of the domain areas cov-
ered in the test. This user model was employed to provide automated feedback 
for learners in a summative assessment context. The evaluation of our feedback 
tool by a group of learners suggested that our approach was a valid one, capable 
of providing useful advice for individual development. 

1   Introduction 

The work reported in this paper follows from earlier research on the use of psycho-
logical student models in an intelligent tutoring system [3]. In this work, it was found 
that the approach was beneficial for learners and tutors, yet some global descriptors 
employed in the model had to be obtained co-operatively and thus inefficiently.  

To overcome these efficiency issues, a statistical model was employed to dynami-
cally estimate learners’ proficiency levels. In the computer-adaptive test (CAT) intro-
duced here, the level of difficulty of the questions was interactively modified to match 
the proficiency level of each individual learner. In previous work, we were able to 
show that the CAT approach was reliable and accurate [6] and that learners with dif-
ferent cognitive styles of learning were not disadvantaged by its use [2].  

In spite of its benefits, expert evaluators indicated that the sole provision of a pro-
ficiency level index was unlikely to help learners detect their educational needs. 
Hence, the focus of this study was to investigate how the knowledge gained about 
learner performance in a CAT could be employed to provide individualised feedback 
on performance. 

2   Prototype Overview  

CATs are computer-assisted assessments that mimic aspects of an oral interview in 
which the tutor would adapt the interview by choosing questions appropriate to the 
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proficiency level of individual learners [9]. The CAT prototype described here com-
prised a graphical user interface, a question bank and an adaptive algorithm based on 
the Three-Parameter Logistic (3-PL) Model from Item Response Theory (IRT) [7, 9].  

One of the central elements of the 3-PL Model is the level of difficulty of the ques-
tion and/or task being performed by the user. All items in the question bank were 
classified according to topic and level of difficulty b. In this study, subject experts 
ranked the questions in order of difficulty, based upon their experience of the subject 
domain and Bloom’s taxonomy of cognitive skills [4, 1]. Values for the difficulty b 
were refined over time, based on learners’ performance. The cognitive skills covered 
by the question database were knowledge (difficulty b between -2 and -0.6), compre-
hension (difficulty b between -0.6 and 0.8) and application (difficulty b between 0.8 
and 2).  

3   The Study  

A sample of 122 Computer Science undergraduate students participated in a summa-
tive assessment session using the CAT application. The assessment session took place 
in computer laboratories, under supervised conditions. Participants had 30 minutes to 
answer 20 questions organised into 6 topics within the Human-Computer Interaction 
subject domain. It was envisaged that all learners should receive feedback on: overall 
proficiency level, performance in each topic and recommended topics for revision.  

The overall proficiency level section contained the proficiency level estimated for 
each individual learner, from -2 (lowest) to +2 (highest).  

In addition to the overall performance proficiency level, the CAT application was 
used to estimate proficiency levels per topic. Sentences in this section of the feedback 
incorporated keywords from Bloom’s taxonomy of cognitive skills [4, 1]. So, a profi-
ciency level of 0.2 for one of the topics would be classified as comprehension. Key-
words such as classify and identify would then be used to describe the estimated pro-
ficiency level. Keywords such as apply and interpret would, in turn, be used to pro-
vide a framework for future achievement.  

The third section of the feedback document comprised a list of points for revision, 
based on the questions answered incorrectly by each learner. These statements com-
prised directive feedback and could optionally be supplemented by cues. Students 
were not provided with a copy of the questions answered incorrectly, as an underlying 
assumption was that this would not motivate learners to reflect on their mistakes and 
thus gain a deeper conceptual understanding of the subject domain. 

Finally, the individual feedback analysis document was then sent to each learner by 
electronic mail.   

4   Learner Attitude Towards the Feedback Format Used  

A sample of 58 participants was asked to classify the feedback they received as “very 
useful”, “useful” or “not useful”. The results were split 50%/50% between “very 
useful” and “useful”.  
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Participants were also asked to identify one benefit and one limitation of the ap-
proach. The most commonly identified benefits were provision of specific points for 
revision (64%) and feedback according to topic area (22%). The most commonly 
identified limitation was the absence of actual test questions (24%).  

5   Summary  

In this study we showed that a user model based on learners’ proficiency levels was 
effective when applied to the generation of automated feedback. The importance of 
feedback as a tool to enhance learner’s motivation and engagement is widely reported 
in the literature [5, 8]. In this paper, we have described an approach to the provision 
of automated feedback based on a user model developed using IRT [7, 9] and 
Bloom’s model of learning [4, 1]. Our automated feedback prototype was evaluated 
positively by a group of learners. This supports the view that it successfully identified 
areas for improvement and provided useful advice for individual development.  
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Abstract. The paper describes a digital system for the virtual aided recomposi-
tion of fragmented frescos whose approach allows knowledge and experience of 
restorers to cooperate with computational power and flexibility of digital tools 
for image analysis and retrieval. The physical laboratory for the traditional re-
composition is replaced by a geographically distributed client-server architec-
ture implementing a virtual laboratory of fragments. Image processing and 
analysis techniques support the whole recomposition task. A properly designed 
engine for image indexing and retrieval enables the retrieval of fragments simi-
lar to suitably chosen sample images. 

Keywords: Internet applications, Systems for real life applications. 

1   Introduction 

The proposed innovative approach to virtual aided recomposition of fragmented 
frescos is being developed and proved on the St. Matthew’s fresco, painted by 
Cimabue, broken in more than 140.000 pieces during the earthquake in 1997. 

The system, based on a client-server architecture, replaces the physical laboratory 
for traditional recomposition with a virtual laboratory spread over a geographical 
network, which transposes digitally most of the traditional manual recomposition 
process. With a short and easy training the knowledge and skills of operators can be 
fully exploited and integrated with the capabilities of the digital system. Image 
processing and analysis techniques support the restorers and a properly developed 
CBIR engine allows the efficient and effective management of the huge number of 
fragments. The tools can be applied also without a reference image so the system can 
be broadly used in all the fragments recomposition problems, regardless the pictorial 
documentation available about the painting before fragmentation. 

2   The Virtual Laboratory 

The client application runs on a Windows 2000 workstation equipped with three 
monitors and a special mouse with six degrees of freedom that allows to translate and 
rotate fragments simultaneously on the workspace: it includes the user interface and 
the local processing required by the recomposition. An OpenGL compatible graphics 
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card increases the performance of fragments manipulation in the workspace. The 
server application runs on a multi-processor Digital Alpha Unix system: it manages 
the database and the processing required to extract meta-data from the huge number 
of fragments and to execute the queries by examples of the users. 

 

Fig. 1. The workstation for virtual aided recomposition. The left-side monitor represents the 
working area where fragments images are placed. On the other ones a scaled version of the 
whole fresco and a virtual container are shown 

The user interface has been inspired by the elements in the physical laboratory [1]. 
Fragments, boxes used to organize fragments logically related to each other, tables 
covered by the image of the fresco at a real-scale size (if available) have their digital 
counterpart in the system. Fragments are represented by their two-dimensional picture 
[2]: the restorers cannot manipulate physical fragments to measure roughness, weight, 
characteristics of their back but any potential damage to the sensitive pictorial film is 
avoided. Fragments can be classified into virtual boxes and used by multiple restorers 
at the same time, increasing the efficiency of the work. Image processing techniques 
enhance visual characteristics (color, contrast, lightness, scale, …) and the perception 
of details. Restorers can move fragments around to find their correct place in the 
workspace to which the image of the fresco, if available, can be superimposed to 
reproduce the condition of the physical laboratory. The system allows actions 
impossible in reality: visual properties of the reference image can be dynamically 
changed [3]; fragments can be shown in half-transparency for a better comparison 
with the background; already placed fragments can be hidden to improve the visual 
perception of the space; display scale can be decreased to evaluate larger parts of the 
fresco (up to the whole picture if needed) or increased to enhance visual details. A 
miniature image shows the whole fresco at low resolution to enable an easy 
navigation through the picture by naturally selecting the region of interest. 

The tasks of the server are mainly related to evaluation of fragment similarity and 
management of central data (metadata describing the pictorial content of fragments; 
information shared between restorers such as common sets of fragments, placed 
fragments,…). The similarity evaluation is based on colour histograms, texture 
descriptions and fragment’s dimension. 

The system supports the retrieval of fragments using an incremental and iterative 
query-by-example modality: a set of images, fragments or details of the reference 



 A Geographical Virtual Laboratory for the Recomposition of Fragments 847 

 

image, is used to index the database. The system returns the fragments most similar to 
the examples on the basis of the selected characteristics. The set can be changed and 
the process can be repeated until the operator’s needs are fulfilled [4]. 

 

Fig. 2. Software modules of the developed system and their interactions. On the client some 
modules (yellow) handle the elements of user interface while others (green) grab user inputs 
and manage fragments and queries. On the server-side, the services manager accepts client 
requests and spans threads to accomplish them by accessing the database 

Several restorers can work simultaneously on the same recomposition project from 
different places spread around the world. Clients and server communicate by TCP/IP 
and a custom protocol that minimizes the data exchanged over the network (the system 
runs also using 56k modems). Clients are unaware of methods used by the server to 
store and retrieve data associated with fragments and of the specific database. 
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Abstract. The management of naval organizations aims at the maximization of 
mission success by means of monitoring, planning, and strategic reasoning. 
This paper presents a meta-level architecture for strategic reasoning in naval 
planning. The architecture is instantiated with decision knowledge acquired 
from naval domain experts, and is formed into an executable model which is 
used to perform a number of simulations. To evaluate the simulation results a 
number of relevant properties for the planning decision are identified and 
formalized. These properties are validated for the simulation traces. 

1   Introduction 

The management of naval organizations aims at the maximization of mission success 
by means of monitoring, planning, and strategic reasoning. In this domain, strategic 
reasoning more in particular helps in determining in resource-bounded situations if a 
go or no go should be given to, or to shift attention to, a certain evaluation of possible 
plans after an incident. An incident is an unexpected event, which results in an 
unmeant chain of events if left alone. Strategic reasoning in a planning context can 
occur both in plan generation strategies (cf. [4]) and plan selection strategies.  
The above context gives rise to two important questions. Firstly, what possible plans 
are first to be considered? And secondly, what criteria are important for selecting a 
certain plan for execution? In resource-bounded situations first generated plans should 
have a high probability to result in a mission success, and the criteria to determine this 
should be as sound as possible. 

In this paper a generic meta-level architecture (cf. [1, 2, 3]) is presented for planning, 
extended with a strategic reasoning level. Besides the introduction of a meta-level 
architecture, expert knowledge is used in this paper to formally specify executable 
properties for each of the components of the architecture. These properties are used for 
simulation and facilitate formal verification of the simulation results. 
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2   A   Meta-level Architecture for Naval Planning 

In Figure 1 the proposed generic architecture is shown for strategic planning 
applicable in naval planning organizations. The components denote processes, solid 
lines denote information, and the dotted lines denote a separation between meta-
levels. In the middle part of the architecture, plans are executed in a deliberation 
cycle.. By comparing the perceived situation with the planned situation the Monitoring 
component generates evaluation information. In case the evaluation involves an 
 

Fig. 1. Strategic planning processes applicable in naval organizations 

exception PlanGeneration determines what the possible plans are, considering the 
situation. The conditional rules for the possible plans given a certain event are passed 
by the StrategyDetermination component. The possible plans are forwarded to the 
PlanSelection component which evaluates the plans taking the current beliefs on the 
world into consideration. In case an empty list of possible plans is received 
PlanSelection informs StrategyDetermination that no plan could be selected. The same is 
done when none of the plans passed the evaluation. The StrategyDetermination 
component can, in case of such a notification, provide PlanGeneration with additional 
conditional rules. It can also generate a new way to evaluate plans by means of 
different criteria rules. If a suitable plan has been found, it is passed to PlanExecution 
and becomes the current plan. The execution of the plan is done by means of the 
receipt of beliefs on the world and applying the plan to derive the next action. The 
actions that have been determined are passed to the  World. 

3   Case-Study in Naval Domain 

The model presented in Section 2 has been applied in a case-study in the naval 
domain. Executable properties for each of the components have been specified for this 
particular domain and include PlanGeneration and PlanSelection strategies based on the 
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candidate plans and criteria passed from StrategyDetermination. Selection criteria 
strategies incorporate mission success, safety and fleet moral, over which a weighed 
sum is calculated. Furthermore, candidate generation strategy determination is based 
on information from PlanSelection and PlanGeneration. Three different modes of 
operation are defined, which are limited action demand, full preferred plan library, 
and exceptional action demand. Finally, the StrategyDetermination component also 
includes executable properties that establish a change in the weights of the different 
selection criteria in case of failure to select an appropriate plan. 

The above mentioned properties were used in a number of simulation runs. The 
results were formally verified by means the use of a developed software tool called 
TTL checker. These properties include upward and downward reflection (e.g., [3]), 
verifying whether no unnecessary extreme measures are taken, plans are not changed 
without a proper cause, and were all satisfied for the given trace. 

4   Conclusion 

This paper presents an architecture for strategic planning (cf. [4]) for naval domains. 
The architecture was designed as a meta-level architecture (cf. [1, 2, 3]) with three 
levels. The interaction between the levels is modeled by reflection principles (e.g., [2, 
3]). The dynamics of the architecture is based on a multi-level trace approach as an 
extension to what is described in [2]. The architecture has been instantiated with 
expert naval domain decision knowledge. The resulting executable model has been 
used to perform a number of simulation runs. To evaluate the simulation results 
relevant properties for the planning decision process have been identified, formalized 
and validated. More simulation runs and the validation of properties for the simulation 
traces are expected to give more insight for future complex resource-bounded naval 
planning support systems. 
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Abstract. In this paper, we mainly present a support method of our proposed
e-learning system. We employ qualitative simulations because this lets the learn-
ers understand the conceptual principles in economic dynamics. First, we define
some qualitative values employed on simulation graph model that consists of
nodes and arcs. Then, we show the support method using our learning system
based on qualitative simulation.

1 Introduction

E-learning has been recognized as a promising field in which to apply artificial intelli-
gence technologies[1][2]. Our paper describes how our system should support end-users
learning in the economic education[3].

The advantages of qualitative reasoning in education are as follows. Student knowl-
edge is formed and developed through learning conceptual foundations. If there are any
mechanisms in the system, the user can understand these mechanisms using qualita-
tive methods. Generally, students also understand dynamic systems through qualitative
principles, rather than through mathematical formula. In our study, we developed our
approach in least formula and took learning by non-specialist users into consideration.

The feature of our study is that users can learn without teacher. Our goal is de-
veloping a system in which users can understanding economic dynamics through their
self-learning. We consider an approach and system in which non-specialist naive and
novice users can use our system based on simple input. The contribution of our paper
is the integration of theory and shows an approach to support method for qualitative
simulation-based education system.

2 Qualitative Simulation Primer

The simulation primer uses a relation model between causes and effects expressed as a
causal graph. Each node of the graph has a qualitative state value and each arc of the
graph shows a trend in effects.

Qualitative States on Nodes: In economic qualitative simulations, it is difficult to de-
cide landmark values because there aren’t conceptions for landmark in conditions of

M. Ali and F. Esposito (Eds.): IEA/AIE 2005, LNAI 3533, pp. 851–854, 2005.
c©Springer-Verlag Berlin Heidelberg 2005



852 T. Matsuo, T. Ito, and T. Shintani

nodes. We provide three sorts of qualitative state values on nodes without fixed land-
marks. In our system, the qualitative state [x(t)] is defined as ”High”, ”Middle” and
”Low”, that is the state values of nodes without landmarks. (node x at time t.)

State Trends Changing on Nodes: We define state trends changing on nodes that indi-
cate the time differential. Three types of qualitative values are given. In our system, the
qualitative changing state [dx(t)] is defined as ”Increase”, ”Stable”, and ”Decrease”,
that is the condition values of nodes. (node x at time t.)

Direction of Effects of Arcs: We show the direction of the effect nodes as influenced
by the cause nodes. Two sorts of qualitative values are given. D(x, y) is the direction of
the effects from node x to node y. The directions are classified into two categories. +
: When x’s state value increases, y’s state value also increases. / When x’s state value
decreases, y’s state value also decrease. − : When x’s state value decreases, y’s state
value increases. / When x’s state value increases, y’s state value decreases.

Transmission Speed of Effects on Arcs: We assume that transmission speed V0 is
used on the arc from node x to node y. When node x is influenced by other nodes and
changes to a qualitative value, node y changes the value simultaneously. We assume
that transmission speed V1 is used on the arc from node x to node y. When node x is
influenced by other nodes and changes to a qualitative value, node y changes the value
with a one-step delay.

Integration of Multiple Effects on Nodes: The integration of multiple effects on nodes
is defined as an addition of effects from multiple nodes. It is shown as adding among
qualitative different values [δX/δt] and [δY/δt]. Namely, Z = [δX/δt] + [δY/δt].

For example, when [δX/δt] is + and [δY/δt] is +, the sum is +. On the other
hand, when [δX/δt] is + and [δY/δt] is −, the qualitative sum value cannot be decided,
namely its value is unknown. When there are multiple adjacent nodes connected to a
node, the integration of multiple effects on nodes is defined as addition of changing
state values among multiple nodes.

3 Supporting Procedure

Our system is intended for learners, such as elementary school students and junior high
school students. Each student has each experience and knowledge concerned with eco-
nomic activities. When such multiple users use our system, our system applies and
decides how to support such users based on a process of users learning. When users
construct a causal model, users behavior is difference based on each user’s ability. If a
user knows about some factors and its relationships partially, he/she tells finishing work
and pushes the FINISH button (in our system) when he/she finishes making the causal
graph. On the other hand, if a user doesn’t know about some factors and its relation-
ships, his/her work stops for minutes without his/her report. Thus, we decide conditions
after making causal graph as follows. (a) After some operations, the operation stops for
minutes, and (b) after some operations, the FINISH button is pushed.

When users don’t operate in some minutes more than time in which a manager
(teacher, mentor, ...) decides, our system judges (a). Our system asks whether the user’s
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operation finished or not. If the user selects a button in which his/her work finished,
our system asks the four questions as pop-up window, that is FINISH, HINT, GIVE
UP and UNFINISH. When the user selects the UNFINISH button, the user continues
making causal graph model. When the user selects the other buttons, our system check
up a causal graph model constructed by the user and decides how to support the user’s
leaning. We classify the following sets based on the causal model. (1) The graph doesn’t
have both arcs and nodes, (2) the graph has less nodes, (3) the graph is constructed as a
partial model, and (4) the graph has enough nodes and arcs.

Our system supports users based on a causal graph model constructed by the users.
We define the following conditions based on a button pushed by the user. F: The user
selects the FINISH button. H: The user selects the HINT button. G: The user selects
the GIVE UP button.

We show the 9 sets of users situations in the users’ graph making1. First, a user
starts making causal graph. The graph construction window has a field of making causal
graph, the UNFINISH button and the FINISH button. When the user finishes making
simulation model, three buttons are provided, that is FINISH, HINT and GIVE UP.
However, we don’t provide the FINISH button at condition (1) to (3). The user can select
HINT, GIVE UP and UNFINISH button at condition (1) to (3). Based on the option
button selected by the user, our system supports user based on our support algorithm.
After supporting at condition (1) to (3), the user retries making or completing causal
graph model. In case of condition (4), our system checks the relationships between each
node with arcs rule which are referred from database files. After the model is renewed,
our system tries conducting simulation based on initial values input by the user.

Second, after the user remakes the causal graph model through our system’s sup-
port, our system re-support the user based on the condition of model reconstructed by
the user. We show an example of a process of completing causal graph model. The
user starts making causal model and the user pushes the HINT button at condition (1).
Our system shows some nodes, and the user selects the appropriate nodes from nodes
shown by our system. Then, the user restarts making causal model and the user pushes
the HINT button at condition (3). Our system drops hints as some relationship between
nodes, the user uses appropriate arcs based on the hints. Finally, our system checks
the causal model based on the rules concerned with the relationship between each
node. The user try conducting an economic simulation based on the completed graph
model.

4 Conclusion

In this paper, we proposed a support method of our e-learning support system based
on qualitative simulation. When models and initial values are changed, users can know
what influence its changing brings a result. Our system can be used without mentor,
because users can input initial values easily in our system. Our system can be also a
promising application as a self-learning system for a tele-education.

1 http://www-toralab.ics.nitech.ac.jp/˜ tmatsuo/research/model.jpg
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Somolinos Pérez, Juan Pedro 685
Son, Hwa Jeong 79
Soomro, Safeeullah 357
Steidley, Carl 599
Steinbauer, Gerald 121, 208
Storari, Sergio 773
Sung, Younghun 65
Susi, Angelo 752
Suzuki, Tohru 101

Tae, Yoon-Shik 249
Takeno, Junichi 101
Tang, Yajuan 432
Tasaki, Tsuyoshi 111
Tissot, Phillipe 599
Toda, Mitsuhiko 111
Tomás, Vicente R. 360
Tor, Shu Beng 390
Tosic, Milovan 165
Treur, Jan 363, 667, 848
Trunfio, Giuseppe A. 628
Tsekouras, G.E. 406
Tsekouras, George E. 705
Tuovinen, Lauri 412

Uchiyama, H. 809
Uloza, Virgilijus 69
Usrey, Rachel 85

Valero, C. Virginia 547
van der Meij, Lourens 363
van Maanen, Peter-Paul 848
Vassallo, Giorgio 315
Vella, Filippo 315
Verikas, Antanas 69
Verwaart, Tim 145, 544
Vicente, M. Asuncion 442
Vindigni, Michele 239
Vrolijk, Hans 544

Watanabe, Toyohide 236, 353, 657
Wimpey, B.J. 809
Wotawa, Franz 208, 357, 783

Xu, Yong-Ji 551

Yang, Yubin 490, 616
Yang, Zijie 432
Ye, Yukun 616
Yoon, Hyunsoo 185
Yoon, Sang Min 65
Yoshiaki, Tashiro 829

Zanoni, Daniele 752
Zanzotto, Fabio Massimo 239
Zarri, Gian Piero 749
Zaslavsky, Arkady 165
Zhou, Zhihua 616
Zhu, Yuelong 657


	Front matter
	Chapter 1
	Introduction
	Applications
	New Directions
	References

	Chapter 2
	Introduction
	A Brief History of Automatic Speech Recognition Research
	The Power of Evaluation
	The Change of Perspective and the Conversational Market
	Business Cases and Business Models of Conversational Systems
	Conclusions
	References

	Chapter 3
	Introduction
	Motion-Based Stereovision Method
	Accumulative Computation for Motion Detection
	Disparity Analysis for Depth Estimation

	Simulation for Autonomous Robot Navigation
	Analysis of the Turns in the Three-Dimensional Environment
	Analysis of the Straight Stretches in the Three-Dimensional Environment
	General Remarks

	Conclusions
	Acknowledgements
	References

	Chapter 4
	Introduction
	Object Localization
	Mean Shift Algorithm
	Object Localization Using Mean Shift
	Adaptation of Search Window Size

	Object Extraction
	Active Contours Based on Region Competition
	Level Set Implementation
	Object Extraction Using Active Contours

	Experimental Results
	Evaluation Function
	Tracking in Synthetic Sequences
	Tracking in Hands Images

	Conclusions
	Acknowledgement
	References

	Chapter 5
	Introduction
	ProposedSystem
	Overview of the System
	Image Representation
	Place Recognition Based on Density Matching

	Experimental Results
	Conclusions
	Acknowledgements
	References

	Chapter 6
	Introduction
	System Architecture
	Background Modelling and Foreground Segmentation
	Plan View Segmentation
	People Modelling
	Tracking
	Applications and Experiments
	Conclusions and Future Work
	Acknowledgments
	References

	Chapter 7
	Introduction
	Overview of Present Work
	Experimental Results
	References

	Chapter 8
	Introduction
	Head Detection Algorithm
	Results and Conclusions
	References

	Chapter 9
	Introduction
	A Vision-Based Path Planning Algorithm
	Experimentation
	Conclusions
	References

	Chapter 10
	Introduction
	System Framework
	Experiment Results
	Results in AR DB
	Results in SAIT DB

	Conclusion
	References

	Chapter 11
	Introduction
	Data
	Ground Truth

	The Approach
	Colour Features
	Extracting Texture Features
	Geometrical Features
	Pattern Classifier

	Experimental Investigations
	Classification Results

	Conclusions
	References

	Chapter 12
	Introduction
	Proposed System
	Experimental Result
	Conclusion
	Acknowledgement
	References

	Chapter 13
	Introduction
	Character Segmentation System
	Experimental Results and Conclusions
	References

	Chapter 14
	Introduction
	Case-Based Reasoning System
	Case Structure
	Scale

	Reasoning and Retrieval
	Implementation
	Evaluation

	Experimental Results
	Exemplar Approach
	Instance Approach

	Discussion
	References

	Chapter 15
	Introduction
	Feature-Table-Based Automatic Question Generation
	Conclusion
	Acknowledgements
	References

	Chapter 16
	The Speech Recognition Problem
	Speeding Up the Recognition Process
	Tests and Results
	Conclusion
	References

	Chapter 17
	Introduction
	General Description of the Consciousness System
	Definition of Consciousness and the System
	Structure of the Consciousness System
	Comparison with Mechatronics Model
	Related Cases About Imitation
	Conclusion on Definition of Consciousness

	Learning in the Consciousness System
	Purpose
	Features of NN in the Consciousness System
	Structure of NN in the Consciousness System
	Flow of Information in the Consciousness System
	Learning Method of NN
	Result of Learning and Observations

	Robot Experiments
	Purpose
	Description of Robots
	Procedure of Experiment
	Results of Experiments and Observation

	Conclusion
	References

	Chapter 18
	Introduction
	Communication Based on Interaction Distance
	Categorization of Robot Functions Based on Proxemics
	Robot Intimacy Based on Proxemics

	Humanoid SIG2 and Its Capabilities
	Tactile Sensors and Face Localization and Recognition
	Sound Source Localization and Separation
	Sound Source Separation ADPF Using
	Speech Recognition for Separated Sound

	Design of Interaction-Distance Based Interaction
	Implementation Using Subsumption Architecture

	Two Experiments to Check Effectiveness
	Scenario 1: Selecting Sensory Modalities Based on Distance
	Scenario 2: Changing Behavior Based on Intimacy
	Discussion

	Conclusion and Further Work
	References

	Chapter 19
	Introduction
	The Liquid State Machine
	The Framework of a Liquid State Machine

	Experimental Setup
	Results
	Conclusion and Future Work
	References

	Chapter 20
	Introduction
	Robot Competition System
	Gesture Based Interface
	Experimental Results
	Conclusions
	Acknowledgement
	References

	Chapter 21
	Introduction
	The Application
	Problems
	Globus

	Agents for the Grid
	Overview of ASGARD Architecture and Design
	Output Analysis
	Conclusions and Future Work
	References

	Chapter 22
	Introduction
	Agent Design
	Prototype Implementation and Results
	Conclusion and Directions for Future Development
	Acknowledgement
	References

	Chapter 23
	Introduction
	Distributed Engineering Design
	Distributed Engineering Design Characteristics
	Problematic Aspects of Distributed Engineering Design

	The Intelligent Multi-agent Design Information Management System (IDIMS) Architecture
	Software Agents and Multi-agent Systems
	Ontologies
	The IDIMS Architecture

	The IDIMS Prototype
	Conclusions and Future Work
	References

	Chapter 24
	Introduction
	Related Work
	EFTL Design
	The EFTL Conceptual Architecture
	The EFTL Components

	The EFTL Messaging System Design
	Recovery Procedure in the Case of Agent and/or Host Death
	Performance Analysis
	Conclusion and Future Work
	References

	Chapter 25
	Introduction
	An E-Commerce Model Based on Multiple Auctions
	Preliminaries
	The Model

	The Characteristics of the Situation Where Multiple Bidding Support Agents Exist
	Strategy Proofness and Pareto Optimality Under the Ideal Situation
	Robustness Against Unsupported Bidders

	Discussion
	Different Deadlines
	Robustness Against Irrational Bidders

	Related Work
	Conclusions and Future Work
	References

	Chapter 26
	Introduction
	Architecture of SWATS
	Implementation of SWATS
	References

	Chapter 27
	Introduction
	Proposed System
	Installation
	Reconfiguration
	Update

	Conclusion
	References

	Chapter 28
	Introduction
	Inventory Management
	Forecasting Inventory Demand
	Inventory Control
	Replenishment of Inventory

	Agents
	How Agents Could Help Inventory Management Systems
	Our Decision Support System Using MAS
	Specification

	Running the Inventory Management System
	Conclusion
	References

	Chapter 29
	Introduction
	Scheduling with a Causal Domain Theory
	OMP: The Open Multi-CSP Planner
	The OMP Knowledge Modeling Language
	The Software Architecture

	Conclusions
	References

	Chapter 30
	Introduction
	Plan Invariants
	Basic Definitions
	Extended Planning Problem
	Related Research
	Conclusion
	References

	Chapter 31
	Introduction
	ACO Applied to Shop Scheduling Problems
	Bias Inherent in Constructive Algorithms
	Pheromone and Construction Biases
	Conclusions
	References

	Chapter 32
	Introduction
	Algorithms
	References

	Chapter 33
	Introduction
	Population Learning Algorithm and Its PFSP Implementation
	Computational Experiment Results
	Conclusions
	References

	Chapter 34
	Introduction
	Approach
	Estimating Future Changes of Dangerous Regions
	Extended R-Tree

	References

	Chapter 35
	Introduction
	Architecture Components
	Information Retrieval and Clustering (IR&C)
	“Active” Information Access System
	The Generic Linguistic Knowledge
	The Design Process Ontology

	Extracting Terms and Relational Patterns
	Terminology and Relational Patterns Extraction
	SHUMI Case Study: Preliminary Results

	Further Improvements
	References

	Chapter 36
	Introduction
	Previous Work
	Combining of Rule-Based Learning and Memory-Based Learning
	Combined Model
	Training and Combining Algorithms
	Rule-Based Learning

	Experiments
	Data Set
	Experimental Results

	Conclusions
	Acknowledgements
	References

	Chapter 37
	Introduction
	System Architecture
	Understanding the Map
	Mobile User Profiles
	Generating Context-Sensitive Information

	Selecting Relevant Knowledge
	Organizing the Information Presentation
	Rendering the Map Objects Description

	Conclusions and Future Work
	Acknowledgements
	References

	Chapter 38
	Introduction
	General Architecture
	The Haptic Software Development Kit
	The Visual Scene Graph Manager
	The Collision Detection Manager

	Runtime Main Loop
	Conclusions
	Acknowledgements
	References

	Chapter 39
	Introduction
	Description Logics and Natural Language Processing
	A Grammar for Parsing E-Commerce Advertisements
	Lexicon and Grammars
	Ambiguity Resolution Through Filtering

	System and Results
	Discussion and Conclusion
	Acknowledgments
	References

	Chapter 40
	Introduction
	Information Filtering and Search
	Search-Driven Dialog Management
	Experiments with Web-Based Dialogs
	Interactive Discourse Generator
	Searching and Filtering Agent

	Working Example and Results
	Conclusions
	References

	Chapter 41
	Introduction
	Related Work
	Fault Model and Test Process
	Preliminaries
	Fault Model and Test Terminology
	Test Process

	Minimizing the Spanning Set
	An Algorithm to Determine Minimal Spanning Set of Complete Event Sequences (MSCES)
	Generating ESs with Length >2
	Determination of Minimal Spanning Set for the Coverage of Faulty Complete Event Sequences (MSFCES)

	Tool Support and Validation
	Conclusion and Future Work
	References

	Chapter 42
	Introduction
	The TutorJ System
	Structure of the Ontology
	Learning Path Visualization
	Experimental Results
	References

	Chapter 43
	Introduction
	The Proposed Approach
	Experimental Results
	Conclusions and Future Works
	References

	Chapter 44
	Introduction
	Support System for Analysis of Questionnaire Data
	Interface of the Support System

	Chapter 45
	Introduction and Related Work
	Two Faces of Modeling
	Example
	A Non-trivial Example and Tool Support
	Complexity Analysis of the Approach
	Conclusion and Future Work
	Literature

	Chapter 46
	Introduction
	Related Work 
	Inferring Definitive Clause Grammars from Multivariate Time Series at Distinct Abstraction Levels
	An Example
	Conclusion
	References

	Chapter 47
	Introduction
	Adapting the Agent to the Uncertainty. From Bayesian Programming to Bayesian Maps
	Bayesian Maps

	Environment Model, Bayesian Map Proposed
	Bayesian Maps

	Data Fusion and Incoherence Detection
	Experimental Validation
	Conclusions
	References

	Chapter 48
	Introduction
	Frame Work
	Feature
	Event Structure

	Multi-detailed Observation of Event
	Retrieving Features with Common Factor
	Retrieving Feature with Interrelated Factor

	Conclusion
	References

	Chapter 49
	Introduction
	Modeling
	References

	Chapter 50
	Introduction
	The Deep Knowledge Freeway Traffic Simulator
	Results, Conclusions and Future Work
	References

	Chapter 51
	Introduction
	Modelling Dynamics in LEADSTO
	Tools
	Conclusion
	References

	Chapter 52
	Introduction
	The Knowledge Base and the Diagnostic Procedures
	Acknowledgement.
	References

	Chapter 53
	Introduction
	Motivation of Our Work
	Concept Learning Algorithm
	The Algorithm

	Running an Example
	Conclusion and Future Work
	Acknowledgments
	References

	Chapter 54
	Introduction
	Machine Learning Techniques
	Artificial Neural Networks
	Support Vector Machines
	C4.5 Algorithm
	Ensembles

	Refractive Errors Measurement System
	Tests and Results
	Conclusions
	References

	Chapter 55
	Introduction
	Conclusion
	Related Work
	Extreme Learning Machine
	Experiments
	Data Set – MCV1
	Experimental Setting
	Performance Indicator
	Results and Discussion

	References

	Chapter 56
	Introduction
	Kernel Based Learning Algorithms
	Image Features Extraction
	Experiments
	Conclusions
	References

	Chapter 57
	Introduction
	Ensembles of Classifiers
	Proposed Algorithm
	Experiments Results
	Conclusion
	References

	Chapter 58
	Introduction
	The Data
	The Features
	Classification Methods
	Results
	Conclusions
	Acknowledgments
	References

	Chapter 59
	Introduction
	Support Vector Machines
	Multiclass SVMs
	Minimum Spanning Tress and Multiclass SVMs
	Experiments
	Discussion
	Conclusion
	Acknowledgements
	References

	Chapter 60
	Introduction
	Background of HFGWR
	Feature Extraction
	Signal Model
	Chirplet-Based Feature Extraction

	Similarity and Dissimilarity Representation
	Experiment
	Conclusion
	References

	Chapter 61
	Attribute Selection and Feature Extraction in Building Decision Trees
	Proposed Approach
	Experimental Results
	Conclusions
	References

	Chapter 62
	Introduction
	Experimental Study Cases
	References

	Chapter 63
	Introduction
	Multi-level Spatial Association Rules Mined with ARES
	Multi-level Spatial Association Rules Graph-Based Visualization
	An Application: Mining Geo-Referenced Data
	Conclusions
	References

	Chapter 64
	Introduction
	Data Mining and Decision Support in Knowledge Management
	Data Mining and Decision Support: Health-Care Application
	Analysis of Health Care Centres Data with Data Mining
	Availability and Accessibility of Public Health Care Resources
	Decision Support for Planning Health Care Resources

	Conclusion
	Acknowledgements
	References

	Chapter 65
	Introduction
	Related Work
	Semantically-Guided Patterns Discovery from Texts
	Text Preprocessing and Training
	Mining and Evaluating Plausible Patterns

	Analysis and Results
	Conclusions
	References

	Chapter 66
	Introduction
	Related Work
	FRM
	Dual-Match

	Preliminary Experiments
	Experiment Environments
	Experiment Results and Analysis

	The Proposed Method
	Basic Idea
	Construction of Multiple w-Indexes

	Performance Evaluation
	Experiment Environment
	Experiment Results

	Conclusions
	Acknowledgment
	References

	Chapter 67
	Introduction
	Background and Motivation
	Meteorological Background
	Data Sources
	Cloud Tracking and Characterization

	Architecture of Conceptual Model
	Spatial Data Mining and Knowledge Discovery
	Data Preprocessing from Spatial Perspective
	Phase I: Mining for Derivation Rules
	Phase II: Mining for Environmental Physical Models

	Experimental Results
	Conclusions
	References

	Chapter 68
	Introduction
	Background and Related Works
	The Approach
	Mining Association Rules
	Filtering Association Rules

	Experimental Results
	Conclusion and Future Work
	Acknowledgments
	References

	Chapter 69
	Introduction
	Context of the Project
	Global Architecture of the Pangea System
	Information Extraction in Pangea

	Mining Information Extraction Rules
	Knowledge Discovery from Texts
	Basic Principle of the System 
	Algorithm for Discovering Information Extraction Rules
	Extracting a Part-Number Using the Decision Tree

	Experiments
	Impact of the Support Threshold
	Impact of the Number of Pages Scanned per Datasheet 

	Conclusion
	References

	Chapter 70
	Introduction
	Ontology-Supported Data Preprocessing
	Empirical Evaluation
	Conclusion
	References

	Chapter 71
	Introduction
	Problem Statement
	A Real-World Job Shop Problem

	A Fuzzy Genetic Algorithm for the Job Shop Scheduling Problem
	Performance of the GA on Real- World Data
	Experiments with Different Values of λ
	Experiments with Different Variations of the Genetic Algorithm

	Conclusion
	Acknowledgments
	References

	Chapter 72
	Introduction
	Principles of Multi-objective Evolutionary Hardware
	SPEA: Strength Pareto Evolutionary Algorithms
	Evolving Pareto-Optimal Digital Circuits
	Circuit Encoding and Genetic Operators
	Circuit Evaluation

	Performance Results
	Conclusion
	References

	Chapter 73
	Introduction
	Description of Datasets and Method
	Experimental Results and Conclusion
	References

	Chapter 74
	Introduction
	The Problem
	The Proposal
	Solution Using Genetic Algorithms
	Tests and Results
	Conclusions
	Acknowledgement
	References

	Chapter 75
	Introduction
	Efficient Genetic Algorithm
	Illustrative Examples
	Conclusion
	References

	Chapter 76
	Introduction
	Overall Architecture for the Hardware Genetic Algorithm
	Fitness Evaluation Component
	Conclusion
	References

	Chapter 77
	Introduction
	Node-Depth Encoding
	Operator 1
	Operator 2

	Tests
	References

	Chapter 78
	Introduction
	Partially and Completely Optimized Rules
	Experimental Results
	Conclusions
	References

	Chapter 79
	Introduction
	Design of EA-Based SOPNN
	Simulation Results
	Conclusions
	Acknowledgment.
	References

	Chapter 80
	Introduction
	Nature of Construction Disputes
	Multi-layer Feed-Forward Perceptron
	Particle Swarm Optimization (PSO)
	PSO Algorithm
	Adaptation to Network Training

	The Study
	Results and Discussions
	Conclusions
	Acknowledgement
	References

	Chapter 81
	Introduction
	Self-organizing Radial Basis Function Network
	Similarity Measure
	Creating a New Neuron
	Annexing Two Neurons

	Application to Robot Manipulators
	Conclusions
	Acknowledgment.
	References

	Chapter 82
	Introduction
	Methods
	Self-organizing Map
	The Overall Analysis Process

	Experiments
	Analysis of SDCCH Capacity Problems
	Analysis of TCH Capacity Problems

	Conclusion

	Chapter 83
	Introduction
	Site Description, Model Topology, and Training
	Optimization and Application
	Discussion
	Conclusions
	Acknowledgements
	References

	Chapter 84
	Introduction
	Decision Model Construction
	Data Preprocessing
	Hyperplane Extraction
	Decision Model Transformation
	Conclusions
	References

	Chapter 85
	Description of the Problem
	Description of the Suggested Solution
	Results
	Conclusions
	References

	Chapter 86
	Introduction
	System Architecture
	Two-Tier Neural Network Ensembles
	Experimental Results
	References

	Chapter 87
	Introduction
	Background
	Parallel Simulated Annealing
	The Traveling Salesman Problem
	The Experiments
	Simulated Annealing for the TSP
	Coordination with Complete Solutions
	Coordination with Common Components

	Results
	Discussion
	Conclusions
	Acknowledgements
	References

	Chapter 88
	Introduction
	The Dynamics of a System of Events
	An Approximate Solution: The Cross-Impact Analysis Approach

	Searching for the Best Strategies
	An Example Application
	Conclusions
	References

	Chapter 89
	Introduction
	Method
	The Ant Foraging Strategy

	Results
	Discussion
	Conclusions
	References

	Chapter 90
	Introduction
	Local Search
	The PHIL Search Algorithm
	Computational Experience
	Methodology and Problem Instances
	Results and Comparison

	Conclusions
	References

	Chapter 91
	Introduction
	Modeling of Transportation Network
	Queries on Transportation Network
	Path Search Regions on Road Network
	Region and CNN Queries

	Analysis
	Characteristics of Super-Node Representation Method
	Analysis of Traffic Cost
	Prototype System

	Conclusion
	References

	Chapter 92
	Introduction
	A Formal Specification Language for Performance Indicators
	Performance Indicators
	Relationships Between Performance Indicators
	Requirements over Performance Indicators

	A Case Study from the Area of Logistics
	Performance Indicators
	Relationships
	Requirements
	Analysis of the Case Study

	Conclusions
	References

	Chapter 93
	The Problem Formulation
	The Algorithm NSGA-II and Constraints Handling
	Applications
	References

	Chapter 94
	Introduction and Background
	Backbone-Based Local Search Method
	Experimental Evaluation
	Conclusion and Future Work
	References

	Chapter 95
	Introduction
	Adaptive Peer Review
	Extended Taxonomy of Mapping Criteria

	System Description
	Mapping Criteria Implementation
	Searching Algorithm

	Experimental Results
	Conclusions
	Acknowledgment
	References

	Chapter 96
	Introduction
	Scale and Pose-Invariant Face Detection
	EBM for Eye Pair Detection
	Pose Estimation using Fuzzy Logic and a 3D Active Camera

	Face Localization for Recognition
	Estimation of Mouth Location
	Detection of Face Region and Localization of Facial Features

	Experimental Results
	Conclusion
	References

	Chapter 97
	Introduction
	Host Communication Competence and Data Description
	The Proposed Algorithm
	Entropy-Based Categorical Data Clustering
	Cluster Merging Process

	Detecting and Analyzing Shifting Patterns
	Conclusions
	References

	Chapter 98
	Introduction
	User Profiling with Minimal Knowledge
	Fuzzy Similarity in Lukasiewicz Structure

	Algorithm for User Profile Matching
	Combining Similarities

	References

	Chapter 99
	Introduction
	The Target Application
	Theoretical Foundations
	Mereology
	Formal Contexts and Formal Concepts
	Knowledge Representation

	The Goal Concept
	Goal Representation
	The Conceptual Goal Hierarchy

	Related Work
	Conclusion
	References

	Chapter 100
	Introduction
	Basic Approaches and Motivations
	Basic Approaches
	Motivations

	Architecture
	MoA Engine
	Bossam Inference Engine
	Ontomo Editor

	Ontology M&A Algorithm
	Basic Definitions
	Algorithm

	Evaluation
	Conclusion
	References

	Chapter 101
	Motivation
	Basic Notions
	Redundancy Detection
	REDD Algorithm
	REDD Computational Complexity

	The RDFCore Component
	Experimental Results
	Acknowledgments
	References

	Chapter 102
	References

	Chapter 103
	A Decision Support Approach to Trust Modeling
	Web-Based Trust Modeling: Estimating Research Reputation and Collaboration of Project Partners
	Acknowledgements
	References

	Chapter 104
	References

	Chapter 105
	Introduction
	Case-Based Ranking
	Collaborative Approach
	A Case Study on Environmental Risk Assessment
	Empirical Evaluation
	Conclusions
	Acknowledgments
	References

	Chapter 106
	Introduction
	Common Goods and Their Cognitions
	The Organization of Forums
	Cognitive Architectures for Intelligent Agent Communities
	Cognitive Mapping for Peripheral Reasoning
	Working Agents in Operational DSS Architectures

	Conclusions
	References

	Chapter 107
	Introduction
	Oral Anticoagulant Therapy
	DNTAO-SE
	DNTAO-SE Knowledge Base
	Automatic Dose Adjustment for Medium Risk Patients
	Prototype Implementation

	Models for Automatic Dose Prescription
	DNTAO-SE Testing
	Related Work
	Conclusions and Future Work
	Acknowledgements.
	References

	Chapter 108
	Introduction
	Handling System
	DACS
	Properties

	Verification
	Translating the Handling System
	Modeling Properties
	Case Study

	Conclusions
	References

	Chapter 109
	Introduction
	The Conference Management System
	The Conference Review Process
	The Reviewers Selection
	Paper Distribution Systems

	The GRAPE System
	The Assignment Process
	The Bidding Process

	Evaluation
	European Conference Experiment
	IEA/AIE 2005 Experiment

	Conclusions
	References

	Chapter 110
	Introduction
	The Nurse Scheduling Problem
	Nurse Scheduling Based on Dynamic Weighted MaxCSP
	Dynamic Weighted MaxCSP
	Formalization Based on the DW-MaxCSP

	Re-scheduling Based on DW-MaxCSP
	Solution Stability Based on the Provisional Constraint
	The Process of Re-scheduling

	Evaluation
	Experimental Results
	System Examples

	Conclusion
	References

	Chapter 111
	Introduction
	Background
	The SA Wheelchair
	Our Current Prototype
	Interacting with the Robot 
	Conclusions and Future Directions
	References

	Chapter 112
	Introduction
	The SAMOT System
	SAMOT Overall Architecture
	The Correlation Module of SAMOT

	SAMOT Installations on Italian Highways
	Installation at Connection of A10-A7 (Genova)
	Installation on A1 Tunnel (S. Donato - MI)
	Installation on A4 (Brescia - Padova)

	Concluding Remarks
	References

	Chapter 113
	Introduction
	Train Rescheduling Systems: State of the Art
	Why Train Rescheduling Is Difficult?
	Problems of Current Train Rescheduling Systems

	Evaluation of Train Rescheduling by Passengers’ Dissatisfaction
	Previous Research on Evaluation of Train Rescheduling
	Evaluation of Train Rescheduling Based on Passengers’ Dissatisfaction

	Train Rescheduling Algorithm Which Minimizes Passengers’ Dissatisfaction
	Overall Structure
	Train Scheduling Network
	Details of the Algorithm
	An Example of the Execution Process of the Algorithm

	Results of Experiments and Evaluation of the Algorithm
	Conclusions
	References

	Chapter 114
	Introduction
	The Problem
	The Solution
	References

	Chapter 115
	Introduction
	Prototype Overview
	The Study
	Learner Attitude Towards the Feedback Format Used
	Summary
	References

	Chapter 116
	Introduction
	The Virtual Laboratory
	Acknowledgement
	References

	Chapter 117
	Introduction
	A Meta-level Architecture for Naval Planning
	Case-Study in Naval Domain
	Conclusion
	Acknowledgements
	References

	Chapter 118
	Introduction
	Qualitative Simulation Primer
	Supporting Procedure
	Conclusion
	References

	Back matter

